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# THE NEUMANN PROBLEM AFTER SPENCER 

AZAL MERA AND NIKOLAI TARKHANOV


#### Abstract

When trying to extend the Hodge theory for elliptic complexes on compact closed manifolds to the case of compact manifolds with boundary one is led to a boundary value problem for the Laplacian of the complex which is usually referred to as Neumann problem. We study the Neumann problem for a larger class of sequences of differential operators on a compact manifold with boundary. These are sequences of small curvature, i.e., bearing the property that the composition of any two neighbouring operators has order less than two.
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## Introduction

In the theory of elliptic linear partial differential equations the term coercive is used to describe a certain class of boundary value problems for elliptic systems $L u=f$, in which, for functions $u$ satisfying the boundary conditions, it is possible to estimate in relevant norm all the derivatives of $u$ of order equal to the order $m$ of $L$ in terms of the norm of $L u$ and in terms of suitable norms for the given boundary data. That is, there is no loss in derivatives - in going from $L u$ to $u$ we gain precisely $m$ derivatives. Nowadays such boundary value problems are called simply elliptic, where the ellipticity refers to the invertibility of both interior and

[^0]boundary symbols, the last condition being also known as the Shapiro-Lopatinskij condition.

In connection with the study of inhomogeneous overdetermined systems of partial differential equations, Spencer [Spe63] proposed a method which leads in some cases to well determined elliptic boundary value problems which are however not coercive. In case the systems consists of the inhomogeneous Cauchy-Riemann equations for differential forms the resulting boundary value problem is called the $\bar{\partial}$-Neumann problem. Extending a basic inequality of [Mor63] this problem was solved in [Koh63] for forms on strongly pseudo-convex domains on a complex manifold. The elliptic operator $L$ in the $\bar{\partial}$-Neumann problem is of second order, and in going from $L u$ to $u$, in a pseudo-convex domain, one gains only one derivative instead of two. This makes the problem more difficult than a coercive one, the main difficulty occuring in the proof of regularity at the boundary. The regularity proof in [Koh63] is rather complicated. A simpler proof was found in [Mor63]. In [KN65] is also presented a simpler proof which yields a raher general theorem for elliptic equations, Theorem 5 of Section 2. The result for the $\bar{\partial}$-Neumann problem is a very special case of this theorem.

In [KN65], the results are expressed in a fairly general form which may eventually prove useful in carrying out Spencer's attack on overdetermined equations. For functions $u$ and $v$ with values in $\mathbb{C}^{k_{i}}$ or in a smooth vector bundle $F^{i}$ over a compact manifold with boundary $\mathcal{X}$ one considers a sesquilinear form $Q(u, v)$ which is an integral over $\mathcal{X}$ of an expression involving derivatives of $u$ and $v$. For functions $u, v$ lying in a linear space $\mathcal{D}$ determined by certain boundary conditions one is looking for a solution $u \in \mathcal{D}$ of $Q(u, v)=(f, v)$ for all $v \in \mathcal{D}$, where $f$ is a given function with values in $F^{i}$ and $(\cdot, \cdot)$ denotes the $L^{2}$ scalar product of sections in $\mathcal{X}$. The form $Q$ is primarily assumed to be almost Hermitean and that $\Re Q(u, u) \geq 0$ for $u \in \mathcal{D}$. The paper [KN65] is aimed at obtaining solutions that are regular in $\mathcal{X}$ up to the boundary. The solutions then lie in $\mathcal{D}$ and satisfy also "free" or "natural" boundary conditions.

It was Sweeney, a PhD student of Spencer, who developed the approach of [KN65] within the framework of overdetermined systems, see [Swe69], [Swe71], [Swe72], [Swe76], [HS86]. A differential operator $A^{0}$ is said to be overdetermined if there is a differential operator $A^{1} \neq 0$ with the property that $A^{1} A^{0} \equiv 0$. Then, for the local solvability of the inhomogeneous equation $A^{0} u=f$ it is necessary that the right-hand side satisfies $A^{1} f=0$. The above papers deal with sesquilinear forms $Q(f, g)=\left(A^{i} f, A^{i} g\right)+\left(A^{i-1 *} f, A^{i-1 *} g\right)+(f, g)$ called the Dirichlet forms. This work is intended as an attempt at motivating an interesting class of perturbations of the Neumann problem after Spencer. It corresponds to "small" perturbations of complexes of differential operators which are are known as quasicomplexes, see [Tar07].

Assume that $\mathcal{X}$ is a compact $n$-dimensional manifold with boundary. For each nonnegative integer $i$ let $F^{i}$ be a vector bundle over $\mathcal{X}$, and let $A^{i}$ be a first order differential operator which maps $C^{\infty}$ sections of $F^{i}$ to $C^{\infty}$ sections of $F^{i+1}$. Suppose that the compositions $A^{i} A^{i-1}$ are all of order not exceeding 1 so that the operators $A^{i}$ form a sequence

$$
\begin{equation*}
0 \longrightarrow C^{\infty}\left(\mathcal{X}, F^{0}\right) \xrightarrow{A^{0}} C^{\infty}\left(\mathcal{X}, F^{1}\right) \xrightarrow{A^{1}} \ldots \xrightarrow{A^{N}} C^{\infty}\left(\mathcal{X}, F^{N}\right) \longrightarrow 0 \tag{0.1}
\end{equation*}
$$

whose curvature $A^{i} A^{i-1}$ evaluated in appropriate Sobolev spaces is compact at each step.

The assumption that all of $A^{i}$ have order 1 simplifies the notation essentially. This will usually not be the case in practice. However, this assumptions is fulfilled for classical complexes of differential operators which arise in differential geometry, see [Tar95, Ch. 1].

As but one example of quasicomplexes of purly geometric origin we mention the sequence related to any connection on a smooth vector bundle over $\mathcal{X}$, see for instance [Wel80, Ch. III].

Example 0.1. Let $F$ be a smooth vector bundle of rank $k$ on $\mathcal{X}$. For $i=0,1, \ldots, n$, we denote by $\Omega^{i}(\mathcal{X}, F)$ the space of differential forms of degree $i$ with $C^{\infty}$ coefficients on $\mathcal{X}$ taking on their values in $F$. Pick a connection $\partial$ on $F$. Consider the sequence

$$
0 \rightarrow C^{\infty}(X, F) \xrightarrow{\partial^{0}} \Omega^{1}(X, F) \xrightarrow{\partial^{1}} \ldots \xrightarrow{\partial^{n-1}} \Omega^{n}(X, F) \rightarrow 0,
$$

where $\partial^{0}=\partial, \partial^{1}$ is a natural extension of $\partial^{0}$ to one-forms under preservation of the Leibniz rule, etc. Since $\partial^{i+1} \partial^{i}$ is a differential operator of order 0 , the sequence is a quasicomplex. The principal symbols of the (formal) Laplacians $\Delta_{\partial}^{i}$ are given by

$$
\sigma^{2}\left(\Delta_{\partial}^{i}\right)(x, \xi)=I_{F_{x}} \otimes \sigma^{2}\left(\Delta^{i}\right)(x, \xi)
$$

where $\Delta^{i}$ are the Hodge-Laplace operators. We thus conclude that $\sigma^{2}\left(\Delta_{\partial}^{i}\right)(x, \xi)$ is invertible for all $(x, \xi) \in T^{*} \mathcal{X} \backslash\{0\}$. Hence, $\Delta_{\partial}^{i}$ is a second order elliptic differential operator on $\mathcal{X}$.

Note that the quasicomplex of connections is a complex if and only if the associated bundle is trivial.

The purpose of this paper is to show how one obtains existence and regularity theorems for the Neumann problem after Spencer, see (4.1), if an estimate of the form

$$
\|f\|_{1 / 2}^{2} \leq c\left(\left\|A^{i} f\right\|^{2}+\left\|A^{i-1 *} f\right\|^{2}+\|f\|^{2}\right)
$$

holds for all smooth $f$ satisfying certain boundary conditions. In the case of zero curvature, i.e., $A^{i} A^{i-1} \equiv 0$, basic results are contained in [KN65]. If $A^{i} A^{i-1} \not \equiv 0$, however, the theorems of [KN65] do not immediately apply. Our contribution rests on a detailed study of the boundary conditions which settles the matter of "free boundary conditions."

A major part of the paper is concerned with solving equations of the type $Q(u, v)=(f, v)$ for all $v \in \mathcal{D}$. The form $Q(u, v)$ is an integral of a sum of squares. In [KN65] also more general forms are considered, admitting a mild non-Hermitean part. Since the problem is not assumed to be coercive, one must be rather careful in handling the error terms which usually arise from derivatives of the coefficients, when deriving estimates. On assuming that $Q(u, u) \geq\|u\|^{2}$ for $u$ in a subspace $\mathcal{D}$ (after adding $(u, v)$ to $Q$ ), and that $Q(u, u)^{1 / 2}$ is compact with respect to the $L^{2}$ norm, i.e., that any sequence $\left(u_{\nu}\right)$ with $Q\left(u_{\nu}, u_{\nu}\right)$ bounded has a convergent subsequence in $L^{2}$, one shows that the equation can be solved, the space of solutions of the homogeneous equation is finite dimensional, and that the solution operator is compact. On assuming a gain of derivatives we present a regularity theorem for solutions.

Similarly to [KN65], our results are not complete in themselves, but are meant as a technical aid in obtaining more definitive results. For no indication is given when a priori estimates hold. Indeed it seems to be rather difficult to say in general when they can be established.

It is very easy to prove the existence of a Hilbert space solution of the equation $Q(u, v)=(f, v)$ for all $v \in \mathcal{D}$. But we are interested in those solutions which are smooth in $\mathcal{X}$. To do this we derive a priori estimates for the $L^{2}$ norms of derivatives of $u$. Near the boundary we first estimate derivatives in directions tangential to the boundary by essentially setting $v$ equal to tangential derivatives of $u$. To this end, we assume that the boundary conditions are, in some sense, invariant with respect to translation along the boundary. Then, assuming the boundary to be noncharacteristic, we estimate also the normal derivatives. Then we are faced with the standard problem of going from a priori estimates of derivatives to the proof of their existence.

There is, as yet, no general theorem which states that whenever one has a priori estimates for derivatives of a function then, in fact, these derivatives exist. In each individual case one has to prove this separately, and this is often the most tedious and technical aspect of existence theorems. One way which is often used is to apply a smoothing operator to the solution. In order to apply the a priori estimates to the resulting functions it is necessary to handle the term arising from the commutator of the differential operator and the smoothing operator. This is sometimes rather complicated. This method is used extensively in the book [Hoe63], where a number of special lemmas concerned with the commutators of differential and smoothing operators are given.

In [KN65] another method of smoothing is used. It is more closely related to differential operators, and has proved useful in a wide class of problems. It consists in adding $\varepsilon$ times an elliptic operator so that the resulting equation becomes elliptic and coercive under the given boundary conditions for $\varepsilon>0$, even if the original equation is not elliptic. Thus we rely on the fact that the differentiability theorems are well known for such problems and we wish to reduce the differentiability theorems to those for coercive elliptic problems. The new equation, being coercive elliptic, has a smooth solution $u_{\varepsilon}$ in $\mathcal{X}$ and, if the elliptic term has been added in a suitable way, the method of obtaining a priori estimates applies as well to the new equation as to the original one, and yields estimates for the derivatives of $u_{\varepsilon}$ which are independent of $\varepsilon$. Letting $\varepsilon \rightarrow 0$ through a sequence $\varepsilon_{\nu}$, it follows that a subsequence of the $u_{\varepsilon_{\nu}}$, together with derivatives, converges to a smooth solution of the original problem.

This method, therefore, does not show that a generalised solution $u$ is smooth, but constructs a smooth solution. If there is uniqueness among generalised solutions, then one may also infer that $u$ is smooth.

## Part 1. The Neumann problem for quasicomplexes

## 1. Preliminaries

Corresponding to each point $x \in \mathcal{X}$ and cotangent vector $\xi \in T_{x}^{*} \mathcal{X}$ there is associated with (0.1) a sequence of linear mappings

$$
\begin{equation*}
0 \longrightarrow F_{x}^{0} \xrightarrow{\sigma^{1}} \xrightarrow{\left.A^{0}\right)(x, \xi)} F_{x}^{1} \xrightarrow{\sigma^{1}\left(A^{1}\right)(x, \xi)} \ldots \xrightarrow{\sigma^{1}\left(A^{N}\right)(x, \xi)} F_{x}^{N} \longrightarrow 0, \tag{1.1}
\end{equation*}
$$

where $F_{x}^{i}$ is the fibre of the bundle $F^{i}$ over $x$ and $\sigma^{1}\left(A^{i}\right)(x, \xi)$ the principal homogeneous symbol of $A^{i}$ at $(x, \xi)$. Since $A^{i} A^{i-1} \equiv 0$ it follows that $\sigma^{1}\left(A^{i}\right) \sigma^{1}\left(A^{i-1}\right) \equiv 0$, i.e., the symbol sequence (1.1) constitutes a complex. A cotangent vector $\xi \in T_{x}^{*} \mathcal{X}$ is said to be noncharacteristic for the quasicomplex (0.1) if the symbol complex is exact.

In what follows, functional methods are used to study quasicomplex (0.1), and it will be necessary to have $L^{2}$ norms defined for sections of the vector bundles $F^{i}$. Accordingly, we shall always consider $\mathcal{X}$ to have a Riemannian structure with volume element $d v$, and we shall assume that each $F^{i}$ has a $C^{\infty}$ Hermitean inner product $(\cdot, \cdot)_{x}$ defined along its fibres. For arbitrary sections $f, g \in C^{\infty}\left(\mathcal{X}, F^{i}\right)$, we define

$$
(f, g)=\int_{\mathcal{X}}(f(x), g(x))_{x} d v
$$

and $\|f\|=\sqrt{(f, f)}$. Then $L^{2}\left(\mathcal{X}, F^{i}\right)$ can be defined as the completion of $C^{\infty}\left(\mathcal{X}, F^{i}\right)$ in the norm $\|\cdot\|$.

In a similar way, we use the induced area element $d s$ on the boundary $\mathcal{S}$ of $\mathcal{X}$ to introduce the space $L^{2}\left(\mathcal{S}, F^{i}\right)$ with scalar product $(\cdot, \cdot)_{\mathcal{S}}$ and norm $\|\cdot\|_{\mathcal{S}}$.

As usual, we write $A^{i-1 *}$ for the formal adjoint of $A^{i-1}$ as determined by the inner products in the spaces $L^{2}\left(\mathcal{X}, F^{i-1}\right)$ and $L^{2}\left(\mathcal{X}, F^{i}\right)$. Thus $A^{i-1 *}$ is the unique differential operator from sections of $F^{i}$ to sections of $F^{i-1}$ of order 1 , such that $\left(A^{i-1} u, g\right)=\left(u, A^{i-1 *} g\right)$ whenever $u \in C^{\infty}\left(\mathcal{X}, F^{i-1}\right)$ and $g \in C^{\infty}\left(\mathcal{X}, F^{i}\right)$ have support in the interior of $\mathcal{X}$.

We will also use the Sobolev norms $\|\cdot\|_{s}$ defined for sections of $F^{i}$, where $s$ is a real number. Remark that if $\mathcal{X}$ the closure of an open set in $\mathbb{R}^{n}, F^{i}=\mathcal{X} \times \mathbb{C}^{k_{i}}$ and $s$ is a nonnegative integer, then the norm $\|\cdot\|_{s}$ on $C^{\infty}\left(\mathcal{X}, F^{i}\right)$ is equivalent to the norm

$$
f \mapsto\left(\sum_{|\alpha| \leq s}\left\|\partial^{\alpha} f\right\|^{2}\right)^{1 / 2}
$$

where $\partial^{\alpha}=\partial_{1}^{\alpha_{1}} \ldots \partial_{n}^{\alpha_{1}}$.
The construction of Sobolev spaces on the compact closed manifold $\mathcal{S}$ is more direct. We write $\|\cdot\|_{\mathcal{S}, s}$ for the Sobolev norm on $C^{\infty}\left(\mathcal{S}, F^{i}\right)$ and $H^{s}\left(\mathcal{S}, F^{i}\right)$ for the corresponding function space.

## 2. A boundary decomposition

The operators $\Delta^{i}=A^{i *} A^{i}+A^{i-1} A^{i-1 *}$ are called the Laplacians of (0.1). The unit normal vector $\nu(x)$ of the boundary $\partial \mathcal{X}$ is noncharacteristic for the quasicomplex at step $i$ if and only if $\partial \mathcal{X}$ is noncharacteristic for the Laplacian $\Delta^{i} \in \operatorname{Diff}^{2}\left(\mathcal{X} ; F^{i}\right)$ at $x$. Throughout the paper we make the standing assumption that the conormal bundle of the boundary is noncharacteristic for quasicomplex (0.1) at steps $i-1$ and $i$.

We can assume without loss of generality that $\mathcal{X}$ is embedded into a larger smooth manifold $\mathcal{X}^{\prime}$ without boundary. Choose a smooth function $\varrho$ in a neighbourhood $U$ of $\partial \mathcal{X}$ in $\mathcal{X}^{\prime}$ which is negative in $U \cap(\mathcal{X} \backslash \partial \mathcal{X})$, positive in $U \cap\left(\mathcal{X}^{\prime} \backslash \mathcal{X}\right)$ and whose differential does not vanish on $\partial \mathcal{X}$. By shrinking $U$ if necessary, we may actually assume that $|d \varrho(x)|=1$ holds for all $x \in \partial \mathcal{X}$, for if not, we replace $\varrho$ by $\varrho / \mid$ d $\varrho$.

Lemma 2.1. For $x \in \partial \mathcal{X}$, the cotangent vector $d \varrho(x) \in T_{x}^{*} \mathcal{X}$ is independent of the particular choice of $\varrho$.

Proof. Let $\varrho_{1}$ and $\varrho_{2}$ be two functions with the properties described above. For each $x \in \partial \mathcal{X}$ there is a neighbourhood $U_{x}$ of this point in $\mathcal{X}^{\prime}$, such that $\varrho_{2}=f \varrho_{1}$ in $U_{x}$ with some smooth function $f$ in $U_{x}$. It is clear that $f$ is positive in $U_{x} \backslash \partial \mathcal{X}$. Furthermore, we get $d \varrho_{2}=f d \varrho_{1}$ on $U_{x} \cap \partial \mathcal{X}$ whence $f \equiv 1$ on $U_{x} \cap \partial \mathcal{X}$, as desired.

Write $\sigma^{i}(x)$ for the principal homogeneous symbol of $A^{i}$ evaluated at the point $(x, d \varrho(x))$ of $T^{*} \mathcal{X}$. This is a smooth section of the bundle $\operatorname{Hom}\left(F^{i}, F^{i+1}\right)$ whose restriction to the surface $\partial \mathcal{X}$ does not depend on the particular choice of $\varrho$, the latter being due to Lemma 2.1. The principal homogeneous symbol of $\Delta^{i}$ evaluated at $(x, d \varrho(x))$ is $\sigma^{i}(x)^{*} \sigma^{i}(x)+\sigma^{i-1}(x) \sigma^{i-1}(x)^{*}$, which we denote by $\ell^{i}(x)$ for short. Since the boundary is noncharacteristic for $\Delta^{i}$, the map $\ell^{i}(x) \in \operatorname{Hom}\left(F_{x}^{i}\right)$ is invertible for all $x$ in some neighbourhood of $\partial \mathcal{X}$ in $\mathcal{X}^{\prime}$, and similarly for the symbol $\ell^{i-1}(x)$.

Theorem 2.2. The restriction of the bundle $F^{i}$ to the surface $\partial \mathcal{X}$ splits into the direct sum

$$
F^{i} \upharpoonright \partial \mathcal{X}=F_{t}^{i} \oplus \sigma^{i-1} F_{t}^{i-1}
$$

where $F_{t}^{i}=\sigma^{i *} \sigma^{i}\left(\ell^{i}\right)^{-1} F^{i} \upharpoonright \partial \mathcal{X}$ is a smooth subbundle of $F^{i} \upharpoonright \partial \mathcal{X}$.
Proof. For each $x \in \mathcal{X}$ close to the boundary, any $f \in F_{x}^{i}$ can be written in the form

$$
\begin{equation*}
f=t(f)+\sigma^{i-1}(x) n(f), \tag{2.1}
\end{equation*}
$$

where

$$
\begin{aligned}
t(f) & =\sigma^{i}(x)^{*} \sigma^{i}(x)\left(\ell^{i}(x)\right)^{-1} f \\
n(f) & =\sigma^{i-1}(x)^{*}\left(\ell^{i}(x)\right)^{-1} f
\end{aligned}
$$

prove to satisfy $t \circ t=t, t \circ n=n, n \circ t=0$ and $n \circ n=0$. This establishes the theorem.

Note that if $F^{i}=\Lambda^{i} T^{*} \mathcal{X}$ is the bundle of exterior forms of degree $i$ over $\mathcal{X}$ then $F_{t}^{i}=\iota^{*} F^{i}$ is the pullback of $F^{i}$ under the embedding $\partial \mathcal{X} \hookrightarrow \mathcal{X}$. It follows that $F_{t}^{i}=\Lambda^{i} T^{*}(\partial \mathcal{X})$.

## 3. Green formula

To describe natural boundary value problems for solutions of $\Delta^{i} u=f$ in $\mathcal{X}$, one uses a Green formula related to the Laplacian $\Delta^{i}$. Such formulas are well understood in general, see for instance Lemma 3.2.10 in [Tar95]. In this section we just compute explicitly the terms included into this formula, to get it in the form we need.

Theorem 3.1 (Green formula). For all smooth sections $u$ and $v$ of $F^{i}$ over $\mathcal{X}$ it follows that

$$
\begin{aligned}
& \int_{\partial \mathcal{X}}\left((t(u), \iota \ell n(A v))_{x}-\left(\imath \ln (u), t\left(A^{*} v\right)\right)_{x}+\left(t\left(A^{*} u\right), \imath \ell n(v)\right)_{x}-(\imath \ln (A u), t(v))_{x}\right) d s \\
& \quad=\int_{\mathcal{X}}\left((\Delta u, v)_{x}-(u, \Delta v)_{x}\right) d v \\
& \text { where } \imath=\sqrt{-1}
\end{aligned}
$$

Proof. Let $G_{A}(* g, u)$ be the Green operator for a differential operator $A=A^{i}$, see $\S 2.4 .2$ of [Tar95]. Here, $*: F^{i+1} \rightarrow F^{i+1 \prime}$ is the fibrewise Hodge star operator determined by $\langle * g, f\rangle=(f, g)_{x}$ for all $f \in F_{x}^{i+1}$. An easy computation shows that the pullbacks of differential forms $G_{A}(* g, u)$ and $G_{A^{*}}(* u, g)$ under the inclusion $\partial \mathcal{X} \hookrightarrow \mathcal{X}$ amount to

$$
\begin{aligned}
\iota^{*} G_{A}(* g, u) & =(t(u), \iota \ell(g))_{x} d s \\
\iota^{*} G_{A^{*}}(* u, g) & =-(\imath \ell n(g), t(u))_{x} d s
\end{aligned}
$$

on $\partial \mathcal{X}$ for all smooth sections $g$ and $u$ of $F^{i+1}$ and $F^{i}$, respectively, cf. § 3.2.2 ibid. Applying Corollary 2.5.14 of [Tar95] establishes the formula.

Theorem 3.1 shows immediately that the quadrupel $t(u), n(u), t\left(A^{*} u\right)$ and $n(A u)$ gives a representation of the Cauchy data of $u$ on the surface $\partial \mathcal{X}$ relative to the Laplacian $\Delta$. The tangential part of the Cauchy data, $\left(t(u), t\left(A^{*} u\right)\right)$, is usually referred to as the Dirichlet data, and the normal part of the Cauchy data, $(n(u), n(A u))$, is referred to as the Neumann data. This designation is due rather to the whimsical development of mathematics than to well-motivated choice, for, at the last step of the quasicomplex, the data $\left(t(u), t\left(A^{*} u\right)\right)$ reduce to $t\left(A^{*} u\right)$, which is the classical Neumann data, and $(n(u), n(A u))$ reduce to $n(u)$, which is the classical Dirichlet data.

## 4. The Neumann problem

In his paper [Spe63], Spencer proposed a method of studying the cohomology of an elliptic complex similar to (0.1) at step $i$. The main step involves the boundary value problem

$$
\begin{align*}
\Delta^{i} u & =f \text { in } \mathcal{X}, \\
n(u) & =0 \text { on } \partial \mathcal{X},  \tag{4.1}\\
n(A u) & =0 \text { on } \partial \mathcal{X},
\end{align*}
$$

where $f$ is a given section of $F^{i}$ over $\mathcal{X}$.
Example 4.1. In the special case of the de Rham complex and $i=0$ problem (4.1) reduces to the classical Neumann problem. For $n(d u)$ amounts to the normal derivative of $u$ at $\partial \mathcal{X}$.

Even in the classical case, (4.1) is not solvable unless $f$ satisfies additional conditions. Since (4.1) is a boundary value problem symmetric with respect to the Green formula, it is solvable only if $f$ is orthogonal in the $L^{2}$ sense to the space $\mathcal{H}^{i}(\mathcal{X})$ of all $h \in C^{\infty}\left(\mathcal{X}, F^{i}\right)$ satisfying the corresponding homogeneous problem, i.e., $\Delta^{i} h=0$ in $\mathcal{X}$ and $n(h)=0, n(A h)=0$ on $\partial \mathcal{X}$. The sections of $\mathcal{H}^{i}(\mathcal{X})$ are called harmonic.
Lemma 4.2. A section $h \in C^{\infty}\left(\mathcal{X}, F^{i}\right)$ is harmonic if and only if $A h=0, A^{*} h=0$ in $\mathcal{X}$ and $n(h)=0$ on $\partial \mathcal{X}$.

Proof. The point here is that the boundary conditions of (4.1) allow us to integrate by parts without introducing integrals on the boundary. The sufficiency is obvious. To show the necessity, pick a section $h \in \mathcal{H}^{i}(\mathcal{X})$. On integrating by parts we readily obtain

$$
0=\left(\Delta^{i} h, h\right)=\left\|A^{i} h\right\|^{2}+\left\|A^{i-1 *} h\right\|^{2},
$$

and the lemma follows.

The main step in the approach of [Spe63] is to establish that $\mathcal{H}^{i}(\mathcal{X})$ is finitedimensional and if $f \in C^{\infty}\left(\mathcal{X}, F^{i}\right)$ is orthogonal to $\mathcal{H}^{i}(\mathcal{X})$ then (4.1) can be solved for $u \in C^{\infty}\left(\mathcal{X}, F^{i}\right)$. Suppose that these solvability properties for problem (4.1) have been established. We introduce the subspace $\mathcal{N}^{i}(\mathcal{X})$ of $C^{\infty}\left(\mathcal{X}, F^{i}\right)$ consisting of those sections $u$ which satisfy the boundary conditions in (4.1), i.e., $n(u)=0$ and $n(A u)=0$ on $\partial \mathcal{X}$. Given any $f \in C^{\infty}\left(\mathcal{X}, F^{i}\right)$, we denote by $H^{i} f$ the orthogonal projection of $f$ into $\mathcal{H}^{i}(\mathcal{X})$. The difference $f-H^{i} f$ still belongs to $C^{\infty}\left(\mathcal{X}, F^{i}\right)$ and is orthogonal to $\mathcal{H}^{i}(\mathcal{X})$, hence there is a section $u \in \mathcal{N}^{i}(\mathcal{X})$ such that $\Delta^{i} u=f-H^{i} f$ in $\mathcal{X}$. Set $N^{i} f:=u-H^{i} u$, thus obtaining a linear operator from $C^{\infty}\left(\mathcal{X}, F^{i}\right)$ to $\mathcal{N}^{i}(\mathcal{X})$. This operator is well defined, for from $u_{1}, u_{2} \in \mathcal{N}^{i}(\mathcal{X})$ and $\Delta^{i} u_{1}=\Delta^{i} u_{2}$ it follows that $u_{1}-H^{i} u_{1}=u_{2}-H^{i} u_{2}$. We see that any section $f \in C^{\infty}\left(\mathcal{X}, F^{i}\right)$ can be written as

$$
\begin{equation*}
f=H^{i} f+A^{i *} A^{i} N^{i} f+A^{i-1} A^{i-1 *} N^{i} f \tag{4.2}
\end{equation*}
$$

in $\mathcal{X}$.
If the curvature of quasicomplex (0.1) vanishes at step $i$, i.e., $A^{i} A^{i-1} \equiv 0$, then the terms on the right-hand side of (4.2) are mutually orthogonal, as is easy to check. In this case formula (4.2) furnishes an isomorphism between the cohomology of (0.1) at step $i$ and the space $\mathcal{H}^{i}(\mathcal{X})$ of harmonic sections, see [Tar95, 4.1] for more details.

## Part 2. Subelliptic estimates

## 5. The main theorem

Quasicomplex (0.1) is said to be elliptic at step $i$ if the symbol complex (1.1) is exact at step $i$ for each $x \in \mathcal{X}$ and for each cotangent vector $\xi \in T_{x}^{*} \mathcal{X}$ different from zero. This is equivalent to the fact that the Laplacian $\Delta^{i}$ is a second order elliptic operator on $\mathcal{X}$.

Theorem 5.1. Suppose (0.1) is elliptic at steps $i-1$ and $i$ and there is a constant c such that

$$
\begin{equation*}
\|u\|_{1 / 2}^{2} \leq c\left(\left\|A^{i} u\right\|^{2}+\left\|A^{i-1 *} u\right\|^{2}+\|u\|^{2}\right) \tag{5.1}
\end{equation*}
$$

holds for all $u \in C^{\infty}\left(\mathcal{X}, F^{i}\right)$ satisfying $n(u)=0$. Then $\mathcal{H}^{i}(\mathcal{X})$ is finite-dimensional, and if $f \in C^{\infty}\left(\mathcal{X}, F^{i}\right)$ is orthogonal to $\mathcal{H}^{i}(\mathcal{X})$ then there exists $u \in C^{\infty}\left(\mathcal{X}, F^{i}\right)$ satisfying (4.1).

As is mentioned in the introductory remarks, this theorem is contained in [KN65] if the curvature of (0.1) vanishes at step $i$.

The first step in proving the theorem is to extend the Laplacian $\Delta^{i}$ to a closed operator $L^{i}$ on the Hilbert space $L^{2}\left(\mathcal{X}, F^{i}\right)$. To this end we apply a classical method of (Kurt) Friedrichs, cf. [AS80]. In functional analysis, by the Friedrichs extension is meant a canonical self-adjoint extension of a nonnegative densely defined symmetric operator. This extension is particularly useful in situations where an operator may fail to be essentially self-adjoint or whose essential self-adjointness is difficult to show. The definition of the Friedrichs extension is based on the theory of closed positive forms on Hilbert spaces. If $T$ is a nonnegative operator in a Hilbert space $H$, then $Q(u, v)=(u, T v)+(u, v)$ is a sesquilinear form on $\operatorname{Dom} T$ and $Q(u, u) \geq\|u\|^{2}$. Thus $Q$ defines an inner product on $\operatorname{Dom} T$. Let $H_{1}$ be the completion of $\operatorname{Dom} T$ with respect to $Q$. This is an abstractly defined space. For instance its elements can be represented as equivalence classes of Cauchy sequences of elements of $\operatorname{Dom} T$.

It is not obvious that all elements in $H_{1}$ can be identified with elements of $H$. However, the canonical inclusion $\operatorname{Dom} T \hookrightarrow H$ extends to an injective continuous map $H_{1} \hookrightarrow H$. We regard $H_{1}$ as a subspace of $H$. Define an operator $T_{1}$ in $H$ whose domain consists of all $u \in H_{1}$ such that $v \mapsto Q(u, v)$ is a bounded conjugate-linear functional on $H_{1}$. Here, bounded is relative to the topology of $H_{1}$ inherited from $H$. Pick $u \in \operatorname{Dom} T_{1}$. By the Riesz representation theorem applied to the linear functional $v \mapsto \overline{Q(u, v)}$ extended to all of $H$, there is a unique $f \in H$ such that $Q(u, v)=(f, v)$ for all $v \in H_{1}$. Set $T_{1} u:=f$. Then $T_{1}$ is a nonnegative self-adjoint operator in $H$, such that $T_{1}-I$ extends $T$. The operator $T_{1}-I$ is called the Friedrichs extension of $T$.

The operator $\Delta^{i}$ in $L^{2}\left(\mathcal{X}, F^{i}\right)$ with domain $\mathcal{N}^{i}(\mathcal{X})$ is nonnegative, densely defined and symmetric. The sesquilinear form $Q(u, v)=\left(u, \Delta^{i} v\right)+(u, v)$ on $\mathcal{N}^{i}(\mathcal{X})$ reduces readily to

$$
D(u, v):=\left(A^{i} u, A^{i} v\right)+\left(A^{i-1 *} u, A^{i-1 *} v\right)+(u, v)
$$

which is known as the Dirichlet scalar product on $C^{\infty}\left(\mathcal{X}, F^{i}\right)$. When complet$\operatorname{ing} \mathcal{N}^{i}(\mathcal{X})$ in the norm $D(u):=\sqrt{D(u, u)}$, one can scarcely retain the boundary condition $n(A u)=0$ at $\partial \mathcal{X}$. Hence, one disregards this condition from the very beginning and considers the Dirichlet inner product on the subspace of $C^{\infty}\left(\mathcal{X}, F^{i}\right)$ which consists of all $u$ satisfying $n(u)=0$ on $\partial \mathcal{X}$. We write $\mathcal{D}^{i}$ for its completion to a Hilbert space. It is not difficult to see that $\mathcal{D}^{i}$ can be thought of as a subspace of $L^{2}\left(\mathcal{X}, F^{i}\right)$. We now define $L^{i}+I$ to be the operator whose domain consists of all $u \in \mathcal{D}^{i}$ such that $v \mapsto D(v, u)$ extends to a bounded linear functional on $L^{2}\left(\mathcal{X}, F^{i}\right)$ and whose rule of correspondence is given by $D(u, v)=\left(\left(L^{i}+I\right) u, v\right)$, for all sections $v \in \mathcal{D}^{i}$. Then $L^{i}+I$ is a self-adjoint operator on $L^{2}\left(\mathcal{X}, F^{i}\right)$, and $\left(L^{i}+I\right) u=\left(\Delta^{i}+I\right) u$ if $u \in \mathcal{N}^{i}(\mathcal{X})$. Also, $L^{i}+I$ is surjective, and $\left(L^{i}+I\right)^{-1}$ is bounded as an operator from $L^{2}\left(\mathcal{X}, F^{i}\right)$ to $\mathcal{D}^{i}$. It follows by (5.1) and Rellich's theorem that $\left(L^{i}+I\right)^{-1}$ is a compact operator from $L^{2}\left(\mathcal{X}, F^{i}\right)$ to itself, and hence $L^{i}=\left(L^{i}+I\right)-I$ must have closed range and finite-dimensional null space. Since $L^{i}$ is self-adjoint, its null space is the orthogonal complement of the range of $L^{i}$. Hence, any $f \in L^{2}\left(\mathcal{X}, F^{i}\right)$ can be written in the form $f=h+L^{i} u$, where $h$ belongs to the null space of $L^{i}$ and $u$ is in the domain of $L^{i}$. The proof of Theorem 5.1 will now be complete when we establish two facts. The first of the two is that if $u$ lies in the domain of $L^{i}$ and if $L^{i} u$ is $C^{\infty}$, then $u$ is $C^{\infty}$. The second fact is that every smooth section $u$ in the domain of $L^{i}$ must satisfy the boundary conditions $n(u)=0$ and $n(A u)=0$ on $\partial \mathcal{X}$. If $f$ is $C^{\infty}$, then the first statement will imply that the sections $h$ and $u$ in $f=h+L^{i} u$ are $C^{\infty}$. Its proof will occupy the next three sections. The second statement will then imply that $h$ is in $\mathcal{H}^{i}(\mathcal{X})$, that $u$ is in $\mathcal{N}^{i}(\mathcal{X})$, and that $L^{i} u=\Delta^{i} u$. We turn to the proof of the second statement right now.

Lemma 5.2. Every $C^{\infty}$ section $u$ in $\mathcal{D}^{i}$ satisfies the boundary condition $n(u)=0$ on $\partial \mathcal{X}$.

Proof. Since $u \in \mathcal{D}^{i}$, there exists a sequence $\left\{u_{j}\right\}$ in $C^{\infty}\left(\mathcal{X}, F^{i}\right)$ such that $n\left(u_{j}\right)=0$ on $\partial \mathcal{X}$ and $D\left(u-u_{j}\right) \rightarrow 0$ as $j \rightarrow \infty$. Since $n\left(u_{j}\right)=0$ on $\partial \mathcal{X}$, integration by parts yields the equality $\left(A^{*} u_{j}, \varphi\right)=\left(u_{j}, A \varphi\right)$ for every $\varphi \in C^{\infty}\left(\mathcal{X}, F^{i-1}\right)$. Since $D\left(u-u_{j}\right) \rightarrow 0$, we may pass to the limit in the equality to obtain $\left(A^{*} u, \varphi\right)=(u, A \varphi)$ for every $\varphi$. In view of the integration-by-parts formula (see the proof of Theorem
3.1), this means that

$$
\int_{\partial \mathcal{X}}(\imath \ln (u), t(\varphi))_{x} d s=0
$$

for all $\varphi \in C^{\infty}\left(\mathcal{X}, F^{i-1}\right)$. Hence the lemma holds.
Lemma 5.3. Suppose the boundary is noncharacteristic for quasicomplex (0.1) at step $i-1$. Then every $u \in C^{\infty}\left(\mathcal{X}, F^{i}\right)$ which belongs to the domain of $L^{i}$ satisfies $n(A u)=0$ on $\partial \mathcal{X}$.

Proof. If $u \in C^{\infty}\left(\mathcal{X}, F^{i}\right)$ belongs to the domain of $L^{i}$, then for every $C^{\infty}$ section $v$ in $\mathcal{D}^{i}$ we get

$$
\begin{aligned}
0 & =D(u, v)-\left(\left(L^{i}+I\right) u, v\right) \\
& =\left(\left(A^{i} u, A^{i} v\right)-\left(A^{i *} A^{i} u, v\right)\right)+\left(\left(A^{i-1 *} u, A^{i-1 *} v\right)-\left(A^{i-1} A^{i-1 *} u, v\right)\right) \\
& =\int_{\partial \mathcal{X}}(\imath \ell n(A u), t(v))_{x} d s-\int_{\partial \mathcal{X}}\left(t\left(A^{*} u\right), \iota \ell n(v)\right)_{x} d s
\end{aligned}
$$

the last equality being due to the integration-by-parts-formula. Since $n(v)=0$ on the surface $\partial \mathcal{X}$, the second term on the right-hand side vanishes, which gives readily

$$
\int_{\partial \mathcal{X}}(\imath \ln (A u), t(v))_{x} d s=0
$$

for all $v \in C^{\infty}\left(\mathcal{X}, F^{i}\right)$ satisfying $n(v)=0$ on $\partial \mathcal{X}$. On applying Theorem 2.2 we conclude that $n(A u)=0$ on $\partial \mathcal{X}$, as desired.

## 6. A PRIORI ESTIMATES

To complete the proof of Theorem 5.1 we must prove that $u$ is $C^{\infty}$, whenever $L^{i} u$ is. In this section we derive certain a priori estimates which help establish this result. In what follows, $c$ will denote a generic constant.

We shall need the norms $\|f\|_{(r, s)}$ when $f$ is a $C^{\infty}$ function with compact support in the closed half-space $\mathbb{R}_{\geq 0}^{n}$ consisting of all $x \in \mathbb{R}^{n}$ with $x^{n} \geq 0$. For the definition of these norms in terms of Fourier transform we refer to Section 2.5 of [Hoe63]. We only remark that if $r$ and $s$ are nonnegative integers, then $\|\cdot\|_{(r, s)}$ is equivalent to the norm

$$
f \mapsto\left(\sum_{\substack{|\alpha| \leq r+s \\ \alpha n \leq r}} \int_{\mathbb{R}_{\geq 0}^{n}}\left|\partial^{\alpha} f(x)\right|^{2} d v\right)^{1 / 2}
$$

So $\|f\|_{(r, s)}$ controls the $L^{2}$ norms of those partial derivatives of $f$ which are of total order $\leq r+s$ and are of order $\leq r$ in the normal derivative $\partial / \partial x^{n}$. We list the main properties of the norms $\|\cdot\|_{(r, s)}$ in

Lemma 6.1. As defined above, the scale $\|\cdot\|_{(r, s)}$ bears the following properties:

1) $\|f\|_{(r, 0)}=\|f\|_{r}$, the Sobolev $r$-norm on $\mathbb{R}_{\geq 0}^{n}$;
2) $\|f\|_{(r, s)} \leq\|f\|_{\left(r^{\prime}, s^{\prime}\right)}$ if $r \leq r^{\prime}$ and $r+s \leq \overline{r^{\prime}}+s^{\prime}$;
3) $\|P f\|_{(r, s)} \leq c\|f\|_{(r+m, s)}$ holds with some constant $c$ independent of $f$, if $P$ is a differential operator of order $m$;
4) $\|f\|_{(r, s)} \leq c\left(\|P f\|_{(r-m, s)}+\|f\|_{\left(r^{\prime}, s^{\prime}\right)}\right)$ holds with a constant $c$ independent of
$f$, if $P$ is an elliptic differential operator of order $m$ and $r+s=r^{\prime}+s^{\prime}$;
5) $\|f\|_{S, s} \leq\|f\|_{(1, s-1)}$, where $\|\cdot\|_{S, s}$ is the Sobolev $s$-norm on $\left\{x^{n}=0\right\}$;
6) $2 \Re(f, g) \leq\|f\|_{((0, s)}\|g\|_{((0,-s)}$ for any $s$.

Proof. Assertion 4) is Lemma 2.1.1 in [Hoe66]. The rest of the lemma is contained in Section 2.5 of [Hoe63].

Let $U$ be a coordinate neighbourhood in $\mathcal{X}$ such that the bundles $F^{i-1}, F^{i}$, and $F^{i+1}$ are trivial over $U$. Assume that the coordinate $x=\left(x^{1}, \ldots, x^{n}\right)$ on $U$ maps $U$ into the closed half-space $\mathbb{R}_{\geq 0}^{n}$. Then any $C^{\infty}$ function with support in $U$ can be considered as a function on $\mathbb{R}_{\geq 0}^{n}$, and hence the norms $\|f\|_{(r, s)}$ are defined for $f \in C_{\text {comp }}^{\infty}(U)$. Now fix a frame in $\left.F^{i}\right|_{U}$, that is, choose sections $e_{1}, \ldots, e_{k^{i}}$ in $C^{\infty}\left(U, F^{i}\right)$ with the property that for each $x \in U$ the elements $e_{1}(x), \ldots, e_{k^{i}}(x)$ form a basis for the fibre over $x$. Then each $u \in C_{\text {comp }}^{\infty}\left(U, F^{i}\right)$ has component functions defined by

$$
u=u^{1} e_{1}+\ldots+u^{k^{i}} e_{k^{i}}
$$

and we may define

$$
\|u\|_{(r, s)}=\left(\sum_{j=1}^{k^{i}}\left\|u^{j}\right\|_{(r, s)}^{2}\right)^{1 / 2}
$$

It is easy to check that the assertions in Lemma 6.1 continue to hold for these norms.

Let $D^{\prime}=\left(D_{1}, \ldots, D_{n-1}\right)$, where $D_{j}=\frac{1}{\sqrt{-1}} \frac{\partial}{\partial x^{j}}$. Consider the pseudodifferential operator

$$
\Lambda^{s}=\chi\left(D^{\prime}\right)\left(1+\left|D^{\prime}\right|^{2}\right)^{s / 2}
$$

on $\mathbb{R}^{n-1}$, where $\chi \in C^{\infty}\left(\mathbb{R}^{n-1}\right)$ is 0 on a neighbourhood of the origin and 1 outside a slightly larger set. On letting $\Lambda^{s}$ act along the first $n-1$ coordinate directions we define $\Lambda^{s} f$ when $f$ is a $C^{\infty}$ function on $\mathcal{X}$ with compact support in $U$. And with a fixed choice of frame in $F^{i}$ over $U$ we can define $\Lambda^{s} u$ for $u \in C_{\text {comp }}^{\infty}\left(U, F^{i}\right)$ by letting $\Lambda^{s}$ act on the component functions of $u$ as determined by the frame. If $\varphi \in C_{\text {comp }}^{\infty}(U)$ and

$$
\begin{equation*}
T^{s}=\varphi \Lambda^{s} \varphi \tag{6.1}
\end{equation*}
$$

then $K^{s}$ is an operator which acts on $C^{\infty}(\mathcal{X})$ and also, with a choice of local frame, an arbitrary smooth sections of $F^{i-1}, F^{i}$, or $F^{i+1}$.

If an appropriate frame is used to define $T^{s}$ on sections of $F^{i}$, then $T^{s}$ becomes a formally self-adjoint operator. In fact, let $e_{1}^{\prime}, \ldots, e_{k^{i}}^{\prime} \in C^{\infty}\left(\mathcal{X}, F^{i}\right)$ be such that for each $x \in U$ the elements $e_{1}^{\prime}(x), \ldots, e_{k^{i}}^{\prime}(x)$ form an orthonormal basis for the fibre, and let the volume element be given by $d v=v(x) d x$ in the coordinate $x$ on $U$. Then define $e_{j}=e_{j}^{\prime} / \sqrt{v}$, for $j=1, \ldots, k^{i}$, so that if $u=u^{j} e_{j}$ and $v=v^{j} e_{j}$ have support in $U$, then

$$
(u, v)=\int_{U} \sum_{j=1}^{k^{i}} u^{i}(x) \overline{v^{i}(x)} d x
$$

If we define $T^{s} u=\left(T^{s} u^{j}\right) e_{j}$ for $u=u^{j} e_{j} \in C^{\infty}\left(U, F^{i}\right)$, then $\left(T^{s} u, v\right)=\left(u, T^{s} v\right)$ for all $C^{\infty}$ sections $u$ and $v$. When letting $T^{s}$ operate on sections of a bundle, we shall assume that the frame being used makes $T^{s}$ self-adjoint.

Lemma 6.2. Suppose $\varphi, \psi, \omega$ are $C^{\infty}$ functions with compact support in $U$ and $\varphi=1$ on the support of $\omega, \psi=1$ on the support of $\varphi$. Let $T^{s}$ be the operator defined by (6.1). Then,

1) for each $r$, $t$ there is a constant $c$ such that $\left\|T^{s} f\right\|_{(r, t)} \leq c\|\psi f\|_{(r, t+s)}$;
2) if moreover $P$ is a differential operator of order $m$, then for each $r, t$ there exists a constant $c$ such that

$$
\begin{aligned}
\left\|\left[P, T^{s}\right] f\right\|_{(r, t)} & \leq c\|\psi f\|_{(r+m, t+s-1)}, \\
\left\|\left[\left[P, T^{s}\right], T^{s}\right] f\right\|_{(r, t)} & \leq c\|\psi f\|_{(r+m, t+2 s-2)}
\end{aligned}
$$

3) for each $t$ there is a constant $c$ such that

$$
\|\omega f\|_{(0, t+s)} \leq c\left(\left\|T^{s} f\right\|_{(0, t)}+\|f\|_{t+s-1}\right)
$$

As usual, the bracket $[P, Q]$ of two operators denotes their commutator $P Q-Q P$.
Proof. Assertions 1) and 2) are well-known properties of classical pseudodifferential operators. 3) holds because $T^{s}$ is tangentially elliptic on the support of $\omega$, see Theorem 4.7 in [Hoe65].

Lemma 6.3. Assume that quasicomplex (0.1) is elliptic at $F^{i}$ and let $u \in C^{\infty}\left(\mathcal{X}, F^{i}\right)$ satisfy $n(u)=0$ on $\partial \mathcal{X}$. Then there exist $v, u^{\prime}, u^{\prime \prime} \in C^{\infty}\left(U, F^{i}\right)$ with support in $\operatorname{supp} \varphi$ such that

1) $T^{s} T^{s} u=v+T^{s} u^{\prime}+u^{\prime \prime}$;
2) $n(v)=0$ on $\partial \mathcal{X}$;
3) for each $t$ there is a constant $c$ such that

$$
\begin{aligned}
\left\|u^{\prime}\right\|_{(1, t)} & \leq c\|\psi u\|_{(1, t+s-1)} \\
\left\|u^{\prime \prime}\right\|_{(1, t)} & \leq c\|\psi u\|_{(1, t+2 s-2)}
\end{aligned}
$$

Proof. We follow the proof of Lemma 4 in [Swe71]. Theorem 2.2 shows immediately that the homotopy formula $\sigma n(u)+n(\sigma u)=u$ holds for all $u \in C^{\infty}\left(\partial \mathcal{X}, F^{i}\right)$, where $n^{2}=0$. Hence, the results of [Swe71] apply with $\mathcal{A}=n, \mathcal{B}=n$ and $\mathcal{R}=\sigma(x)$. Consider

$$
\begin{aligned}
w & =\sigma(x) n\left(T^{s} T^{s} u\right) \\
& =\sigma(x) T^{s}\left[n, T^{s}\right] u+\sigma(x)\left[n, T^{s}\right] T^{s} u \\
& =T^{s} w^{\prime}+w^{\prime \prime}
\end{aligned}
$$

where $w^{\prime}=2 \sigma(x)\left[n, T^{s}\right] u$ and

$$
\begin{aligned}
w^{\prime \prime} & =\left[\sigma(x)\left[n, T^{s}\right], T^{s}\right] u+\left[\sigma(x), T^{s}\right]\left[n, T^{s}\right] u \\
& =\sigma(x)\left[\left[n, T^{s}\right], T^{s}\right] u+2\left[\sigma(x), T^{s}\right]\left[n, T^{s}\right] u .
\end{aligned}
$$

Using Lemmata 6.1, 6.2 and inequality $\|\sigma(x) u\|_{\mathcal{S}, s} \leq c\|u\|_{\mathcal{S}, s}$ with $c$ a constant independent of $u$, we infer

$$
\begin{aligned}
\left\|w^{\prime}\right\|_{\mathcal{S}, t+1 / 2} & \leq c\left\|\left[n, T^{s}\right] u\right\|_{\mathcal{S}, t+1 / 2} \\
& \leq c\|\psi u\|_{\mathcal{S}, t+s-1 / 2} \\
& \leq c\|\psi u\|_{(1, t+s-1)}
\end{aligned}
$$

and

$$
\begin{aligned}
\left\|w^{\prime \prime}\right\|_{\mathcal{S}, t+1 / 2} & \leq c\left(\left\|\left[\left[n, T^{s}\right], T^{s}\right] u\right\|_{\mathcal{S}, t+1 / 2}+\left\|\left[n, T^{s}\right] u\right\|_{\mathcal{S}, t+s-1 / 2}\right) \\
& \leq c\left(\|\psi u\|_{\mathcal{S}, t+2 s-3 / 2}+\|\psi u\|_{\mathcal{S}, t+2 s-3 / 2}\right) \\
& \leq c\|\psi u\|_{(1, t+2 s-2)}
\end{aligned}
$$

By Theorem 2.5.7 in [Hoe63] we can choose $u^{\prime}, u^{\prime \prime} \in C_{\text {comp }}^{\infty}\left(U, F^{i}\right)$ such that

$$
\begin{aligned}
u^{\prime} & =w^{\prime} \\
u^{\prime \prime} & =w^{\prime \prime}
\end{aligned}
$$

on the boundary of $\mathcal{X}$ and

$$
\begin{aligned}
\left\|u^{\prime}\right\|_{(1, t)} & \leq c\left\|w^{\prime}\right\|_{\mathcal{S}, t+1 / 2} \\
\left\|u^{\prime \prime}\right\|_{(1, t)} & \leq c\left\|w^{\prime \prime}\right\|_{\mathcal{S}, t+1 / 2}
\end{aligned}
$$

In view of the estimates for $w^{\prime}$ and $w^{\prime \prime}$ which have already been obtained we get

$$
\begin{aligned}
\left\|u^{\prime}\right\|_{(1, t)} & \leq c\|\psi u\|_{(1, t+s-1)} \\
\left\|u^{\prime \prime}\right\|_{(1, t)} & \leq c\|\psi u\|_{(1, t+2 s-2)}
\end{aligned}
$$

as required. Since

$$
\begin{aligned}
T^{s} u^{\prime}+u^{\prime \prime} & =T^{s} w^{\prime}+w^{\prime \prime} \\
& =\sigma(x) n\left(T^{s} T^{s} u\right)
\end{aligned}
$$

on $\partial \mathcal{X}$, we can define $v=T^{s} T^{s} u-T^{s} u^{\prime}-u^{\prime \prime}$, and the proof is complete.
In [KN65] the boundary condition $n(u)=0$ on $\partial \mathcal{X}$ is assumed to be invariant with respect to action in the directions parallel to the boundary. This means, in particular, that if $n(u)=0$ on $\partial \mathcal{X}$ then also $n\left(T^{s} u\right)=0$, in which case Lemma 6.3 is trivial. How can the condition $\sigma(x)^{*} u=0$ imply $\sigma(x)^{*} T^{s}=0$ on the boundary? This can be achieved only in the case if $n(u)=0$ just amounts to saying that several components of the section $u$ of $F^{i}$ vanish on $\partial \mathcal{X}$. Since quasicomplex (0.1) is elliptic at the step $i$, this can certainly be achieved by choosing special local frames for the bundle $F^{i}$. The decomposition of Theorem 2.2 actually gives such a vector bundle $F_{t}^{i}$ which is a direct summand of $F^{i}$. Technically this means that all norms under consideration are independent up to equivalent norms of the particular choices of local frames, which is an ungrateful exercise in functional analysis of sections of smooth vector bundles over $\partial \mathcal{X}$.

Lemma 6.4. For all $u \in C^{\infty}\left(\mathcal{X}, F^{i}\right)$,

$$
D\left(u, T^{s} T^{s} u\right)=D\left(T^{s} u, T^{s} u\right)+O\left(\|\psi u\|_{(1, s-1)}\right)
$$

Proof. Since $T^{s}$ is formally self-adjoint, the lemma reduces to Lemma 3.1 in [KN65]. The proof is essentially algebraic, using only self-adjointness and those properties of $T^{s}$ which are mentioned in Lemma 6.2.

Lemma 6.5. Assume that quasicomplex (0.1) is elliptic at steps $i-1$ and i. Let the estimate $\|u\|_{1 / 2}^{2} \leq c D(u, u)$ hold for all $u \in C^{\infty}\left(\mathcal{X}, F^{i}\right)$ satisfying the boundary condition $n(u)=0$ on $\partial \mathcal{X}$. Then for each $s \geq 1 / 2$ there is a constant $c$ with the property that

$$
\begin{equation*}
\left\|T^{s} u\right\|_{1 / 2}^{2} \leq c D\left(T^{s} u, T^{s} u\right) \leq c\left(\|(\Delta+I) u\|_{s-1 / 2}^{2}+\|u\|_{s}^{2}\right) \tag{6.2}
\end{equation*}
$$

holds for all $u \in C^{\infty}\left(\mathcal{X}, F^{i}\right)$ in the domain of $L^{i}$.
Proof. Since $u$ is in the domain of $L^{i}$, we have $D(u, v)=((\Delta+I) u, v)$ for all $v \in C^{\infty}\left(\mathcal{X}, F^{i}\right)$ satisfying the boundary condition $n(v)=0$ on $\partial \mathcal{X}$. Hence, this equality holds in particular for the section $v=T^{s} T^{s} u-T^{s} u^{\prime}-u^{\prime \prime}$ described in Lemma 6.3. Thus,
$D\left(u, T^{s} T^{s} u\right)=D\left(u, T^{s} u^{\prime}\right)+D\left(u, u^{\prime \prime}\right)+\left((\Delta+I) u, T^{s} T^{s} u\right)+\left((\Delta+I) u, T^{s} u^{\prime}+u^{\prime \prime}\right)$.
We shall treat the terms on the right of (6.3) one by one.

To treat the first term we first claim that

$$
\begin{equation*}
D\left(u, T^{s} u^{\prime}\right)=D\left(T^{s} u, u^{\prime}\right)+O\left(\|\psi u\|_{(1, s-1)}^{2}\right) \tag{6.4}
\end{equation*}
$$

In fact, to prove this we must majorise two terms like

$$
\left(A u, A T^{s} u^{\prime}\right)-\left(A T^{s} u, A u^{\prime}\right)=\left(A u,\left[A, T^{s}\right] u^{\prime}\right)+\left(\left[T^{s}, A\right] u, A u^{\prime}\right)
$$

and by the preceding lemmata this expression is bounded by

$$
\begin{aligned}
\|A(\psi u)\|_{(0, s-1)}\left\|\left[A, T^{s}\right] u^{\prime}\right\|_{(0,-s+1)}+\left\|\left[T^{s}, A\right] u\right\|\left\|A u^{\prime}\right\| & \leq c\|\psi u\|_{(1, s-1)}\left\|u^{\prime}\right\|_{(1,0)} \\
& \leq c\|\psi u\|_{(1, s-1)}^{2} .
\end{aligned}
$$

Therefore, (6.4) holds, and since

$$
\begin{aligned}
\left|D\left(T^{s} u, u^{\prime}\right)\right| & \leq \sqrt{D\left(T^{s} u, T^{s} u\right)} \sqrt{D\left(u^{\prime}, u^{\prime}\right)} \\
& \leq \frac{1}{4} D\left(T^{s} u, T^{s} u\right)+c\left\|u^{\prime}\right\|_{1}^{2} \\
& \leq \frac{1}{4} D\left(T^{s} u, T^{s} u\right)+c\|\psi u\|_{(1, s-1)}^{2}
\end{aligned}
$$

we get

$$
\left|D\left(u, T^{s} u^{\prime}\right)\right| \leq \frac{1}{4} D\left(T^{s} u, T^{s} u\right)+c\|\psi u\|_{(1, s-1)}^{2}
$$

As for the second term in (6.3) we claim that $\left|D\left(u, u^{\prime \prime}\right)\right| \leq c\|\psi u\|_{(1, s-1)}^{2}$. In fact, for a typical term, we have

$$
\begin{aligned}
\left|\left(A u, A u^{\prime \prime}\right)\right| & \leq c\|A(\psi u)\|_{(0, s-1)}\left\|u^{\prime \prime}\right\|_{(1,-s+1)} \\
& \leq c\|\psi u\|_{(1, s-1)}^{2},
\end{aligned}
$$

and hence the above estimate holds.
The third term in (6.3) is majorised as

$$
\begin{aligned}
\left|\left((\Delta+I) u, T^{s} T^{s} u\right)\right| & =\left|\left(T^{s}(\Delta+I) u, T^{s} u\right)\right| \\
& \leq\left\|T^{s}(\Delta+I) u\right\|_{(0,-1 / 2)}\left\|T^{s} u\right\|_{(0,1 / 2)} \\
& \leq c\|(\Delta+I) u\|_{s-1 / 2}\left\|T^{s} u\right\|_{1 / 2} \\
& \leq c\left(\varepsilon^{2}\left\|T^{s} u\right\|_{1 / 2}^{2}+\varepsilon^{-2}\|(\Delta+I) u\|_{s-1 / 2}^{2}\right) \\
& \leq c \varepsilon^{2} D\left(T^{s} u, T^{s} u\right)+c \varepsilon^{-2}\|(\Delta+I) u\|_{s-1 / 2}^{2},
\end{aligned}
$$

where $\varepsilon>0$ is taken so small that $c \varepsilon^{2}<\frac{1}{4}$.
The remaining term in (6.3) can now be estimated by

$$
\begin{aligned}
\left|\left((\Delta+I) u, T^{s} u^{\prime}+u^{\prime \prime}\right)\right| & \leq\|\psi(\Delta+I) u\|_{(0, s-1 / 2)}\left\|T^{s} u^{\prime}+u^{\prime \prime}\right\|_{(0,-s+1 / 2)} \\
& \leq c\left(\|(\Delta+I) u\|_{s-1 / 2}^{2}+\|\psi u\|_{(1, s-1)}^{2}\right)
\end{aligned}
$$

and thus we have proved that

$$
D\left(u, T^{s} T^{s} u\right) \leq \frac{1}{2} D\left(T^{s} u, T^{s} u\right)+c\left(\|(\Delta+I) u\|_{s-1 / 2}^{2}+\|\psi u\|_{(1, s-1)}^{2}\right)
$$

On using Lemma 6.4 and substracting the term $\frac{1}{2} D\left(T^{s} u, T^{s} u\right)$ from both sides we get

$$
\frac{1}{2} D\left(T^{s} u, T^{s} u\right) \leq c\left(\|(\Delta+I) u\|_{s-1 / 2}^{2}+\|\psi u\|_{(1, s-1)}^{2}\right)
$$

To complete the proof it suffices to show that $\|\psi u\|_{(1, s-1)}^{2}$ is majorised by the right-hand side of (7.1). But since quasicomplex (0.1) is elliptic at step $i$, the operator $\Delta^{i}+I$ is elliptic, and so, by part 4) of Lemma 6.1,

$$
\begin{aligned}
\|\psi u\|_{(1, s-1)}^{2} & \leq c\left(\|(\Delta+I) \psi u\|_{(-1, s-1)}^{2}+\|u\|_{s}^{2}\right) \\
& \leq c\left(\|(\Delta+I) \psi u\|_{s-3 / 2}^{2}+\|u\|_{s}^{2}\right) \\
& \leq c\left(\|(\Delta+I) u\|_{s-3 / 2}^{2}+\|[\Delta, \psi] u\|_{s-3 / 2}^{2}+\|u\|_{s}^{2}\right) \\
& \leq c\left(\|(\Delta+I) u\|_{s-3 / 2}^{2}+\|u\|_{s}^{2}\right)
\end{aligned}
$$

as desired.
Recall that by $\omega$ we mean a $C^{\infty}$ function with compact support in $U$, such that $\varphi=1$ on the support of $\omega$.
Lemma 6.6. Suppose the quasicomplex (0.1) is elliptic at step $i$. Then for each $s \geq 1 / 2$ there is a constant $c$ such that

$$
\|\omega u\|_{s+1 / 2} \leq c\left(\left\|T^{s} u\right\|_{1 / 2}+\|(\Delta+I) u\|_{s-3 / 2}+\|u\|_{s-1 / 2}\right)
$$

holds for all $u \in C^{\infty}\left(\mathcal{X}, F^{i}\right)$.
Proof. Since quasicomplex (0.1) is elliptic at step $i$, the operator $\Delta^{i}+I$ is elliptic, and part 4) of Lemma 6.1 yields

$$
\begin{aligned}
\|\omega u\|_{s+1 / 2} & \leq c\left(\|(\Delta+I) \omega u\|_{s-3 / 2}+\|\omega u\|_{(0, s+1 / 2)}\right) \\
& \leq c\left(\|(\Delta+I) u\|_{s-3 / 2}+\|[\Delta, \omega] u\|_{s-3 / 2}+\|\omega u\|_{(0, s+1 / 2)}\right) \\
& \leq c\left(\|(\Delta+I) u\|_{s-3 / 2}+\|u\|_{s-1 / 2}+\|\omega u\|_{(0, s+1 / 2)}\right)
\end{aligned}
$$

The desired estimate now follows from part 3) of Lemma 6.2.
Theorem 6.7. Assume that quasicomplex (0.1) is elliptic at steps $i-1$ and $i$. Let the estimate $\|u\|_{1 / 2}^{2} \leq c D(u, u)$ hold for all $u \in C^{\infty}\left(\mathcal{X}, F^{i}\right)$ satisfying the boundary condition $n(u)=0$ on $\partial \mathcal{X}$. Then for each $s \geq 1 / 2$ there is a constant $c$ such that the estimate

$$
\begin{equation*}
\|u\|_{s+1 / 2} \leq c\|(\Delta+I) u\|_{s-1 / 2} \tag{6.5}
\end{equation*}
$$

holds for all $u \in C^{\infty}\left(\mathcal{X}, F^{i}\right)$ in the domain of $L^{i}$.
Proof. Choose a finite covering $\left\{U_{\nu}\right\}$ of $\mathcal{X}$ by coordinate neighbourhoods of the form used above. For each $\nu$, let $\omega_{\nu}, \varphi_{\nu}, \psi_{\nu}$ and $T_{\nu}^{s}$ be as described in Lemma 6.2. We can assume that $\left\{\omega_{\nu}\right\}$ forms a partition of unity on $\mathcal{X}$. Then, by Lemmata 6.5 and 6.6 , we get

$$
\begin{aligned}
\|u\|_{s+1 / 2} & \leq c\left(\sum_{\nu}\left\|K_{\nu}^{s} u\right\|_{1 / 2}+\|(\Delta+I) u\|_{s-3 / 2}+\|u\|_{s-1 / 2}\right) \\
& \leq c\left(\|(\Delta+I) u\|_{s-1 / 2}+\|u\|_{s}\right)
\end{aligned}
$$

for all smooth $u$ in the domain of $L^{i}$. Using the interpolation inequality

$$
\|u\|_{s} \leq \varepsilon\|u\|_{s+1 / 2}+C(\varepsilon)\|u\|
$$

with $\varepsilon>0$ sufficiently small, we obtain

$$
\|u\|_{s+1 / 2} \leq c\left(\|(\Delta+I) u\|_{s-1 / 2}+C(\varepsilon)\|u\|\right)+\frac{1}{2}\|u\|_{s+1 / 2}
$$

whence

$$
\begin{equation*}
\|u\|_{s+1 / 2} \leq c\left(\|(\Delta+I) u\|_{s-1 / 2}+\|u\|\right) \tag{6.6}
\end{equation*}
$$

Since

$$
\|u\|^{2} \leq D(u, u)=((\Delta+I) u, u) \leq\|(\Delta+I) u\|\|u\|
$$

for all $u$ in the domain of $L^{i}$, we obtain

$$
\|u\| \leq\|(\Delta+I) u\| \leq\|(\Delta+I) u\|_{s-1 / 2}
$$

Estimate (7.1) now follows from (6.6) and the last inequality, as desired.

## 7. Elliptic regularisation

Following [KN65], we use the techniques of elliptic regularisation in this section to prove that $u$ is $C^{\infty}$ whenever $L^{i} u$ is $C^{\infty}$. This will complete the proof of Theorem 5.1.

Choose a bundle $F$ and a differential operator $\partial: C^{\infty}\left(\mathcal{X}, F^{i}\right) \rightarrow C^{\infty}(\mathcal{X}, F)$ of order 1 such that $\|\partial u\| \geq\|u\|_{1}$ for all $u \in C^{\infty}\left(\mathcal{X}, F^{i}\right)$. Define

$$
A_{\varepsilon}^{i}=A^{i} \oplus \varepsilon \partial: C^{\infty}\left(\mathcal{X}, F^{i}\right) \rightarrow C^{\infty}\left(\mathcal{X}, F^{i+1}\right) \oplus C^{\infty}(\mathcal{X}, F)
$$

for $\varepsilon \geq 0$. Except for the fact that the composition $A_{\varepsilon}^{i} A^{i-1}$ need not be of order 1 when $\varepsilon>0$, the operators $A^{i-1}$ and $A_{\varepsilon}^{i}$ share most of the properties of $A^{i-1}$ and $A^{i}$ which were used in the last two sections. In particular, we can use the sesquilinear form

$$
\begin{aligned}
D_{\varepsilon}(u, v) & =\left(A_{\varepsilon}^{i} u, A_{\varepsilon}^{i} v\right)+\left(A^{i-1 *} u, A^{i-1 *} v\right)+(u, v) \\
& =D(u, v)+\varepsilon^{2}(\partial u, \partial v)
\end{aligned}
$$

to define a self-adjoint operator $L_{\varepsilon}^{i}$ on $L^{2}\left(\mathcal{X}, F^{i}\right)$ such that $D_{\varepsilon}(u, v)=\left(\left(L_{\varepsilon}^{i}+I\right) u, v\right)$ for all $u$ in the domain of $L_{\varepsilon}^{i}$ and all $C^{\infty}$ sections $v$ satisfying $n(v)=0$ on $\partial \mathcal{X}$.

We still give $D_{\varepsilon}(u, v)$ the domain that consists of all $u, v \in C^{\infty}\left(\mathcal{X}, F^{i}\right)$ whose normal parts vanish on $\partial \mathcal{X}$. The only problem is on the additional boundary condition for $A_{\varepsilon}^{i} u$ for smooth sections $u \in C^{\infty}\left(\mathcal{X}, F^{i}\right)$ lying in the domain of $L_{\varepsilon}^{i}$. An easy verification using the Green formula shows that this free boundary condition reduces to

$$
\ell^{i}(x) n(A u)+\varepsilon^{2}\left(\sigma^{1}(\partial)(x, d \varrho(x))\right)^{*} \partial u=0
$$

on $\partial \mathcal{X}$.
Lemma 7.1. Assume that quasicomplex (0.1) is elliptic at steps $i-1$ and $i$. Let the estimate $\|u\|_{1 / 2}^{2} \leq c D(u, u)$ hold for all $u \in C^{\infty}\left(\mathcal{X}, F^{i}\right)$ satisfying the boundary condition $n(u)=0$ on $\partial \mathcal{X}$. Then for each $s \geq 1 / 2$ there is a constant $c$ with the property that

$$
\begin{equation*}
\|u\|_{s+1 / 2} \leq c\left\|\left(L_{\varepsilon}^{i}+I\right) u\right\|_{s-1 / 2} \tag{7.1}
\end{equation*}
$$

holds whenever $u \in C^{\infty}\left(\mathcal{X}, F^{i}\right)$ is in the domain of $L_{\varepsilon}^{i}$ and $0 \leq \varepsilon \leq 1$.
Proof. All the arguments used to prove (7.1) continue to be valid when $A^{i}$ is replaced by $A_{\varepsilon}^{i}$, and it is easy to see that the constant $c$ in each of the various estimates can be chosen independently of $\varepsilon$.

The reason for introducing $A_{\varepsilon}^{i}$ is that when $\varepsilon>0$ then the coercive estimate

$$
\begin{equation*}
\varepsilon^{2}\|u\|_{1}^{2} \leq D_{\varepsilon}(u, u) \tag{7.2}
\end{equation*}
$$

holds for all $u \in C^{\infty}\left(\mathcal{X}, F^{i}\right)$, and it is fairly easy to obtain a regularity theorem for $L_{\varepsilon}^{i}$. In fact, we have

Theorem 7.2. Suppose that quasicomplex (0.1) is elliptic at steps $i-1$ and $i$. Let the estimate $\|u\|_{1 / 2}^{2} \leq c D(u, u)$ hold for all $u \in C^{\infty}\left(\mathcal{X}, F^{i}\right)$ satisfying the boundary condition $n(u)=0$ on $\partial \mathcal{X}$ and let $0<\varepsilon \leq 1$. Then for every $f \in C^{\infty}\left(\mathcal{X}, F^{i}\right)$ there is a unique section $u \in C^{\infty}\left(\mathcal{X}, F^{i}\right)$ in the domain of $L_{\varepsilon}^{i}$ such that $\left(L_{\varepsilon}^{i}+I\right) u=f$.

Proof. The operator $L_{\varepsilon}^{i}$ was constructed in such a way that $L_{\varepsilon}^{i}+I$ automatically maps its domain onto $L^{2}\left(\mathcal{X}, F^{i}\right)$ in a one-to-one fashion. Hence, to prove the theorem, it will suffice to show that if $u$ is in the domain of $L_{\varepsilon}^{i}$ and if $\left(L_{\varepsilon}^{i}+I\right) u$ is $C^{\infty}$, then $u$ is also $C^{\infty}$. We shall use the method of difference quotients which occurs, e.g., in [Nir55] and [Agm65].

If $f$ is a function on the closed upper half-space in $\mathbb{R}^{n}$, if $1 \leq j<n$ and $h>0$, then we write

$$
\delta_{h, j} f(x)=\frac{1}{\sqrt{-1}} \frac{f\left(x^{1}, \ldots, x^{j}+h, \ldots, x^{n}\right)-f\left(x^{1}, \ldots, x^{j}-h, \ldots, x^{n}\right)}{2 h}
$$

and, for any multi-index $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ with $\alpha_{n}=0$, we set $\delta_{h}^{\alpha}=\delta_{h, 1}^{\alpha_{1}} \ldots \delta_{h, n-1}^{\alpha_{n-1}}$. After choosing a coordinate system $x: U \rightarrow \mathbb{R}^{n}$ on $\mathcal{X}$, which maps $U$ into the closed upper half-space, and after choosing a function $\varphi \in C_{\text {comp }}^{\infty}(U)$ we can use a local orthonormal frame to define

$$
T_{h}^{\alpha} u=\varphi \delta_{h}^{\alpha}(\varphi u)
$$

when $u$ is a section of one of the vector bundles $F^{i}$ or of $F$. For details we refer to the discussion just above Lemma 6.2.

If, in Lemma 6.2, the operator $T^{s}$ is replaced by the operator $T_{h}^{\alpha}$ with $|\alpha|=s$, then statements 1), 2), and 3) continue to hold even if the constants $c$ are required to be independent of $h$ for $0<h \leq 1$. Consequently, Lemmata 6.3 and 6.4 also hold for the operators $T_{h}^{\alpha}$, where again the constants can be chosen independent of $h$. Using (7.2) and the arguments in the proof of Lemma 6.5, one can show that for each $\varepsilon>0$ and every integer $s \geq 1$ there is a constant $c$ such that

$$
\begin{equation*}
\left\|T_{h}^{\alpha} u\right\|_{1} \leq c\left(\left\|\psi\left(L_{\varepsilon}^{i}+I\right) u\right\|_{(0, s-1)}+\|\psi u\|_{(1, s-1)}\right), \tag{7.3}
\end{equation*}
$$

provided $|\alpha|=s, 0<h \leq 1, u$ belongs to the domain of $L_{\varepsilon}^{i}, \psi u \in H^{(1, s-1)}\left(\mathcal{X}, F^{i}\right)$ and $\left(L_{\varepsilon}^{i}+I\right) u \in C^{\infty}\left(\mathcal{X}, F^{i}\right)$. Now, if $\alpha$ and $u$ satisfy these conditions, then (7.3) shows that $\left(T_{h}^{\alpha} u\right)_{0<h \leq 1}$ is a bounded subset of $H^{1}\left(\mathcal{X}, F^{i}\right)$. Hence, there is a sequence $h_{\nu}$ converging to zero such that $T_{h_{\nu}}^{\alpha} u$ converges weakly to some element $f$ of $H^{1}\left(\mathcal{X}, F^{i}\right)$. Since $T_{h_{\nu}}^{\alpha} u$ converges in the distribution sense to $\varphi D^{\alpha}(\varphi u)$ as $h \rightarrow 0$, we infer that $f=\varphi D^{\alpha}(\varphi u)$ an hence $\varphi D^{\alpha}(\varphi u) \in H^{1}\left(\mathcal{X}, F^{i}\right)$. Thus, if $\varphi=1$ on the support of $\omega \in C_{\text {comp }}^{\infty}(U)$, we conclude that $\omega u \in H^{(1, s)}\left(\mathcal{X}, F^{i}\right)$.

Now let $u$ be in the domain of $L_{\varepsilon}^{i}$, such that $\left(L_{\varepsilon}^{i}+I\right) u \in C^{\infty}\left(\mathcal{X}, F^{i}\right)$, and let $p$ be a fixed point of $\partial \mathcal{X}$. Then the argument just given shows that if $u$ is in $H^{(1, s-1)}$ on a neighbourhood $U$ of $p$, then $u$ is in $H^{(1, s)}$ on a slightly smaller neighbourhood. Thus, for each integer $s$ there exists a function $\omega \in C_{\text {comp }}^{\infty}(U)$ such that $\omega u \in H^{(1, s)}\left(U, F^{i}\right)$ and hence, by Theorem 2.5.7 in [Hoe63], the restriction of $\omega u$ to the boundary belongs to $H^{s}\left(\partial \mathcal{X}, F^{i}\right)$. It follows that $u \in H^{s}\left(\partial \mathcal{X}, F^{i}\right)$ for each $s$, and so $u \upharpoonright_{\partial \mathcal{X}}$ must be $C^{\infty}$ by Sobolev's lemma. Since both $\left(L_{\varepsilon}^{i}+I\right) u$ and $u \upharpoonright_{\partial \mathcal{X}}$ are $C^{\infty}$, the regularity theorem for the Dirichlet problem implies that $u$ is $C^{\infty}$ also (see for instance Theorem 9.9 in [Agm65]). The proof of the theorem is thus complete.

Corollary 7.3. Suppose that quasicomplex (0.1) is elliptic at steps $i-1$ and $i$. Let the estimate $\|u\|_{1 / 2}^{2} \leq c D(u, u)$ hold for all $u \in C^{\infty}\left(\mathcal{X}, F^{i}\right)$ satisfying the boundary condition $n(u)=0$ on $\partial \mathcal{X}$ and let $u$ belong to the domain of $L^{i}$. Then,

1) $u$ is $C^{\infty}$ if $\left(L^{i}+I\right) u$ is $C^{\infty}$;
2) $u \in H^{s+1}\left(\mathcal{X}, F^{i}\right)$ if $\left(L^{i}+I\right) u \in H^{s}\left(\mathcal{X}, F^{i}\right)$;
3) $u \in H^{s+1}\left(\mathcal{X}, F^{i}\right)$ if $L^{i} u \in H^{s}\left(\mathcal{X}, F^{i}\right)$;
4) $u$ is $C^{\infty}$ if $L^{i} u$ is $C^{\infty}$.

Proof. To prove 1) assume that $\left(L^{i}+I\right) u$ is $C^{\infty}$ and for each $0<\varepsilon \leq 1$ let $u_{\varepsilon}$ be the unique $C^{\infty}$ section satisfying $\left(L_{\varepsilon}^{i}+I\right) u_{\varepsilon}=\left(L^{i}+I\right) u$. If $s \geq 1 / 2$, then (7.1) shows that $\left(u_{\varepsilon}\right)_{0<\varepsilon \leq 1}$ is bounded in the norm $\|\ldots\|_{s+1 / 2}$, and by Rellich's theorem there is a sequence $\varepsilon_{\nu}$ converging to zero, such that $u_{\varepsilon_{\nu}}$ converges in the norm $\|\cdot\|_{s}$ to an element $u_{0}$ of $H^{s}\left(\mathcal{X}, F^{i}\right)$. On passing to the limit in $D_{\varepsilon}\left(u_{\varepsilon}, v\right)=\left(\left(L^{i}+I\right) u, v\right)$ we obtain

$$
D\left(u_{0}, v\right)=\left(\left(L^{i}+I\right) u, v\right)
$$

for all $v \in C^{\infty}\left(\mathcal{X}, F^{i}\right)$ satisfying $n(v)=0$ on the boundary. Thus, $u_{0}$ is in the domain of $L^{i}$ and $\left(L^{i}+I\right) u_{0}=\left(L^{i}+I\right) u$. Since $L^{i}+I$ is one-to-one, we conclude that $u_{0}=u$ and so $u \in H^{s}\left(\mathcal{X}, F^{i}\right)$. Since $s \geq 1 / 2$ can be arbitrarily large, it follows that $u$ is $C^{\infty}$.

To prove 2), let $s \geq 0$ and assume $\left(L^{i}+I\right) u$ is in $H^{s}\left(\mathcal{X}, F^{i}\right)$. Choose a sequence $f_{\nu}$ of $C^{\infty}$ sections which converges to $\left(L^{i}+I\right) u$ in the norm $\|\cdot\|_{s}$, and let $u_{\nu}$ be the unique $C^{\infty}$ section satisfying $\left(L^{i}+I\right) u_{\nu}=f_{\nu}$. Then, by (7.1), the sequence $u_{\nu}$ converges in the norm $\|\cdot\|_{s+1}$ to some element $u_{0}$ of $H^{s+1}\left(\mathcal{X}, F^{i}\right)$. Since $L^{i}+I$ has closed graph, we get $\left(L^{i}+I\right) u_{0}=\left(L^{i}+I\right) u$ and hence $u=u_{0}$. Thus, $u$ belongs to $H^{s+1}\left(\mathcal{X}, F^{i}\right)$, as required.

If $s=0$, then 3 ) follows immediately from 2 ). Let $m$ be a positive integer and assume that 3) holds for all $s$ with $0 \leq s \leq m-1$. Let $m-1<s \leq m$, and assume that $L^{i} u$ is in $H^{s}\left(\mathcal{X}, F^{i}\right)$. Then, since $L^{i} u \in H^{s-1}\left(\mathcal{X}, F^{i}\right)$, we conclude that $u \in H^{s}\left(\mathcal{X}, F^{i}\right)$ by the inductive hypothesis, and so $\left(L^{i}+I\right) u$ belongs to $H^{s}\left(\mathcal{X}, F^{i}\right)$. Thus, by 2), we see that $u$ is in $H^{s+1}\left(\mathcal{X}, F^{i}\right)$, as desired.

The assertion 4) follows obviously from 3) by Sobolev's lemma, and the proof is complete.

## 8. A REGULARITY THEOREM

In this section we assume that the curvature of quasicomplex (0.1) vanishes at step $i$, i.e., $A^{i} A^{i-1} \equiv 0$. In this case, the inhomogeneous equation $A^{i-1} u=f$ might be locally solvable only for those $f$ which satisfy $A^{i} f=0$. This is a starting point of [Spe63].

Let $T$ denote the operator from $L^{2}\left(\mathcal{X}, F^{i-1}\right)$ to $L^{2}\left(\mathcal{X}, F^{i}\right)$ obtained by closing the graph of $A: C^{\infty}\left(\mathcal{X}, F^{i-1}\right) \rightarrow C^{\infty}\left(\mathcal{X}, F^{i}\right)$. Thus, $u$ is in the domain of $T$ and $T u=f$ if and only only if there is a sequence $\left(u_{\nu}\right)$ in $C^{\infty}\left(\mathcal{X}, F^{i-1}\right)$ such that $u_{\nu} \rightarrow u$ and $A u_{\nu} \rightarrow f$ in the $L^{2}$-norm. Our aim in this section is to prove

Theorem 8.1. Assume that the quasicomplex (0.1) is elliptic at steps $i-1, i$ and $i+1$, and assume that the estimate $\|f\|_{1 / 2}^{2} \leq c D(f, f)$ holds for all $f \in C^{\infty}\left(\mathcal{X}, F^{i}\right)$ satisfying $n(f)=0$ on $\partial \mathcal{X}$. Let $u$ be in the domain of $T$, let $u$ be orthogonal to the kernel of $T$, and let $T u \in H^{s}\left(\mathcal{X}, F^{i}\right)$ for some $s \geq 0$. Then $u$ belongs to $H^{s+1 / 2}\left(\mathcal{X}, F^{i-1}\right)$.

Such a theorem has proved useful in studying counterexamples for a priori estimates like $\|f\|_{1 / 2}^{2} \leq c D(f, f)$, see, e.g., [Swe67].
Lemma 8.2. Under the assumptions of Theorem 8.1, for each sthere is a constant c such that

$$
\begin{equation*}
\|\omega A u\|_{s}+\left\|\omega A^{*} u\right\|_{s} \leq c\left(\|\omega A u\|_{(0, s)}+\left\|\omega A^{*} u\right\|_{(0, s)}+\|\Delta u\|_{s-1}+\|u\|_{s}\right) \tag{8.1}
\end{equation*}
$$

is valid for all $u \in C^{\infty}\left(\mathcal{X}, F^{i}\right)$.
Proof. Using the ellipticity of the quasicomplex at $F^{i-1}$ and $F^{i+1}$, one checks readily that

$$
(g, h) \mapsto\left(A^{*} g, A g+A^{*} h, A h\right)
$$

is an elliptic operator from sections of $F^{i-1} \oplus F^{i+1}$ to sections of $F^{i-2} \oplus F^{i} \oplus F^{i+2}$. Hence, by Lemma 6.1, part 4),

$$
\begin{aligned}
& \left\|\omega A^{*} u\right\|_{s}+\|\omega A u\|_{s} \leq c\left(\left\|\omega A^{*} u\right\|_{(0, s)}+\|\omega A u\|_{(0, s)}\right. \\
& \left.\quad+\left\|A^{*}\left(\omega A^{*} u\right)\right\|_{s-1}+\left\|A\left(\omega A^{*} u\right)+A^{*}(\omega A u)\right\|_{s-1}+\|A(\omega A u)\|_{s-1}\right)
\end{aligned}
$$

and since the commutators $\left[A^{*}, \omega\right],[A, \omega]$, etc., have order zero, and the operators $A^{*} A^{*}, A A$ have order one, we get

$$
\begin{aligned}
\left\|A^{*}\left(\omega A^{*} u\right)\right\|_{s-1} & \leq c\|u\|_{s} \\
\left\|A\left(\omega A^{*} u\right)+A^{*}(\omega A u)\right\|_{s-1} & \leq c\left(\|\Delta u\|_{s-1}+\|u\|_{s}\right) \\
\|A(\omega A u)\|_{s-1} & \leq c\|u\|_{s}
\end{aligned}
$$

Estimate (8.2) now follows.
Lemma 8.3. Under the assumptions of Theorem 8.1, for each $s \geq 1 / 2$ there is a constant $c$ such that

$$
\begin{equation*}
\left\|A^{*} u\right\|_{s} \leq c\|(\Delta+I) u\|_{s-1 / 2} \tag{8.2}
\end{equation*}
$$

holds for each $u \in C^{\infty}\left(\mathcal{X}, F^{i}\right)$ in the domain of $L^{i}$.
Proof. By Lemma 6.2 and Lemma 8.2 we have

$$
\begin{aligned}
\left\|\omega A^{*} u\right\|_{s}^{2} & \leq c\left(\left\|\omega A^{*} u\right\|_{(0, s)}^{2}+\|\omega A u\|_{(0, s)}^{2}+\|\Delta u\|_{s-1}^{2}+\|u\|_{s}^{2}\right) \\
& \leq c\left(\left\|T^{s} A^{*} u\right\|^{2}+\left\|T^{s} A u\right\|^{2}+\|\Delta u\|_{s-1}^{2}+\|u\|_{s}^{2}\right) \\
& \leq c\left(D\left(T^{s} u, T^{s} u\right)+\|\Delta u\|_{s-1}^{2}+\|u\|_{s}^{2}\right)
\end{aligned}
$$

for all $u \in C^{\infty}\left(\mathcal{X}, F^{i}\right)$. If $u$ belongs to the domain of $L^{i}$, then by Lemma 6.5

$$
\begin{aligned}
\left\|\omega A^{*} u\right\|_{s}^{2} & \leq c\left(\|(\Delta+I) u\|_{s-1 / 2}^{2}+\|u\|_{s}^{2}\right) \\
& \leq c\|(\Delta+I) u\|_{s-1 / 2}^{2} .
\end{aligned}
$$

Now cover $\mathcal{X}$ with a finite number of neighbourhoods $U_{\nu}$ of the kind used in Lemma 6.2 and choose the corresponding functions $\omega_{\nu}$ to form a partition of unity on $\mathcal{X}$. Then

$$
\left\|A^{*} u\right\|_{s} \leq \sum_{\nu}\left\|\omega_{\nu} A^{*} u\right\|_{s} \leq c\|(\Delta+I) u\|_{s-1 / 2}
$$

for all $u \in C^{\infty}\left(\mathcal{X}, F^{i}\right)$ in the domain of $L^{i}$, as desired.
Lemma 8.4. Under the assumptions of Theorem 8.1, let $u \in L^{2}\left(\mathcal{X}, F^{i}\right)$ belong to the domain of $L^{i}$, and assume that $L^{i} u \in H^{s-1 / 2}$ for some $s \geq 1 / 2$. Then $u$ is in the domain of $T^{*}$ and $T^{*} u$ belongs to $H^{s}\left(\mathcal{X}, F^{i-1}\right)$.

Proof. In view of part 2) of Corollary 7.3 we get $u \in H^{s+1 / 2}\left(\mathcal{X}, F^{i}\right)$ and hence $\left(L^{i}+I\right) u \in H^{s-1 / 2}\left(\mathcal{X}, F^{i}\right)$. Choose a sequence $\left(f_{\nu}\right)$ in $C^{\infty}\left(\mathcal{X}, F^{i}\right)$ which converges to $\left(L^{i}+I\right) u$ in the norm $\|\cdot\|_{s-1 / 2}$ and let $u_{\nu} \in C^{\infty}\left(\mathcal{X}, F^{i}\right)$ be the unique solution to

$$
\left(L^{i}+I\right) u_{\nu}=f_{\nu}
$$

Then by (7.1) the sequence $\left(u_{\nu}\right)$ converges in the norm $\|\cdot\|_{s+1 / 2}$, and since $L^{i}+I$ gas closed graph, the limit must be $u$. Now Lemma 5.2 and the Green formula show that each $u_{\nu}$ is in the domain of $T^{*}$, and $T^{*} u_{\nu}=A^{*} u_{\nu}$. The estimate (8.2) now implies that $\left(T^{*} u_{\nu}\right)$ converges in the norm $\|\cdot\|_{s}$. Since $T^{*}$ has closed graph, we conclude that $u=\lim u_{\nu}$ is in the domain of $T^{*}$ and $T^{*} u=\lim T^{*} u_{\nu}$ is in $H^{s}\left(\mathcal{X}, F^{i-1}\right)$. The proof is complete.

As is remarked in Section 5, any $f \in L^{2}\left(\mathcal{X}, F^{i}\right)$ can be written as $f=h+L^{i} u$, where $h$ lies in the null space of $L^{i}$ and $u$ is in the domain of $L^{i}$. If we require that $u$ be orthogonal to the null space of $L^{i}$, then $f$ determines $u$ uniquely and the correspondence $f \mapsto u$ defines an operator $N^{i}: L^{2}\left(\mathcal{X}, F^{i}\right) \rightarrow L^{2}\left(\mathcal{X}, F^{i}\right)$ which, as one easily sees, is self-adjoint and bounded.
Proof of Theorem 8.1. Let $u$ be in the domain of $T^{i-1}$, let $u$ be orthogonal to the kernel of $T^{i-1}$, and assume that $T u$ is in $H^{s}\left(\mathcal{X}, F^{i}\right)$ for some $s \geq 0$. Then, since $T u=h+L^{i}(N T u)$, where $h \in \mathcal{H}^{i}(\mathcal{X})$ is $C^{\infty}$ on $\mathcal{X}$, Lemma 8.4 shows that $N T u$ is in the domain of $T^{*}$ and $T^{*} N T u$ belongs to $H^{s+1 / 2}\left(\mathcal{X}, F^{i-1}\right)$. To complete the proof we show that

$$
u=T^{*} N T u
$$

In fact, if $v \in C^{\infty}\left(\mathcal{X}, F^{i-1}\right)$ is an arbitrary section with support in the interior of $\mathcal{X}$, then $A v=h+\Delta N A v$, where $h \in \mathcal{H}^{i}(\mathcal{X})$. Hence,

$$
A v-A A^{*} N A v=h+A^{*} A N A v
$$

Since $A^{i} A^{i-1} \equiv 0$, the terms on the right-hand side of this equality are orthogonal to the terms on the left-hand side. It follows that $A\left(I-A^{*} N A\right) v=0$ and so $\left(I-A^{*} N A\right) v$ is in the null space of $T$. Since $u$ is orthogonal to the null space of $T$, we obtain

$$
\begin{aligned}
0 & =\left(u,\left(I-A^{*} N A\right) v\right) \\
& =\left(\left(I-T^{*} N T\right) u, v\right)
\end{aligned}
$$

and $u=T^{*} N T u$ now follows.
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