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Abstract

One of the major problems for the implementation of water resources planning and management in arid and semi-arid environments is the scarcity of hydrological data and, consequently, research studies. In this thesis, the hydrology of dryland river systems was analyzed and a semi-distributed hydrological model and a forecasting approach were developed for flow transmission processes in river-systems with a focus on semi-arid conditions.

Three different sources of hydrological data (streamflow series, groundwater level series and multi-temporal satellite data) were combined in order to analyze the channel transmission losses of a large reach of the Jaguaribe River in NE Brazil. A perceptual model of this reach was derived suggesting that the application of models, which were developed for sub-humid and temperate regions, may be more suitable for this reach than classical models, which were developed for arid and semi-arid regions. Summarily, it was shown that this river reach is hydraulically connected with groundwater and shifts from being a losing river at the dry and beginning of rainy seasons to become a losing/gaining (mostly losing) river at the middle and end of rainy seasons.

A new semi-distributed channel transmission losses model was developed, which was based primarily on the capability of simulation in very different dryland environments and flexible model structures for testing hypotheses on the dominant hydrological processes of rivers. This model was successfully tested in a large reach of the Jaguaribe River in NE Brazil and a small stream in the Walnut Gulch Experimental Watershed in the SW USA. Hypotheses on the dominant processes of the channel transmission losses (different model structures) in the Jaguaribe river were evaluated, showing that both lateral (stream)-aquifer water fluxes and groundwater flow in the underlying alluvium parallel to the river course are necessary to predict streamflow and channel transmission losses, the former process being more relevant than the latter. This procedure not only reduced model structure uncertainties, but also reported modelling failures rejecting model structure hypotheses, namely streamflow without river-aquifer interaction and stream-aquifer flow without groundwater flow parallel to the river course. The application of the model to different dryland environments enabled learning about the model itself from differences in channel reach responses. For example, the parameters related to the unsaturated part of the model, which were active for the small reach in the USA, presented a much greater variation in the sensitivity coefficients than those which drove the saturated part of the model, which were active for the large reach in Brazil.

Moreover, a nonparametric approach, which dealt with both deterministic evolution and inherent fluctuations in river discharge data, was developed based on a qualitative dynamical system-based criterion, which involved a learning process about the structure of the time series, instead of a fitting procedure only. This approach, which was based only on the discharge time series itself, was applied to a headwater catchment in Germany, in which runoff are induced by either convective rainfall during the summer or snow melt in the spring. The application showed the following important features:

- the differences between runoff measurements were more suitable than the actual runoff measurements when using regression models;
- the catchment runoff system shifted from being a possible dynamical system contaminated with noise to a linear random process when the interval time of the discharge time series increased;
- and runoff underestimation can be expected for rising limbs and overestimation for falling limbs.

This nonparametric approach was compared with a distributed hydrological model designed for real-time flood forecasting, with both presenting similar results on average.
Finally, a benchmark for hydrological research using semi-distributed modelling was proposed, based on the aforementioned analysis, modelling and forecasting of flow transmission processes. The aim of this benchmark was not to describe a blueprint for hydrological modelling design, but rather to propose a scientific method to improve hydrological knowledge using semi-distributed hydrological modelling. Following the application of the proposed benchmark to a case study, the actual state of its hydrological knowledge and its predictive uncertainty can be determined, primarily through rejected hypotheses on the dominant hydrological processes and differences in catchment/variables responses.
Zusammenfassung


Letztlich wurde ein nicht-parametrisches Verfahren, zur Simulation der deterministischen Evolution und stochastischen Fluktuation der Abflussdynamik entwickelt. Im Unterschied zu prozess-basiertem Modellsystemen basiert
dieses Verfahren nicht auf Modellkalibrierung sondern auf einem Lernprozess, basierend auf Zeitreihendaten. Als Anwendungsbeispiel wurde ein mesoskaliges Einzugsgebiet im Erzgebirge, NO-Deutschland gewählt, in dem starke Abflussereignisse entweder durch konvektive Niederschlagsereignisse oder durch Schneeschmelze generiert werden. Die folgenden wichtigsten Ergebnisse werden erzielt:

- Regressionsmodellansätze basierend auf den zeitlichen Änderungen der Abflüsse liefern bessere Ergebnisse gegenüber Ansätzen basierend auf direkten Abflussdaten;
- mit zunehmendem Vorhersagehorizont wandelt sich das hydrologische System von einem mit Zufallsanteilen verrauschten dynamischen System zu einem linearen probabilistischen Zufallsprozess;
- Bei zunehmendem Abfluss (anstiegender Ganglinie) erfolgt meist eine Abflussunterschätzung, bei abnehmendem Abfluss (fallende Ganglinie) erfolgt meist eine Abflussüberschätzung.

Dieses nichtparametrische Verfahren ergibt im Vergleich mit einem prozessorientierten und flächenverteilten hydrologischen Hochwasservorhersagemodell bis zu einem Vorhersagezeitraum von 3 Stunden Ergebnisse von vergleichbar guter Qualität.

Chapter I:

Introduction
1. Background and Overview

Phenomenological modelling has the ultimate goal of establishing mathematically the actions of the dominant mechanisms, which have been previously derived from measurements, of an underlying system (Kantz and Schreiber, 2004). In this view, distributed hydrological models may be considered (quasi-)phenomenological ones, since observed signatures of hydrological processes (e.g. runoff coefficients of hill-slopes and channel transmission losses) are mimicked by (inter-)actions of conceptual lump components, but model assumptions, which are not based on measurements, are almost always inevitable.

The technological improvements in the past 30 years, such as the reduction of computation time to run numerical models and the availability of large data sets of land surface, enabled a big increase of the number of developers and users of distributed models. However, this kind of modelling is a task that involved uncertainties, which can arise from initial and boundary conditions, parameters, model structure and/or space-time scales effects (see e.g. Beven, 1989; Blöschl and Sivapalan, 1995; Bronstert, 1999; Sivapalan et al., 2003b; Montanari, 2007). Moreover, the induction procedure (the upward or bottom-up approach), which links much smaller scale conceptual hydrological models (e.g. Horton infiltration model) and is at the heart of distributed modelling, produces almost inevitably over-parameterization and associated identifiability problems (Beven, 1989; Young, 2003; Littlewood et al., 2003; Kirchner, 2006).

In order to lessen the uncertainties of distributed models, advances in data sampling/assimilation on/of initial and boundary conditions and parameters have been used (e.g. Bauer et al., 2006; Soulsby et al., 2008; Milzow et al., 2009). Also, in this way, model assessment of different simulated variables and for catchments with different governing hydrological processes (avoiding the one-case-study application) have been suggested (Bronstert, 2004; Ebel and Loague, 2006; Kirchner, 2006; Andréassian et al., 2007, 2009, 2010). Furthermore, it has been recognized that hydrological models in general should primarily proceed from perceptual hydrological models, which describe (develop hypotheses) in a physically meaningful way (on) the dominant hydrological mechanisms based on experiments/measurements at different space-time scales and expert information/knowledge of related variables (e.g. soils, geology and land cover) (e.g. Sivapalan et al., 2003a; Chirico et al., 2003; Dunn et al., 2008; Gallart et al., 2008; Wenniger et al., 2008; Tetzlaff et al., 2008; Gupta et al., 2008; Hughes, 2010; McMillan et al., 2011). Nevertheless, perceptual hydrological models have rarely been combined to build process-based models of a comprehensive range of catchment processes (McMillan et al., 2011).

In order to overcome the over-parameterization and associated identifiability problems of distributed models, some authors have re-visited the downward or top-down approach (e.g. Jothiyangkoon et al., 2001; Sivapalan et al., 2003a; Littlewood et al., 2003; Fenicia et al., 2008a,b) introduced by Klemeš (1983), which means that one should start with the simplest model configuration at a large scale and then gradually increase the complexity of the model with decreasing scales (Klemeš, 1983; Jothiyangkoon et al., 2001). Furthermore, the purely distributed modelling has also been modified for hybrid or semi-distributed modelling (e.g. Jothiyangkoon et al., 2001; Güntner and Bronstert, 2004), which combines the upward approach with the downward one. Semi-distributed modelling may be considered as a compromise between downward and upward approaches, trying to decrease the over-parameterization and associated identifiability problems of upward modelling (Young, 2003; Littlewood et al., 2003) and to surmount the lack or poor representation of the hydrological processes of downward modelling (e.g.
Another emerging modelling approach has been made by assuming hydrological modelling as a tool for testing hypotheses on the dominant hydrological mechanisms (Graeff et al., 2009; Savenije, 2009; Andréassian et al., 2010; Buytaert and Beven, 2011; McMillian et al., 2011; Clark et al., 2011a,b), in which the feedbacks between experimentalists and modellers are indispensable for model development and assessment. In this context, the experimental challenge is to choose/develop a monitoring system or an experimental procedure, given natural and financial constraints, in order to quantify/qualify the (possible) dominant hydrological processes (perceptual hydrological model). On the other hand, the modelling challenge is to develop flexible model structures, in order to test hypotheses on the dominant hydrological mechanisms and to convert the final model applicable to the time and spatial scales of interest (based on Savenije, 2009; Andréassian et al., 2010; Buytaert and Beven, 2011; McMillian et al., 2011; Clark et al., 2011a).

Taken into account the synthesis proposed by Li et al. (2010) on comparative analysis in hydrology, that model strategy may be applied to a) just one catchment with a view to generating insights into catchment functioning through comparisons of model performance (inter-comparison studies), or b) a number of catchments in different hydro-climatic regions with a view to learning from differences in catchment responses (comparative diagnostic analysis). Finally, a compromise between model complexity, data availability and model accuracy/consistency with the observations should be achieved to find the most suited process-orientated model, which is able to simulate the long term dynamics of an underlying hydrological system.

However, optimised forecasting of an underlying hydrological system does not have to be designed for good reproduction of long term dynamics but may instead focus on short time horizons into the future (based on Kantz and Schreiber, 2004). For this task, techniques, which are based almost entirely on time series data, often supersede the phenomenological models (Kantz and Schreiber, 2004). The first step of the time series approach consists in choosing an appropriate model equation containing free parameters, which in a second step are adapted to the observed series by some fitting procedure (Brockwell and Davis, 2003; Kantz and Schreiber, 2004). The application of such techniques to hydrological time series has become feasible through the increase in the number of monitoring networks and their long term functioning in the developed/developing word.

The application of time series models in hydrological sciences has been dominated by the assumption of a random nature of the hydrological data and then the use of nonparametric stochastic forecasting approaches. However, since the beginning of the 1990s, runoff series have been assumed to be responses of dynamical systems with a low-dimensional chaotic attractor resulting from the nonlinear coupling of precipitation and catchment state that depends on climatic condition and geo-patterns such as land cover, soils, river network and geology (Liu et al., 1998; Porporato and Ridolfi, 1997; Sivakumar et al., 2001). This nonlinear approach can provide accurate one-discharge-value-per-time-step forecasting, but it does not always offer insight into the probabilistic structure of the data resulting from the shortness of series and the inevitable presence of dynamical noise in open physical systems such as catchment hydrology (Porporato and Ridolfi, 2001; Kantz and Schreiber, 2004).

In this context, the challenge is to elaborate a model, which enables one to deal with both deterministic evolution and inherent fluctuations in river discharge data. There are a few examples in the literature which address this issue: Tamea et al. (2005) proposed a) an ensemble-based nonlinear prediction with parametric deterministic range similar to the GLUE
method (Beven and Binley, 1992) and b) a probabilistic prediction using global errors of a training set to “dress” the deterministic forecasts, which was also done by Chen and Yu (2007) using support vector machine background.

Even though the application of time series models are restricted by short-range dependence of the time series, i.e. its autocorrelation function has to reach approximately zero, and effects e.g. of man-made actions on landscape and water systems cannot be taken into account for forecasting, the time series models do not contain the inherent uncertainties of (semi-)distributed hydrological models arising from initial conditions, spatially distributed parameters, model structure and space-time scale effects. On the other hand, (semi-)distributed models can predict hydrological processes with some degree of certainty, when time series data are scarce (e.g. Lange et al., 1999; Gheith and Sultan, 2002). However, it would be desirable to combine the insight of a (quasi-)phenomenological approach with the statistical accuracy of a time series model (Kantz and Schreiber, 2004).

In this thesis, the hydrology of dryland river systems is analyzed and a semi-distributed hydrological model and a forecasting approach are developed for flow transmission processes in river-systems. A focus of this research will be on semi-arid environments, where scarcity of data and, consequently, of hydrological studies, due to financial constrains, low population density, remoteness of hydrological stations and inherent short duration of runoff, are one of the major problems for the implementation of water resources planning and management (El-Hames and Richards, 1998; Gaiser et al., 2003; Lange, 2005; Costelloe et al., 2006; Wheater et al., 2008a; Morin et al., 2009).

2. Objectives

It is aimed to develop a process-orientated and semi-distributed channel transmission losses model which is able to cover a large variation in climate and hydro-geologic controls, which are typically found in dryland regions of the Earth. The model is designed with a flexible structure in order to test hypotheses on the dominant hydrological processes of river reaches. Traditionally, channel transmission losses models have been developed for site specific conditions and fixed model structure.

For that task, the intention is also to quantify and qualify the channel transmission losses in a large river reach in NE Brazil, including the development of a concept of the dominant hydrological processes based on stream discharge series, groundwater series and multi-temporal satellite data.

Moreover, a new time series model based on stochastic dynamics theory (van Kampen, 1992; Anishenko et al., 2003; Kantz and Schreiber, 2004) is formulated to deal with both deterministic evolution and inherent fluctuations in river discharge data, in order to forecast real-time flood in headwater catchments. For this task, our formulation is compared with the standard nonparametric stochastic approach and a distributed hydrological model developed for real-time flood forecasting.

3. Outline of the Thesis

The observation and the analysis of the channel transmission losses in a large river reach in NE Brazil will be shown in Chapter II, which also deals with the perceptual model of the channel transmission losses and its implication for the hydrological modelling of that reach, whereas Chapter III is related to the development of the channel transmission losses model and its assessment for different dryland rivers located in NE Brazil (see also Chapter II) and the SW USA.

Chapter IV deals with the real-time probabilistic flood forecasting in a headwater catchment in Germany based on a new nonparametric approach. Chapter V discusses and brings together the main results of Chapters II to IV, presenting also a benchmark for hydrological research using semi-distributed hydrological modelling, which is a synthesis of those Chapters.
Chapter V also provides a general conclusion and implications of this work on real-world problems and hydrological research.

Chapters II to IV were written as stand-alone manuscripts that are either published or awaiting for publication in international peer-reviewed journals (for full references, see front pages of the respective chapters).
Chapter II

Analysis of channel transmission losses in a dryland river reach in northeastern Brazil using streamflow series, groundwater level series and multi-temporal satellite data

Abstract

Scarcity of hydrological data, especially streamflow discharge and groundwater level series, restricts the understanding of channel transmission losses (TL) in drylands. Furthermore, the lack of information on spatial river dynamics encompasses high uncertainty on TL’ analysis in large rivers. The objective of this study was to combine the information from streamflow and groundwater level series with multi-temporal satellite data to derive a hydrological concept of TL for a reach of the Middle Jaguaribe River (MJR) in semi-arid northeastern Brazil. Based on this analysis, we proposed strategies for its modelling and simulation. TL take place in an alluvium, where river and groundwater can be considered to be hydraulically connected. Most losses certainly infiltrated only through streambed and levees and not through the flood plains, as could be shown by satellite image analysis. TL events, whose input river flows were smaller than a threshold, did not reach the outlet of the MJR. TL events, whose input flows were higher than this threshold, reached the outlet losing on average 30% of their input. During the dry seasons (DS) and at the beginning of rainy seasons (DS/BRS), no river flow is expected for pre-events and events have vertical infiltration into the alluvium. At the middle and the end of the rainy seasons (MRS/ERS), river flow sustained by base flow occurs before/after events and lateral infiltration into the alluvium plays a major role. Thus, the MJR shifts from being a losing river at DS/BRS to become a losing/gaining (mostly losing) river at MRS/ERS. A model of this system has to include the coupling of river and groundwater flow processes linked by a leakage approach.

Keywords: channel transmission losses; multi-temporal RapidEye satellite data; semi-arid hydrology; northeastern Brazil; dryland rivers; river-aquifer interaction

Resubmitted to Hydrological Processes as
Costa, A.C., Foerster, S., de Araújo, J.C., and Bronstert, A.: Analysis of channel transmission losses in a different dryland river reach in northeastern Brazil using streamflow series, groundwater level series and multi-temporal satellite data, 2012.
1. Introduction

Channel transmission losses are a key factor for water and environmental planning and management in dryland environments, since they reduce not only surface flow volume, but also peak discharges, support riparian vegetation, and are a major source of potential groundwater recharge (Sharma and Murthy, 1994; Sharma et al., 1994; Lange, 2005; Dagès et al., 2008; Wheater, 2008; Morin et al., 2009). Their dynamics have shown high nonlinearity in relation to streamflow magnitude:

a) Initial infiltration losses were smaller than during the main phase of the flood in a flash flood experiment in the southern Negev Desert, Israel (Lange et al., 1998).

b) Small to medium floods could travel considerable distances without substantial losses, whereas significant transmission losses occurred during high runoff peaks in a 150 km channel reach of the Kuiseb River, Namibia Desert. High runoff peaks were significantly diminished after the runoff had exceeded a certain threshold level (Lange, 2005).

c) Small floods did not usually traverse the full distance between stream gauges, whereas larger flows transmitted to the outlet about 20-50% of their discharge in a 420 km channel reach of the Cooper Creel River in Australia. Then, at a certain threshold level of input river flow, transmission losses increased again and flows transmitted to the outlet were about 10-20% of their discharge. Only during the largest floods did river flow transmission efficiency increase sharply (Knighton and Nanson, 1994).

For large river systems, that nonlinearity might be explained mainly by:

a) Pools, subsidiary channels and/or floodplain areas which act as sink areas of flows, but once they become fully saturated, the most direct floodways become fully active and river flow transmission efficiency increases (Knighton and Nanson, 1994; Lange, 2005)

b) A clogging layer within or on the alluvial surface, which can act as a seal that is disrupted at higher discharge (Lange, 2005). Indeed, stratified alluviums with hydraulic conductivity heterogeneity were reported from point infiltration experiments (Parissopoulos and Wheater, 1992) and local stratigraphies in dryland riverbeds (e.g. Lange, 2005).

Also, the subsurface water redistribution in the underlying alluvium may influence the infiltration rates from river to aquifer. The underlying alluvium saturation can be driven by local, intermediate or regional groundwater flow systems (Sophocleous, 2002), in which potential abstractions are through transpiration by (near-)river channel vegetation (Goodrich et al., 2004; Blasch et al., 2004) and groundwater pumping (Shentsis, 2003; Shentsis and Rosenthal, 2003).

Channel transmission losses take place in a) allogenic rivers, which are sourced almost entirely from upstream humid areas (e.g. the River Nile in Northern Sudan and Egypt)) and commonly sustain perennial flow partly infiltrating in the alluvial system along the allogenic river, and b) endogenic rivers, which are sourced almost entirely within dryland environments and usually show an ephemeral (non-baseflow) or intermittent flow (Bull and Kirkby, 2002).

Dryland rivers can be hydraulically connected or disconnected to groundwater systems (Sophocleous, 2002). When hydraulically connected, the gradient between river and groundwater plays a major role in transmission losses, indicating whether they occur or not (see e.g. Lima et al., 2007).

Moreover, a fundamental physical principle which explains higher transmission losses at higher stream discharge is the increase in infiltration due to higher hydraulic head at the surface.
This assumption was taken into account for channel transmission losses modeling by Abdulrazzak and Morel-Seytoux (1983), Freyberg (1983), Illangasekare and Morel-Seytoux (1984), El-Hames and Richards (1998) and Xie and Yuan (2010).

However, the findings of Dahan et al. (2008) in the Kuiseb River, Namibia, suggested that the microlayering of the sandy alluvial sediments at the top of the vadose zone regulates the flux process through almost constant infiltration rates. This disagrees with the hypothesis of a flood-stage-based surface-groundwater flux process. Therefore, large transmission losses during high flood stages may be due to long duration of large floods (Dahan et al., 2008).

Figure 1. Location of the Middle Jaguaribe River reach under study in relation to the Orós reservoir.

The general objective of this study is to combine the information from streamflow and groundwater level series with multi-temporal satellite data to derive a hydrological concept of channel transmission losses for a large Jaguaribe River reach. Based on this analysis, we propose strategies for its hydrological modelling and simulation.

Using the streamflow series, we intend to a) quantify the event-based channel transmission losses and their impact on the flow volume and peak, b) verify the relationship between transmission losses and input flow magnitude, and c) indentify the existence of runoff thresholds, which separate hydrological behaviours.

Analyzing the groundwater level series, we intend to a) determine whether the river-groundwater system is hydraulically connected or not, b) verify whether the recession limb of the outflow hydrograph is driven not only by the upstream boundary conditions, but also by the return flow originated from the previous transmission losses.

Assessment of channel transmission losses are traditionally carried out by streamflow water balance and compari-
satellite data might contain complementary information as they have proved to be a valuable source to improve understanding of surface hydrological processes (van Dijk and Renzullo, 2011). They are particularly relevant in large remote catchments with restricted accessibility and therefore sparse hydrological measurements (Kite and Pietroniro, 2000). Satellite observations have been widely used for monitoring the extent of water bodies, e.g. in the context of flood monitoring, and mapping hydrological state variables, such as surface temperature, soil moisture and snow cover, to estimate hydrological fluxes, such as evapotranspiration and runoff (van Dijk and Renzullo, 2011; Schmugge et al., 2002). So far satellite observations have, however, hardly ever been used in the context of transmission losses.

For that purpose, particular satellite systems with a frequent coverage may provide information on seasonal, annual and long-term changes of surface water present in the riverbed or floodplain and of water surface connectivity along the river and its tributaries (see e.g. Costelloe et al., 2006). Water surface mapping and monitoring using optical satellite data are based on the spectral characteristics of water in the near infrared and visual region as compared to soils and vegetation.

The main scientific questions related to the use of satellite-based remote sensing data in this research are:

a) Is the river confined within the streambed and levees or did it flow over the floodplain during flood events?
b) Can river water volumes deriving from satellite data and river cross-sections indicate correctly whether channel transmission losses occur?
c) Has there been any indication of spatial variability in transmission losses in MJR?
d) Even when the stream gauges register non-flow, is surface water observable in the river reach?

2. Study Area

The Jaguaribe River is 610 km long and the largest intermittent river in Brazil. Its basin covers an area of 76 thousand km² and is located within the institutional borders of the State of Ceará in the semi-arid northeastern Brazil (Fig. 1). The Orós reservoir, the second largest surface reservoir of the State of Ceará, is situated about 11 km downstream of the Middle Jaguaribe River reach (MJR) under study (Fig. 1).

The Jaguaribe River basin’s hydrology is determined by an annual cycle of rainy and dry seasons, which are driven mainly by the position of the Intertropical Convergence Zone and secondarily by cold fronts from the South Atlantic (Xavier, 2001; Werner and Gersten-garbe, 2003). The rainy season lasts up to six months (December-May) on average.

The high water deficit can be derived from the difference between annual rainfall (400mm to 800mm depending on the location in the catchment) and the annual potential evaporation (about 2200mm). Together with the scarce, salty and spatially concentrated groundwater resources, this has led to the construction of many surface reservoirs during the last century (there is about one on-river reservoir every 6 km²: Malveira et al. (2011)). Furthermore, the large surface reservoirs have transformed large parts of the river network into perennial waterways in the Jaguaribe River basin.

The Middle Jaguaribe River reach (MJR), the focus of this research, is 60 km long and controlled by two upstream stream gauges (N1 and N2) and one downstream stream gauge (N3) (Fig. 2). N1 measures the discharge from the upstream Jaguaribe catchment while N2
measures the discharge from the only large tributary, Cariús River, into MJR. These two upstream stream gauges control a catchment area of 20 thousand km$^2$ of the Jaguaribe basin. The additional drainage area between the upstream gauges and the downstream gauge is 1000 km$^2$, which contains about 130 small surface reservoirs. Water has been released from upstream large reservoirs in the Jaguaribe River into MJR since the dry season of 2007.

Figure 2. Middle Jaguaribe River reach (MJR) under study. The description of the hydrogeology was adapted from IBGE (2003).

Water consumption for agricultural purposes in the MJR is mainly supplied by tubular wells in an alluvium, which is characterized by unconfined aquifers, contiguous to the Jaguaribe River main stream (Fig. 2). This alluvial groundwater extraction occurs predominantly during the dry season and has an order of magnitude of 6000 m$^3$/day (based on CPRM, 1998), whereas the continuous domestic supply for major towns and villages, including Iguatu City, is mainly provided by surface reservoirs or deep groundwater. This alluvium has a maximum thickness of 25 m with high permeability and overlays fractured rocks (IBGE, 2003). Its stratigraphy is composed of layers of fine and coarse sand, gravel and clay (IBGE, 2003). Moreover, the Orós reservoir is located over this same large alluvium-system (IBGE, 2003).

3. Hydrological Data

3.1. Streamflow series

The Brazilian Geological Service (CPRM) has monitored the three stream gauges (N1, N2 and N3) in the MJR, measuring daily water level by rulers installed at the river sections and bi-monthly discharges. The time series data are made available by the Brazilian Water Agency (ANA), see http://www.hidroweb.ana.gov.br. Water levels at all three gauges have been measured simultaneously since 2001.

We used CPRM’s flow discharge measurements to construct the rating curves. Then, we calculated an event-based water balance between input streamflow (N1 and N2) and output streamflow (N3), assuming the wave travel time from N1 and N2 to N3 equal to two days and one day, respectively. These travel times were estimated empirically from the differences between the days of peak flows at the stream gauges. We defined a runoff event ter-
minated if another one begins at the end of its recession limb or if the streamflow ceases completely, i.e., the runoff volume of the recession limb is included in the calculation of the event-based water balance.

Furthermore, a transmission losses rate $TL$ ($10^6\text{m}^3/10^6\text{m}^3$) was calculated for every event

$$TL = \frac{Output - Input}{Input}$$

where $Output$ ($10^6\text{m}^3$) is the flow volume of the N3 stream gauge and $Input$ ($10^6\text{m}^3$) is the sum of flow volumes of the N1 and N2 stream gauges. We described every event according to $TL$ as follows:

a) if $TL \approx -1$, all inflow (sum of the inflow from the upstream gauges N1 and N2) was lost through transmission losses. When river floods occur during the dry season the inflow from the direct drainage between the stream gauges can be neglected, because no significant rainfall over this area has been registered whatsoever;

b) if $-1 < TL < 0$, then transmission losses were relevant and reduced the input flow from the upstream gauges (N1 and N2) and from the drainage area between the stream gauges;

c) if $TL \approx 0$, then transmission losses were approaching zero or they were compensated by inflow from the direct drainage area between the stream gauges;

d) if $TL > 0$, then inflow from the direct drainage area between the stream gauges was greater than possible transmission losses. However, situations with $TL > 0$ mostly occur in the rainy season.

Rainfall time series of seven rain gauges within the MJR region, which are monitored daily by the Meteorological and Water Resources Foundation of the State of Ceará (FUNCEME) (see Fig. 2), were also taken into account to verify the possible influence on the MJR’s water balance of the runoff which might be generated within the drainage area between the stream gauges (items c) and d) mentioned above).

Moreover, we estimated the order of magnitude of the groundwater extraction during the events in the dry season, multiplying the daily groundwater pumping rate ($6000 \text{m}^3/\text{day}$) by the duration of the event.

In order to assess the channel transmission losses relating to the seasonal variation, the events have also been classified according to their seasonality based on the monthly river flow frequency through the years in the MJR. The dry season starts in July and lasts until January, the beginning of the rainy season from February to March, the middle of the rainy season from March to May and the end of the rainy season from May to July.

3.2. The role of the inflow from the drainage area between the stream gauges

The drainage area between the gauges is about 20 times smaller than the catchment area which the upper gauges drain. Moreover, it contains about 130 small surface reservoirs. However, the inflow from this direct drainage area (IDA) may influence the water balance and thus the channel transmission losses in the MJR for medium and large events during the rainy season. In those cases, Eq. (1) may underestimate the channel transmission losses and, consequently, does not yield reliable values of channel transmission losses for $-1 < TL < 0$.

In such cases it is necessary to estimate the inflow from the direct drainage area (IDA). Therefore, we tried to estimate the order of magnitude of IDA using a simple empirical approach.

First, we calculated an event-based runoff coefficient for the drainage area between the stream gauges, based on 1) the assumption that IDA for the events
On the other hand, the other events had on average IDA of 4% of the input flow upstream MJR, which permitted the assumption that IDA can be neglected for these events and, consequently, the use of Eq. (1) is applicable for the investigation of the corresponding channel transmission losses.

3.3. Groundwater level series

We have monitored the groundwater level at three observation wells (W1, W2 and W3) on a daily basis (see: groundwater monitoring site in Fig. 1). Fig. 3 details the location of the N3 stream gauge and the nearby observation wells. An approximated alluvial stratigraphy (Carneiro, 1993) of the site where these gauges are located is shown in Table I. Groundwater level in these wells has been measured since April 2010.

Figure 3. Location of the N3 stream gauge and observation wells W1, W2 and W3 (map basis: Google Earth).
Table I. Approximated alluvial stratigraphy where the N3 stream gauge and the monitoring observation wells are located (adapted from Carneiro, 1993).

<table>
<thead>
<tr>
<th>Depth (m)</th>
<th>Texture</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 - 1</td>
<td>Loam</td>
</tr>
<tr>
<td>1 - 3</td>
<td>Loamy sand</td>
</tr>
<tr>
<td>3 - 9</td>
<td>Fine to coarse sand</td>
</tr>
<tr>
<td>9 - 29</td>
<td>Coarse gravel and very coarse sand</td>
</tr>
</tbody>
</table>

We compared the groundwater level series a) to the water level series of the N3 stream gauge during the rainy season of 2010 and b) to the streamflow series of the N1 and N2 stream gauges during the dry season of 2010, when no flow was registered in the N3 stream gauge. In addition, the groundwater level in MJR (W1, W2 and W3) and the water level of the downstream Orós reservoir has also been compared to assess eventual groundwater discharge to this surface reservoir. The water level of the Orós reservoir is monitored daily by the Water Resources Agency of the State of Ceará (COGERH).

3.4. Multi-temporal satellite data

Multi-temporal satellite data were used to assess the spatial river dynamics between stream gauges. For this task, we chose the RapidEye system, which includes a constellation of five optical satellites and therefore allows a frequent coverage that is particularly important in areas such as our study area that are often covered by clouds. RapidEye collects large-area image data with 5 m spatial resolution in five bands (blue, green, red, red edge and NIR) on a daily basis (RapidEye, 2010).

Multi-temporal RapidEye data were acquired a) in 2009 during the dry season, i.e. non-flow registration by stream gauges, b) on 20 April 2010, exactly one day after the peak flow during the rainy season of that year, and c) on 18 May 2010 during the flow recession limb.

The satellite data were atmospherically corrected using ATCOR3 in ERDAS Image 2010 to correct the effect of different illumination conditions due to varying acquisition dates and the terrain (see http://www.geosystems.de/atcor/). After the atmospheric correction, satellite image mosaics were generated using Mosaic pro in ERDAS Image 2010 to get a consistent image data set for each sampling period for further analysis.

We also delineated the streambed geometry of MJR based on the satellite image mosaic of 2009, which was acquired during non-flow conditions. Furthermore, we mapped the water surface extent within MJR based on the ratio between red and near infrared bands of the satellite image mosaics acquired on 20 April and on 18 May 2010.

Finally, the river water volumes around the stream gauges N1, N2 and N3 (about 500 m radius) were calculated combining the river cross-sections and the water surface extent of the image mosaics acquired on 20 April and on 18 May 2010. These water volumes (Wetted area × 1000 m of river length) were compared to verify whether the upstream streamflow volume was reduced or not in the MJR’s outlet. Since the river velocities may be estimated from the river geomorphologic characteristics, the results of the water volumes, which indicate or not transmission losses, were compared with those based on the combination between streamflow and groundwater level series.

4. Results

4.1. Streamflow series

Figures 4 and 5 show the cross-sections and the rating curves of the stream gauges at MJR, respectively, wherein water level is the difference between streamflow and streambed levels according to the rulers at the river sec-
tions. The number of discharge measurements varies between the gauges, not only because of their dates of installation, but also because of their conditions of accessibility during the rainy season. Figure 6 shows, for example, hydrographs of the stream gauges in 2008.

Figure 4. Cross-sections of N1, N2 and N3 stream gauges sampled in 2008 (made available by the Brazilian Geological Service), wherein A is altitude.

Figure 5. Rating curves of N1, N2 and N3 stream gauges, wherein water level is the difference between streamflow and streambed levels according to the rulers at the river section; and Q is discharge.
Figure 6. Hydrographs of N1, N2 and N3 stream gauges in 2008, wherein Q is discharge.

Table II shows the results of water balance analysis for 40 events monitored at MJR. The driest year was 2001, when no flow was registered by the N3 stream gauge, and the wettest year was 2004, when the N3 and N2 stream gauges were non-functioning due to very high floods. There were also minor gaps in the streamflow series in 2002 and 2007.
Table II. Results of the water balance analysis for 40 events monitored at MJR, where N1 and N2 are the upstream gauges, N3 is the downstream gauge and the transmission losses $TL = (O - I)/I$, where $O$ is output and $I$ is input flow from the upstream stream gauges. The season of the event was classified as a) beginning of rainy season (BR), b) middle of rainy season (MR), c) end of rainy season (ER) and d) dry season (DS). We also included the order of magnitude of the groundwater extraction (GE), which occurs predominantly during the dry season.

<table>
<thead>
<tr>
<th>Date (m/y)</th>
<th>Event</th>
<th>PF(^i) (N1+N2) (m(^3)/s)</th>
<th>PF (N3) (m(^3)/s)</th>
<th>Input (10(^6) m(^3))</th>
<th>Output (10(^6) m(^3))</th>
<th>O - I (10(^6) m(^3))</th>
<th>TL</th>
<th>Season</th>
<th>GE (10(^6) m(^3))</th>
</tr>
</thead>
<tbody>
<tr>
<td>4-5/01</td>
<td>1</td>
<td>8.7</td>
<td>0.0</td>
<td>3.1</td>
<td>0.0</td>
<td>-3.1</td>
<td>-1.0</td>
<td>DS</td>
<td>0.4</td>
</tr>
<tr>
<td>12/01</td>
<td>2</td>
<td>5.9</td>
<td>0.0</td>
<td>0.0</td>
<td>1.8</td>
<td>1.8</td>
<td>-1.8</td>
<td>DS</td>
<td>0.2</td>
</tr>
<tr>
<td>1/02</td>
<td>3</td>
<td>18.0</td>
<td>0.0</td>
<td>0.0</td>
<td>6.9</td>
<td>6.9</td>
<td>-6.9</td>
<td>DS</td>
<td>0.2</td>
</tr>
<tr>
<td>3-6/02†</td>
<td>4</td>
<td>48.1</td>
<td>30.1</td>
<td>24.3</td>
<td>21.6</td>
<td>45.9</td>
<td>32.9</td>
<td>-13.0</td>
<td>-0.3</td>
</tr>
<tr>
<td>1/03</td>
<td>5</td>
<td>24.8</td>
<td>0.0</td>
<td>0.0</td>
<td>3.6</td>
<td>3.6</td>
<td>-3.6</td>
<td>-1.0</td>
<td>0.2</td>
</tr>
<tr>
<td>2-3/03</td>
<td>6</td>
<td>77.9</td>
<td>83.2</td>
<td>23.9</td>
<td>21.6</td>
<td>45.5</td>
<td>59.5</td>
<td>13.9</td>
<td>0.3</td>
</tr>
<tr>
<td>3-4/03</td>
<td>7</td>
<td>444.5</td>
<td>272.7</td>
<td>211.3</td>
<td>83.4</td>
<td>294.7</td>
<td>232.3</td>
<td>-62.4</td>
<td>-0.2</td>
</tr>
<tr>
<td>4/03</td>
<td>8</td>
<td>23.3</td>
<td>34.0</td>
<td>3.7</td>
<td>7.1</td>
<td>10.8</td>
<td>17.4</td>
<td>6.6</td>
<td>0.6</td>
</tr>
<tr>
<td>4-5/03</td>
<td>9</td>
<td>22.3</td>
<td>30.8</td>
<td>4.5</td>
<td>1.1</td>
<td>5.6</td>
<td>10.3</td>
<td>4.6</td>
<td>0.8</td>
</tr>
<tr>
<td>5-6-7/03</td>
<td>10</td>
<td>97.8</td>
<td>67.4</td>
<td>21.9</td>
<td>8.4</td>
<td>30.3</td>
<td>30.6</td>
<td>0.2</td>
<td>0.0</td>
</tr>
<tr>
<td>1-2/05</td>
<td>11</td>
<td>15.0</td>
<td>0.0</td>
<td>2.1</td>
<td>0.0</td>
<td>2.1</td>
<td>0.0</td>
<td>-2.1</td>
<td>-1.0</td>
</tr>
<tr>
<td>3/05</td>
<td>12</td>
<td>6.3</td>
<td>0.0</td>
<td>0.0</td>
<td>3.5</td>
<td>3.5</td>
<td>0.0</td>
<td>-3.5</td>
<td>-1.0</td>
</tr>
<tr>
<td>3-4/05</td>
<td>13</td>
<td>41.2</td>
<td>36.0</td>
<td>5.3</td>
<td>28.3</td>
<td>33.6</td>
<td>22.8</td>
<td>-10.9</td>
<td>-0.3</td>
</tr>
<tr>
<td>5/05</td>
<td>14</td>
<td>3.9</td>
<td>0.0</td>
<td>0.0</td>
<td>6.1</td>
<td>7.1</td>
<td>0.0</td>
<td>-7.1</td>
<td>-1.0</td>
</tr>
<tr>
<td>2/06</td>
<td>15</td>
<td>18.7</td>
<td>0.0</td>
<td>0.0</td>
<td>3.8</td>
<td>3.8</td>
<td>0.0</td>
<td>-3.8</td>
<td>-1.0</td>
</tr>
<tr>
<td>2/06</td>
<td>16</td>
<td>46.8</td>
<td>36.0</td>
<td>0.0</td>
<td>20.3</td>
<td>20.3</td>
<td>18.6</td>
<td>-1.8</td>
<td>-0.1</td>
</tr>
<tr>
<td>3/06</td>
<td>17</td>
<td>6.3</td>
<td>10.1</td>
<td>0.0</td>
<td>3.8</td>
<td>3.8</td>
<td>6.1</td>
<td>2.3</td>
<td>0.6</td>
</tr>
<tr>
<td>3-4-5/06</td>
<td>18</td>
<td>328.0</td>
<td>63.7</td>
<td>28.4</td>
<td>370.3</td>
<td>398.7</td>
<td>175.5</td>
<td>-223.3</td>
<td>-0.6</td>
</tr>
<tr>
<td>4-5-6/07‡</td>
<td>19</td>
<td>175.4</td>
<td>50.9</td>
<td>52.2</td>
<td>40.4</td>
<td>92.6</td>
<td>55.4</td>
<td>-37.2</td>
<td>-0.4</td>
</tr>
<tr>
<td>8-12/07*</td>
<td>20</td>
<td>2.0</td>
<td>0.0</td>
<td>0.0</td>
<td>8.2</td>
<td>8.2</td>
<td>0.0</td>
<td>-8.2</td>
<td>-1.0</td>
</tr>
<tr>
<td>1-08*</td>
<td>21</td>
<td>5.9</td>
<td>0.0</td>
<td>0.0</td>
<td>1.5</td>
<td>1.5</td>
<td>0.0</td>
<td>-1.5</td>
<td>-1.0</td>
</tr>
<tr>
<td>1-2/08*</td>
<td>22</td>
<td>24.3</td>
<td>26.0</td>
<td>3.7</td>
<td>6.1</td>
<td>9.8</td>
<td>9.9</td>
<td>0.1</td>
<td>0.0</td>
</tr>
<tr>
<td>2/08</td>
<td>23</td>
<td>38.1</td>
<td>32.7</td>
<td>0.3</td>
<td>12.6</td>
<td>12.9</td>
<td>14.2</td>
<td>1.3</td>
<td>0.0</td>
</tr>
<tr>
<td>2-3/08‡</td>
<td>24</td>
<td>43.7</td>
<td>30.8</td>
<td>5.1</td>
<td>4.2</td>
<td>9.3</td>
<td>9.3</td>
<td>0.1</td>
<td>0.0</td>
</tr>
<tr>
<td>3-7/08*</td>
<td>25</td>
<td>914.6</td>
<td>665.0</td>
<td>798.6</td>
<td>663.6</td>
<td>1462.2</td>
<td>1209.8</td>
<td>-252.4</td>
<td>-0.2</td>
</tr>
<tr>
<td>8/08</td>
<td>26</td>
<td>4.1</td>
<td>2.3</td>
<td>1.4</td>
<td>1.4</td>
<td>2.8</td>
<td>2.1</td>
<td>0.8</td>
<td>-0.3</td>
</tr>
<tr>
<td>9-12/08*</td>
<td>27</td>
<td>1.6</td>
<td>0.7</td>
<td>0.7</td>
<td>7.3</td>
<td>8.0</td>
<td>0.0</td>
<td>-8.0</td>
<td>-1.0</td>
</tr>
<tr>
<td>1/09</td>
<td>28</td>
<td>2.8</td>
<td>0.0</td>
<td>0.0</td>
<td>0.7</td>
<td>0.7</td>
<td>0.0</td>
<td>-0.7</td>
<td>-1.0</td>
</tr>
<tr>
<td>2/09</td>
<td>29</td>
<td>0.3</td>
<td>2.7</td>
<td>0.0</td>
<td>0.2</td>
<td>0.2</td>
<td>0.9</td>
<td>0.7</td>
<td>4.2</td>
</tr>
<tr>
<td>2/09</td>
<td>30</td>
<td>4.1</td>
<td>10.1</td>
<td>0.0</td>
<td>2.1</td>
<td>2.1</td>
<td>3.3</td>
<td>1.1</td>
<td>0.5</td>
</tr>
<tr>
<td>2-3/09‡</td>
<td>31</td>
<td>120.0</td>
<td>96.7</td>
<td>7.2</td>
<td>19.3</td>
<td>26.5</td>
<td>32.7</td>
<td>6.2</td>
<td>0.2</td>
</tr>
<tr>
<td>3-4/09</td>
<td>32</td>
<td>11.5</td>
<td>18.3</td>
<td>1.3</td>
<td>3.4</td>
<td>4.7</td>
<td>6.6</td>
<td>1.8</td>
<td>0.4</td>
</tr>
<tr>
<td>4-8/09‡</td>
<td>33</td>
<td>788.3</td>
<td>728.3</td>
<td>556.8</td>
<td>542.0</td>
<td>1098.8</td>
<td>925.6</td>
<td>-173.3</td>
<td>-0.2</td>
</tr>
<tr>
<td>8-12/09*</td>
<td>34</td>
<td>1.7</td>
<td>0.7</td>
<td>0.3</td>
<td>3.9</td>
<td>4.2</td>
<td>0.0</td>
<td>-4.1</td>
<td>-1.0</td>
</tr>
<tr>
<td>1/10*</td>
<td>35</td>
<td>0.6</td>
<td>0.0</td>
<td>0.0</td>
<td>0.9</td>
<td>0.9</td>
<td>0.0</td>
<td>-0.9</td>
<td>-1.0</td>
</tr>
<tr>
<td>3-5/10</td>
<td>36</td>
<td>179.5</td>
<td>118.0</td>
<td>96.3</td>
<td>33.0</td>
<td>129.3</td>
<td>88.2</td>
<td>-41.0</td>
<td>-0.3</td>
</tr>
<tr>
<td>5/10</td>
<td>37</td>
<td>7.8</td>
<td>16.2</td>
<td>0.0</td>
<td>1.9</td>
<td>1.9</td>
<td>4.6</td>
<td>2.7</td>
<td>1.4</td>
</tr>
<tr>
<td>7-8/10*†</td>
<td>38</td>
<td>2.6</td>
<td>0.0</td>
<td>0.3</td>
<td>0.8</td>
<td>1.1</td>
<td>0.0</td>
<td>-1.1</td>
<td>-1.0</td>
</tr>
<tr>
<td>8-9/10*†</td>
<td>39</td>
<td>1.1</td>
<td>0.0</td>
<td>0.0</td>
<td>1.7</td>
<td>1.7</td>
<td>0.0</td>
<td>-1.7</td>
<td>-1.0</td>
</tr>
<tr>
<td>9-10/10*†</td>
<td>40</td>
<td>2.1</td>
<td>0.0</td>
<td>0.0</td>
<td>1.8</td>
<td>1.8</td>
<td>0.0</td>
<td>-1.8</td>
<td>-1.0</td>
</tr>
</tbody>
</table>

Table II Analysis of channel transmission losses in a dryland river reach
Seven events were produced by release of water from upstream surface reservoirs into MJR during the dry season. These man-made events plus ten natural ones did not reach the N3 stream gauge (TL = -1.0). These events had maximum input flow (N1 + N2) equal to 8.2 $10^6$ m$^3$ and occurred mostly during the dry season.

However, the man-made events and two very small natural events (11 and 28 in Table II) had high probability to be partially abstracted by groundwater extraction for agricultural use (between 5% and 40% of input flow) (see Table II).

Moreover, one event with $2.8 \times 10^6$ m$^3$ input flow reached the N3 stream gauge in August 2008 (26 in Table II), at the end of the rainy season. This event lost about 30% of flow through the MJR only. The rainfall spatial distribution of the rain gauges inside the MJR’s drainage area (Fig. 7) showed a rainfall just one day before this event, which might generate enough runoff to compensate for some of the channel transmission losses. Furthermore, this event occurred after a large one, whose infiltrated streamflow may be discharged during this small event.

Nine events between 20 and 1460 $10^6$ m$^3$ input flow at the middle and the end of the rainy seasons, including the largest ones, had relevant channel transmission losses (-1.0 < TL < 0.0) and lost at least 815 $10^6$ m$^3$ of river flow. All these events resulted in a reduction in their peak flows (37% on average). However, 2 of these events (4 and 13 in Table II) had high probability of relevant inflow from the direct drainage area between the gauges, more than 20% of the inflow from the upper gauges (see explanations in the previous paragraphs). On the other hand, inflow from this direct drainage area can be neglected for the other seven events, which had 30% of channel transmission losses on average. Therefore, a relationship between input flow and transmis-
Channel II: Analysis of channel transmission losses in a dryland river reach

Transmission losses may be estimated from these seven events (Fig. 8).

\[
f(x) = 0.230x^{1.013}
\]

\[
R^2 = 0.884
\]

Figure 8. Input flow vs. channel transmission losses (TL) in MJR from seven events between 20 and 1460 $10^6 m^3$ input flow at the middle and the end of the rainy seasons.

On one hand, 27 of the 40 observed events lost either completely or partially (30% on average) their input river flow (N1 + N2 stream gauges). Under these events, total channel transmission losses reached at least $880 \times 10^6 m^3$ and peak flow was always reduced. On the other hand, channel transmission losses seemed to be compensated by or smaller than the runoff generated from the MJR’s direct drainage area for 13 events between 0.9 and $60 \times 10^6 m^3$ input flow ($TL \approx 0.0$ or $TL > 0.0$, respectively), which could occur at the beginning, middle or end of the rainy seasons. Moreover, the events 8, 9, 10 and 37 in Table II, which occurred mainly at the end of the rainy seasons, may be influenced by the contribution of the infiltrated streamflow of the previous large events at the middle of the rainy seasons.

For the nine events with $TL > 0.0$, the upstream peak flow always increased compared to the downstream one (Table II). This is only possible if another source of inflow, e.g. the runoff of the direct drainage area between the gauges, exists. For the other four events with $TL \approx 0.0$, relevant rainfall over the MJR has always been measured during the events (e.g., see Fig. 9 for events in 2008 with $TL \approx 0.0$).
4.2. Groundwater level series

The groundwater level monitoring started on 20 April 2010 just as the largest event in this year took place. Only two natural events occurred in 2010: a) the largest with $129.3 \times 10^6 \text{m}^3$ input flow and losses of about 30% ($\text{TL} = -0.3$) from March to May 2010, and b) the second largest with $1.9 \times 10^6 \text{m}^3$ input and about 140% of gain ($\text{TL} = 1.4$) in May 2010, which was caused by the runoff generated from the MJR’s drainage area (see previous section). Moreover, three man-made events with losses of 100% were observed during the dry season of 2010 (see Table II) from June to October.

Figure 10 shows the groundwater level and the water level of the N3 stream gauge in relation to a reference level of 25 m depth from the terrain surface of W2 well during the rainy season of 2010. The water level series ends when the non-flow situation has been registered at the N3 stream gauge.
Figure 10. Groundwater level of three observation wells (W1, W2 and W3) and water level of the N3 stream gauge (H) in relation to a reference level of 25 m depth from the terrain surface of W2 well during the rainy season of 2010 (March-May). The groundwater level monitoring started on 20 April 2010. The water level series ended when the non-flow situation had been registered at the N3 stream gauge. The days of satellite image acquisition in the rainy season are also indicated.

Figure 10 shows that

a) Water flow from the river to the groundwater, i.e. channel transmission losses, was observed in two events (9-22 April and 15 May, 2010), i.e. water level exceeded groundwater stages.

b) The alluvium has shallow groundwater and the river-groundwater system can be considered to be hydraulically connected.

c) Channel transmission losses stopped during the recession limb of the larger event from 24 April to 12 May 2010, when base flow occurred, i.e. the groundwater level was slightly higher than the river's water level.

d) Different from the larger event, transmission losses occurred during all smaller event, although the water balance pointed to a 140% gain in flow. The inflow from tributaries, which are closer to the N3 stream gauge and, therefore, have spatially smaller opportunity for channel transmission losses in the larger alluvial system (see Fig. 2), might compensate for these channel transmission losses.

Figure 11 shows the groundwater level and the summed upstream flow of the N1 and N2 stream gauges during the dry season of 2010. The water level series of the N3 stream gauge was not shown in Fig. 11 because no flow was registered at this gauge.
The man-made events (reservoir release), which resulted in 100% of channel transmission losses, had no significant influence on the evolution of the groundwater level series. Only a short peak on 23 October 2010 seemed to cause a rise in the groundwater level. Nevertheless, investigating the spatial distribution of rainfall over MJR (Fig. 12), we found that a heavy rainfall on 23-24 October 2010 might be the reason for the sharp peak flow on 23 October 2010 during the man-made events and the dominant inflow for the groundwater recharge in the alluvial system.
The channel transmission losses in the large alluvial system seem to be transferred as groundwater flow to the downstream Orós reservoir, since the mean difference between groundwater level and Orós reservoir’s water level was 23 m in 2010. Considering that the distance between the groundwater at N3 stream gauge and the Orós reservoir is 11 km, groundwater from this gauge had a downwards gradient to this reservoir of 2.1 m/km in 2010.

4.3. Multi-temporal satellite data

It was identified in the satellite images and proved by field work: a) that there are three overtopping weirs inside MJR (Fig. 13) from which water has been taken out for agricultural and domestic use, and b) that the Jaguaribe River character changes abruptly in the riverscape region displayed in Fig. 14: from (i) a moderate gradient and stable cross-section stream (a riffle-dominated channel type) (see cross-sections of N1 and N2 in Fig. 4) to (ii) a low gradient and unstable cross-section one (a meandering channel type) (see cross-section of N3 in Fig. 4).
Figure 14. The riverscape region, where the characteristics of the MJR changes abruptly from (i) a moderate gradient and stable cross-section stream to (ii) a low gradient and unstable cross-section one. False colour composite image (Red= NIR, Green= red and Blue= green) collected on 18 May 2010.
The existence of overtopping weirs, which have stored surface water for domestic and agricultural use during the dry seasons, suggested that channel transmission losses might not be relevant upstream of these weirs. Instead, the losses may occur mainly downstream of them, in the large alluvial system characterized by unconfined aquifers (see Fig. 13).

Moreover, we observed connected surface water throughout the whole MJR in the satellite image mosaic collected in 2009 during the dry season (not shown here), when no flow was registered at the stream gauges. Upstream of the overtopping weirs, the surface water was clearly a result of water retention by them. Downstream of them, the surface water might percolate into the shallow groundwater in the alluvium system.

Water surface within the MJR from the images collected on 20 April 2010 (exactly one day after the peak flow during the rainy season) and on 18 May 2010 (during the flow recession limb) was restricted to the streambed of MJR (Fig. 15).

Figure 15. Details of water surface within the MJR from images collected on 20 April 2010 (exactly one day after the peak streamflow during the rainy season) and on 18 May 2010 (during the streamflow recession limb). False colour composite image (Red= NIR, Green= red and Blue= green) collected on 18 May 2010. The location of this Fig. in MJR was displayed in Fig. 13.

In this respect, river flows with a maximum of 118 m$^3$/s at the N3 stream gauge - the peak flow during the rainy season of 2010 - were certainly confined within the streambed and levees without inundating the floodplains. Hence, channel transmission losses of 24 out of the 27 events analysed previously, which lost their input river flow either completely or partially, infiltrated through streambed and levees only.

Furthermore, a discharge decrease at the N3 stream gauge from 99.5 m$^3$/s on 20 April 2010 to 2.4 m$^3$/s on 18 May 2010 (97.6 %) was equivalent to an areal reduction of water surface from 340 ha to 127 ha in the MJR between the overtopping weir furthest downstream and the N3 stream gauge (62.8 %) (see Fig. 13).

We also estimated the river water volumes by combining the image mosaics acquired on 20 April and on 18 May 2010 and the river cross-sections (Fig. 4). Con-
sidering a radius of 500 m centred on the stream gauges N1, N2 and N3, the water volumes (Wetted area × 1000 m of river length) on 20 April 2010 were 90 $10^3$ m$^3$, 20 $10^3$ m$^3$ and 59 $10^3$ m$^3$ for N1, N2 and N3, respectively. The water volumes on 18 May 2010 were 54 $10^3$ m$^3$, 11 $10^3$ m$^3$ and 30 $10^3$ m$^3$ for N1, N2 and N3, respectively.

The upstream water volumes (N1 + N2) were reduced in the MJR’s outlet (N3) for both cases. Since this reach can be considered a riffle-dominated channel type upstream and a meandering channel type downstream, we assumed river velocity to be greater upstream than downstream. Therefore, these decreases in water volume were likely to lead to a decrease in river discharge, i.e. to channel transmission losses.

This finding agreed with the results presented previously that during the days when the satellite images were acquired, channel transmission losses were occurring (i.e. river water level was exceeding groundwater stages) (Fig. 10).

5. Discussion and Conclusion

5.1. Hydrological conceptualisation

Channel transmission losses in a 60 km long reach of the Jaguaribe River (MJR) have been analysed by streamflow series, groundwater level series and multi-temporal satellite data. Such losses occur through natural runoff events during the dry and rainy seasons and by man-made runoff events during the dry season, the latter caused by a release of water from upstream surface reservoirs into MJR. The transmission losses take place mainly in a large alluvial system with shallow groundwater extending about 30 km along the MJR. The river-groundwater system in this alluvium can be considered to be hydraulically connected.

The “flow paths” of transmission losses have been analysed. Most transmission losses infiltrated only through streambed and levees and not through the flood plains, as could be shown by satellite image analysis. Moreover, after upstream discharge events, transmission losses may return to the channel as base flow when the groundwater level is higher than that of the water in the river, as also observed by Lima et al. (2007).

Seventeen natural and man-made runoff events during the dry seasons, whose input flows from the upper stream gauges were smaller than a runoff threshold of 8.2 $10^6$ m$^3$, did not reach the outlet of MJR due mainly to infiltration into groundwater and secondly to groundwater abstraction. This is a similar finding to that reported by Knighton and Nanson (1994), who found a runoff threshold in the Cooper Creel River in Australia.

A clogging layer in the streambed, which is capable of allowing river flow transmission of small floods as hypothesised by Lange (2005), was not observed in the MJR. Man-made events (reservoir releases) during the dry season in 2010 had no significant influence on the evolution of the groundwater, which may be explained partially by the extraction of groundwater for agricultural use that abstracted roughly between 5% to 10% (maximum values 20% - 40%) of the input flow of these events.

Seven floods between 20 and 1460 $10^6$ m$^3$ at the middle and the end of the rainy seasons reached the outlet, losing on average 30% of their upstream (input) river flow. Input flows which achieve the outlet in the 420 km channel reach of the Cooper Creel River, Australia, lost about 75-80% on average (Knighton and Nanson, 1994) and 60% in the 150 km channel reach of the Kuiseb River, Namibia Desert, (estimated from Table II in Lange, 2005). The Jaguaribe River flows also suffered a reduction of 37% in their input peak flow.

Furthermore, we found that the higher the input river flow, the higher the channel transmission losses (linear behaviour on a log-log scale, see Fig. 8), underlining the major importance of high floods on channel transmission losses. This result is also supported by Knighton and Nanson (1994), Lange et al. (1998) and Lange (2005).
The influence of the floodplains and the effects of clogging layers on the channel transmission losses at the observed high discharges were not observed. However, we could not distinguish whether the hydraulic head at the surface and/or the micro-layering of the alluvial sediments at the streambed control the transmission losses during these high floods.

In total, we analyzed 27 transmission losses events in the MJR over 10 years, which amounts to at least $880 \times 10^6$ m$^3$ of water losses. However, since the groundwater at the lower boundary of the MJR area had a slope towards the downstream Orós reservoir of 2.1 m/km (measured in 2010), which is located over the same large alluvium-system that MJR crosses, we hypothesise that the losses to the shallow groundwater system may return to the surface in this downstream reservoir. If this hypothesis is true, the groundwater fluxes to the Orós reservoir need to be considered when estimating its medium-term water budget.

5.2. Advantages of the use of remote sensing

The use of satellite data allows identifying the area of the MJR where channel transmission losses take place, hence reducing the spatial uncertainties of the streamflow water balance.

It also reduced the water balance’s uncertainties related to the river stage, showing that the streamflow mainly infiltrates within the streambed and the levees.

Moreover, the results showed that channel transmission losses based on the satellite data, combined with the river cross-sections and geomorphologic characteristics, were similar to those derived by using streamflow and groundwater level series. Therefore, the former dataset may allow a rapid and rough estimation of channel transmission losses in ungauged dryland rivers.

5.3. Modelling and simulation strategies

Channel transmission losses in MJR can be conceptually described as sketched in Fig. 16:

![Conceptual description of channel transmission losses in the MJR.](image)

During the dry and at the beginning of rainy seasons, no river flow is expected before a flood event (Fig. 16a) and events lead to predominantly vertical infiltration into the alluvium (Fig. 16b). At the middle and end of the rainy seasons, river flow...
sustained by base flow occurs before and after events (Fig. 16c) and lateral infiltration into the alluvium plays a major role during events (Fig. 16d). Thus, the hydraulically connected Jaguaribe River reach shifts from being a losing river at the dry and beginning of rainy seasons to become a losing/gaining (mostly losing) river at the middle and end of rainy seasons.

Due to this seasonal behaviour, we think that an adequate channel transmission losses model for this system should be based on the leakage approach for river-aquifer interaction (Rushton and Tomlinson, 1979), which allows modelling of connected losing/gaining rivers (see e.g. Xie and Yuan, 2010). The modelling of infiltration into unsaturated strata (e.g. a Green-Ampt approach, as carried out by Abdulrazzak and Morel-Seytoux (1983) and Illangasekare and Morel-Seytoux (1984)) is of minor relevance, because it applies only for hydraulically connected losing rivers, which is rather exceptional in the MJR.

In this way, a conceptual hydrological model based on the identified mechanisms of channel transmission losses in MJR needs to couple surface river water with groundwater, linked by a leakage approach, accounting for variable hydraulic heads at the surface and subsurface. This modelling strategy has been mostly undertaken in humid and temperate catchments (see e.g. Engeler et al., 2011; Krause and Bronstert, 2007) and more rarely in arid and semi-arid ones.

The data scarcity relating to the underlying alluvium and the groundwater extraction rates during the dry seasons might constrain the applicability of distributed groundwater flow models to MJR. Therefore, if more data for groundwater flow modelling are unobtainable, a simplified approach is more appropriate. For example, Niu et al. (2007) simplified the underlying unconfined aquifer as a reservoir, wherein the temporal variation of the water stored in this reservoir is equal to the water balance between recharge and discharge flows.

Partly based on this analysis, Costa et al. (2011) have developed a semi-distributed channel transmission losses model for different dryland rivers. They applied it to the studied Jaguaribe River reach using the conceptual model presented in this research and simulated streamflow volume and peak of selected runoff events.

They also tested different model structures derived from this conceptual model, in order to reduce structural model uncertainties and to guide future field campaigns for the more detailed elaboration of the dominant processes in the MJR. They found that both lateral stream-aquifer water fluxes and groundwater flow in the underlying alluvium parallel to the river course are necessary to predict streamflow and channel transmission losses, the former process being more relevant than the latter.

If a process-based model approach is not appropriate or feasible, an empirical approach, e.g., the relationship shown in Fig. 8, may be applied in order to obtain a rough estimate of transmission losses for the MJR. It may be applied for input river rates between 20 and 1460 $10^6$ m$^3$ for event-based channel analysis:

$$ V_{TL} = 0.230 V_{IF}^{1.013} $$

where $V_{TL}$ is transmission losses ($10^6$ m$^3$) and $V_{IF}$ is input river flow ($10^6$ m$^3$). It is clear that only the order of magnitude of $V_{TL}$ can be expected from such an empirical relationship. Dividing the terms of Eq. (2) by the river reach extension contiguous with the alluvium, about 30 km, one may estimate roughly channel transmission losses per km for similar ungauged hydrogeologic areas.

**5.4. Possible further work**

A more detailed assessment of subsurface flow conditions requires further groundwater level monitoring and the collection of more information on groundwater extraction from the alluvium, e.g. through interviews with locals and farmers. Another critical point is the derivation of parameters from the alluvium for groundwater
modelling in MJR, in particular the distribution of hydraulic conductivities in the alluvium and in its boundary, and the subsurface geometry of the alluvium.

Based on the depth and the texture information derived from borehole stratigraphies, one may apply an indicator geo-statistical approach, as done by Carle and Fogg (1996; 1997) and Carle et al. (1998) for alluvial fans and fluvial deposits in California, USA. However, a rather costly number of new boreholes would have to drilled in that area.

In this paper, we have shown how satellite images can support the understanding of channel transmission losses in large dryland rivers. The river reach studied has been monitored by stream gauges, however, most of dryland river reaches are ungauged. Therefore, further work may elaborate how far one can infer channel transmission losses in large ungauged dryland rivers based on remotely sensed data. For example, the combination of optical high resolution satellite images, e.g. as undertaken in this work, with high resolution digital elevation models (DEMs) of riverscapes may yield surface water area and volume maps of river reaches. DEM and satellite image based information about riverbed and floodplain may enable the application of Manning’s equation to estimate the average flow velocities for different water levels. In that way, the combination of remote sensing based estimates on water volumes and velocities passing through two subsequent river cross sections may allow the estimation of the in-between losses.

Finally the question of how relevant the direct drainage area of a river reach is to the runoff in that river reach may be approached by a process-based hydrological catchment model, with a special emphasis on runoff generation conditions in drylands and possible runoff retention in small surface depressions and/or reservoirs, such as the WASA model, (Guentner and Bronstert, 2004; Guentner et al., 2004). However, this model does not yet include river transmission losses, which is why we plan to extend its channel flow routine in this respect.
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Chapter III:

A channel transmission losses model for different dryland rivers

Abstract

Channel transmission losses in drylands take place normally in extensive alluvial channels or streambeds underlain by fractured rocks. They can play an important role in streamflow rates, groundwater recharge, freshwater supply and channel-associated ecosystems. We aim to develop a process-oriented, semi-distributed channel transmission losses model, using process formulations which are suitable for data-scarce dryland environments and applicable to both hydraulically disconnected losing streams and hydraulically connected losing/(gaining) streams. This approach should be able to cover a large variation in climate and hydro-geologic controls, which are typically found in dryland regions of the Earth. Our model was first evaluated for a losing/gaining, hydraulically connected 30 km reach of the Middle Jaguaribe River (MJR), Ceará, Brazil, which drains a catchment area of 20 000 km$^2$. Secondly, we applied it to a small losing, hydraulically disconnected 1.5 km channel reach in the Walnut Gulch Experimental Watershed (WGEW), Arizona, USA. The model was able to predict reliably the streamflow volume and peak for both case studies without using any parameter calibration procedure. We have shown that the evaluation of the hypotheses on the dominant hydrological processes was fundamental for reducing structural model uncertainties and improving the streamflow prediction. For instance, in the case of the large river reach (MJR), it was shown that both lateral stream-aquifer water fluxes and groundwater flow in the underlying alluvium parallel to the river course are necessary to predict streamflow volume and channel transmission losses, the former process being more relevant than the latter. Regarding model uncertainty, it was shown that the approaches, which were applied for the unsaturated zone processes (highly nonlinear with elaborate numerical solutions), are much more sensitive to parameter variability than those approaches which were used for the saturated zone (mathematically simple water budgeting in aquifer columns, including backwater effects). In case of the MJR-application, we have seen that structural uncertainties due to the limited knowledge of the subsurface saturated system interactions (i.e. groundwater coupling with channel water; possible groundwater flow parallel to the river) were more relevant than those related to the subsurface parameter variability. In case of the WEGW application we have seen that the nonlinearity involved in the unsaturated flow processes in disconnected dryland river systems (controlled by the unsaturated zone) generally contain far more model uncertainties than do connected systems controlled by the saturated flow. Therefore, the degree of aridity of a dryland river may be an indicator of potential model uncertainty and subsequent attainable predictability of the system.

Resubmitted to Hydrology and Earth Systems Sciences as
1. Introduction

Dryland rivers can be classified into a) allogenic rivers, which are sourced almost entirely from upstream humid areas (e.g. the River Nile in Northern Sudan and Egypt)) and commonly sustain perennial flow partly infiltrating in the alluvial system along the allogenic river, and b) endogenic rivers, which are sourced almost entirely within dryland environments and usually show an ephemeral (non-baseflow) or intermittent flow (Bull and Kirkby, 2002). Channel transmission losses in drylands occur in both types of dryland rivers. They take place normally in extensive alluvial channels (Renard et al., 2008) or streambeds underlain by fractured rocks (Hughes, 2008). They can play an important role in streamflow rates, groundwater recharge, freshwater supply and channel-associated ecosystems (Goodrich et al., 2004; Blasch et al., 2004; Lange, 2005; Dagès et al., 2008; Wheater, 2008). The surface hydrological connectivity between dryland catchments and/or upstream and downstream reaches of dryland rivers occurs if and only if the runoff propagated into channels overcomes its transmission losses (based on Beven, 2002; Bracken and Croke, 2007). Consequently, runoff, sediment transport and channel morphology depend on how influential channel transmission losses are (Shannon et al., 2002).

When long time series of streamflow data are available, conceptual models and time series analysis may provide reliable prediction of channel transmission losses (Lane, 1983; Sharma and Murthy, 1994; Sharma et al., 1994; Hameed et al., 1996). However, monitoring of surface flow in dryland rivers is difficult in many regions, due to often low population density, the remoteness of hydrological stations and the inherent short duration of runoff (El-Hames and Richards, 1998). Moreover, extreme climatic variation from year to year, especially variation in annual precipitation, increases the problems of constructing probabilistic models (El-Hames and Richards, 1998). In this context, process-oriented hydrological models parameterized from field measurements and geodatabase maps may be the most suitable or indeed the inevitable tool to predict both streamflow and channel transmission losses (e.g. El-Hames and Richards, 1998; Lange et al., 1999; Gheith and Sultan, 2002; Lange, 2005; Costelloe et al., 2006; Morin et al., 2009).

Channel transmission losses can occur in streams which are hydraulically connected or disconnected with a groundwater system (Sophocleous, 2002; Ivkovic, 2009). Streams which only recharge groundwater are called losing (or influent) streams while those which both recharge and discharge groundwater are called losing/gaining (or effluent) streams (Ivkovic, 2009). Discussion on the hydrological processes involved in channel transmission losses can be found e.g. in Renard (1970), Abdulrazzak and Morel-Seytoux (1983), Knighton and Nanson (1994), Lange et al. (1998), Dunkerley and Brown (1999), Lange (2005), Konrad (2006), Dahan et al. (2007, 2008) and Dagès et al. (2008). From those studies, channel transmission losses may be seen to behave as follows: small sub-bank flows must firstly fill pool abstractions and channel filaments in order to propagate downstream; then bank-full flows infiltrate predominantly into bed and levees; and, at high stream discharges, overbank flows lose water for pools, subsidiary channels and floodplains, but once they become fully saturated, the most direct floodways become fully active and channel transmission losses decrease. However, this behaviour may vary depending on the seasonality, the underlying subsurface water flow and the (micro-)layered structure of alluvial and floodplain sediments.

If the groundwater level is too deep, i.e. below the level of the river bed, seepage flow may be predominantly vertical and unsaturated. In contrast, if there is shallow groundwater present, seepage may be primarily lateral and saturated, effecting the development of a groundwater mound. Depending on the interaction between
stream and groundwater and the variations of the groundwater level, the seepage may even shift from being vertical and unsaturated to being lateral and saturated in the same dryland stream-groundwater system. However, independently of the underlying groundwater, not every flood will result in deep infiltration and, consequently, groundwater recharge, because of lateral subsurface flow dispersion through the layered structure of alluvial sediments (Renard, 1970; Dahan et al., 2007). On the other hand, rapid deep infiltration may be driven by an active preferential flow mechanism that bypasses the porous matrix of the vadose zone (Dahan et al., 2007). Moreover, stream-aquifer exchanges may constitute hyporheic flow as in the case where a stream loses flow to a shallow aquifer that discharges back to the stream in a downstream reach due to decrease in aquifer thickness, aquifer narrowing and/or decrease in aquifer hydraulic conductivity (Konrad, 2006). In this way, the groundwater table rises due to the upstream groundwater recharge (Dahan et al., 2007).

Hydrological modelling of channel transmission losses for hydraulically (dis)connected losing/gaining streams has been based on the concept of leakage coefficient (Rushton and Tomlinson, 1979), which has been used to model the water fluxes between stream and (shallow) groundwater flows (see e.g. applications in Krause and Bronstert, 2007; Xie and Yuan, 2010; Engeler et al., 2011). This approach has been successfully applied to catchments and river reaches, especially in temperate and humid regions, linking distributed river and groundwater flow models. However, the leakage coefficient concept fails to model disconnected losing streams, because it neglects unsaturated flow through the alluvium (Brunner et al., 2010).

Hydraulically connected losing streams can also be modelled using the Green-and-Ampt infiltration approach (Abdulrazzak and Morel-Seytoux, 1983). However, the Green-and-Ampt infiltration approach turns on an equation without analytical solution for disconnected streams, because in-channel ponding depth and gravitational terms are time-dependent (Freyberg et al., 1980). To overcome this difficulty, Freyberg (1983) proposed a numerical solution (trapezoidal quadrature) of the Green-and-Ampt equation for a uniform alluvium. His algorithm was initiated by the analytic solution to a non-gravity approximation due to the singularity in infiltration rate at time equal to zero and the inadequacy of the trapezoidal quadrature for rapid rate of change in infiltration rate at small time steps (Freyberg, 1983). Therefore, unsaturated flow through the alluvium, together with in-channel variable ponding depth, hampers a transmission losses model for disconnected losing streams. An extra difficulty might be the existence of an underlying stratified alluvium, which can often be found in dryland riverscapes (Paris-sopoulos and Wheater, 1992; El-Hames and Richards, 1998).

Another approach for disconnected losing streams is the Smith-Parlange infiltration equation used in KINEROS2 model, which is based on an approximate solution of the basic equation of unsaturated flow (Smith et al., 1995; Semmens et al., 2008). The model requires basically three parameters (the integral capillary drive, the field effective saturated hydraulic conductivity and soil water content) to describe the infiltration behaviour, but the underlying soil profile can only be represented by two layers with each layer allowed to have different infiltration parameters (Smith et al., 1995; Semmens et al., 2008).

Pressure-head-based Richards’ equation enables us to model unsaturated flow through the alluvium considering both in-channel variable ponding depth and stratified alluvium as done by El-hames and Richards (1998). This might be the most physically comprehensive approach to model channel transmission losses for disconnected losing streams. However, its application can require a long processing time to simulate large- and meso-scale catchments (El-hames and Richards, 1998) and large sets of alluvium data, which are
usually not available, especially in dryland environments. Alternatively, some authors have used constant infiltration rates in the channels (Lange et al., 1999; Morin et al., 2009) neglecting both in-channel variable ponding depth and unsaturated flow.

In this paper, we present a process-oriented and semi-distributed channel transmission losses model using process formulations which are suitable for data-scarce dryland environments, applicable for both hydraulically disconnected losing streams and hydraulically connected losing/gaining streams in dryland environments, considering a possible transition between the two states. Hence, this approach should be able to cover a large variation in climate and hydro-geologic controls, which are typically found in dryland regions of the Earth. We expect this new model to be able to predict the order of magnitude of the hydrograph volume and peak, both variables being relevant for water planning and management in arid and semi-arid environments. However, note that we do not focus specifically on the prediction of the timing of the hydrograph peak, i.e. this model is not aiming at flood forecasting in dryland regions.

Our channel transmission losses model is first evaluated for an intermittent 30 km reach of the Middle Jaguaribe River (MJR), Ceará, Brazil, which drains a catchment area of 20 000 km$^2$. Secondly, we apply it to an ephemeral small 1.5 km channel reach in the Walnut Gulch Experimental Watershed (WGEW), Arizona, USA, which is well-known for its long-term database of semi-arid hydrology and studies on channel transmission losses (e.g. Renard, 1970; Renard et al., 2008; Stone et al., 2008). The MJR is a losing/gaining (mostly losing) river and hydraulically connected to the groundwater system; the small reach in the WGEW on the other hand is a losing stream and hydraulically disconnected to the groundwater system.

The application of the model to these channel reaches will be undertaken in order to evaluate the model capabilities in two rather different dryland environments. Also, we will test hypotheses on the dominant hydrological processes with a view to generating insights into process functioning through comparisons of model performance (Savenije, 2009; Graeff et al. 2009, Buytaert and Beven, 2011; McMillan et al., 2011; Clark et al., 2011; Li et al., 2010).

Although increasing efforts have been made in the acquisition of remote sensing data, which have been used to derive e.g. precipitation data, soil moisture data, digital elevation models (DEMs), land-cover maps and river networks (see e.g. Milewski et al., 2009), the applicability of process-oriented, distributed hydrological models to arid and semi-arid catchments is still only feasible in exceptional cases due to generally sparse data, and high spatial variability, of surface and subsurface systems (see e.g. Al-Qurashi et al., 2008). Therefore, we want to analyse the applicability and predictive capability of our model by both individual parameter sensitivity analysis and an overall model parameter uncertainty analysis.

2. Modelling of Channel Transmission Losses

Conceptually, we consider the following processes, which have been shown experimentally to be the most influential for channel transmission losses (see discussion in introduction):

a) streamflow in natural rivers;
b) unsaturated seepage under in-channel variable ponding depth through a stratified alluvium;
c) vertical unsaturated subsurface water redistribution beneath the stream;
d) lateral (stream-)aquifer interaction, which includes the development of a groundwater mound and;
e) groundwater flow, parallel to the river course, in unconfined aquifers.

We establish possible in/outflow through the different boundaries of the modelled system, such as surface and subsurface inflow from the landscape adjacent to the river corridor, evapotranspiration from the streambed and groundwater ex-
traction by root water uptake. These fluxes might be external hydrological process models or prescribed as scenarios. The model structure is composed of five spatial components, which we consider to represent an appropriate spatial model scale for the governing processes and which enables a spatial coupling of the sub-models of the processes, see Fig. 1 for a schematic overview.

<table>
<thead>
<tr>
<th>Component</th>
<th>Spatial evolution/ Process</th>
<th>Sub-model</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>1 Basin system:</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td><img src="image1.png" alt="Diagram" /> Distribution of streamflow generated from sub-basins into the main river</td>
<td>In-basin streamflow distribution</td>
</tr>
<tr>
<td><strong>2 River system:</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td><img src="image2.png" alt="Diagram" /> Reach Section Basin connection</td>
<td>Flood wave routing</td>
</tr>
<tr>
<td></td>
<td><img src="image3.png" alt="Diagram" /></td>
<td>Streamflow in natural rivers</td>
</tr>
<tr>
<td><strong>3 Aquifer system:</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td><img src="image4.png" alt="Diagram" /> Aquifer unit</td>
<td>Groundwater flow model</td>
</tr>
<tr>
<td></td>
<td><img src="image5.png" alt="Diagram" /> Groundwater flow, parallel to the river course, in unconfined aquifers, which takes place beyond the basins’ limits</td>
<td></td>
</tr>
<tr>
<td><strong>4 Aquifer unit:</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td><img src="image6.png" alt="Diagram" /> Aquifer column Stream-Aquifer column</td>
<td>Lateral (stream-aquifer dynamics model</td>
</tr>
<tr>
<td></td>
<td><img src="image7.png" alt="Diagram" /> Lateral (stream)-aquifer interaction, including the development of a groundwater mound</td>
<td></td>
</tr>
<tr>
<td><strong>5 Stream-aquifer column:</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td><img src="image8.png" alt="Diagram" /> Unsaturated zone Saturated zone Soil layer</td>
<td>Unsaturated stream infiltration and vertical soil water redistribution models</td>
</tr>
<tr>
<td></td>
<td><img src="image9.png" alt="Diagram" /> Unsaturated seepage under in-channel variable ponding depth through a stratified alluvium and vertical subsurface water redistribution beneath the stream</td>
<td></td>
</tr>
</tbody>
</table>

*Figure 1. Spatial components of the model structure, which link the sub-models of the governing processes involved in channel transmission losses.*
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The whole channel transmission losses model includes six interacting sub-models for the aforementioned governing processes, which are presented in detail in sections 2.1 to 2.5, and schematicised in Fig. 2.

The calculation begins with the flood wave routing without stream-aquifer interaction, i.e., we predict firstly streamflow and stream water stage excluding stream-aquifer interaction fluxes. Then, we use these predicted “intermediate” values of streamflow and water stage to run the other sub-models (2, 3, 4 and 5), which estimate a) the stream-aquifer interaction flux and b) the moisture in the underlying aquifer. Afterwards, we apply the streamflow routing again, but now with the estimated stream-aquifer interaction flux, to predict finally the streamflow and water stage at the end of the time step. This kind of solution of streamflow and water stage is a two-step procedure, which was discussed e.g. by Mudd (2006) and Bronstert et al. (2005).

As long as the stream-aquifer column is not saturated, the stream and groundwater flows are hydraulically disconnected, while channel transmission losses are dominated by the unsaturated zone beneath the stream. Once the stream-aquifer column has been saturated, the stream and groundwater turn into a hydraulically connected system, wherein channel transmission losses are driven by the saturated zone, which either can discharge to or recharge from the stream.

The following sub-sections 2.1 to 2.5 describe the physical assumptions and the main mathematical formulations for the sub-models of our channel transmission losses model. We detail the stream-aquifer interaction calculation in the Sect. 2.6. Finally, we summarize the information required to run the model (both input data and model parameters) in Sect. 2.7.

Figure 2. Interplay and temporal sequence of model approaches, where t is time.
2.1. Flood wave routing

Normally the full Saint-Venant equations and its simplified diffusion analogy form are applied to simulate streamflow in a natural drainage network, when the up- and downstream boundary conditions are available. However, most dryland streams have no “fixed” downstream boundary conditions because many hydrographs end somewhere between initial streamflow and an assumed outlet, which is normally ungauged. Moreover, sparse monitoring can mean that entire drainage network from the initial streamflow is completely ungauged. Furthermore, simple routing approaches such as the Muskingum-method and the Manning-formula may yield poor approximation of the river dynamics when both inertial and pressure forces are important, such as in mild-sloped rivers, and backwater effects from downstream disturbances are not negligible (see Chow et al., 1988). Therefore, we propose here an alternative flood wave routing.

First, we use a form of conservation of mass equation:

$$\frac{\partial Q}{\partial x} + s \frac{\partial A}{\partial t} = Q + I_{RA}$$

(1)

where \(t\) is the time (T), \(x\) is the length along the channel axis (L), \(Q\) is the stream discharge \((L^3.T^{-1})\), \(A\) is the wetted cross-sectional area \((L^2)\), \(s\) is the sinuosity coefficient (dimensionless), \(q\) is the lateral inflow per unit of length of channel \((L^3.T^{-1}.L^{-1})\) and \(I_{RA}\) is the stream-aquifer interaction term per unit of length of channel \((L^3.T^{-1}.L^{-1})\), which can be stream infiltration (negative) or groundwater discharge (positive).

Applying the four-implicit numerical scheme (see Fread, 1993) to (1), yields

$$Q_{j+1,i}^{t+1} = Q_{j,i}^{t+1} - \frac{(1-\theta)}{\theta} \left[ Q_{j,i}^{t} - Q_{j,i}^{t+1} \right] +$$

$$\frac{\Delta x}{\theta} \left[ q + I_{RA} - s \left( A_{j+1,i}^{t+1} + A_{j-1,i}^{t+1} - A_{j,i}^{t+1} - A_{j,i}^{t} \right) \frac{2.\Delta t}{\nu_{max}} \right]$$

(2)

where \(j\) and \(i\) are indexes of time and stream section, respectively, and \(\theta\) is a weighting factor for the spatial derivative.

Equation (2) has two unknown variables: the stream discharge and the wetted cross-sectional area (related to the stream water stage) at the future time and at the next stream section: \(Q(j+1,i+1)\) and \(A(j+1,i+1)\), respectively.

Since, in natural streams, the channel morphology is a function of both the short and the long term stream hydrology, the channel cross-section is a function of the past and upstream flood events. It means that all the information (e.g. change in the velocity, in the water depth and in the bed slope) for the future and further stream discharge \(Q(j+1,i+1)\) is already “imprinted on” the wetted cross-sectional area \(A(j+1,i+1)\). Taking this hypothesis into account, we get all the states for \(A(j+1,i+1)\) and substitute into (2) to find possible states for \(Q(j+1,i+1)\) according to the conservation of mass equation. Then, we average over the possible states of \(Q(j+1,i+1)\) and \(A(j+1,i+1)\), which obey the following simple physical rules

$$\begin{align*}
Q_{j+1,i}^{t+1} & \geq 0 \\
\text{if } Q_{j}^{t+1} < Q_{j+1,i}^{t+1}, \text{then } A_{j+1,i}^{t+1} & < A_{j,i}^{t+1} \\
\text{if } Q_{j}^{t+1} > Q_{j+1,i}^{t+1}, \text{then } A_{j+1,i}^{t+1} & > A_{j,i}^{t+1} \\
\text{if } Q_{j}^{t+1} \neq 0, \text{then } A_{j+1,i}^{t+1} & \neq 0 \\
\text{if } Q_{j}^{t+1} = 0, \text{then } A_{j,i}^{t+1} & = 0
\end{align*}$$

(3)

Equation (3) can be seen as a physical filter of the states for \(Q(j+1,i+1)\) and \(A(j+1,i+1)\). It can be applied for both stream stretches in sub-basins and for the main river stretch, see Fig. 1. If the next stream section is the last section in a sub-basin, the calculated stream discharge at this section, i.e. the catchment runoff from the sub-basin, is added as lateral inflow into the reach of the main river stretch.

The Courant-Friedrichs-Lewy (CFL) condition may be used as a condition for numerical stability

$$\Delta t \leq \frac{\Delta x_{min}}{v_{max}}$$

(4)

where \(v_{max}\) is the maximum expected stream velocity \((L.T^{-1})\), \(\Delta x_{min}\) is the minimum stream reach and \(\Delta t_{sim}\) is the time step (T) for simulation.
This simplified formulation for flood-wave dynamics in dryland rivers is, however, able to mimic loop rating curves and backwater effects, which have been observed during the unsteady, non-uniform flow propagation along natural streams. We expect that hydrograph uncertainties (e.g. timing of the hydrograph) will inevitably arise because of the very high dependence of flow velocity on the actual channel cross-sections and roughnesses, whose data may be highly variable with time (affected by the seasonality of riverine vegetation or by previous flood events) and such data may be rarely available and whose seasonal and long-term changes between different simulation periods might not be measured.

2.2. Unsaturated stream infiltration model

We adapt here the modified Green-and-Ampt model proposed by Chu and Mariño (2005), because we consider it a suitable compromise between computation time, data requirement and simplifying assumptions (e.g. constant infiltration rates). The alluvium beneath the stream (Fig. 1) consists of N layers with hydraulic conductivities $K_N$ (L·T$^{-1}$), wetting-front suctions $\psi_N$ (L), porosities $\eta_N$ (L$^3$·L$^{-3}$), initial soil moisture $\theta_N$ (L$^3$·L$^{-3}$) and depths of cumulative infiltration $z_N$ (L). When the wetting front is in a layer $y$ at location $z$ ($Z_{y-1} < z \leq Z_y$), the governing equations are

$$ f_z = \frac{H_0 + z + \psi_y}{\sum_{k=1}^{y-1} \frac{Z_k - Z_{k-1}}{K_k} + \frac{z - Z_{y-1}}{K_y}} \tag{5} $$

$$ F_z = F_{z-1} + \left[ z - Z_{y-1} \right] (\eta_y - \theta_y) = \sum_{k=1}^{y-1} (Z_k - Z_{k-1}) (\eta_k - \theta_k) + \left[ z - Z_{y-1} \right] \eta_y - \theta_y \tag{6} $$

$$ f_z = \frac{dF_z}{dt} = (\eta_y - \theta_y) \frac{dz}{dt} \tag{7} $$

where $f$ is the infiltration rate (L·T$^{-1}$), $F$ is the cumulative infiltration (L), $t$ is the time for the wetting front to arrive at location $z$ and $H_0$ is the hydraulic head at surface (L), which was admittedly negligible in Chu and Mariño’s formulation because their focus was on hillslope hydrology. Substituting Eq. (5) into (7) yields

$$ H_0 + z + \psi_y = (\eta_y - \theta_y) \frac{dz}{dt} \tag{8} $$

$$ \sum_{k=1}^{y-1} \frac{Z_k - Z_{k-1}}{K_k} + \frac{z - Z_{y-1}}{K_y} \frac{dz}{dt} \tag{9} $$

Separating (8), since the hydraulic head at the surface is constant at a certain time step, we have

$$ \int_{z=0}^{z_1} \left\{ \psi_y \right\} dt \times \frac{dz}{z + \psi_y} = \left[ \eta_y - \theta_y \right] \frac{dz}{z} \times \left[ z - Z_{y-1} \right] \ \eta_y - \theta_y \tag{10} $$

which is similar to the equation of the travel time of the wetting front from Chu and Mariño (2005), but with the hydraulic head at surface $H_0$. We use (5) and (10) to estimate the actual infiltration and the location of the wetting front $z$.

Before applying the above procedure to the next time step, when we have a new hydraulic head at the surface, the initial soil moisture has to be updated according to the location $z$ ($Z_{y-1} < z \leq Z_y$) of the wetting front using

$$ \eta_y = \eta_y (z - Z_{y-1}) + \theta_y (Z_y - z) \tag{11} $$

In this model, the hydraulic head at the surface (the upper boundary condition) is the average “intermediate” predicted values of stream water stage obtained from the solution of the flood wave routing (Sect. 2.1). The lower boundary condition
is a layer, which can either represent fractured bedrocks (time independent) or be the soil layer immediately above the groundwater level (time dependent).

Once the wetting-front achieves the lowest layer, a hydraulically connected stream-lowest layer should now be considered and a groundwater mound is to be developed (Sect. 2.4). In contrast, the wetting-front flows vertically downward to the lowest layer (Sect. 2.3). For the first case, the infiltration rate tends to be constant and the capillary head zero as in Chu and Mariño (2005). Equation (5) can be rewritten as

$$f_{zn} = \frac{H_0 + Z_N}{\sum_{k=1}^{N} k_k \left(z_k - z_{k-1}\right)}$$

where $Z_N$ is the depth of the considered alluvium profile above the groundwater level and $f_{zn}$ is the infiltration rate for a hydraulically connected surface-boundary condition system. The infiltration rate from unsaturated to saturated regime can be formulated as

$$f_{unsat-sat} = \frac{t_z f_z}{\Delta t} + \frac{(\Delta t - t_z)f_{zn}}{\Delta t}$$

where $\Delta t$ is the time step. Note that the second element of the right term of Eq. (13) represents the first recharge to groundwater, if it exists, before the development of a groundwater mound.

### 2.3. Vertical soil water redistribution model

In most unsaturated zone studies, the fluid motion is assumed to obey the classical Richards’ equation (Hillel, 1980) and its 1-D soil moisture-based form is shown in the first two terms of Eq. (14), which is applicable in homogeneous media only and requires soil head-conductivity-moisture curves. We use here a simplification of the classical equation, which allows application in unsaturated heterogeneous media and needs less fitting parameters than the original form. First, we neglect the pressure head term $\psi(\theta)$ in (14), but we assume that percolation from one soil layer to the next layer below occurs if and only if the actual soil moisture exceeds soil moisture at field capacity $\theta_{fc}$. This assumption was also used in other hydrological models (e.g. Arnold and Williams, 1995; Güntner and Bronstert, 2004), leading to

$$\frac{\partial \theta}{\partial t} = \frac{\partial}{\partial z} K(\theta) \frac{\partial (\psi(\theta) + z)}{\partial z} = \frac{\partial K(\theta)}{\partial z}$$

We include in (14) the actual soil evaporation $Eva$ for the upper soil layers and the actual evapotranspiration $Eta$ for the soil layers in the root zone, in the case of existence of in-channel associated or riparian vegetation, which may be important for eco-hydrological studies and may allow insights into the relationship between channel transmission losses, in-alluvium temporal water storage and ecological water demand. Furthermore we apply an explicit finite difference scheme to it:

$$\frac{\theta_{j+1}^{k+1} - \theta_j^k}{\Delta t} = \frac{K_{k+1(j+1/2)} - K_{k-1(j+1/2)}}{\Delta z}$$

$$\frac{\Delta t}{\Delta z} \left( \frac{Eva_j^{k+1/2} + Eta_j^{k+1/2}}{\Delta z} \right)$$

where $k$ and $j$ are indexes of depth and time, respectively. The percolation terms of (15) are solved as follows

$$K'_{k+1/2} = \min \left( \Delta z \left[ \frac{\theta_j^k - \theta_{fc,k}}{\Delta t} \right] \right),$$

$$K'_{k-1/2} = \left( \frac{K_{k,j} \cdot K_{k+1}^{j+1/2}}{\Delta z} \right)$$

for $\theta_j^k > \theta_{fc,k}$

$$0, \text{ for } \theta_j^k \leq \theta_{fc,k}$$

where $K(\theta)$ is the unsaturated hydraulic conductivity, which is approached by the Brooks-and-Corey equation (see Rawls et al., 1993):

$$K(\theta) = K_{sat} \left( \frac{\theta - \theta_r}{\eta - \theta_r} \right)^{\lambda_2}$$

where $K_{sat}$ is the saturated hydraulic conductivity (L.T$^{-1}$), $\theta_r$ is the residual water
content \((L^3.L^3)\) and \(\lambda\) is the pore size distribution index (-).

Note that if the lower layer \((k+1)\) is groundwater, there is a recharge to groundwater before the development of a groundwater mound because of the vertical movement of the soil water.

A separate hydrological catchment model can provide the potential soil evaporation and the potential evapotranspiration. Then, we assumed that evapotranspiration and soil evaporation occur if and only if the actual soil moisture exceeds soil moisture at permanent wilting point \(\theta_{pwp}\) and at hygroscopic water \(\theta_{ha}\), respectively. The computation begins with percolation, followed by an updating of \(\theta_k\) and then the transpiration calculation.

### 2.4. Lateral (stream-)aquifer dynamics model

We consider that each aquifer unit is formed by \(M\) columns, which may consist of saturated and unsaturated zones (Fig. 1). All these columns can be stratified such as that below the stream (Sects. 2.2 and 2.3). The lateral flow between the columns is considered saturated; consequently, we do not account for lateral unsaturated flow. Our aim is to predict in-column groundwater level (stream and groundwater levels for stream-aquifer columns), comparing the hydraulic heads between two column neighbours. During a time step, the calculation begins from the centre of the stream-aquifer column to the right (or the left) lateral boundary conditions (Fig. 1).

First, we calculate the hydraulic head of two column neighbours at the equilibrium \(h_e\), i.e.

\[
h_e(A, A+1) = \frac{C_{W_k}h_A + C_{W_{A+1}}h_{A+1}}{C_{W_k} + C_{W_{A+1}}} \tag{19}
\]

where \(A\) is the column index (-), \(h\) is the in-column hydraulic head (L) and \(C_W\) is the column width (L). Then, assuming a subsurface water flow velocity similar to the order of magnitude of the lateral saturated hydraulic conductivity, we estimate the necessary time \((dt_e)\) to reach that equilibrium head using

\[
dt_e = \frac{|h_e(A, A+1) - h_{A+1}|}{K_{A+1}^e} \tag{20}
\]

where \(K_{A+1}^e\) is an average lateral saturated hydraulic conductivity from the actual head to the equilibrium ones \((L.T^{-1})\). If \(dt_e\) is equal to or smaller than the simulation time step \(\Delta t_{sim}\), then the heads of the column neighbours reach the equilibrium head, otherwise

\[
h_{A+1}^* = h_{A+1} + \frac{\Delta t_{sim}}{dt_e} \left[ h_e(A, A+1) - h_{A+1} \right] \tag{21}
\]

where \(h_{A+1}^*\) is the new hydraulic head of column \(A+1\) due to the exchanges with the column \(A\). Afterwards, the column \(A+1\) with the new hydraulic head \(h_{A+1}^*\) will interact with its next neighbour \(A+2\).

### 2.5. Groundwater flow parallel to the river

We use a simple water balance-based approach (similar to Niu et al., 2007) in order to simulate groundwater flow between aquifer units parallel to the river course (see Fig. 1)

\[
\frac{\partial S_{GW}}{\partial t} = \left( Q_{Up,GW} + Q_{V,Inf} + Q_{La,GW} \right) - \left( Q_{Do,GW} + Q_S + Q_{V,DP} \right) \tag{22}
\]

where \(S\) is the groundwater storage in the aquifer unit \((L^3)\), \(Q_{Up,GW}\) and \(Q_{La,GW}\) are the upstream and the lateral groundwater flow from other aquifer units \((L^3.T^{-1})\), respectively, which are known from a previous time, \(Q_{V,Inf}\) is the vertical channel transmission losses \((L^3.T^{-1})\), which come from unsaturated seepage (Sect. 2.2) or unsaturated soil water redistribution (Sect. 2.3), \(Q_{Do,GW}\) is the downstream groundwater flow \((L^3.T^{-1})\), \(Q_S\) is a sink term \((L^3.T^{-1})\), which can be groundwater pumping and/or transpiration, and \(Q_{V,DP}\) is the vertical deep percolation \((L^3.T^{-1})\), which is considered a constant (in)outflow. The downstream groundwater flow between aquifer units is estimated as follows
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\[
Q_{Do, GW} = \frac{\min(\bar{h}_{wk+1} - \bar{h}_w) / K_u}{\Delta t_{sim}} 
\times \frac{d x_u}{2} \cdot \frac{\bar{h}_{wk+1}}{\bar{h}_w} \cdot W_u 
\]

where \( u \) is an index of aquifer unit, \( \bar{h} \) is the average groundwater head of the aquifer unit (L), \( W \) is the aquifer unit width (L), \( d x_u \) is the aquifer unit length (L), \( K \) is the average aquifer unit saturated hydraulic conductivity (L.T\(^{-1}\)). Note that the downstream groundwater flow is compensated by a time factor, which is adopted similarly as was done in the previous section. The upstream boundary conditions are a constant flux. The user can define the downstream boundary conditions a) as no-flow or b) assuming that the gradient of the most downstream aquifer unit is equal to its closest upstream one.

After the estimation of aquifer water balance components, the difference between aquifer inflow and outflow is distributed for each column of the aquifer unit as follows

\[
Q_{in(out),A} = \frac{\partial S_{GW}}{\partial t} \cdot C_{W,A} \quad (24)
\]

where \( Q_{in(out),A} \) is the in-column inflow or outflow from the aquifer water balance (L\(^3\).T\(^{-1}\).L\(^{-1}\)). If \( Q_{in(out),A} \) is inflow, then the updating of in-column groundwater level due to the aquifer water balance is modelled by

\[
Q_{in(out),A} = \sum_{c<k<e} \Delta t_{sim} (Z_{k+1} - Z_k)(\eta_{k+1} - \theta_{e,k+1}) \quad (25a)
\]

where \( Z \) is depth (L), \( \eta \) is the porosity (L\(^3\).L\(^{-3}\)) and \( \theta \) is the soil moisture (L\(^3\).L\(^{-3}\)), \( c \) is the actual groundwater level and \( b \) is the new groundwater level. On the other hand, if \( Q_{in(out),A} \) is outflow, then

\[
|Q_{in(out),A}| = \sum_{c<k<e} \Delta t_{sim} (Z_{k+1} - Z_k)(\eta_{k+1} - \theta_{e,k+1}) \quad (25b)
\]

where \( \theta_{e,k} \) is the soil moisture at field capacity (L\(^3\).L\(^{-3}\)).

Moreover, we assume that if the soil in the floodplains adjacent to the river reaches will be completely saturated, i.e. “groundwater head” in the floodplains will rise above the terrain surface, the excess water does not flow into the river course, because it will be temporarily stored on the floodplain surface and then evaporate. We consider this assumption being appropriate because the floodplains are usually very wide and the depth of possible surface excess water is very shallow (a few centimetres at most). Therefore, we do not model in detail flow processes on the floodplain, instead assume that this excess water will evaporate soon.

2.6. Stream-aquifer interaction calculation

The stream-aquifer interaction term per unit of length of channel \( I_{RA} \) (L\(^3\).T\(^{-1}\).L\(^{-1}\)) (Sect. 2.1) can be estimated by

\[
I_{RA} = \begin{cases} 
- \min \left( \frac{\bar{h}_s}{\Delta t_{sim}} ; f^* \right) \cdot \bar{P}_s, & \text{for } f^* < 0 \\
\frac{f^* \cdot \bar{P}_s}{\Delta t_{sim}}, & \text{for } f^* \geq 0
\end{cases} \quad (26)
\]

where \( \bar{h}_s \) and \( \bar{P}_s \) are the average stream water stage and wetted perimeter, respectively, and \( f^* \) is the potential infiltration determined in Sect. 2.2 as long as the stream-aquifer column is not saturated. Once the stream-aquifer layer is saturated, then \( f^* \) is calculated as follows

\[
f^* = \frac{\Delta h^*}{\Delta t_{sim}} \quad (27)
\]

where \( \Delta h^* \) is the increase or decrease difference of the hydraulic head in the stream-aquifer column determined using Eq. (21) in Sect. 2.4.

If all the available stream water is to be infiltrated, then we apply no flood wave routing and set the predicted stream discharge and wetted cross-sectional area (related to stream water stage) equal to zero, in order to avoid numerical fluctuations when we use the stream-aquifer interaction term in the flood wave routing.

2.7. Required input data, boundary conditions and model parameters

In this section, we summarize the initial conditions, the boundary conditions and
the model parameters of the approach presented in the previous sub-sections. The initial conditions for the flood wave routing of the river system are the initial stream discharge, wetted area, wetted perimeter and water level. The soil moisture in the unsaturated zone and the groundwater level in the aquifer columns (see Fig. 1) are also required initially to run the model.

The streamflow series of the uppermost river sections (see Fig. 1, river system) are the external boundary conditions for the flood wave routing in the river system (Sect. 2.1), while the lowest boundary conditions are not necessary to run it (Sect. 2.1). The groundwater flow model of the aquifer system (Fig. 1) can have the groundwater (in)outflows as the uppermost boundary condition (Sect. 2.5). In contrast, its downmost boundary condition is defined as no-flow or assuming that the gradient of the downmost aquifer unit is equal to its closest upstream one (see Sect. 2.5). The internal boundary conditions of the groundwater flow model are the groundwater pumping and the transpiration in the aquifer units (Sect. 2.5).

In the case of simulation at the basin scale, one can include the surface flow from the small tributaries or from the hillslopes between the river cross-sections for the flood wave routing (Sect. 2.1) and the in-channel potential soil evaporation and evapotranspiration for the vertical soil water redistribution model (Sect. 2.3) as internal boundary conditions.

The parameters required to run the channel transmission losses model using all its model components are shown in Table I. The simulation domain, where the model parameters are distributed, are provided after a spatial discretization of the case study (basin or river reach) into the model components (see Fig. 1), e.g. main river with reaches and cross-sections, aquifer units with (stream-)aquifer columns and soil layers per aquifer column.

<table>
<thead>
<tr>
<th>Component</th>
<th>Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>River system</td>
<td>Area (L²), Perimeter (L), and Elevation (L) of Cross Sections</td>
</tr>
<tr>
<td></td>
<td>Channel Length (L)</td>
</tr>
<tr>
<td></td>
<td>Sinuosity Coefficient (–)</td>
</tr>
<tr>
<td>Aquifer Unit</td>
<td>Number of Aquifer Columns (–)</td>
</tr>
<tr>
<td></td>
<td>Location of Stream-Aquifer Column (–)</td>
</tr>
<tr>
<td></td>
<td>Aquifer Column Width (L)</td>
</tr>
<tr>
<td></td>
<td>Number of Soil Layers per Aquifer Column (–)</td>
</tr>
<tr>
<td>Soil Layer</td>
<td>Vertical/ Lateral/ Parallel Saturated Hydraulic Conductivity (L.T⁻¹)</td>
</tr>
<tr>
<td></td>
<td>Wetting Front Suction (L)</td>
</tr>
<tr>
<td></td>
<td>Porosity (L³.L⁻³)</td>
</tr>
<tr>
<td></td>
<td>Field Capacity (L³.L⁻³)</td>
</tr>
<tr>
<td></td>
<td>Permanent Wilting Point (L³.L⁻³)</td>
</tr>
<tr>
<td></td>
<td>Residual Water Content (L³.L⁻³)</td>
</tr>
<tr>
<td></td>
<td>Poro-size-distribution Index (–)</td>
</tr>
</tbody>
</table>

Considering the variability of processes covered by this model we think that the model has a relatively small, but necessary, number of parameters. The parameters of the river systems may be derived from digital elevation models and topographical surveys, and those of the aquifer units and soil layers from hydrogeological and soil maps, stratigraphic data and by using pedo-transfer functions and literature data. Con
sequently, we expect to be able to apply our model for data-scarce areas in drylands (see next section).

3. Case Studies of the Channel Transmission Losses Model

We evaluated our channel transmission losses model for two stream reaches with different scales and dominant processes: a large reach of the Middle Jaguaribe River (MJR), Ceará, Brazil and a much smaller one in the Walnut Gulch Experimental Watershed (WGEW), Arizona, USA. The data description of these sites and their parametrization are provided in the following sub-sections. The reason why we chose these two particular river case studies was to demonstrate the general applicability of the model for water planning and management in different types of data-scarce dryland rivers, i.e. to predict the streamflow volume and peak in the MJR (flow events in the rainy season) and in the WGEW (in case of convective storm rainfall / flash flood events). This prediction was based on the specific perceptual hydrological models of the study sites, without performing any parameter calibration procedure. Therefore, we emphasise that it is not intended to reach a ‘best fit’ with measured hydrographs, rather to achieve a profound hydrological system understanding, to enable the simulation of the overall system’s response without calibration. This means that the model is not suited for, for example, flood forecasting, where the timing of the flood peak is highly relevant.

3.1. Middle Jaguaribe River, Ceará, Brazil

3.1.1. Data and parametrization

We simulated a losing/gaining, hydraulically connected 30 km reach of the Middle Jaguaribe River, Ceará, NE-Brazil, which drains a catchment area of 20 000 km². The Jaguaribe river basin’s (total area 74 000 km²) hydrology is determined by an annual cycle of rainy and dry seasons, which are driven mainly by the position of the Intertropical Convergence Zone and secondarily by cold fronts from the South Atlantic (Xavier, 2001; Werner and Gerstengarbe, 2003). The basin upstream the MJR receives annual precipitation between 400 mm (in the SW) to 800 mm (in the NE), most of which falls in the months between December and May (van Oel et al, 2008). The areal potential evaporation (class A pan) amounts to 2200 mm yr⁻¹. Temporal rainfall variability is highly significant on a suite of scales: inter-annual variability, seasonal variability and variability at the time scale of a week.

The simulated reach is dominated by unconfined aquifers (Fig. 3) belonging to an alluvium with a 20 m average depth and composed of layers of fine and coarse sand, gravel and clay (IBGE, 2003). According to Costa et al. (2012), on the one hand, during the dry and at the beginning of the rainy seasons, no pre-event river flow is expected and streamflow events will create predominantly vertical infiltration into the alluvium. On the other hand, at the middle and end of the rainy seasons, river flow sustained by base flow occurs before and after streamflow events and lateral infiltration into the alluvium plays a major role during events. Moreover, most channel transmission losses are certainly infiltrated only through the cross section of the main channel and not through the floodplains (Costa et al., 2012).

We assumed that the inflow from the drainage area between the stream gauges can be neglected for medium and large floods in the Jaguaribe river reach, because a) the drainage area between the gauges is about 20 times less than the upstream catchment area and b) it has about 130 surface reservoirs in its drainage network (based on Costa et al., 2012), which retains almost all of generated runoff.
Measurements on the initial moisture of the aquifer-system were not available. However, since at the middle of the rainy seasons river flow is expected to be sustained by base flow, we may assume the riverine groundwater level to be close to the river bed at the middle of the rainy seasons, for which we applied the model. We assumed from Costa et al. (2012) that the actual inflow into the simulated reach is a sum of the actual streamflow measured at the N2 stream gauge, close to the confluence of the Cariús river into the Jaguaribe river, and the one-day-before streamflow measured at the N1 stream gauge in the Jaguaribe river (see Fig. 3). The simulated output streamflow was compared to the streamflow measured at the N3 stream gauge in the Jaguaribe river.

We used alluvial stratigraphy data, 15 boreholes and one electrical resistivity survey (Carneiro, 1993), and alluvium extension information from a hydrogeological map (Fig. 3) to derive the aquifer units (see Fig. 1). We used remote sensing-based data available from Costa et al. (2012) to delineate the channel length and the maximum channel width, whereas field observation provided the maximum channel depth. Then, we derived stream cross-sectional areas by assuming a triangular channel cross-sectional area. We did not account for infiltration into floodplains; since for our example it is not considered relevant for channel transmission losses, as discussed above in this section.

The simulated MJR was spatially modelled (see Fig. 1) as one basin system, which has one river with 4 reaches and 5 sections. Its aquifer system was formed by 4 units containing respectively 7, 17, 13 and 21 (stream-)aquifer columns from up-to downstream. The typical up-to-down stratigraphy of an aquifer column was: sandy loam (topsoil), fine to coarse sand (1st alluvial layer), coarse gravel and very coarse sand (2nd alluvial layer) and silty clay (boundary condition), being the last three for the stream-aquifer columns. Moreover, the soil layer interval was set at 0.2 m for all (stream-)aquifer columns. The texture of the aquifer was used to derive its soil physical properties, such as saturated hydraulic conductivity and porosity, obtained from experimental tables published.
in Rawls et al. (1993) and Dingman (2002).

The time step of the calculation, which gave the best numerical stability of flood wave routing and, consequently, used for this simulation, was 12 hours. Since the original input time series were not sampled every 12 hours, but only daily, we had to disaggregate them.

3.1.2. Model application
We selected three rainy seasons from 2005 until 2010, namely 2005, 2009 and 2010, which met the conditions described in the previous sub-section. Figure 4a-c shows the input and observed output streamflow series of those rainy seasons.

![Figure 4a. Input and observed output streamflow series of the studied reach of the Jaguaribe River reach in 2005.](image)

![Figure 4b. Input and observed output streamflow series of the studied reach of the Jaguaribe River reach in 2009.](image)
Using those rainy seasons, we evaluated which model structure would provide the best simulation, i.e. the minimum of both root mean square error (RMSE) and mean absolute error (MAE) of peak and event volume time series. Using the same parameter set and the spatial discretization, which were derived without calibration as shown in the previous sub-section, we defined three possible model structures: a) flood wave routing only, i.e. no aquifer system, and no transmission losses, respectively (FW); b) flood wave routing with lateral (stream-)aquifer dynamics, but without groundwater flow parallel to the river course, (FW+LD); and c) the same as (b) but now including parallel groundwater flow (FW+LD+GW). Figure 5a-c shows the simulated and observed output streamflow series.
Figure 5b. Simulated and observed output streamflow series of the studied reach of the Jaguaribe River reach in 2009. The three model structures tested were: 1) only flood wave routing, i.e. no aquifer system, (FW); 2) flood wave routing with lateral (stream-)aquifer dynamics, but without groundwater flow parallel to the river course, (FW+LD); and 3) equal to the last one, but now with parallel groundwater flow (FW+LD+GW).

The FW-based model overestimated both the streamflow peak and the volume. The (FW+LD)- and (FW+LD+GW)-based models predicted similar peaks, but the (FW+LD)-based simulated hydrograph decreased more sharply during the recession flow than the (FW+LD+GW)-based one. The models’ performance is shown in Table II.

Table II. Mean absolute error (MAE) and root mean square error (RMSE) of the three model structures tested: 1) only flood wave routing, i.e. no aquifer system, (FW); 2) flood wave routing with lateral (stream-)aquifer dynamics, but without groundwater flow parallel to the river course, (FW+LD); and 3) equal to the last one, but now with parallel groundwater flow (FW+LD+GW).

<table>
<thead>
<tr>
<th>Model Structure</th>
<th>Volume MAE (%)</th>
<th>Volume RMSE ($10^6$ m$^3$)</th>
<th>Peak MAE (%)</th>
<th>Peak RMSE (m$^3$.s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FW</td>
<td>41</td>
<td>96</td>
<td>20</td>
<td>74</td>
</tr>
<tr>
<td>FW+LD</td>
<td>10</td>
<td>31</td>
<td>12</td>
<td>36</td>
</tr>
<tr>
<td>FW+LD+GW</td>
<td>4</td>
<td>41</td>
<td>13</td>
<td>67</td>
</tr>
</tbody>
</table>
The (FW+LD)- and (FW+LD+GW)-based models had comparable performance and both were better than the FW-based. Because the (FW+LD+GW)-based model had the most similar behaviour to the observed hydrographs than the (FW+LD)-based one, we consider the (FW+LD+GW)-based model structure as the best suited for this study site.

3.2. Walnut Gulch Experimental Watershed, Arizona, USA

3.2.1. Data and parametrization
We simulated here a losing, hydraulically disconnected 1.5 km channel reach in the Walnut Gulch Experimental Watershed (WGEW), Arizona, USA, from the flume FL008 (input flow) to the FL006 (output flow) (Fig. 6). Based on previous publications (e.g. Renard, 1970; Goodrich et al., 2004; Renard et al., 2008; Stone et al., 2008; Emmerich, 2008; Osterkamp, 2008), we assumed that streamflow infiltrates into an sandy alluvium with enough depth such that it never becomes completely saturated during a streamflow event, because depth to groundwater within the WGEW ranges from ~50 m at the lower end to ~145 m in the central portion of the watershed (Goodrich et al., 2004; also see Spangler, 1969). Hydrological data and geo-information were made available at http://www.tucson.ars.ag.gov/dap/.

![figure 6](image)


We selected hydrographs from streamflow events in which:
(i) the input flow was only registered by the selected upstream flume (FL008);
(ii) the event volume, duration and peak flow at the selected upstream flume (FL008) were greater than at the downstream flume (FL006);
(iii) the soil moisture content of the underlying alluvium could be assumed close to the residual moisture content, i.e. at the beginning of the rainy season or after a long time between runoff events during the rainy season, since no soil moisture data of the underlying alluvium were made available.

Maximum channel cross-sectional area and channel width were derived by stream channel morphology relationships provided by Miller et al. (2003). The stream cross-sectional areas were then derived assuming a triangular channel cross-sectional area. We did not account for floodplains, because no data about them were available and also because we considered them to be of minor importance for transmission losses in that stream reach. Consequently, the floods had to be assumed as sub-bank flows.

The simulated reach in the WGEW was spatially modelled (see Fig. 1) as one basin system, which has one stream with 3 reaches and 4 sections. Its aquifer system
was formed by 3 units, each containing only one stream-aquifer column. The aquifer system was assumed to be uniformly sandy. Moreover, its soil layer interval was set 0.1 m for all stream-aquifer columns. The texture of the aquifer was used to derive its soil physical properties, such as saturated hydraulic conductivity and porosity, obtained from experimental tables published in Rawls et al. (1993) and Dingman (2002).

The time step of calculation, which gave the best numerical stability of flood wave routing and which was consequently used for this simulation, was 2 minutes. Since the original input time series were not sampled for every 2 minutes, we had to resample them.

### 3.2.2. Model application

We selected 6 streamflow events which met the conditions described in the previous sub-section, in order to simulate the channel transmission losses from flume FL008 to flume FL006 (Fig. 6) using the parameters set and the spatial discretization derived without calibration, as already explained in the previous sub-section. Table III compares the observed and simulated flow volume and peak of those events and shows the differences between the observed and simulated peak times.

<table>
<thead>
<tr>
<th>Event</th>
<th>Volume (10^3 m^3)</th>
<th>Peak (m^3 s^-1)</th>
<th>Peak time error (min.km^-1)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Observed</td>
<td>Simulated</td>
<td>Observed</td>
</tr>
<tr>
<td>2 Aug 1968</td>
<td>2.0</td>
<td>1.0</td>
<td>1.3</td>
</tr>
<tr>
<td>28 Aug 1969</td>
<td>0.0</td>
<td>0.1</td>
<td>0.0</td>
</tr>
<tr>
<td>24 Jul 1970</td>
<td>1.2</td>
<td>0.7</td>
<td>0.8</td>
</tr>
<tr>
<td>28 Jul 1972</td>
<td>0.5</td>
<td>0.2</td>
<td>0.3</td>
</tr>
<tr>
<td>29 Aug 1972</td>
<td>1.2</td>
<td>0.6</td>
<td>0.8</td>
</tr>
<tr>
<td>7 Aug 1983</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

*not applicable.

The volume of the events was clearly underestimated, its MAE being equal to 0.4 10^3 m^3 and its RMSE equal to 0.5 10^3 m^3. The peak flow of the events was better predicted than its volume, where its error did not show a clear trend, its MAE being equal to 0.2 m^3 s^-1 and its RMSE equal to 0.3 m^3 s^-1. We show the best and the worst predicted output hydrographs, which occurred on 29 August 1972 (Fig. 7) and on 2 August 1968 (Fig. 8), respectively.

The simulation results made clear some distinct problems with the hydrograph shape (see e.g. Fig. 7, but also Fig 5c for the MJR) and some pronounced errors between the observed and predicted peak time of the events simulated in the WGEW (Table III). This is explained because the flow velocity in our simplified flood wave routing (Sect. 2.1) is controlled by the channel cross-sections, which were approximated through simple relationships. This only vague approximation of the channel cross-sections can be considered as a typical problem of dryland regions. Therefore, the inherent data scarcity of the channel morphology will inevitably lead to uncertainties in the timing of the hydrograph.
Figure 7. The best predicted output hydrograph for the studied reach in the Walnut Gulch Research Watershed (at Flume FL006).

Figure 8. The worst predicted output hydrograph for the studied reach in the Walnut Gulch Research Watershed (at Flume FL006).

4. Model Reliability

Important model uncertainties in hydrological modelling may be classified in three fields: numerical or mathematical uncertainty (dealing with numerical stability and accuracy of the adopted solvers for the process equations), parameter uncertainty (including individual and combined sensitivity of model parameters, multiple-valid parameter sets, sub-scale parameter variability) and structural uncertainty (comprising the selection of model processes and their interactions, effects of un-
certain initial and boundary conditions and/or the model-representation of the simulation domain).

The model structure uncertainty was analyzed previously for the Jaguaribe river reach and was negligible for the WGEW’s stream.

In this section, we evaluate the numerical and the model parameter uncertainty by a) analysis of numerical stability and accuracy of the subsurface simulations, and b) individual sensitivity analysis of the model parameters; and an overall (combined) model parameter uncertainty analysis. The structural uncertainty has been approached to a limited extend in the previous section, where we discussed the influence of different process representations of the subsurface (i.e. with / without considering interactions of the groundwater with channel water and with / without considering parallel groundwater flow and by prescribing initial and boundary conditions according to the available field data and the perceptual hydrological models of the river reaches). We think that a more comprehensive elaboration of the structural uncertainty (e.g. by choosing a variety of different possible interpretations of hydrogeological structures or by applying different hydrological process formulations) would clearly go beyond the scope of this paper.

4.1. Numerical issues

Here we present simulation results, which enable us to evaluate whether the spatial and temporal discretization (Sect. 3.1.1 and 3.2.1) and the numerical approximations (Sect. 2) are such that the model is numerically stable and accurately represents the governing equations. Therefore, we selected some simulations of the subsurface systems, i.e. the unsaturated zone in the WGEW and the saturated zone in the MJR, to be presented here. We do not show all results of the subsurface systems because this would not add more information.

4.1.1. Unsaturated zone in the Walnut Gulch Experimental Watershed

We present here the soil moisture simulation of the unsaturated zone of the uppermost stream reach (see Sect. 3.2.1 for the discretization) during the streamflow event on 28 July 1972 in the WGEW. We used a time step of 2 minutes, which gave the best numerical stability for flood wave routing. Then, we assumed the soil layer intervals 0.1 m, which was adopted for the previous application, 0.2 m, 0.4 m and 0.8 m, respectively. Figures 9a-d show the first 8 minutes of the soil moisture simulation, i.e. the propagation of the downward soil wetting.
Figure 9a. The soil moisture simulation of the unsaturated zone of the first reach during the event on 28 July 1972 in the Walnut Gulch Research Watershed (time step equal to 2 min and soil layer interval 0.1 m).

Figure 9b. The soil moisture simulation of the unsaturated zone of the first reach during the event on 28 July 1972 in the Walnut Gulch Research Watershed (time step equal to 2 min and soil layer interval 0.2 m).
Figure 9c. The soil moisture simulation of the unsaturated zone of the first reach during the event on 28 July 1972 in the Walnut Gulch Research Watershed (time step equal to 2 min and soil layer interval 0.4 m).

Figure 9d. The soil moisture simulation of the unsaturated zone of the first reach during the event on 28 July 1972 in the Walnut Gulch Research Watershed (time step equal to 2 min and soil layer interval 0.8 m)

The soil moisture simulation is governed by both the unsaturated stream infiltration model (Sect. 2.2) and the vertical soil water redistribution model (Sect. 2.3). While the stream water infiltrated through the soil column, the uppermost soil layer
was never completely saturated and the lowest wetted soil layer had always the greatest moisture (peak). The former can be explained by the hydraulic conductivity term $K^{-1/2}$, which approaches zero in Eq. (16) for the uppermost soil layer. The latter seems to be inevitable if the moisture or the hydraulic conductivity between two soil layers is rather different. These numerical "artefacts" were smoother when the interval of the soil layer increased but, consequently, the infiltrated water into the soil column also reached a higher depth.

Instead of using the harmonic mean between the hydraulic conductivity of the soil layers (see Eq. (16)), one can adopt the arithmetic mean (see e.g. van Dam and Feddes, 2000). Considering now the arithmetic mean and a soil layer interval equal to 0.2 m, we found that those numerical artefacts were even smoother (Fig. 10). Moreover, there were no significant changes in the simulated streamflow volume and peak (smaller than 5%) between 0.1 and 0.2 m soil layer interval and using harmonic or arithmetic mean. However, we found +30% and +16% difference in simulated volume and peak, respectively, between 0.1 and 0.4 m intervals and +42% and +26% between 0.1 and 0.8 m.

![Soil Moisture Simulation](image)

**Figure 10.** The soil moisture simulation of the unsaturated zone of the first reach during the event on 28 July 1972 in the Walnut Gulch Research Watershed (time step equal to 2 min and soil layer interval 0.2 m), but using the arithmetic mean in Eq. 16, instead of the harmonic mean.

### 4.1.2. Saturated zone in the Middle Jaguaribe River

We present the groundwater and stream levels’ simulation of the farthest downstream stream reach of the MJR (see Sect. 3.1.1 for the temporal and spatial discretization) during the rainy season in 2010 in the Jaguaribe River. The width of the aquifer columns was defined as half the width of the stream-aquifer columns for all the stream reaches.

Fig. 11a shows the groundwater and stream levels’ simulation using the best model structure found previously for the streamflow series, i.e. the combination of the flood wave routing, the lateral river-aquifer dynamics and the groundwater flow parallel to the river course (Sect. 3.1.2). These simulation results showed the
flow from the river (stream-aquifer column 11 in Fig. 11a) into the surrounding groundwater in the times equal to 15, 25, 30 and 34 days and the flow from the groundwater into the river during the rest of the times, as we expected. However, during the infiltration from the river into the groundwater, the groundwater levels in the most distant aquifer columns (seen from the stream-aquifer column) decreased approximately from 16 m to 14 m (see Fig. 11a), which is probably too much for a period of 20 days in this environment. A large groundwater outflow from the aquifer unit in the lowest reach can explain this decrease in groundwater level. In order to check this hypothesis, we plotted the simulation of the model structure without considering the groundwater flow parallel to the river course (Fig. 11b). The groundwater level of all the aquifer columns then works as expected. Thus, assuming the gradient of the unit of the aquifer furthest downstream to be equal to the unit closest to it upstream (see Sect. 2.5), we may overestimate its outflow. Nevertheless, the groundwater flow model needs to be taken into account to achieve the best fit for the streamflow series (Sect. 3.1.5).

Figure 11a. The simulation of groundwater and river levels in the farthest downstream stream reach during the rainy season in 2010 in the Jaguaribe River. The streambed level is 16 m and the surface level 30 m. The stream-aquifer column is volume No 11 in the x-axis. The model structure was that which provided the best fit for the streamflow series (Sect. 3.1.2), i.e. including the simulation of flood wave routing, lateral river-aquifer dynamics and groundwater flow parallel to the river course.
4.2. Individual parameter sensitivity analysis

We carried out a classical parameter sensitivity analysis in order to guide the efforts on data acquisition and parameter calibration in future applications. We used for the parameter sensitivity analysis the following standard formulation

\[ \phi_i = \frac{y(P_i) - y_{\text{reference}}}{y_{\text{reference}}} \]  

where \( \phi_i \) is the sensitivity coefficient, \( y \) is here a simulated variable, streamflow peak or event volume, and \( P \) is a model parameter. To carry out the sensitivity analysis, we selected the driest and the wettest streamflow events, whose upstream flow reached the lowest stream section.

4.2.1. Middle Jaguaribe River

Once the (FW+LD+GW)-based model structure had presented the best simulation performance for streamflow volume and maximum peak, we chose the following set of parameters for sensitivity analysis: a) porosity \( \eta \) and b) soil moisture at field capacity \( \theta_{fc} \), which are related to groundwater level computation (Eq. 25); c) lateral saturated hydraulic conductivity \( K_A \) of column A, which is related to lateral (stream-aquifer dynamics (Eq. 20); and d) “parallel” saturated hydraulic conductivity \( K_u \) of aquifer unit u, which is related to groundwater flow parallel to the river course (Eq. 23).

Streamflow volume and maximum peak simulated by the (FW+LD+GW)-based model for the years 2005 and 2009 were used as reference variables (see Eq. 28) because those years were the driest and the wettest. Then, we multiplied a variable factor with the original values of the parameters a), b), c) and d) and ran the (FW+LD+GW)-based model again, in order to estimate the sensitivity coefficients (Eq. 28) for streamflow volumes and maximum peaks.

The sensitivity was very small, i.e. the results did not vary with changes of poros-
ity (range between $\theta_f$ and $1.5 \times \eta$) neither with changes of soil moisture at field capacity (range between $0.5 \times \theta_f$ and $\eta$). In contrast, the sensitivity was high due to changes on lateral and parallel saturated hydraulic conductivities. Figures 12a-b show the results of sensitivity analysis of those conductivity parameters for 2005 and Figs. 13a-b for 2009.

2005

![Figure 12a. Sensitivity analysis of lateral saturated hydraulic conductivity, where $\phi$ is the sensitivity coefficient (Eq. 28) and x-axis is the factor which was multiplied with the original values of the parameter (MLR, March to April 2005).](image)

![Figure 12b. Sensitivity analysis of parallel saturated hydraulic conductivity, where $\phi$ is the sensitivity coefficient (Eq. 28) and x-axis is the factor which was multiplied with the original values of the parameter (MLR, March to April 2005).](image)
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Figure 13a. Sensitivity analysis of lateral saturated hydraulic conductivity, where $\phi$ is the sensitivity coefficient (Eq. 28) and x-axis is the factor which was multiplied with the original values of the parameter (MLR, April to June 2009).

In general, high values of both saturated hydraulic conductivities showed little sensitivity to the reference simulation, because large fluxes between model units are restricted by their hydraulic gradient (see Eq. 20 and 23) and the reference simulation was already driven by the hydraulic gradient between the model units.

The sensitivity coefficients of lateral and parallel saturated hydraulic conductiv-
ties can still be considered negligible for both streamflow volume and peak for parameter values greater than 50% of their original values. On the other hand, less than 50% of the original values of lateral and parallel saturated hydraulic conductivities, their sensitivity coefficients could no longer be considered negligible. However, from 50% to 10% of the original values, their sensitivity coefficient was between the range \([-0.20; 0.20]\).

Even when parallel saturated hydraulic conductivity decreased to values less than 10% of its original values (Figs. 12b and 13b), its sensitivity coefficients converged to a value between the aforementioned range. On the other hand, after lateral saturated hydraulic conductivity reached 1% of its original values (Figs. 12a and 13a), its sensitivity coefficient decayed rapidly to its lowest value of -1.00. This agreed with the results of the case studies presented previously that the lateral (stream-)aquifer dynamics model is more relevant than the model of the groundwater flow parallel to the river course for simulating streamflow in the Jaguaribe river.

Therefore, the sensitivity showed the largest values with changes in lateral saturated hydraulic conductivity followed by parallel saturated hydraulic conductivity.

### 4.2.2. Walnut Gulch Experimental Watershed

We selected the following set of parameters to carry out the sensitivity analysis: soil moisture at field capacity \(\theta_{fc}\), pore size distribution index \(\lambda\), porosity \(\eta\), wetting front suction \(\psi\) and saturated hydraulic conductivity \(K_{sat}\). Streamflow volume and maximum peak simulated for the events on 28 July 1972 and 2 August 1968 were used as reference variables (see Eq. 28), because those were the driest and the wettest events. Then, we multiplied a variable factor with the original values of those parameters and ran the channel transmission losses model again, in order to estimate the sensitivity coefficients (Eq. 28) for streamflow volumes and maximum peaks.

The sensitivity did not vary with changes in soil moisture at field capacity and pore size distribution index. In contrast, the sensitivity varied significantly with changes in porosity, wetting front suction and saturated hydraulic conductivity. Figures 14a-c show the results of sensitivity analysis of those parameters for 28 July 1972 and Figs. 15a-c for 2 August 1968.
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Figure 14a. Sensitivity analysis of porosity, where $\phi$ is the sensitivity coefficient (Eq. 28) and x-axis is the factor which was multiplied with the original values of the parameter (WGEW, 28 July 1972).

Figure 14b. Sensitivity analysis of wetting front suction, where $\phi$ is the sensitivity coefficient (Eq. 28) and x-axis is the factor which was multiplied with the original values of the parameter (WGEW, 28 July 1972).
Figure 14c. Sensitivity analysis of saturated hydraulic conductivity, where \( \phi \) is the sensitivity coefficient (Eq. 28) and x-axis is the factor which was multiplied with the original values of the parameter (WGEW, 28 July 1972).

Figure 15a. Sensitivity analysis of porosity, where \( \phi \) is the sensitivity coefficient (Eq. 28) and x-axis is the factor which was multiplied with the original values of the parameter (WGEW, 2 August 1968).
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Figure 15b. Sensitivity analysis of wetting front suction, where $\phi$ is the sensitivity coefficient (Eq. 28) and x-axis is the factor which was multiplied with the original values of the parameter (WGEW, 2 August 1968).

Figure 15c. Sensitivity analysis of saturated hydraulic conductivity, where $\phi$ is the sensitivity coefficient (Eq. 28) and x-axis is the factor which was multiplied with the original values of the parameter (WGEW, 2 August 1968).
The sensitivity showed the largest values with changes in saturated hydraulic conductivity followed by wetting front suction and porosity. The higher those parameters are, the smaller is their sensitivity, i.e. the higher the infiltration from the stream into the alluvium. However, fluctuations in that behaviour could be found for peak flow in relation to wetting front suction, which might be related to numerical instabilities.

The sensitivity coefficient reached its lowest value of -1.00 with a change of +50% in the saturated hydraulic conductivity for both the streamflow volume and peak (Figs. 14c and 15c), whereas the sensitivity coefficient of the porosity remained between the range [-0.30; 0.20] for the same change (Figs. 14a and 15a). The sensitivity coefficient of the wetting front suction remained mostly between the aforementioned range (Figs. 14b and 15b).

Small values of the saturated hydraulic conductivity increased significantly the sensitivity coefficients of the streamflow volume and peak (Figs. 14c and 15c), whereas small values of the wetting front suction and the porosity did not imply an increase in the sensitivity coefficient greater than 0.40 for the streamflow volume and peak, excluding a sensitivity coefficient value of the wetting front suction for the streamflow peak (Fig. 14b).

The sensitivity coefficient of the streamflow volume varied more than that of the streamflow peak for the saturated hydraulic conductivity and porosity.

### 4.3. Overall parameter sensitivity analysis

We selected the best simulated rainy season for the Middle Jaguaribe River (2005) and streamflow event for the Walnut Gulch Experimental Watershed (29 August 1972) and chose the most sensible parameters found previously (Sect. 4.2) for both case studies, in order to carry out a combined (“overall”) parameter uncertainty analysis based on the Monte Carlo approach. In this way, we ran the model 1000 times for the Jaguaribe river varying randomly the lateral and parallel saturated hydraulic conductivities from 1% to 199%, and for the WGEW the saturated hydraulic conductivity and the wetting front suction from 1% to 199% and the porosity from 70% to 130%. Then, we calculated the relative errors of the simulated streamflow volume and peak for the MJR and the WGEW. The relative errors are presented as box-plots in Figs. 16a-b:
Figure 16a. Relative errors of the simulated streamflow volume and peak in 2005 for the Jaguaribe river after 1000 simulations varying randomly the lateral and parallel saturated hydraulic conductivity from 1% to 199%.

Figure 16b. Relative errors of the simulated streamflow volume and peak on 29 August 1972 for the Walnut Gulch Experimental Watershed after 1000 simulations varying randomly the saturated hydraulic conductivity and the wetting front suction from 1% to 199% and the porosity from 70% to 130%.
The relative errors of the simulations carried out for the WGEW (Fig. 16b) were much more variable than those for the MJR (Fig. 16a). The relative errors for the MJR were mostly in a very narrow range, where their inner quartile range (IQR) was practically zero, for both volume and peak. This rather stable behaviour (little overall parameter uncertainty) can be explained by the compensating effects of fluxes between/beneath the river and adjacent aquifer and the associated levelling of hydraulic gradients. The fluxes are represented in the model by mathematically simple water budgeting in aquifer columns and the levelling effects are considered by the coupled processes, including backwater effects, see Sects. 2.4 and 2.5. Therefore, for the MJR rainy season 2005, the relative error of the streamflow volume and peak was low, approximately 2% and 20%, respectively, with 90% of certainty related to the model parameters.

The relative errors for the WGEW fell within much larger ranges, where their IQR was approximately 54% for the volume and 59% for the peak. This was a result of the non-linearity involved in the unsaturated flow processes that prevail in disconnected dryland river systems. Such a non-linear behaviour is represented, e.g., by the Green-and-Ampt equation (Sects. 2.2 and 2.3). In addition, a damping through feedback effects such as for the saturated fluxes does not exist. Thus, for such conditions, the uncertainty is high, as demonstrated for the event on 29 August 1972, with a relative error (%) of the streamflow volume and peak between [-91; 26] and [-75; 46], respectively, with 80% of certainty related to the model parameters.

5. Discussion

The channel transmission losses model presented here has been developed for applications to different climate and hydrogeologic controls and scales of dryland rivers, covering a variety of hydrological processes relevant for in-channel transmission losses. In two case studies, it has predicted well the streamflow volume and peak for both a large losing/gaining, hydraulically connected river and a small losing, hydraulically disconnected stream. The model structure was chosen according to the hydrological perceptual models of the case studies, but no further parameter calibration procedure has been applied. That is why we consider the model to be well suited to the typical data scarce conditions in dryland areas. However, large uncertainties occur with reference to the timing of hydrographs, which is due to the simplified flood wave routing implemented, which is based only on the conservation of mass and the channel morphology. Therefore, the model can be used for water resources topics with a relatively long time scale, such as water resources planning and management purposes. However, it should not be applied to issues with short time scales, such as forecasting of flood wave timing as is necessary for flood warning.

The evaluation of the different model structures, which was conducted for the MJR case study, has shown that this procedure is promising for reducing structural model uncertainties and thus improving the capability for streamflow prediction in ungauged areas. This evaluation showed that adequate process representation improves the model reliability, e.g. in our case that both lateral (stream-)aquifer water fluxes and groundwater flow in the underlying alluvium parallel to the river course are necessary for physically-based prediction of streamflow and channel transmission losses, the former process being more relevant than the latter. The combination of the hydrological perceptual model of the MJR, which has been derived from field observations and data with the modelling-based hypothesis-testing on the dominant processes complement each other and may provide a guide for further field campaigns and model expansions.

The analysis of the subsurface system simulations has shown that the reliable predictions of the surface flow volume and peak discharge are not necessarily suffi-
cient to ensure a stable numerical solution of the subsurface processes in the unsaturated and saturated zones. Even if the influence of simulation time step and spatial discretization (e.g. the soil layer interval on the unsaturated flow) or of the boundary conditions (e.g. the groundwater flow of the downmost aquifer unit) is analysed, a comprehensive evaluation of the model performance, comprising all processes of the model, is severely constrained by the particular data scarcity in dryland environments.

The sensitivity analysis showed that the model results were relatively little sensitive to the parameters related to the saturated fluxes (lateral stream-aquifer dynamics and groundwater flow parallel to the river course). This rather stable behaviour can be explained by the compensating effects of fluxes between the river and adjacent groundwater and the associated levelling of hydraulic gradients. In other words, even if highly saturated hydraulic conductivities could “potentially” produce large fluxes between saturated model units, large fluxes did not happen because they were restricted by the actual hydraulic gradient between the model units, which are generally low, or may level out rather quickly.

These parameters, which are related to the saturated part of the model, produced much smaller variation in the sensitivity coefficient than those which drive the unsaturated part of the channel transmission losses model (unsaturated stream infiltration and vertical soil water redistribution). This is explained by the aforementioned restriction of the subsurface hydraulic gradient, and on the other hand by a rather strong non-linear behaviour of the equations, which govern the unsaturated flow.

The overall parameter analysis (1000 simulation runs with different combinations of lateral and parallel saturated hydraulic conductivities) of the conditions in the Middle Jaguaribe River reach, where the saturated processes are dominant, yielded at most rather small relative errors (2% for streamflow volume and 20% for peak). In contrast, the mean absolute error of the streamflow volume of the selected events was 41%, 10% and 4% for different model structure settings (Table II). Therefore, at least for this case study, the uncertainties related to the model structure are considered to be larger than those related to the model parameters.

Rather large ranges for the simulated streamflow volume and peak based on 1000 simulations with different combinations of saturated hydraulic conductivity, wetting soil suction and soil porosity were found for the WGEW’s stream, where unsaturated processes are dominant for runoff generation. Thus, applications of this model to real-world problems in data-scarce streams dominated by unsaturated processes may compromise inevitably high parameter uncertainties. Nevertheless, one has to acknowledge that this uncertainty is not a purely model uncertainty (or model artefact), rather that it is typical behaviour resulting from unstructured (or random) process dynamics for this kind of disconnected dryland rivers.

6. Conclusions and Outlook

We developed a new process-oriented channel transmission losses model, which was designed to account for the surface-subsurface water fluxes in data-scarce dryland environments. Channel transmission losses modelling is indispensable for simulation of arid and semi-arid watershed hydrology, as long as the underlying aquifer system has not been fully saturated, as is expected to occur in ephemeral streams and in intermittent rivers in the dry seasons and at the beginning and in the middle of the rainy seasons (Renard, 1970; Costa et al., 2012). Moreover, in (sub-)humid rivers vertical and lateral groundwater recharge can occur from winter to spring, when the surface water stages are higher than the groundwater table (see e.g. Krause and Bronstert, 2007). This recharge after drought periods or during extensive groundwater pumping may be intensified and resemble channel transmission losses of dryland rivers.
The main findings of our work can be described as follows:

1. A mathematically flexible and hydrologically complex modelling of the channel transmission losses can represent well the most relevant hydrological processes for streamflow prediction in dryland rivers throughout different scales and controls.

2. A test of different model structures enables the comparative application of the channel transmission losses model to a poorly gauged river and yields information on the relevance of different sub-systems and processes.

3. High nonlinear approaches, which were used for the unsaturated zone processes, are much more sensible to parameter variability than those of mathematically simple, but hydrologically two-way-coupled, approaches, which were used for the saturated zone.

4. Uncertainties arising from the model structure were more relevant than those related to the parameter variability of the saturated part of the model in the Middle Jaguaribe River application.

5. The scarcity of data in dryland environments and the process complexity involved in the unsaturated flow lead to the view that disconnected systems (e.g. the WEGW’s) controlled by the unsaturated zone generally compromise model uncertainties much more than do connected systems (e.g. the MJR) that are driven by the saturated flow. Therefore, the degree of aridity of a dryland river may be an indicator of its model uncertainty/predictability.

The model might be further tested and possibly improved – particularly its subsurface part – based on comparison with additional groundwater observational data. This may improve the reliability of its internal processes representation (e.g. unsaturated flow and groundwater flow) and subsequently its applicability for ungauged situations (based on Andréassian et al., 2007, 2009, 2010; Bronstert, 2004). In this respect, we have been monitoring groundwater level close to the outlet of the studied reach of the Middle Jaguaribe River, whose first results were presented in Costa et al. (2012). Moreover, an obvious aim is the integration of this model with a dryland hydrological catchment model for semi-arid hydrology (see, e.g. Günther and Bronstert, 2004; Günther et al., 2004).

The increase in data availability, in particular from the subsurface structures, may allow a finer spatial discretization of model units, i.e. moving from the actual semi-distributed to a distributed hydrological concept and/or introducing additional processes. Such a strategy, for example, was followed over the past decades for the hydrological modelling of the Okavango Delta System in Botswana, where surface-subsurface fluxes were simulated initially by conceptual models and then later on by fully-distributed ones (e.g. Bauer et al., 2006; Milzow et al., 2009).
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Chapter IV:

Probabilistic flood forecasting for a mountainous headwater catchment using a nonparametric stochastic dynamic approach

Abstract

Hydrological models are commonly used to perform real-time runoff forecasting for flood warning. Their application requires catchment characteristics and precipitation series that are not always available. An alternative approach is nonparametric modelling based only on runoff series. However, the following questions arise: Can nonparametric models show reliable forecasting? Can they perform as reliably as hydrological models? We performed probabilistic forecasting one-, two- and three-hours ahead for a runoff series, with the aim of ascribing a probability density function to predicted discharge using time series analysis based on stochastic dynamics theory. The derived dynamic terms were compared to a hydrological model, LARSIM. Our procedure was able to forecast with 95% confidence interval one-, two- and three-hour ahead discharge probability functions with about 1.40 m$^3$/s of range and relative errors (%) in the range $[-30; 30]$. The LARSIM model and the best nonparametric approaches gave similar results, but the range of relative errors was larger for the nonparametric approaches.

Keywords: streamflow probabilistic forecasting; time series analysis; stochastic dynamical systems; parametric and nonparametric comparison
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1. Introduction

Hydrologists commonly use distributed hydrological models to perform real-time streamflow forecasting for flood warning purposes. These models require large data sets of catchment physical characteristics and precipitation series that are not always available. Furthermore, the results from these models can be rather uncertain due to large errors in precipitation input, initial catchment moisture conditions and/or modelling parameters/processes. An alternative approach is to use nonparametric models based on streamflow series only, to overcome the requirement for data on catchment physical characteristics and precipitation series. However, it is not known whether nonparametric models for meso-scale catchments can show reliable streamflow forecasting for flood warning, or whether they can perform as reliably as, or even outperform, distributed hydrological models.

Since the beginning of the 1990s, runoff series have been assumed as responses of dynamical systems with a low-dimensional chaotic attractor resulting from the nonlinear coupling of precipitation and catchment state that depends on climatic condition and geo-patterns, such as land cover, soils, river network and geology (Liu et al., 1998; Porporato and Ridolfi, 1997; Sivakumar et al., 2001). A fundamental characteristic of a dynamical system is that it returns or recurs to former states (recurrence) (see discussion in Marwan et al., 2007).

This assumption means that the “catchment-runoff-system” should obey a deterministic operator, a set of coupling ordinary differential equations of the involved variables (e.g. runoff, precipitation and soil moisture). This operator projects a trajectory in the state space (or phase space), which establishes all states of the involved variables. The catchment runoff system states return or recur to former states during their trajectory in the state space. However, recently, the hypothesis that hydrological processes are governed by dynamics with low-dimensional attractors has been disputed e.g. in Koutsoyiannis (2006).

In this context, chaotic systems theory has been applied to hourly, daily and monthly runoff series employing nonparametric models by the phase space reconstruction technique (Jayawardena and Lai, 1994; Liu et al., 1998; Jayawardena and Gurung, 2000; Sivakumar et al., 2001; Porporato and Ridolfi, 1997, 2001; Sivakumar et al., 2002; Laio et al., 2003). Moreover, even without low-dimensional chaotic attractor, this nonlinear dynamics approach can also give good predictions (Koutsoyiannis et al., 2008).

This nonlinear approach can provide accurate one-discharge-value-per-time-step forecasting, but it does not always offer insight into the probabilistic structure of the data resulting from the shortness of series, and the inevitable presence of dynamical noise in open physical systems, such as catchment runoff (Porporato and Ridolfi, 2001; Kantz and Schreiber, 2004). Moreover, the ability of the nonlinear approach to give information on uncertainties associated with forecasts is limited (Komornik et al., 2006), and this is central to the implementation of effective flood warning or flood protection measures (see Todini, 2004). To address the last issue, Tamea et al. (2005) proposed: (a) an ensemble-based nonlinear prediction with parametric deterministic range similar to the GLUE method (Beven and Binley, 1992; Beven, 1993); and (b) a probabilistic prediction using global errors of a training set to “dress” the deterministic forecasts, which was also done by Chen and Yu (2007) using support vector machine background.

In this paper, we deal with real-time probabilistic forecasting of river discharge. For this task, we apply stochastic dynamics theory related to time series analysis in hydrology to deal with both deterministic evolution and inherent fluctuations in river discharge data. In this way, we consider a dynamical system (autonomous set of deterministic equations), such as the Lorenz
equations, contaminated by external noise (van Kampen, 1992; Anishchenko et al., 2003; Kantz and Schreiber, 2004), as the driving physical assumption for catchment runoff.

A stochastic dynamical system can be expressed mathematically by time series models, where the dynamic or deterministic part is approached by a regression model and the stochastic part by noise, which does not depend on the states of the dynamic part.

The objectives of this work are to perform one-, two- and three-hour ahead probabilistic forecasting for runoff series, i.e. to ascribe a probability density function (pdf) to predicted discharge, in a mountainous headwater catchment (49 km²) using time series models. Furthermore, the deterministic evolution of the time series models will be compared to a comprehensive hydrological model called LARSIM, which has been used for operational forecasts of floods, low flow and water temperature in Germany (Ludwig and Bremicker, 2006).

In this way, we intend to identify an underlying dynamical system for a noisy runoff series and approach it by a proposed nonparametric stochastic dynamic model.

Identifying a dynamical system for catchment runoff means that a similar flood magnitude will be expected for an actual set of catchment runoff states similar to a previous one (determinism). This deterministic paradigm is quite different, if we assume a random nature of the data and then apply time series models, which has been done using nonparametric stochastic forecasting approaches only.

2. Nonparametric Modelling

2.1. Dynamical systems

A dynamical system may be thought as a set of variables \( x \) (\( x^1, x^2, \ldots, x^n \)), whose states are observed in time \( t \) as simply a result of the action of a deterministic evolution operator that does not depend on \( t \), in some state space \( R^n \). Once a state is known, the states of all surroundings are determined as well by:

\[
x_{t+\Delta t} = F(x_t), \quad t \in R
\]  

The value of a variable specifies a point in state space, and vice versa. Hence, one can approach the deterministic evolution operator by the dynamics of values of a unique variable, which is called phase space or delay reconstruction (see Anishchenko et al., 2003; Kantz and Schreiber, 2004).

Considering \( x_t \) in \( R^n \), the delay reconstruction of \( x_t \) can be written based on Takens (1980) as:

\[
x_t = (x_t, x_{t-\Delta}, \ldots, x_{t-(n-1)})
\]

As an example we consider the Lorenz equations (Lorenz, 1963)

\[
\begin{align*}
\dot{x} &= 10 \cdot (y - x) \\
\dot{y} &= 28x - y - xz \\
\dot{z} &= \frac{8}{3}z + xy
\end{align*}
\]

We integrated equation (3) using a Runge-Kutta routine with small step size. Then, we plotted their 2D-evolution (\( x_t \) vs \( y_t \) variables in Fig. 1a and their reconstructed 2D-evolution (\( x_t \) vs \( x_{t-8} \) variables in Fig. 1b).
Figure 1. (a) 2D-evolution \((x_t, y_t)\) variables; and (b) reconstructed 2D-evolution \((x_t, x_{t-8})\) variables of Lorenz equations.

Thus, the evolution of a dynamical system is “printed” on the past observations of a unique variable of it. Now, suppose a time series of a variable of the dynamical system \(x_t\); it is validated from equations (1) and (2) that:

\[
x_{t+\Delta t} = F(x_t, \ldots, x_{t-(n-1)})
\]  

(4)

If one aims to predict \(x_t\) using the map (4), it can be modelled by a regression model, where a forecast state is estimated by the values of the variable at \(n\) past steps. This needs a short-range dependence of the time series, that is, its autocorrelation function (acf) \(c_{j,\Delta t}\) in relation to a step \(\Delta t\) has to reach approximately zero at a short shift \(K\) (based on Koutsoyiannis et al., 2008):

\[
c_{j,\Delta t} = \frac{\langle (x_{\eta_j} - \langle x \rangle)(x_{\eta_{j-\Delta t}} - \langle x \rangle) \rangle}{\sigma^2} \to 0,
\]

(5)

where \(j \to K << l\)

where \(l\) is the total number of events, \(j\) and \(K\) are non-zero natural numbers. However, as pointed out by Fisher (1928), the variance \(s_{c,j}^2\) of the empirical coefficient of correlation \(c_{K,\Delta t}\) follows:

\[
s_{c,j}^2 = \frac{1}{\sqrt{l-3}}
\]

(6)

Then, for a finite sample, the Fisher’s interval \([-s_{c,j}x_c, s_{c,j}x_c]\) limits the region around the acf’s zero, where the uncorrelated behaviour of its acf cannot be rejected.

Furthermore, the \(n\) past steps can be approximated by the \((K-1)\) neighbours with coefficient of correlation greater than \(s_{c,j}\) (see also Fig. 2) as:

\[
\hat{x}_\eta = F(x_{\eta_{j-\Delta t}}, \ldots, x_{\eta-(K\Delta t-1)})
\]

(7)

2.2. Probabilistic approach

Our main point in this paper is that the determinism is broken up due to the presence of fluctuations in open physical systems like catchment runoff. Therefore, we add a global stochastic term on the map (7), modifying it to:

\[
\hat{x}_\eta = F(x_{\eta_{j-\Delta t}}, \ldots, x_{\eta-(K\Delta t-1)}) + \xi
\]

(8)

where \(\xi\) could be white or coloured noise. Adopting an \textit{a priori} regression model to \(F\), we can afterwards estimate the distribution of \(\xi\) from a training set, diminishing the training set measurement \(X_t\) and prediction of the dynamic term \(F\). Then, we can define different confidence intervals, e.g. 90 and 95%, for the distribution of \(\xi\) as a histogram with zero mean. Note that \(x_t\) has to be normalized to a pdf with zero mean and standard deviation equal to one.

Using the relationship (8), the expected value of \(\hat{x}_\eta\) is predicted by \(F\) (dynamic term) and its uncertainty by the distribution of \(\xi\) (stochastic term) with a confidence interval, ascribing in this manner a pdf for \(\hat{x}_\eta\).

When measurements in a validation set occur outside the limits of the confidence intervals of the pdf given by equation (8), \([F + \xi^-; F + \xi^+]\), we achieve the validation set error \(\epsilon\), defined as:

\[
\epsilon = \begin{cases} 
0, & \text{if } x_v \leq x_t \leq F + \xi^- \\
F + \xi^+ - x_v, & \text{if } x_v < F + \xi^- \\
F + \xi^- - x_v, & \text{if } x_v > F + \xi^+
\end{cases}
\]

(9)

where \(x_v\) is measurement in a validation set. Note that the distribution of \(\xi\) includes the uncertainty not only from the inherent fluctuations of the runoff data, but also from the fitting of the underlying dynamic term by an assumed regression model.
The probabilistic approach presented in this section is quite similar to the probabilistic forecast method found in Tamea et al. (2005). However, our approach simplifies the Tamea et al. (2005) method, which needs many realizations of the forecast error and calibration of a correction term for the distribution of the residuals.

2.3. Regression models

Several authors (Jayawardena and Lai, 1994; Liu et al., 1998; Jayawardena and Gurung, 2000; Sivakumar et al., 2001; Porporato and Ridolfi, 1997, 2001; Sivakumar et al., 2002; Laio et al., 2003) have presented cases in which local approaches, i.e. locally fitted models, have outperformed nonlinear and linear global ones, although Koutsoyiannis et al. (2008) presented a case in which a global stochastic model outperformed a locally fitted and a global nonlinear approaches.

In this method, we adopt regression models that are: (a) locally averaged, whose only unknown parameter is the number of neighbourhoods (n past steps), and (b) locally constant, in that the predicted value is assumed to be equal to the last measurement.

We also use the autoregressive model (AR), whose unknown parameters are the number of neighbourhoods and its coefficients from an acf, for the dynamic term $F$ as reference to test the hypothesis of linear random data. Note that we do not apply an ARMA, because the noise inputs of the moving average model (MA) are not known before the application of equation (8) and must be averaged over. This was also done by Kantz and Schreiber (2004) applying nonlinear methods only.

2.4. Identifying dynamical systems from noisy time series

Before the application of equation (8), we must identify experimentally whether a dynamical system can be assumed from a given noisy runoff series.

The identification of dynamical systems by nonlinear methods (e.g. correlation or entropy dimensions) requires a large amount of noise-free data (Kantz and Schreiber, 2004). Therefore, we use autocorrelation functions (acf$s$) to identify qualitatively dynamical systems from very noisy time series. In this section, we compare the acfs of: (a) uniformly-distributed noise, (b) a sine function (periodic motion), and (c) the $x$ variable of the Lorenz equations. The acfs of these three systems are plotted in Fig. 2.

Figure 2 shows that the acf of a dynamical system decays exponentially to zero and then oscillates quasi-periodically around zero, whereas that of uniformly-distributed noise has small fluctuations around zero. The acf of the periodic motion only reflects its “periodicity”.

Now, if we include external uniformly-distributed noise into the time series of the $x$ variable of the Lorenz equations (Fig. 3), the acf of the new noisy system decays rapidly at the initial time lags and then exponentially to zero. After the time lag equal to 50, it oscillates quasi-periodically around zero with lower correlation compared to the noise-free acf.
3. Parametric Modelling

In this study, we compare the presented nonparametric modelling to a comprehensive hydrological model called LARSIM, which has been used for operational forecasts of floods, low flow and water temperature in Germany (Ludwig and Bremicker, 2006). LARSIM is a distributed hydrological model, which distinguishes most relevant hydrological processes such as interception, evapotranspiration, snow accumulation, snow compaction and snowmelt, soil water storage and water flow and storage in streams and lakes (Ludwig and Bremicker, 2006). It can apply a raster-based spatial discretization for easy usage of routinely available physical catchment data (e.g. slope, land use and field capacity) and hydro-meteorological time series (Ludwig and Bremicker, 2006).

4. An Example for Probabilistic Flood Prediction

4.1. Data overview

The time series analysis was carried out for Ammelsdorf stream gauge, which limits a catchment of about 49 km$^2$ located in the eastern Ore Mountains, Germany, close to the Czech–German border (Fig. 4). About 2 km downstream of this gauge is the artificial reservoir Lehnmühle, which dampens or adjusts the river discharge, particularly during flood events. According to Reusser et al. (2009) and Bronstert et al. (2011), the catchment has an elevation of 530 to about 900 m a.s.l and slopes are gentle, with an average of 7°. The climate is moderate with mean temperatures of 11°C and 1°C for the periods April–September and October–March, respectively, and annual precipitation is about 1100 mm/year. High flows can be induced by either convective rainfall during the summer or snowmelt in the spring. Land use is characterized by forests (58.3%), natural grassland (20.1%), agriculture (9.6%), pasture (6.1%), peat bog (3.7%) and urban areas (2.2%).

Discharge data were obtained from the Saxony state office for environment and geology. Discharge data for the Ammelsdorf stream gauge was made available hourly and the series runs from January 2000 to October 2009. The average discharge was 1.01 m$^3$/s and the coefficient of variation was 1.5, with 0.04 and 35.44 m$^3$/s being the minimum and maximum measured discharge, respectively. The discharge series for 2007–2009 is shown as an example in Fig. 5.
4.2. Runoff nonparametric modelling

4.2.1. Identifying an underlying dynamical system

Previous works on nonparametric discharge forecasting (Jayawardena and Lai, 1994; Liu et al., 1998; Jayawardena and Gurung, 2000; Sivakumar et al., 2001; Porporato and Ridolfi, 1997, 2001; Sivakumar et al., 2002; Laio et al., 2003; Tamea et al., 2005) have used the discharge time series as the independent variable, but if its autocorrelation function does not reach the uncorrelated behaviour (short-range dependence), even if the time series are driven by a dynamical system, we should not fit a regression model to the dynamic term $F$ in equation (8).

We calculated here the autocorrelation function (acf) for the discharge time series ($Q$) and also for its first ($Q'$) and second ($Q''$) time derivatives (Fig. 6) to find out whether a dynamical system can be assumed in a qualitative way from our original time series.

Figure 6 shows that the discharge time series did not exhibit a short-range dependence, rather it exhibited a long-range dependence (i.e. power-type decay of autocorrelation also known as the Hurst phenomenon (e.g. Koutsoyiannis, 2002)), and, consequently, we should not use these time series for regression model-based approaches. The second derivative of discharge series for a time lag equal to four hours reached the uncorrelated behaviour, but its acf is similar to that of noise systems, showing its very low predictability. However, the first derivative of discharge series exhibited a short-range dependence and its acf presented a structure similar to that of dynamical systems contaminated with noise, i.e. a rapid decay in the initial time lags and then exponential decay to zero. After a time lag of about seven hours,
it oscillates quasi-periodically around zero. Consequently, we used the first derivative of discharge time series to forecast the original discharge time series.

4.2.2. One-, two- and three-hour ahead probabilistic prediction

The hourly first time derivative of discharge time series was re-sampled to also create two- and three-hour series by applying:

\[ Q_{i+\Delta t} = Q_{i+\Delta t} - Q_i / \Delta t \]  

(10)

where \( Q_i \) is the original discharge time series and \( i \) is \( t + \Delta t/2 \). The time interval \( \Delta t \) was set as one-, two- and three-hours.

We then multiplied the first time derivative of runoff, equation (10), by its time interval for all the one-, two- and three-hour time series, defining in this way the difference between two runoff measurements—the runoff difference—as the independent variable in this study.

Applying equation (8), probabilistic predictions of runoff differences \( \Delta Q_{i,\Delta t} \) in \( m^3/s \) for one time interval \( \Delta t \) ahead were carried out for one-, two- and three-hour time series using:

\[ \hat{\Delta Q}_{i,\Delta t} = F(\Delta Q_{i-\Delta t,\Delta t}, \ldots, \Delta Q_{i-\Delta t, m,\Delta t}) + \xi \; ; \; i > \Delta t \cdot m \]  

(11)

We considered three approaches for the dynamic term \( F \): (a) an autoregressive model, (b) a locally averaged model, and (c) a locally constant model. The term \( \xi \) was defined previously. Afterwards, the prediction of runoff differences for one-, two- and three-hour time series was used in equation (12) below to achieve the probabilistic prediction of stream discharges for one-, two- and three-hour ahead:

\[ \hat{Q}_{i+\Delta t} = Q_i + \hat{\Delta Q}_{i,\Delta t} = Q_i + F(\Delta Q_{i-\Delta t,\Delta t}, \ldots, \Delta Q_{i-\Delta t, m,\Delta t}) + \xi \; ; \; i > \Delta t \cdot m \]  

(12)

where \( Q_i \) is the measured stream discharge and \( \hat{Q}_{i+\Delta t} \) is the predicted probability function of stream discharge. Note that stream discharge assimilation is taken into account by equation (12).

4.2.3. Runoff event filter

The procedure described in the last section was only applied for what we called runoff events of the time series. Given a series of runoff differences \( \{\Delta Q_{i,\Delta t}, \Delta Q_{i+1,\Delta t}, \ldots, \Delta Q_{i+k,\Delta t}\} \), we defined a runoff event within it when continuous measurements obey: (a) \( \Delta Q_{i,\Delta t} \neq 0 \) or (b) \( \Delta Q_{i,\Delta t} = 0 \), if \( \Delta Q_{i-1,\Delta t} \neq 0 \) and \( \Delta Q_{i+1,\Delta t} \neq 0 \).

In addition, only the runoff events with duration greater than 6 h were taken into account to avoid trends in fitting of the autoregressive model and the locally averaged model due to a large quantity of small runoff events in the time series.

4.2.4. Performance criterion

As an error measure we used relative error, \( RE \) (in %; equation (13)), to assess the differences between runoff measurements (\( m^3/s \)) and the confidence interval limits of the predicted pdfs of equation (11):

\[ RE = \frac{\hat{Q}_{i+\Delta t} - Q_{i+\Delta t}}{Q_{i+\Delta t}} = \frac{Q_i + \hat{\Delta Q}_{i,\Delta t} - Q_{i+\Delta t}}{Q_{i+\Delta t}} = \frac{\Delta \hat{Q}_{i,\Delta t} - \Delta Q_{i,\Delta t}}{Q_{i+\Delta t}} = \epsilon \]  

(13)

where \( \epsilon \) was defined as in equation (9). To ease the derivation of equation (13), the range-based formulation of \( \epsilon \) was not taken into account here. As this work is intended to forecast probabilistic streamflow for flood warning purposes, the best approach for a given confidence interval of the probability distribution of \( \xi \) in equation (12) minimizes the range of (a) \( \xi \) and (b) relative error (RE).

4.3. Results

4.3.1. Nonparametric forecasting

Adopting the first 75% of the runoff series as a training set, we calculated the pdfs (Fig. 7) and the partial autocorrelation functions (acfs) (Fig. 8) for one-, two- and three-hour time series.
Figure 7. Probability density function of the hourly differences between two runoff measurements, runoff differences, using the first 75% of the runoff differences as the training set.

Figure 8. Partial autocorrelation function of the hourly differences between two runoff measurements, runoff differences, using the first 75% of the runoff differences as the training set, Fisher’s interval limits indicating the region where the uncorrelated behaviour cannot be rejected.

Because of the runoff events filter, the following statistics and the coefficients of partial acfs changed for one-, two- and three-hour time series (Fig. 8). The pdfs of in-training set runoff differences for one-, two- and three-hour time series were approximately similar to a Gaussian distribution. The most runoff differences were in narrow ranges. Runoff differences larger than 2.1 m$^3$/s showed 0.2, 0.4 and 0.8% probability for one-, two- and three-hour time series, respectively. The mean and the standard deviation are 0.04 and 0.33, 0.03 and 0.48, 0.03 and 0.58 m$^3$/s for one-, two- and three-hour time series, respectively.

Comparing the mean and standard deviation of training and validation sets for one-, two- and three hour time series, we found that the means of both sets were practically the same, but the standard deviation of the validation set is about 33% smaller than that of the training set. This means that the data variability of the validation set is not a source of uncertainty for forecasting results.

The runoff differences whose coefficient of correlations of the partial acfs were greater than Fisher’s superior limit were adopted as neighbourhoods in time for both autoregressive and locally averaged model-based approaches, and their coefficients of correlation for autoregressive models. After a normalization of stream discharge data, we applied autoregressive, locally averaged and locally constant model-based approaches to the training set. We had the following dimensionless time series models for one-, two- and three-hour time series (Table I). Note that we had to diminish the mean $\langle \xi \rangle$ of the distribution $\xi$ to achieve a histogram with zero-mean as stochastic term.
Table I. Dynamic and stochastic terms of time series models (dimensionless), adopting autoregressive (AR), locally averaged and locally constant models as approaches for the dynamic term $F$.

<table>
<thead>
<tr>
<th>$F$</th>
<th>$\langle \xi \rangle$</th>
<th>Distribution of $(\xi - \langle \xi \rangle)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td><img src="image" alt="Graph for 1 hour" /></td>
</tr>
<tr>
<td>AR(7)</td>
<td>0.17</td>
<td><img src="image" alt="Graph for 1 hour" /></td>
</tr>
<tr>
<td>$\sum_{j=1}^{7} x_{q-j} / 7$</td>
<td>0.13</td>
<td><img src="image" alt="Graph for 1 hour" /></td>
</tr>
<tr>
<td>$x_{q-1}$</td>
<td>0.40</td>
<td><img src="image" alt="Graph for 1 hour" /></td>
</tr>
</tbody>
</table>

|        |                       | ![Graph for 2 hour](image)                     |
|        | AR(3) 0.04            | ![Graph for 2 hour](image)                     |
| $\sum_{j=1}^{3} x_{q-j} / 3$ | 0.04                  | ![Graph for 2 hour](image)                     |
| $x_{q-1}$ | 0.01                  | ![Graph for 2 hour](image)                     |

|        |                       | ![Graph for 3 hour](image)                     |
|        | AR(2) 0.04            | ![Graph for 3 hour](image)                     |
| $\sum_{j=1}^{2} x_{q-j} / 2$ | 0.05                  | ![Graph for 3 hour](image)                     |
| $x_{q-1}$ | 0.04                  | ![Graph for 3 hour](image)                     |
It can be seen from Table II that the distributions of \((\xi - \bar{\xi})\) (the stochastic part of equation (8)) were in narrow ranges, approximately similar to a Gaussian distribution, for one-, two- and three-hour time series, excluding only the AR(7)-based distribution. The sharpest distribution for one- and two-hour time series was the locally averaged model-based one; in contrast, the sharpest distribution for three-hour time series was the autoregressive model-based one.

After the derivation of these approaches, we applied them and computed the range of relative errors considering 97.5, 95 and 90% confidence intervals of the distribution of \((\xi - \bar{\xi})\) for one-, two- and three-hour time series. For this calculation, we used not only the last 25% of the runoff differences, but also the training set as well, because it presented high runoff differences with low probability (see above in this section), which can generate, for instance, high relative errors.

We adopted absolute relative errors (see equation (13)) about smaller than 30% with 90% confidence interval as the criterion of reliability for stream discharge forecasting. In this manner, we found from previous investigation that reliable forecasting was produced only when measured stream discharges, \(Q_t\), were: (a) higher than 5.5 \(\text{m}^3/\text{s}\) for one-hour time series, and (b) higher than 8.8 \(\text{m}^3/\text{s}\) for two- and three-hour time series. Note that reliability is subjective and these discharge thresholds can vary between applications.

The above discharge thresholds can be explained by equation (13), whereby the higher the measured stream discharges, the smaller the relative errors. Nevertheless, although one could argue that from a certain discharge threshold the errors could be smaller, no statistical evidence of this trend was found in the time series (e.g. Fig. 9 shows measured stream discharges vs errors from the application of the autoregressive approach to two-hour time series with 95% confidence interval).

We carried out further performance analysis of the nonparametric models, considering discharge threshold levels for one-, two- and three-hour time series (see Table II). Hence, the number of predicted stream discharges for one-, two- and three-hour time series, respectively, was 516, 300 and 347.

As the best approach minimizes the range of: (a) \((\xi - \bar{\xi})\) and (b) relative error, RE, we tried to find an optimum among these criteria to choose the best approach for each confidence interval in each time series. In this way we found from Table II that the locally averaged model-based approach was the best for one- and two-hour time series and the autoregressive approach for three-hour time series.

Now, taking a look at the largest runoff events, we chose the largest runoff events in both validation and training sets. The analysis of the training set event was carried out because it was the largest event in the discharge time series, showing 35.44 \(\text{m}^3/\text{s}\) of peak runoff and high runoff differences with low probability. We used the best chosen approaches with 95% confidence interval for 1-, 2- and 3-h ahead probabilistic runoff forecasting of these events. Figures 10a–c show the results of validation set prediction and Fig. 11a–c that for the training set.
Table II. Performance of autoregressive (AR), locally averaged and locally constant model-based approaches for 97.5, 95 and 90% confidence intervals of the distributions of $(\xi - \langle \xi \rangle)$ (m$^3$/s) in one-, two- and three-hour time series, where relative error, RE (in %) is related to the differences between runoff measurements (m$^3$/s) and confidence interval limits of the predicted probability density functions (equation (13)). These results are only valid for certain discharge threshold levels (5.5 m$^3$/s for one-hour time series, and 8.8 m$^3$/s for two- and three-hour time series).

<table>
<thead>
<tr>
<th>Approach</th>
<th>Stochastic terms</th>
<th>1 h, p = 7</th>
<th>2 h, p = 3</th>
<th>3 h, p = 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>97.5%</td>
<td>95%</td>
<td>90%</td>
</tr>
<tr>
<td>AR [p]</td>
<td>Range length of $(\xi - \langle \xi \rangle)$</td>
<td>2.94</td>
<td>2.14</td>
<td>1.60</td>
</tr>
<tr>
<td>Locally averaged [p]</td>
<td>Range length of $(\xi - \langle \xi \rangle)$</td>
<td>1.74</td>
<td>1.20</td>
<td>0.74</td>
</tr>
<tr>
<td>Locally constant</td>
<td>Range length of $(\xi - \langle \xi \rangle)$</td>
<td>1.00</td>
<td>0.74</td>
<td>0.53</td>
</tr>
</tbody>
</table>
Figure 10. Probabilistic runoff forecasting of the largest runoff event in the validation set for: (a) 1 h ahead, (b) 2 h ahead and (c) 3 h ahead, with 95% confidence interval, corresponding to differences (between upper and lower predicted runoff) of 1.20, 1.45 and 1.50 m$^3$/s, respectively.
Figure 11. Probabilistic runoff forecasting of the largest runoff event in the training set for: (a) 1 h ahead, (b) 2 h ahead, and (c) 3 h ahead, with 95% confidence interval, corresponding to differences (between upper and lower predicted runoff) of 1.20, 1.45 and 1.50 m\(^3\)/s, respectively.
Figures 10 and 11 show that the measured rising limb and falling limb of the largest runoff events in the validation and training sets were almost within the predicted runoff ranges for the three time series. However, overestimation of peak flow was not negligible for two- and three-hour events (Figs 10 b–c and 11 b–c), and one high runoff underestimation (about –30%) in the rising limb was observed in the three-hour ahead, largest event of the training set (Fig. 11 c).

It is also important to evaluate whether measurements of runoff differences $\Delta Q_{i,\Delta t}$ and validation set residuals $F(\Delta Q_{i-\Delta t}, \ldots, \Delta Q_{i-n\Delta t}) + (\xi) - \Delta Q_{i,\Delta t}$ were systematic, because, if they were, it means that part of the determinism was not identified by modelling (Kantz and Schreiber, 2004). Considering the best approaches for one-, two- and three-hour time series, we plotted validation set residuals vs measurements of runoff differences in Figs. 12 a–c and computed their coefficients of correlation and Fisher’s limits.

Since the coefficients of correlation were greater than its Fisher’s superior limits, a negative linear relation could not be rejected between validation set residuals and measurements of runoff differences for the time series. Also insights into location of measured discharges on predicted probability density functions are possible, but at this moment this analysis is outside the scope of this work and will be investigated later.

### 4.3.2. Comparison with the forecast by a comprehensive hydrological model

In this section we compare the results of used nonparametric models with the ones obtained by a comprehensive hydrological model LARSIM (see Section Parametric Modelling). The description of parameterization and input variables of LARSIM model to a meso-scale catchment can be found in Heistermann and Kneis (2011). LARSIM was applied to Ammelsdorf streamgauge’s catchment independently.

An hourly forecasting using LARSIM for Ammelsdorf streamgauge with stream discharge assimilation, i.e. in “prediction mode”, consumes too much computer time and is hardly feasible.

Therefore, the following alternative was formulated: 1) to apply hourly LARSIM without stream discharge assimilation and any kind of corrections to model states and parameters at intermediate times, i.e. in
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"simulation mode", 2.) then to use the relation

\[
\hat{Q}_{t+\Delta t} = Q_t + \Delta \hat{Q}_{t+\Delta t} = Q_t + (Q^\text{LARSIM}_{t+\Delta t} - Q^\text{LARSIM}_t)
\]

(14)

where \(Q^\text{LARSIM}_t\) and \(Q^\text{LARSIM}_{t+\Delta t}\) are stream discharge simulated by LARSIM without stream discharge assimilation or any kind of correction to the model states and parameters at intermediate times; \(Q_t\) is the measured stream discharge; and \(\hat{Q}_{t+\Delta t}\) is the predicted stream discharge.

The simulation mode is worse than the prediction mode for operational stream discharge forecasting, but equation (14) has the advantage of not compromising any model uncertainties on stream discharge assimilation.

Furthermore, in a previous investigation on hourly hydrographs and areal hyetographs, it was found that an average catchment reaction time was between 3 and 5 hours. Thus only the observed precipitation was adopted as LARSIM input to forecast one-, two- and three-hour ahead stream discharge.

The application of LARSIM to the Ammelsdorf gauge was carried out from a deterministic point of view only, i.e. one-discharge-value-per-time-step forecasting, and, consequently, we were only able to compare the dynamic terms of the non-parametric approaches with LARSIM’s results. We used the common calibration set results of both applications (parametric and nonparametric) from May 2004–January 2008 as the compared set, because it was quite a bit larger than the common validation set results. The mean absolute error, MAE (in %) and the range of relative errors, RE (in %) (see equation (13)) were considered as criteria of goodness of fit. Table III shows the comparison for one-, two- and three-hour time series according to the size of the measured discharge (m³/s).

<table>
<thead>
<tr>
<th>Measured discharge (m³/s) higher than</th>
<th>Number of compared samples</th>
<th>LARSIM's Application MAE Range of RE</th>
<th>AR MAE Range of RE</th>
<th>Locally Average MAE Range of RE</th>
<th>Locally Constant MAE Range of RE</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>892 4.3 [-38; 55]</td>
<td>10.2 [-85; 79]</td>
<td>6.5 [-47; 52]</td>
<td>5.3 [-51; 96]</td>
<td></td>
</tr>
<tr>
<td>1.1</td>
<td>762 3.5 [-38; 26]</td>
<td>9.5 [-85; 61]</td>
<td>5.5 [-47; 52]</td>
<td>3.8 [-40; 39]</td>
<td></td>
</tr>
<tr>
<td>2.2</td>
<td>596 2.8 [-38; 26]</td>
<td>7.8 [-58; 61]</td>
<td>4.5 [-42; 52]</td>
<td>3.0 [-33; 39]</td>
<td></td>
</tr>
<tr>
<td>4.4</td>
<td>391 2.2 [-38; 26]</td>
<td>6.2 [-21; 61]</td>
<td>3.0 [-38; 38]</td>
<td>2.3 [-26; 39]</td>
<td></td>
</tr>
<tr>
<td>6.6</td>
<td>218 1.8 [-38; 26]</td>
<td>5.8 [-21; 61]</td>
<td>2.2 [-38; 38]</td>
<td>1.9 [-26; 39]</td>
<td></td>
</tr>
<tr>
<td>2 hour</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0</td>
<td>2004 7.4 [-67; 376]</td>
<td>11.3 [-101; 177]</td>
<td>10.5 [-96; 159]</td>
<td>10.0 [-100; 203]</td>
<td></td>
</tr>
<tr>
<td>1.1</td>
<td>1471 5.4 [-67; 76]</td>
<td>9.4 [-101; 177]</td>
<td>8.6 [-96; 159]</td>
<td>7.6 [-100; 203]</td>
<td></td>
</tr>
<tr>
<td>2.2</td>
<td>1045 4.3 [-67; 76]</td>
<td>7.8 [-98; 177]</td>
<td>7.3 [-96; 159]</td>
<td>6.2 [-100; 203]</td>
<td></td>
</tr>
<tr>
<td>4.4</td>
<td>639 3.2 [-48.7; 76]</td>
<td>5.5 [-55; 177]</td>
<td>4.8 [-56; 141]</td>
<td>4.4 [-62; 203]</td>
<td></td>
</tr>
<tr>
<td>6.6</td>
<td>300 2.9 [-48.7; 25]</td>
<td>4.5 [-55; 67]</td>
<td>3.8 [-56; 45]</td>
<td>3.2 [-62; 99]</td>
<td></td>
</tr>
<tr>
<td>3 hour</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0</td>
<td>2945 8.9 [-63; 407]</td>
<td>12.6 [-97; 259]</td>
<td>13.7 [-140; 258]</td>
<td>13.6 [-161; 370]</td>
<td></td>
</tr>
<tr>
<td>1.1</td>
<td>2111 6.2 [-63; 118]</td>
<td>9.7 [-97; 259]</td>
<td>10.9 [-140; 258]</td>
<td>10.4 [-161; 370]</td>
<td></td>
</tr>
<tr>
<td>2.2</td>
<td>1523 5.0 [-63; 118]</td>
<td>8.2 [-97; 259]</td>
<td>9.2 [-97; 258]</td>
<td>8.6 [-161; 370]</td>
<td></td>
</tr>
<tr>
<td>4.4</td>
<td>753 3.9 [-51; 75]</td>
<td>6.1 [-70; 144]</td>
<td>6.6 [-69; 144]</td>
<td>6.3 [-86; 207]</td>
<td></td>
</tr>
<tr>
<td>6.6</td>
<td>349 3.8 [-51; 14]</td>
<td>5.2 [-69; 32]</td>
<td>5.7 [-62; 35]</td>
<td>5.0 [-86; 39]</td>
<td></td>
</tr>
</tbody>
</table>
It was observed in general that the higher the measured discharge, the smaller the MAE and the range of RE of all approaches. The MAE of the LARSIM application was slightly smaller than the best results of the nonparametric approaches; however, the nonparametric approaches always showed larger ranges of RE for measured discharges higher than 1.1 m$^3$/s, independently of the lead time of forecast.

5. Discussion and Conclusions

We have developed in this paper a nonparametric, stochastic dynamic procedure, which used a qualitative dynamical system-based decision criterion for discharge time series forecasting and dealt with the probabilistic nature of the river discharge data. This approach was based only on the discharge time series itself and needed little computation time.

We assessed our procedure for a meso-scale catchment (about 49 km$^2$), in which runoff events are induced by either convective rainfall during the summer or snow-melt in the spring, and ascribed probability density functions to 1-, 2- and 3-h ahead predicted discharge.

Instead of the actual runoff measurements (Jayawardena and Lai, 1994; Liu et al., 1998; Jayawardena and Gurung, 2000; Sivakumar et al., 2001; Porporato and Ridolfi, 1997, 2001; Sivakumar et al., 2002; Laio et al., 2003), the differences between the runoff measurements were used for application of the regression models, because the last series exhibited short-range dependence and presented similar structure to that of dynamical systems contaminated with noise.

The best approaches for one-, two- and three-hour ahead discharge time series were those, which have the sharpest probability density functions for the stochastic term. The locally averaged model-based approaches were the best ones for one- and two-hour time series and the autoregressive model was the best one for the three-hour time series.

This means that the system shifted from a possible dynamical system contaminated with noise to a linear random process, when the interval time of time series increased. This is expected even for noise-free dynamical systems (see Kantz and Schreiber, 2004). Therefore, we did not find in this work a best unique formulation among the three assumed approaches (autoregressive model, locally averaged and locally constant models) for the dynamic term, although previous studies (Jayawardena and Lai, 1994; Liu et al., 1998; Jayawardena and Gurung, 2000; Sivakumar et al., 2001; Porporato and Ridolfi, 1997; Sivakumar et al., 2002; Laio et al., 2003) presented cases in which local approaches outperformed global ones.

Moreover, the validation set residuals and the measurements of runoff differences presented a negative linear correlation, meaning that runoff underestimation can be expected for rising limbs and overestimation for falling limbs, and thus some of the dynamics are probably not identified by the nonparametric approaches that we used. This trend is inevitable for our simple models based on the past observations only.

The results of the dynamic terms of nonparametric approaches were compared with an application of the distributed hydrological model LARSIM, in which the above mentioned trend is not necessarily presented. On average, the deterministic evolution of both parametric and best nonparametric approaches gave similar results, but the ranges of relative errors were larger for the nonparametric approaches. The main reason for that is probably that our approaches did not consider any information of precipitation series.

The procedure presented was able to forecast, for previously measured discharges higher than 5.5 m$^3$/s for one-hour time series, and 8.8 m$^3$/s for two- and three-hour time series (discharge threshold levels), with 95% confidence interval:

- 1-h ahead discharge probability functions with 1.20 m$^3$/s of range and relative errors (%) in the range $[-12; 30]$;
• 2-h ahead discharge probability functions with 1.45 m³/s of range and relative errors (%) in the range [–21; 20]; and
• 3-h ahead discharge probability functions with 1.50 m³/s of range and relative errors (%) in the range [–32; 31]

which can be combined to perform hourly forecasting for 1, 2 and 3 hours ahead. Different confidence intervals could also be used, depending on the demands of users.

Thus the method can be used as an alternative approach for poorly-gauged catchments, in which physical characteristics and reliable precipitation series are not available. Furthermore, a hydrological model should at least outperform the presented univariate nonparametric approaches, if it is to be adopted for flood warning purposes.

6. Further Work

When other reliable time series, such as precipitation, soil moisture and discharge series, are available, they should be taken into account too, because they might improve the results based on our univariate analysis and even allow reliable discharge forecasting of more than 3 hours ahead. Porporato and Ridolfi (2001), for example, predicted runoff by a multivariate phase-space reconstruction technique using discharge, rainfall and temperature time series.

A multivariate analysis might overcome the runoff underestimation for rising limbs and overestimation for falling limbs and allow lower discharge threshold levels for reliable forecasting.

Further applications of uni- or multivariate nonparametric approaches should be: (a) focused on large data sets of stream gauges to evaluate the performance of this method under different hydrological and monitoring conditions, and (b) based on multiple approaches for the dynamic term adding possible other approaches such as locally polynomial, since a best unique formulation was not found.

Investigation will be carried out to extend our formulation for hydrological models to enable comparison between predicted probability density functions of stream discharges.
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Chapter V:

Discussion and Conclusion
1. Perceptual Model of Channel Transmission Losses

Chapter II shows how a combination type of three different sources of hydrological data (streamflow series, groundwater level series and multi-temporal satellite data-based river water extension) related to “soft” data, e.g. a hydro-geologic map, enabled the analysis of the hydrology of a large poorly gauged river reach of the Jaguaribe River in NE Brazil. The potentials of different sources of data in hydrological analysis have been already shown by e.g. Wenninger et al. (2008), Tetzlaff et al. (2008), Graeff et al. (2009) and McMillan et al. (2011).

The inter-comparison of channel transmission losses responses of the Jaguaribe River, the Cooper Creel River in Australia (Knighton and Nanson, 1994) and the Kuiseb River in Namibia (Lange, 2005) improved the understanding of the channel transmission losses functioning in the Jaguaribe River. This comparison is an example of the comparative hydrology analysis (Falkenmark and Chapman, 1989; de Araújo and Piedra, 2009). Moreover, the experimental analysis points out possible direct impacts of the channel transmission losses on the water availability of a large surface reservoir which is an important component of the regional water resources management in NE Brazil.

The synthesis of the experimental studies led to a perceptual hydrological model of the channel transmission losses of that river reach. In summary, it shows that the river reach is hydraulically connected with aquifer groundwater, which shifts from being a losing river at the dry and beginning of rainy seasons to become a losing/gaining (mostly losing) river at the middle and end of rainy seasons. This seasonal and hydraulic behaviour favours the application of models developed for sub-humid and temperate conditions, e.g. coupling of distributed river and groundwater flow models (see Engeler et al., 2011; Krause and Bronstert, 2007), instead of the classical models for arid and semi-arid conditions (e.g. Abdulrazzak and Morel-Seytoux, 1983; Illangasekare and Morel-Seytoux, 1984), because these models for arid and semi-arid conditions do not consider the groundwater flow into the river reach. However, spatial data scarcity discourages the application of distributed river-groundwater flow models.

Therefore, the perceptual model was a useful guide to adjust and apply a simulation model in that river reach, rejecting standard approaches of river-groundwater interaction due to its hydrological behaviour (based on Beven, 2002a; Dunn et al., 2008). Initial and boundary conditions of the river-aquifer system can also be inferred from the perceptual model (see next section). Moreover, the perceptual model is also a guideline for future data collection there and may be the most suitable hydrological behaviour concept for ungauged river reaches which have similar climate and hydro-geologic controls with the river studied (based on Sivapalan et al, 2003b).

2. Modelling of Channel Transmission Losses

A new process-orientated and semi-distributed channel transmission losses model was developed, which was based primarily on the capability of simulation in very different dryland environments (based on Bronstert, 2004; Kirchner, 2006; Andréassian et al., 2007, 2009, 2010) and flexible model structures for testing various hypotheses on the dominant hydrological processes of river reaches (Graeff et al., 2009; Savenije, 2009; Andréassian et al., 2010; Buytaert and Beven, 2011; McMillian et al., 2011; Clark et al., 2011a) (see Chapter III), what is called multi-hypotheses modelling.

First, a multi-hypotheses modelling of channel transmission losses was applied to a reach of the Jaguaribe River in NE Brazil (see also Chapter II). The initial conditions of the underlying aquifer wetness and some boundary conditions of the river system, e.g. negligible lateral flow originated from the direct drainage area between the stream gauges, (see Chapter III) were de-
rived from the perceptual model of that reach (see the previous section for its summary). This perceptual model also orientated the build of the hypotheses on the dominant hydrological processes, i.e. the possible model structures.

The multi-hypotheses modelling reduced structural model uncertainties as undertaken similarly by Buytaert and Beven (2011) and Clark et al. (2011a). Moreover, it provided insights into the functioning of the channel transmission losses, which were not reported in the previous perceptual model of the reach, hypothesizing that both lateral (stream-)aquifer water fluxes and groundwater flow in the underlying alluvium parallel to the river course are necessary to predict streamflow and channel transmission losses, the former process being more relevant than the latter. This modelling-based hypothesis may subsequently inform field campaigns targeted to validate it (Dunn et al., 2008).

The channel transmission losses model application to different dryland environments enabled learning about the model itself from differences in channel reach responses (comparative diagnostic analysis, see Li et al., 2010). The parameters related to the unsaturated part of the model, which were active for the small-scale stream reach in the Walnut Gulch Experimental Watershed, presented much higher variation in the sensitivity coefficients than those which drove the saturated part of the channel transmission losses model, which were active for the Jaguaribe River. Moreover, avoiding the one-case-study may be the most appropriate way in hydrological sciences to undertake the repeating experiment procedure (Andréassian et al., 2009, 2010).

It seems that the multi-hypotheses modelling not only improves hydrological knowledge as aforementioned, but also is a way to report modelling failures rejecting model structure hypotheses, namely streamflow without river-aquifer interaction and stream-aquifer flow without groundwater flow parallel to the river course. These modelling failures may be as important as or even more important than modelling successes for advancing hydrological knowledge of large dryland rivers as advocated by Andréassian et al. (2010) and Refsgaard and Hansen (2010).

3. Optimized Forecasting of Streamflow

Quite separate from the previous two sections, in which the hydrological knowledge shown to be fundamental for learning about, inferring from and modelling/predicting flow transmission processes in river-systems, this section discusses the results of the time series analysis, which disregards any hydrological process knowledge, carried out to forecast streamflow in a headwater catchment in Germany (Chapter IV).

Traditionally, time series analysis focuses on optimized forecasting of streamflow only, but the nonparametric stochastic dynamic approach developed in this work was based on a qualitative dynamical system-based criterion, which involved a learning process about the structure of the river discharge data, instead of a fitting procedure (Brockwell and Davis, 2003; Kantz and Schreiber, 2004) only. Then, a testing set provided the residual time series used to derive the stochastic term, coloured noise, which ascribes a probability density function (predictive uncertainty) to the predicted river discharge.

This learning-process-based method to derive the nonparametric approaches demonstrated, for example, that the differences between runoff measurements were more suitable than the actual runoff measurements for the application of the regression models. This result would not be able to come from a fitting procedure only. Moreover, the analysis of the residuals time series showed that: a) the catchment runoff system shifted from being a possible dynamical system contaminated with noise to a linear random process, when the interval time of time series increased, and b) runoff underestimation can be expected for rising limbs and overestimation for falling limbs.
The deterministic evolution of a calibrated distributed hydrological model, LARSIM (Ludwig and Bremicker, 2006), was compared with that of the best nonparametric approaches. The parametric and nonparametric approaches presented similar results on average. However, uncertainty analysis was not carried out for the LARSIM model as undertaken for the nonparametric approach developed here. This clearly limited the comparison between the both approaches.

The most popular methods of uncertainty analysis for hydrological models are the GLUE method (Beven and Binley, 1992; Beven, 2002b) and the Bayesian frameworks (e.g. Todini, 2007; Kuczera et al., 2010), although uncertainty analysis for hydrological modelling is under intensive discussion and seems to be far away from a convergent point in the hydrologic community (see e.g. Savenije, 2001; Loague and VanderKwaak, 2004; Beven, 2006; Ebel and Loague, 2006; Mantovan and Todini, 2006; Montanari, 2007; Hall et al., 2007; Andréassian et al., 2007; Todini, 2007; Beven, 2008; Sivapalan, 2009; Hughes, 2010; Beven, 2010).

Recently, the residual time series analysis of hydrological models arose seemingly as an alternative to the GLUE method and the Bayesian frameworks. This was introduced by Abebe and Price (2003) and has rarely been applied. The main rationale of this procedure is the assumption that the residual time series is the best reflection of the difference between the model and the physical process it represents (Abebe and Price, 2003) and has rarely been applied. The main rationale of this procedure is the assumption that the residual time series is the best reflection of the difference between the model and the physical process it represents (Abebe and Price, 2003). This assumption is also at the heart of the nonparametric approach developed here and of other nonparametric stochastic approaches (Tamea et al., 2005; Chen and Yu, 2007). Furthermore, Abebe and Price (2003) used the structure presented in the residual time series to derive regression models and coupled them with a conceptual hydrological model in order to improve streamflow forecasts.

The residual time series analysis has the following advantages over the aforementioned popular methods for uncertainty analysis: a) it may be used to assess model failures and to learn from them straightforwardly as undertaken e.g. for the nonparametric approach developed in this work and b) it may be a link between time series and hydrological models, complementary modelling (Abebe and Price, 2003), which may improve flow forecasts without missing the insights of the hydrological model. Further work will be carried out to apply residual time series analysis to (semi-)distributed hydrological models, in order to improve flow forecasting as done by Abebe and Price (2003) and their comparison with nonparametric approaches.

4. A Benchmark for Hydrological Research using Semi-Distributed Modelling

In this section, a new benchmark for hydrological research is proposed using semi-distributed modelling as based on the previous sections, the works of Buytaert and Beven (2011), McMillan et al. (2011) and Clark et al. (2011a) and suggestions of Savenije (2009), Andréassian et al. (2003, 2009, 2010), Li et al. (2010) and Clark et al. (2011b). The aim here is not to describe a blueprint for hydrological modelling design as done e.g. by Freeze and Harlan (1969) and Beven (2002b), but rather to propose a scientific method to improve hydrological knowledge using semi-distributed hydrological modelling.

The elements of this approach are:

a) A semi-distributed hydrological model with a flexible structure as used in this work, which may be a compromise between downward and upward approaches.

b) Perceptual models of the underlying hydrological systems (conceptualization of the main hydrological processes), which can orientate the application of numerical models (see previous sections and e.g. Tetzlaff et al. (2008) and McMillan et al. (2011)).

c) A testing of the hypotheses on the dominant hydrological processes, i.e. building different model structures (see Chapter III, Buytaert and Beven (2011))
and Clark et al. (2011a)), which can generate insights into catchment functioning through comparisons of model performance (Li et al., 2010) and may be a way to report modelling failures (Andréassian et al., 2010; Refsgaard and Hansen, 2010) as demonstrated in Section 2.

d) A model application for different case studies, which can provide insights into catchment functioning (or the model itself (see Chapter III)) from differences in catchment responses (Li et al., 2010) and may be the unique way to undertake the repeating experiment procedure (Andréassian et al., 2009, 2010).

e) A validation of different simulated variables, which can provide insights into catchment functioning from differences in variable responses (based on Bronstert, 2004; Ebel and Loague, 2006; Kirchner, 2006).

f) A residual time series analysis, which can provide insights into model functioning and assumptions and ascribe a probability density function to the predictand (predicative uncertainty) based on the distribution of the residuals as suggested in the previous section.

For this multi-hypotheses, -case-studies and -validation investigation considering a residual time series-based uncertainty analysis, the parameter calibration should be abandoned, because it limits insights into model error, making it difficult to discriminate among alternative hypotheses, understand sources of uncertainty, and develop strategies for reducing them (Clark et al., 2011a). For example, Clark et al. (2011a) reported that all five model structures tested, when calibrated, achieved the same performance, but they failed to adequately represent the diagnostic hydrological signatures based on measurements.

The benchmark for hydrological research using semi-distributed modelling based on those elements is illustrated in Fig. 1 below:
The conceptualization of the main hydrological processes (perceptual models) arises as the most important element of this benchmark, which has implications on model structures (hypotheses on dominant processes), initial and boundary conditions, parameter set and model scale. This conceptualization is strengthened by a combination of different sources of hydrological data (e.g. Wenninger et al., 2008; Tetzlaff et al., 2008; McMillan et al., 2011) and a comparative hydrology analysis (Falkenmark and Chapman, 1989; de Araújo and Piedra, 2009) as shown in the section 1.

In the context of this benchmark, the semi-distributed numerical model is the simplest and the most flexible mathematical description of the perceptual model of a hydrological system, which enables the testing of the hypotheses on the dominant hydrological processes of this system. Therefore, the degree of modelling simplification/complexity and flexibility should, on the one hand, be constrained by the perceptual model of the hydrological system, but on the other hand, it should also be able to approach the hypotheses on the functioning of this system.

Moreover, the semi-distributed modelling developed is based on hydrological laws, such as Horton and Dunne overland flows, (bottom-up-based point of view) and empirical laws, which arise directly from the data constraints and the hydrological conceptualization (top-down-based point of view).

The residual time series analysis is based on the differences between predicted and observed variables. In this work, this kind of analysis pointed out model failures and model behaviour throughout temporal scales in a nonparametric approach, as well as ascribing a probability density function to the predictand (predicative uncertainty). Furthermore, it can be useful for better predictions (complementary modelling).
(Abebe and Price, 2003) without missing the insights of the semi-distributed hydrological model.

The benchmark can work as follows:

a) If the number of model structures (hypotheses on the dominant hydrological processes) is greater than one and there is one case study, then the objectives are generating new insights into the functioning of a case study (e.g. Clark et al., 2011a; Li et al., 2010) and report structural modeling failures (Andréassian et al., 2010; Refsgaard and Hansen, 2010) (multi-hypotheses).

b) If there is more than one case study, then the objectives are learning from differences in case-study responses (e.g. Li et al., 2010) and undertaking the repeating experiment procedure (Andréassian et al., 2009, 2010) (multi-case-studies).

c) If the number of predicted and observed variables is greater than one, then a multi-variable validation can be carried out to improve model confidence (based on Bronstert, 2004; Ebel and Loague, 2006; Kirchner, 2006) and maybe rejecting hypotheses (multi-validation).

All procedures aforementioned can lead to a complete rejection of the hypotheses on the dominant hydrological processes, indicating that new experiments and/or monitoring should be implemented in order to investigate further the main hydrological processes. Hypotheses evaluated positively not only ascertain the most possible model structure given the previous hydrological knowledge derived from a perceptual model, but also can add a new element over this knowledge as shown in this work (section 2). This new modelling-based element should naturally be targeted for validation in future field campaigns (Dunne et al, 2008).

The multi-case-studies and multi-validation application strengthen model development and assessment (based on Bronstert, 2004; Ebel and Loague, 2006; Kirchner, 2006; Andréassian et al., 2009, 2010), learning and/or rejecting hypotheses from differences in case-study responses and in multi-variable validation.

This work (Chapters II and III) can be considered an example of multi-hypotheses and multi-case-studies investigation, because hypotheses on the dominant hydrological processes of a large reach of the Jaguaribe River, Ceará, Brazil, were studied and a channel transmission losses model was applied to that river reach and to a small reach in the Walnut Gulch Watershed, Arizona, USA. The multi-hypotheses study improved the hydrological knowledge about the channel transmission losses in the Jaguaribe River and the multi-case-studies application generated insights into the sensitivity of two different parameter sets. Examples of both multi-hypotheses and multi-case-studies reports, which begin with the perceptual model of the experimental areas and do not apply calibration procedures, have been rare and apparently only McMillan et al. (2011) and Clark et al. (2011a) undertook similar work.

5. Conclusion
This research dealt with analyzing and modelling flow transmission processes in river-systems with a focus on semi-arid conditions. A perceptual hydrological model was evolved for a large reach of the Jaguaribe River in NE Brazil, which improved the knowledge about channel transmission losses, since reports on channel transmission losses in large dryland rivers are rare in hydrological literature (see e.g. Cooper Creek River in Australia (Knighton and Nanson, 1994) and the Kuiseb River in Namibia (Lange, 2005)), and also became a guideline for data sampling and modelling studies in hydrologically similar rivers.

A process-orientated and semi-distributed channel transmission losses model for different dryland environments was developed and successfully tested in a multi-hypotheses study on the Jaguaribe River in NE Brazil and in a multi-cases-studies application to both it and a small stream reach in the Walnut Gulch experimental Watershed, Arizona, USA. This flexible and simplified model was adapted.
to match the perceptual models of the case studies and hypotheses on the dominant hydrological processes. Moreover, a non-parametric approach, which deals with both deterministic evolution and inherent fluctuations in river discharge data, was developed and applied to flood forecasting in a headwater catchment in Germany. This approach presented similar results to those produced by a calibrated distributed hydrological model, but not containing the inherent uncertainties of (semi-)distributed hydrological models arising from initial conditions, spatially distributed parameters, model structure and space-time scale effects.

The observation and analysis of channel transmission losses in a large poorly gauged dryland river, the development of a flexible simplified channel transmission losses model and of a nonparametric approach based only on discharge time series may be useful hydrological knowledge and mathematical tools in order to predict and forecast flow transmission processes in poorly gauged and ungauged watersheds in arid and semi-arid regions. The approaches developed in this research should nevertheless still be targets for post-evaluation in real-world applications for water planning and management (based on Andréassian et al., 2010; Refsgaard and Hansen, 2010).

As a synthesis of Chapters II to IV, a benchmark for hydrological research using semi-distributed hydrological modelling was proposed. It is a multi-hypotheses, -case-studies and -validation investigation considering a residual time series-based uncertainty analysis. After the application of this proposed investigation to a case study, it is hoped that the actual state of its hydrological knowledge and its predicative uncertainty can be determined, based primarily on rejected hypotheses on the dominant hydrological processes and differences in catchment/variable responses. Furthermore, this hydrological knowledge may be a guide to further hydrological research requirements in terms of both data sampling/analysis and model development/assessment in the case study. Also, this knowledge may be transferable to ungauged catchments, which have similar climate and hydro-geologic controls to those which are studied, in order to undertake field campaigns and/or modelling studies. Further work will be needed to implement and to assess this benchmark.

Finally, the main results of this research are listed as follow:

1. It is expected for regular rainy seasons that the studied Jaguariber River reach recharges and discharges groundwater, but losing on average 30% of the upstream inflow event along 30 km of the reach.

2. Channel transmission losses in the Jaguaribe River reach infiltrate mainly through the streambed and the levees and not through the floodplains; therefore, streamflows might lose water for floodplains only during extreme flood events.

3. A mathematically flexible, but hydrologically complex, modelling of the channel transmission losses can match the most important hydrological processes for streamflow prediction in dryland rivers throughout different scales and controls.

4. A perceptual hydrological model and a test of different model structures enable the application of the channel transmission losses model to a poorly gauged river, without using parameter calibration.

5. Data-driven models, which are based on streamflow series only, present reliable one-, two- and three-hours ahead streamflow forecasting for flood warning in a meso-scale catchment.

6. Data-driven and distributed hydrological models can have comparable streamflow forecasting for meso-scale catchments.
References


Bronstert, A.: Rainfall-runoff modelling for assess-


References


Konrad, C.P.: Location and timing of river-aquifer exchanges in six tributaries to the Columbia River


Van Dam, J.C., and Feddes, R.A.: Numerical simulation of infiltration, evaporation and shallow groundwater levels with the Richards equation, J. Hydrol., 233, 72–85.


Acknowledgements

First of all, I would like to thank very much my main supervisor Axel Bronstert for the valuable scientific discussion, the indispensable advice during my PhD, the necessary funding and the very pleasant work environment since my first day at the University of Potsdam.

My sincerely thanks to my second supervisor José Carlos de Araújo, who provided me with all facilities to carry out this research in Brazil and contributed significantly to the improvement of this thesis.

I would also like to express my gratitude to Saskia Förster, Boris Schröder, Udo Schwarz, David Kneis, Eunice M. de Andrade, Helba Araújo, Ana Célia, Till Francke and Thomas Graeff for the scientific cooperation during this PhD.

I profoundly thank for the technical support of Andreas Bauer, Daniel Bazant, Markus Morgner, Hauke Sattler, Jocasta Bezerra, Júnior, Júlio César, Marcos, Mário, Efraim, Eliakim and Carlos Alexandre. I must also not forget to thank Sabine Schrader, Steffi Zarnack and Mrs. Horst (Uni Potsdam), Mrs. Salgado (German Academic Exchange Service) and Mrs. Rocha, Mrs. Mendes and Mrs. Krohn (Brazilian National Council for Scientific and Technological Development) for the necessary bureaucratic issues during this PhD. And many thanks to Celia Kirby for proof-reading my manuscripts!

My special thanks to SESAM and the Hydrological-Processes-AG people Andreas Güntner, Ramón Batalha, José López-Tarazón, Susanna Werth, Sandra Werb, Arlena Brosinsky and Christoph Kormann for their close co-operation.

A lot of thanks also should go to my friends and colleagues, many already aforementioned, for the enjoyable moments at the University of Potsdam: Ingmar, Peter B., Philip, Christian M., Christian G., Jan W., Stephan, Katherine, Damaris, Frank, Ruben, Loes, Theresa, Maik, Torsten, Carlos, Gabriele, Hanna, Nicole, Jan B., Cathy, Jana, Juliane, Anett, Anne-Kathrin, Jennifer, Flor, Peter V., Beate, Alex, Sibylle, Dominik, Jenny, Nada, Frauke, Mr. Tschochner, Mr. Blumenstein and Mr. Kaden.

Special thanks to Mr. Aurino Barreto and his family for the accommodation in Iguatu City.

The experience with Gameleira community in Ceará, Brazil, was unforgettable. They provided me not only all the support necessary for the field work, but also a valuable experience of life. Therefore, I thank Sir Antônio (Tico), Hosana, Mrs. Socorro, Mrs. Leontina (in memoriam) and Mrs. Iraí.

I thank the RapidEye Science Archive (RESA) of the German Aerospace Center (DLR) for providing the RapidEye images, also the Brazilian Geological Service (CPRM), the Brazilian Water Agency (ANA), the Meteorological and Water Resources Foundation of the State of Ceará (FUNCEME) and the Water Resources Agency of the State of Ceará (COGERH) for the data provided. Datasets were also provided by the USDA-ARS Southwest Watershed Research Center. Funding for these datasets was provided by the United States Department of Agriculture, Agricultural Research Service.

I thank the Federal Institute of Education, Science and Technology (IFCE) and the Brazilian Institute of Environment and Renewable Natural Resources (IBAMA) for the facilities during the field work in Iguatu city and in Aiuaba City, respectively.

I thank the Brazilian National Council for Scientific and Technological Development (CNPq) for the PhD-scholarship.

Finally, I would like to express my very special thanks to my wife Keyle, who patiently encouraged me to carry out this PhD and shared with me the happiness and the difficulties of living in Germany. Certainly, she and our son, Heitor, motivated me extremely during this PhD.