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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABI</td>
<td>Abl (Abelson-interacting protein)-interactor</td>
</tr>
<tr>
<td>AC</td>
<td>Adenylyl cyclase</td>
</tr>
<tr>
<td>ACA</td>
<td>Adenylyl cyclase for aggregation</td>
</tr>
<tr>
<td>ADP</td>
<td>Adenosine 5'-(trihydrogen diphosphate)</td>
</tr>
<tr>
<td>Akt</td>
<td>PKB, from thymoma of the AKR mouse strain</td>
</tr>
<tr>
<td>Arp2/3</td>
<td>Actin-related protein-2/3 complex</td>
</tr>
<tr>
<td>ArpC2</td>
<td>Actin-related protein 2/3 complex subunit 2</td>
</tr>
<tr>
<td>ArpC4</td>
<td>Actin-related protein 2/3 complex subunit 4</td>
</tr>
<tr>
<td>ATP</td>
<td>Adenosine 5'-(tetrahydrogen triphosphate)</td>
</tr>
<tr>
<td>cAM</td>
<td>Calmodulin</td>
</tr>
<tr>
<td>cAMP</td>
<td>3'-5'-cyclic adenosine monophosphate</td>
</tr>
<tr>
<td>cAR</td>
<td>Cyclic AMP receptor</td>
</tr>
<tr>
<td>Cdc42</td>
<td>Cell division cycle 42, RhoGTPase</td>
</tr>
<tr>
<td>cGMP</td>
<td>3'-5'-cyclic guanosine monophosphate</td>
</tr>
<tr>
<td>CR16</td>
<td>Corticosteroid and regional expression-16</td>
</tr>
<tr>
<td>CRAC</td>
<td>Cytosolic regulator of adenylyl cyclase</td>
</tr>
<tr>
<td>CRIB domain</td>
<td>CDC42/Rac-interactive binding domain</td>
</tr>
<tr>
<td>Crk</td>
<td>Chicken tumor virus regulator kinase</td>
</tr>
<tr>
<td>CRP</td>
<td>Cysteine-rich protein</td>
</tr>
<tr>
<td>DAG</td>
<td>Diacylglycerol</td>
</tr>
<tr>
<td>DMACM</td>
<td>[7-(dimethylamino)coumarin-4-yl]methyl</td>
</tr>
<tr>
<td>Ena domain</td>
<td>N-terminus domain of the Drosophila protein Enabled</td>
</tr>
<tr>
<td>EVH1 domain</td>
<td>Ena/VASP homology 1</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
</tr>
<tr>
<td>GBD</td>
<td>GTPase-binding domain</td>
</tr>
<tr>
<td>Gbp</td>
<td>cGMP-binding protein</td>
</tr>
<tr>
<td>GCA</td>
<td>guanylyl cyclase A</td>
</tr>
<tr>
<td>GRAM domain</td>
<td>Glucosyltransferases, Rab-like GTPase activators and myotubularins</td>
</tr>
<tr>
<td>GTP</td>
<td>Guanosine triphosphate</td>
</tr>
<tr>
<td>HSPC300</td>
<td>Haematopoietic stem-cell progenitor</td>
</tr>
<tr>
<td>IP₃</td>
<td>Inositol 1,4,5-triphosphate</td>
</tr>
<tr>
<td>IQGAP</td>
<td>Rac and Cdc42 mediator</td>
</tr>
<tr>
<td>IRSp53</td>
<td>Insulin-receptor substrate p53</td>
</tr>
<tr>
<td>LatA</td>
<td>Latrunculin A</td>
</tr>
<tr>
<td>MHC</td>
<td>Myosin II heavy chain</td>
</tr>
<tr>
<td>MHCK</td>
<td>Myosin heavy chain kinase</td>
</tr>
<tr>
<td>NAP1</td>
<td>Nucleosome assembly protein 1</td>
</tr>
<tr>
<td>NAP125</td>
<td>Nck-associated protein 125kDa</td>
</tr>
<tr>
<td>Nck</td>
<td>Non-catalytic region of tyrosine kinase adaptor protein</td>
</tr>
<tr>
<td>NFP</td>
<td>Nucleation promoting factor</td>
</tr>
<tr>
<td>PakA</td>
<td>p21-activated protein kinase A</td>
</tr>
<tr>
<td>PBD</td>
<td>Rac/Cdc42 (p21) binding domain</td>
</tr>
<tr>
<td>PB10</td>
<td>Polyphosphoinositide- Binding Peptide, Rhodamine B-QRLFQVKGRR</td>
</tr>
<tr>
<td>PDE</td>
<td>Phosphodiesterase</td>
</tr>
<tr>
<td>PDMS</td>
<td>Poly(dimethylsiloxane)</td>
</tr>
<tr>
<td>PH</td>
<td>Pleckstrin homology</td>
</tr>
<tr>
<td>PhDa</td>
<td>PH-domain-containing protein A</td>
</tr>
</tbody>
</table>
PIR121  p53-inducible mRNA
PI3K  Phosphatidylinositol 3-kinase
PIP₃  Phosphatidylinositol 3,4,5-triphosphate
PIP₂  Phosphatidylinositol 4,5-biphosphate
PKB  Protein kinase B
PKG  Protein kinase G
PLA2  Phospholipase A2
PPIs  Phosphoinositides
PTEN  Phosphatase and tensin homolog
Rac  Ras-related C3 botulinum toxin substrate
Rap1  Ras-related protein 1
Ras  Rat sarcoma protein subfamily
RLC  Regulatory light chain
SCAR  Suppressor of cyclic AMP receptor protein
sGC  Soluble guanylyl cyclase
SH3  Src-homology-3
SHIP  SH2 domain-containing inositol phosphatase
SRA1  Specific Rac1-associated protein 1
StmF  Streamer F mutants
TORC2  Target of rapamycin complex 2
VASP  Vasodilator-stimulated phosphoprotein
VCA domain (in WASP)  Verprolin-homology domain, coflin-homology domain and acidic domain
WASP  Wiskott-Aldrich syndrome protein
WAVE  WASP-family verprolin-homologous protein
<table>
<thead>
<tr>
<th>Domain</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>WCA</td>
<td>WASP-family verprolin-homologous protein</td>
</tr>
<tr>
<td>WH1</td>
<td>WASP homology 1 domain</td>
</tr>
<tr>
<td>WH2</td>
<td>WASP homology 2 domain</td>
</tr>
<tr>
<td>WICH</td>
<td>CR16-homologous protein</td>
</tr>
<tr>
<td>WIP</td>
<td>WASP interacting protein</td>
</tr>
</tbody>
</table>
Summary

Actin-based directional motility is important for embryonic development, wound healing, immune responses, and development of tissues. Actin and myosin are essential players in this process that can be subdivided into protrusion, adhesion, and traction. Protrusion is the forward movement of the membrane at the leading edge of the cell. Adhesion is required to enable movement along a substrate, and traction finally leads to the forward movement of the entire cell body, including its organelles. While actin polymerization is the main driving force in cell protrusions, myosin motors lead to the contraction of the cell body.

The goal of this work was to study the regulatory mechanisms of the motile machinery by selecting a representative key player for each stage of the signaling process: the regulation of Arp2/3 activity by WASP (actin system), the role of cGMP in myosin II assembly (myosin system), and the influence of phosphoinositide signaling (upstream receptor pathway). The model organism chosen for this work was the social ameba *Dictyostelium discoideum*, due to the well-established knowledge of its cytoskeletal machinery, the easy handling, and the high motility of its vegetative and starvation developed cells.

First, I focused on the dynamics of the actin cytoskeleton by modulating the activity of one of its key players, the Arp2/3 complex. This was achieved using the carboxazole derivative Wiskostatin, an inhibitor of the Arp2/3 activator WASP. Cells treated with Wiskostatin adopted a round shape, with no or few pseudopodia. With the help of a microfluidic cell squeezer device, I could show that Wiskostatin treated cells display a reduced mechanical stability, comparable to cells treated with the actin disrupting agent Latrunculin A. Furthermore, the WASP inhibited cells adhere stronger to a surface and show a reduced motility and chemotactic performance. However, the overall F-actin content in the cells was not changed. Confocal microscopy and TIRF microscopy imaging showed that the cells maintained an intact actin cortex. Localized dynamic patches of increased actin polymerization were observed that, however, did not lead to membrane deformation. This indicated that the mechanisms of actin-driven force generation were impaired in Wiskostatin treated cells. It is concluded that in these cells, an altered architecture of the cortical network
leads to a reduced overall stiffness of the cell, which is insufficient to support the force generation required for membrane deformation and pseudopod formation.

Second, the role of cGMP in myosin II dynamics was investigated. Cyclic GMP is known to regulate the association of myosin II with the cytoskeleton. In *Dictyostelium*, intracellular cGMP levels increase when cells are exposed to chemoattractants, but also in response to osmotic stress. To study the influence of cyclic GMP on actin and myosin II dynamics, I used the laser-induced photoactivation of a DMACM-caged-Br-cGMP to locally release cGMP inside the cell. My results show that cGMP directly activates the myosin II machinery, but is also able to induce an actin response independently of cAMP receptor activation and signaling. The actin response was observed in both vegetative and developed cells. Possible explanations include cGMP-induced actin polymerization through VASP (vasodilator-stimulated phosphoprotein) or through binding of cGMP to cyclic nucleotide-dependent kinases.

Finally, I investigated the role of phosphoinositide signaling using the Polyphosphoinositide-Binding Peptide (PBP10) that binds preferentially to PIP$_2$. Phosphoinositides can recruit actin-binding proteins to defined subcellular sites and alter their activity. Neutrophils, as well as developed *Dictyostelium* cells produce PIP$_3$ in the plasma membrane at their leading edge in response to an external chemotactic gradient. Although not essential for chemotaxis, phosphoinositides are proposed to act as an internal compass in the cell. When treated with the peptide PBP10, cells became round, with fewer or no pseudopods. PH$^{-}$CRAC translocation to the membrane still occurs, even at low cAMP stimuli, but cell motility (random and directional) was reduced. My data revealed that the decrease in the pool of available PIP$_2$ in the cell is sufficient to impair cell motility, but enough PIP$_2$ remains so that PIP$_3$ is formed in response to chemoattractant stimuli. My data thus highlights how sensitive cell motility and morphology are to changes in the phosphoinositide signaling.

In summary, I have analyzed representative regulatory mechanisms that govern key parts of the motile machinery and characterized their impact on cellular properties including mechanical stability, adhesion and chemotaxis.
Zusammenfassung


werden. Ungerichtete wie auch gerichtete Zellmotilität waren jedoch beeinträchtigt. Meine Daten zeigen, dass die Abnahme des PIP\textsubscript{2}-Pools in der Zelle durch PBP10 ausreicht, um die Zellmotilität zu beeinträchtigen, dass jedoch genug PIP\textsubscript{2} erhalten bleibt um in Folge einer Rezeptorstimulation PIP\textsubscript{3} zu produzieren. Die Ergebnisse demonstrieren daher, wie empfindlich Zellmotilität und -morphologie gegenüber Modifikationen im Phosphoinositid-Signalweg sind.

Zusammenfassend habe ich mehrere repräsentative Beispiele für regulatorische Mechanismen der Zellmotilität untersucht und deren Auswirkung auf Eigenschaften der Zelle wie mechanische Stabilität, Zelladhäsion und Chemotaxis charakterisiert.
1 Introduction

1.1 Dictyostelium discoideum biology

*Dictyostelium discoideum* is a cellular slime mold (or social ameba) that feeds on bacteria. It has been classified into the Mycetozoa kingdom, before Metazoa, Microsporidia and Fungi (1). *D. discoideum* is a eukaryotic unicellular microorganism that undergoes multicellular morphogenesis when food is exhausted. Growing cells chemotax toward folic acid and factors from bacteria, and starved cells in a developmental process chemotax toward cAMP (2). In response to starvation, the cells can form microcysts (two layers of cellulose coating each cell, dormancy); macrocysts (three layers of cellulose, requires the presence of two mating types, sexual cycle); or fruiting bodies (production of spores, with three layers of cellulose but more complex) (3).

![Dictyostelium discoideum developmental morphogenesis](image)

Figure 1 - *Dictyostelium discoideum* developmental morphogenesis, starting from single, vegetative amebae until the formation of the mature fruiting body, which contains a sorus of spore cells on top of a stalk that is composed of vacuolated stalk cells. A transition between growth and aggregation occurs, which is mediated by the chemotaxis of cells towards cyclic AMP to form a multicellular aggregate. During this process, cells can be seen streaming towards a central domain or aggregation center. Aggregation results in the formation of a multicellular structure, known as a mound, in which the precursors of the mature spore and stalk cells — prestalk and prespore cells — differentiate and sort, forming a tipped aggregate or tipped mound. As development proceeds, the tip extends and an anterior–posterior axis forms, which is maintained through the slug and early culminant stages. Culmination, the formation of the fruiting body, completes morphogenesis. During this stage, the precursor populations differentiate, producing a sorus on top of a stalk. The entire process from starvation of vegetative cells to the formation of a mature fruiting body takes 24 hours. Taken from (4).
Cells enter a developmental mode, producing the chemoattractant cyclic AMP (Figure 1), and in 24h they evolve into a fruiting body consisting of stalk and a spore head with spores (5). Their ability to synthesize, release, detect, and degrade cAMP is essential for the formation of aggregates that can have more than 100000 cells.

In nature, dispersion is essential for surviving, and balls of spores are usually picked up by the carapaces of arthropods or annelids. Competitors and predators of ameba are nematodes that compete for the bacteria but can also feed on ameba. *Dictyostelium* cells are haploid, have 6 chromosomes and aggregates are not always genetically homogeneous. They can have extra-chromosomal plasmids, important for long-term maintenance (3).

*Dictyostelium discoideum* has several advantages as a model organism, for example, the genetic and biochemical accessibility (2), the recently sequenced genome, and the inexpensive and relatively easy growing (5). A public database with genomic and biological information is also available (6).

**1.2 Signaling and chemotaxis in *Dictyostelium discoideum***

Pulsatile cAMP signaling can induce the expression of early genes in *Dictyostelium*. The expression of chemoattractant receptors, G protein subunits and adenylyl cyclase requires periodic activation of the transduction machinery (2). Extracellularly, cAMP acts as a chemoattractant, and also on gene regulation inducing phenotype differentiation. Inside the cell, cAMP triggers initiation of development, maturation of spores, maintenance of spore dominancy, resistance to osmotic stress and orientation in chemotatic gradients. (7).

*Dictyostelium discoideum* cells sense extracellular cAMP via cARs (cAMP receptors). Cyclic AMP binds to the cAR on the outside, and activates G proteins on the inside of the cell. G protein activates PI3K (PI3-kinase) which induces the production of PIP$_3$ (phosphatidylinositol (3,4,5)-triphosphate). PIP$_3$ binds to CRAC (cytosolic regulator of adenylyl cyclase). CRAC is essential for adenylyl cyclase (AC) activation, and AC, when activated, produces intracellular cAMP (8).
Chemotaxis is the process by which an external chemical signal, detected by cell membrane receptors, is translated into movement of the cell toward or away from the chemical source (9). Four cAMP receptors (cAR1- cAR4) are found, and cAR1 is considered the most important. cAR1 is uniformly distributed along the cell membrane, and G protein dissociation mirrors receptor occupancy when cAMP is present (2). As mentioned before, Dictyostelium discoideum senses cAMP and migrates in response to the gradient, when developed under starvation (10). In summary, a gradient of cAMP results in a receptor-activation gradient that leads to G-protein cascade activation. This results in the activation of small G proteins of the Ras family that recruit PI3 kinases (PI3K) to the leading edge of the membrane, to convert PIP$_2$ to PIP$_3$, in a localized manner. PIP$_3$ production results in the recruitment of PIP$_3$-specific pleckstrin homology (PH)-domain proteins to the leading edge (9).

Chemotaxis can be divided into directional sensing, polarization, and migration (motility). Directional sensing is the ability of a cell to detect concentration differences in the extracellular medium and generate an amplified internal response. Directional sensing occurs within the first 10s after stimulation. The external signal is amplified in the pathway after G protein activation and before the accumulation of PIP$_3$ (11). During the process of polarization, the cell body elongates and forms a distinct front (leading edge) and back. Specific proteins localize in each pole (time scale 10-45s) (10). Involved molecules include actin binding proteins, SCAR, WASP, filopodin, cofilin and coronin (11). Front and tail of the cell can be distinguished by molecular markers, showing that actin is polymerized at the front and myosin at the tail of the cell (10, 12). PIP$_3$ is produced at the high side and is also a marker for sensing (10). Two to three seconds after the cAMP stimulus, actin polymerization increases in the cell cortex. Seconds after, actin starts to disassembly even if cAMP is still rising, and cellular responses subside during constant receptor occupancy, a process called adaptation (figure 2) (10, 12). After cytoskeletal rearrangements and asymmetric protein translocations, cells show directed migration towards the chemical source. New pseudopods are more frequently projected in direction of the gradient, and the actin polymerization pushes the leading edge forward.
The biochemical responses triggered by cAMP can be divided into two groups on the basis of whether or not they adapt to constant stimuli. Some responses, such as G-protein activation, are nonadapting and persist as long as the stimuli are maintained. The adapting responses, such as PIP$_3$ production, transiently increase, whereas others, such as membrane-localized PTEN, transiently decrease. From reference (13).

Overall, *Dictyostelium discoideum* chemotaxis also resembles neutrophilic motility. In both, cells signals are separated downstream after the receptor activation (14). Cancer cells can disseminate from the primary tumor as individual cells using ameboid- or mesenchimal-type movement. Cell motility has turned out to be unexpectedly durable and difficult to block pharmacologically (15). The social ameba has thus become a powerful model system for investigating the mechanisms of eukaryotic chemotaxis, due to its simplicity.

### 1.3 Cyclic AMP

Four cAMP receptors (cAR1-4) that differ in their affinity for cAMP and in their developmental expression were described for *Dictyostelium discoideum*. In addition, there are cAMP-receptor-like proteins that participate in growth and development. The cAMP receptor cAR1 is uniformly distributed in *Dictyostelium* cells, but components like F-actin, phosphatidylinositol 3-kinase (PI3K), phosphatidylinositol trisphosphate (PIP$_3$), and pleckstrin homology (PH) domain-proteins are found in the
front; PI 3-phosphatase (PTEN), adenylyl cyclase (ACA) and myosin II in the back (2, 16).

Heterotrimeric G proteins (with α, β, and γ subunits) bind to chemotactic receptors and later the βγ subunits forward this signal. When receptor occupancy is constant, *D. discoideum* cells adapt, responding again if the stimulus is removed or if there is an increase in receptor occupancy. The cell can sense cAMP gradients independent of the mean concentrations and chemotax independently of the distance of the chemoattractant source. Cells are able to chemotax even if the absolute difference in occupied cAR receptors at the front and back of the cell goes down to 10 to 20 molecules (17).

Occupied receptors repeatedly elicit G-protein activation, and regulators of G-protein signaling influence the steady-state of active and inactive G-proteins (18). Differences in receptor dissociation result from altered interactions between receptors and their coupled G-proteins rather than receptor phosphorylation. The differences in the rates of cAMP binding indicate a faster intermediate state of the receptor and the G-protein in the front than in the back of the cell (19).

Intracellular and extracellular cyclic nucleotide phosphodiesterases (PDEs) are divided in three functional groups: 1) PDE1 and PDE4, degrade extracellular cAMP; 2) PDE2/regA and PDE6/GbpB/PdeE degrade intracellular cAMP; and 3) PDE3, PDE5/GbpA/PDED and PDE6/GbpB degrade intracellular cGMP (2). The adenylyl cyclase for aggregation (ACA) is a 12-transmembrane domain protein similar to mammalian adenylyl cyclases, and is expressed during aggregation, producing cAMP in response to cAMP induction.

### 1.4 The actin cytoskeleton

Actin-based directional motility is important for embryonic development, wound healing, immune responses and development of tissues. Actin is one of the most abundant proteins in eukaryotic cells (20), and is found in two forms: monomeric G-actin and filamentous F-actin (figure 3). When the concentration of monomeric G-actin is above a critical value, it spontaneously polymerizes to form filamentous F-actin. But G-actin is also sequestered by other proteins which prevents spontaneous
polymerization of actin in the cell (21). Actin polymerizes into semi-flexible filaments, which then crosslink into a gel. The growth of this gel leads to the formation of cellular protrusions with different shapes (22). The protrusions at the leading edge can be explained by the dendritic nucleation treadmilling hypothesis. Treadmilling is a mechanism that drives actin dynamics in eukaryotes: In the presence of ATP, free actin-monomers add to the barbed end, also called ‘plus-end’ of the filament, while at the same time monomers detach from the ‘pointed-end’, the so called ‘minus end’ of the filament (23). During treadmilling, the plus-end of the actin filament then grows, while the minus-end shrinks (24).

Figure 3 - (a) Structure of an F-actin filament based on electron microscopy. Total length of filament is about 38nm. Based on (25). (b) Branched network structure in keratocyte lamellipodium, immuno-electron microscopy, from original research article (26). Width of field in top frame is about 3µm. Close-ups are from indicated boxes in top frame. The picture in the format showed was taken from (22).
Actin-driven cellular locomotion can be divided into protrusion, adhesion, and traction. Protrusion is the forward movement of the membrane at the leading edge of the cell. Adhesion is required to enable movement along a substrate, and traction at the rear end finally leads to the forward movement of the entire cell body, including its organelles (27). There are three different types of membrane protrusions: Filopodia, lamellipodia, and pseudopodia (27). Filopodia are thin, finger-like structures with a core of actin filaments that form at the leading edge of migrating cells. Lamellipodia are flat cellular protrusions containing a network of actin filaments that mediate the protrusion of the leading edge. Pseudopodia are large cellular protrusions with a network of actin that drive the protrusion of the leading edge of an amoeboid cell or phagocyte (28). The dense assemblies of filamentous actin are also generated beneath the substrate-attached cell surface in the form of short-lived foci and traveling waves (29).

1.5 Actin-interacting proteins

The survival of Dictyostelium depends on the ability to sense, track, and consume bacteria based on chemotaxis and phagocytosis. The repertoire of actin-binding proteins in Dictyostelium is most similar to metazoan followed by fungi. Apart from exceptions like the Arp2/3 complex, most of the proteins of the actin cytoskeleton are encoded by two or more genes. There are 138 known actin-interacting proteins in Dictyostelium. They are divided in the following categories: Monomeric (G-actin) binding, actin capping and/or severing, actin capping and nucleating, actin cross-linking, lateral actin-binding, membrane-associated and motor proteins (30). In the next sections I describe some actin-interacting proteins that play an essential role for the understanding of the experimental work presented later.

1.5.1 DdLimE

DdLimE is a member of the cysteine-rich protein (CRP) family of the zinc ion-binding LIM domain family of proteins. LIM proteins are often associated with G-protein signaling pathways. In Dictyostelium DdLimE is recruited to dynamic protrusions like those at the leading edge and at phagocytic cups, and it is a component of a GTP-rac1 protein complex (31). DdLimE has three domains: an N-terminal LIM domain, a glycine-rich region, and a C-terminal coiled-coil domain. DdLimE is recruited to the cell cortex similarly to actin, the Arp2/3 complex, and
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regulatory proteins of the cytoskeleton like coronin and Aip1. In DdLimE-null cells, the microtubules are longer than normal and the spindle persists for a longer time in mitotic cells (32). In the present study, cells expressing DdLimE (LimEΔcoil)-GFP or DdLimEΔ-mRFP were used to visualize F-actin dynamics. DdLimE is a common marker for visualizing F-actin (29, 33). The final LimEΔcoil GFP fusion protein consists of amino acids 1 to 145 of LimE, a threonine and serine residue and the complete S65T GFP protein (32, 34). The AX2 cell line expressing LimE-GFP was kindly provided by G. Gerisch.

1.5.2 Arp2/3 complex

Arp2/3 (actin-related protein 2/3) is a complex localized at the leading edge of motile cells that caps the minus-end of actin filaments in vitro and stabilizes the free plus-end (26, 35, 36). Nucleation and branching by the Arp2/3 complex are involved in lamellipodial protrusions and in the generation of forces that remodel or transport membranes during trafficking. Coordinated nucleation and branching by Arp2/3 play an important role in genetics (viability of unicellular and multicellular organisms), cell migration and adhesion, moving membranes and diseases (37). In mammalian cells, N-WASP, cortactin and the Arp2/3 complex localize to sites of clathrin-mediated endocytosis (38).

Actin polymerization in the presence of Arp2/3 complex is autocatalytic, and it is proposed that filament nucleation and branching are tightly coupled (20, 35). There are two models that link nucleation and branching: one proposes that branching occurs from the sides of existing filaments. The other proposes that it occurs from the barbed ends of filaments (38). The Arp2/3 complex is activated by nucleation promoting factor (NPF) proteins, to initiate a new daughter filament that emerges from a mother filament in a y-branch configuration (38). Examples of NFPs from the eukaryotic class I are proteins of the WASP (Wiskott–Aldrich syndrome protein) family (21). The Arp2/3 complex is a stable assembly of Arp2 and Arp3, two actin-related proteins (37). In the cytoplasm of human leukocytes it is present in concentrations higher as 10µM. Activation of the complex is assumed to require a significant conformational change. Arp2 and Arp3 interact with the pointed end of the daughter filament; ArpC2 and ArpC4, subunits of the Arp2/3 complex, make contacts with the mother filament (36). Arp2 and Arp3 bind to ATP, and nucleotide binding and hydrolysis influence their structure and function (39).
Actin organization is determined by the branching mediated by the Arp2/3 complex. Plasma membrane-associated proteins control the activation of the Arp2/3 complex and regulate the elongation and turnover of the nucleated filaments, also determining actin organization (40). Extracellular stimuli, like cAMP in *Dictyostelium*, activate membrane receptors leading to signal transduction activating Rho GTPases and PIP$_2$. The activated molecules then induce actin polymerization and activation of WASP, which in turn activates the Arp2/3 complex. It is generally assumed that the complex is intrinsically inactive and depends on extrinsic activators (20).

![Figure 4](image)

**Figure 4** – The organization of the subunits Arp complex 1(ArpC1) to ArpC5 of the Arp2/3 complex from an inactive actin-related protein-2/3 (Arp2/3) complex is shown on the left. On the right, a diagram of the binding of Arp2/3 to the mother and daughter filaments is depicted. Modified from reference (41).

1.5.3 WASP (Wiskott–Aldrich syndrome protein)

WASP was initially identified as the causative gene of the Wiskott-Aldrich syndrome (WAS). WAS is a X-linked recessive disease. Without treatment, most patients die by 10 years of age due to infections, hemorrhage, and autoimmune diseases. Neural (N-) WASP was first identified in neural tissue, but is also present in other tissues (42). WASP and N-WASP are found in animals, fungi, and protists. The first members of the WASP family were identified in humans, but yeast, *Drosophila*, and *Dictyostelium* also possess proteins of this family. *Dictyostelium* has a WASP homologue with the conventional domain topology (named WASP A). Two other proteins are found in *D. discoideum*, and were recently named WASP B and WASP C (figure 5). WASP B and WASP C do not have a WH1 domain, but have a PBD and a VCA domain. Both have functions in clathrin-mediated endocytosis, targeting coated pits. WASP C is also visible as long strands, similar to actin-filament bundles (43).
WASP proteins have a proline rich domain that interacts with profilin, an actin-binding protein, as well as with SH3 domain containing proteins. Profilin participates in the regulation of filament polymerization, and the knockout mutant for the two profilin isoforms in Dictyostelium has more F-actin, less motility, bigger size and alterations in development and cytokinesis (21).

Mammalian WASP is expressed specifically in haematopoietic cells, and its mutation results in defective cell migration, phagocytosis and T-cell signalling. N-WASP deletion results in neurological and cardiac defects in mice, and can also be lethal in mice embryos (44). WASP family members function as scaffold proteins, transducers of signals from proteins or membranes that mediate changes in the cytoskeleton. They lack intrinsic catalytic activity and have a common modular structure to interact with distinct binding proteins (45).

N-WASP induced activation of Arp2/3 is thought to be essential for actin cytoskeleton activation associated with protrusion of podosomes and invadopodia in macrophages and some invasive cancer cell types. N-WASP and WASP binds to adaptor proteins including Crk at immunological synapses and Nck in kidney (42). Tyrosine phosphorylation of WASP leads to an increase in its ability to activate the Arp2/3 complex, without the need of Cdc42 or PI(4,5)P₂, and serine/threonine phosphorylation can stimulate actin polymerization in vitro (46).
WASP and N-WASP contain a WH1 (WASP homology 1) domain, also known as the Ena/VASP homology 1 (EVH1) domain. It also has a CRIB domain, which binds to Cdc42 (figure 6). WH1 domains interact with the WIP (WASP-interacting protein) family, and this interaction suppresses the activity of WASP or N-WASP. WASP and N-WASP possess a VCA region, composed of 3 domains: the C-terminal verprolin-homology domain (also called WH2 domain), the cofillin-homology domain, and the acidic domain. In the VCA region, the V domain binds to an actin monomer, and the CA domain binds to the Arp2/3 complex, leading to a burst of actin polymerization (42).

![Figure 6- Domains and binding partners of N-WASP and WAVE2. Taken from Takenawa and Suetsugu (42).](image)

The autoinhibition of WASP is released by the binding of Cdc42 and PIP₂ (46). The WH1 domain binds to a proline-rich sequence of the WASP-interacting protein (WIP) family. The interaction with WIP suppresses the activity of WASP or N-WASP.
but also has the function to act as a scaffold, linking WASP to adaptor proteins. Phosphoinositides interact with the WASP basic region, and the CRIB region binds to Cdc42. Under resting conditions, WASP and N-WASP are folded and inactive because the VCA region cannot be accessed, since the VCA region interacts with a hydrophobic pocket in the GTPase-binding domain (GBD) (45). When molecules bind to the CRIB or surrounding regions, autoinhibition is released. N-WASP is involved in filopodium formation together with Arp2/3.

Homologous of WASP are SCAR (suppressor of cAMP receptor) in *Dictyostelium* and WAVE [WASP (Wiskott–Aldrich syndrome protein)-family verprolin homology protein] in mammals. SCAR/WAVE proteins belong to the class I of nucleation promoting factors (NPFs), like WASP. SCAR was first cited in 1998 as a new family of the WASP family in *Dictyostelium discoideum* (47). Class I NPFs have a diverse domain organization, but all possess a WCA domain (WH2 – WASP homology 2 – domain, also called verprolin-homology domain, together with a central and acidic region). The WCA domain is sufficient for the activation of the Arp2/3 complex in vitro. The current model for class I NPF is that the acidic region mediates binding to Arp2/3, the central region initiates an activating conformational change in the complex and the WH2 together with the central region present an actin monomer to the complex, facilitating the polymerization of the daughter filament (38).

SCAR/WAVE proteins are activated and bind to the Arp2/3 complex, initiating new filaments. The barbed ends grow and the filaments age. Profilin exchanges ADP to ATP in actin and a pool of ATP-actin is formed (20). It was shown that SCAR plays a role in regulating actin polymerization and participates in the pathway connecting the cAR receptor to the cytoskeleton (47). SCAR/WAVE proteins are directly involved in the protrusion of both lamellipodia and filopodia. There is evidence that different mammalian SCAR isoforms (usually called WAVE), have specific functions and may be regulated differentially (48). Under resting conditions SCAR forms a complex with four other proteins: PIR121 (p53-inducible mRNA), NAP125 (Nck-associated protein), ABI (Abl-interactor) and HSPC300 (haematopoietic stem-cell progenitor). Upon stimulation, GTP-bound Rac bind to PIR121 leading to SCAR/WAVE activation (38).
1.6 Myosin II

Myosins are a superfamily of proteins that walk along, propel the sliding of, or produce tension on actin filaments. The required energy is provided by the hydrolysis of ATP at its catalytic site with ATPase activity. Class II myosins form the biggest group of myosins, and are also present in all non-muscle eukaryotic cells. Myosin (figure 7) rapidly hydrolyzes ATP in the absence of actin, but rapid hydrolysis product release requires interaction with actin. Once phosphate and ADP have been released, ATP rebinds to the actin-bound myosin, causing rapid dissociation from actin (49). Non-muscle myosin II molecules are comprised of three pairs of peptides: two heavy chains (230kDa), two regulatory light chains (RLC, 20kDa) and two essential light chains (17kDa) (50).

Actin-driven membrane protrusions together with myosin II-based contractility generate the force necessary for locomotion of the cell body and the disassembly of cell adhesions at the posterior of the cell. Myosin II also contributes to cell polarity by positioning the nucleus and the microtubule-organizing center away from the leading edge (51, 52), and to the persistence of migration by suppressing the formation of lateral membrane protrusions (52). Myosin II is required for F-actin anterograde flow in the cell body and retrograde flow in the lamella, but it is absent from the lamellipodium in mammalian cells. It is proposed to mediate cell contractility and provides coupling between microtubules and the actomyosin system (53). In Dictyostelium, 12 different myosin heavy chain genes have been identified, representing 6 different myosin classes, including a single-conventional myosin II, seven single-headed class I myosins, and four unconventional myosins (54). Approximately 0.7% of the total protein of Dictyostelium in the growth phase is myosin II. Myosin II null cells are unable to complete cytokinesis when grown in suspension, cannot crawl efficiently over adhesive surfaces, have a reduced cortical stiffness and fail to proceed past the mound stage of development (55).
Figure 7 - Schematic organization of the myosin molecule. All myosin sequences contain a motor domain with conserved elements able to bind ATP as well as more variable regions involved in actin binding. The C-terminal sequence of the motor domain folds in a converter subdomain that plays a critical role in amplifying structural rearrangements of the motor domain and transmitting them to the adjacent region (the lever arm). This elongated region is composed of a variable number of IQ motifs (IQ-Calmodulin binding motif) that form a helix that is the target for binding of calmodulin or specialized light chains of this superfamily. The rest of the sequence is more variable, depending on the myosin class, but can contain coiled-coil sequences for dimerization. Most of the C-terminal regions play a role in targeting the myosin to specific cargos in the cell. The N-terminal motor domain also plays a role in targeting for a number of myosins. From reference (49).

Myosin II exists in a dynamic equilibrium between a cytoplasmic pool of monomers and a cytoskeleton-associated assembly of bipolar filaments (56). Signaling pathways governing cell polarity, pseudopod extension, and the control of myosin II localization are tied into the sensing of the extracellular gradients. Rapid application of 10^{-6}M or more cAMP to starved Dictyostelium cells results in a rapid (25s) translocation of myosin II to the cortical cytoskeleton (12). In response to activation of G protein-coupled chemoattractant receptors, myosin II is dephosphorylated in the cytosolic region of the cell, and then assembles into filaments. Translocation to the cortex requires an intact motor domain and an intact actin cytoskeleton (50).

The ability of Dictyostelium myosin II to assemble into filaments is inhibited by phosphorylation of three threonine residues near the carboxyl terminus of the myosin II heavy chain (MHC). These phosphorylation sites are sites for the enzyme myosin heavy chain kinase A (MHCK A). Myosin II filament assembly is regulated via MHC phosphorylation through the combined activities of an MHC phosphatase and a group of MHC kinases (56). MHCK A is expressed throughout the growth and developmental phases of the Dictyostelium life cycle, and has a role in recycling cortical myosin II filaments back to the cytoplasm. It is found in the cytoplasm but can be enriched at the leading edge of migrating, polarized cells, and in actin-rich...
extensions involved in phagocytosis and endocytosis. Stimulation of cells with cAMP results in the translocation of MHCK A to the cell cortex within 15s. MHCK A may function to disrupt myosin filaments at sites where new pseudopodia are being formed (57). The *Dictyostelium* MHCK family also comprises MHCK B and MHCK C (55). MHKC B is mostly cytosolic with enrichment in the cleavage furrow of dividing cells. MHKC C is enriched in the cleavage furrow as well as in the posterior of cells migrating under agarose. A third protein not yet fully described was named MHCK D (57).

Exposure of resting, aggregation competent cells to a pulse of exogenous cAMP produces a 2-6 fold increase in the amount of myosin II associated with the Triton-insoluble cytoskeleton within 30s, followed by a return to basal levels within 80-120s. Some studies suggest that resting, aggregation competent cells contain a pool of cytoplasmic myosin II filaments, other suggest that filament assembly from a monomeric pool is the primary mechanism for relocating myosin II to the cell cortex (54). The assembly of *Dictyostelium* myosin II involves the formation of a parallel dimer with monomers staggered by 98 residues (14.3nm). Subsequently, two parallel dimmers bind end-to-end to form an antiparallel tetramer which then grows thicker by the lateral addition of parallel dimmers (55). Myosin has two modes of action: One is stabilization of the actin cytoskeleton by myosin filament association and the other is ATP-powered contraction that also requires the stabilization of the actin cytoskeleton. Myosin II motor activity is regulated by the phosphorylation of RLC serine 13 by MLCKs (myosin light chain kinases). Stimulation with cAMP induces a transient increase in serine 13 phosphorylation, leading to a four to six-fold increase in myosin motor activity (57).

The study of mutants was essential to characterize the effect of different modulators on myosin II activity. KI-8 and KI-10 (non-chemotactic mutants isolated from the parental strain XP55, see reference (58)) are two chemotaxis deficient mutants that do not produce cGMP in response to chemoattractants, do not recruit myosin II into the cytoskeleton and have no increase in the RLC phosphorylation. Streamer F (StmF) mutants, that have a defect in cGMP specific phosphodiesterase (59) and accumulate increased amount of cGMP in response to cAMP, display a persistent and elongated morphology, a prolonged association of myosin II with the cytoskeleton and a delay in the phosphorylation of MHC and RLC (55). Cyclic GMP is
an important intracellular signal in the control of chemotaxis and the regulation of myosin II. Wild-type aggregation competent *Dictyostelium* cells respond to a pulse of extracellular cAMP with a spike of intracellular cGMP that peaks at 10s (54). Cells lacking soluble guanylyl cyclase (sGC) activity or the cGMP target proteins do not recruit myosin II to the cytoskeleton in response to cAMP, form more lateral pseudopods, display less persistent movement and cannot maintain a polarized morphology (55). In the next section a more detailed view of cGMP signal transduction in *Dictyostelium* is presented.

1.7 cGMP signal transduction

In 1960, cGMP was synthesized for the first time, and at about the same time the existence of endogenously produced cGMP was confirmed. In 1969, guanylyl cyclases activity was confirmed and it became clear that some of them were bound to the cytoskeleton (60). In starvation developed *Dictyostelium* cells, receptor binding of the chemoattractant cAMP induces an increase in the inositol phosphates, cyclic GMP, cyclic AMP, calcium influx, phosphorylation of myosin II, and actomyosin association to the cytoskeleton (61).

The formation of the second messenger cGMP from GTP is catalyzed by guanylate (or guanylyl) cyclases. The two families of guanylyl cyclases are soluble (cytoplasmic enzymes, sGC) and receptor (GCA) types. One isozyme is a membrane spanning form that is activated by extracellular ligands (GCA), the other one is a soluble heme-containing enzyme (sGC), found in many tissues (62). *Dictyostelium* guanylyl cyclase A (GCA) has 12 membrane spanning domains, whereas conventional membrane-bound GCs have only one transmembrane region (57). Because most drugs or mutations that interfere with signal transduction alter the magnitude but not the timing of the cGMP response, the kinetics is considered robust (63).

In 1975, Putnam and Pedersen (64) described the discovery of a 3′,5′-guanosine monophosphate stimulating factor in *Dictyostelium*. Later, Mato and co-workers showed that folic acid also stimulates cGMP accumulation, and that cGMP function and hydrolysis is mainly intracellular. This was the first description of a
cGMP phosphodiesterase (PDE) activity in *Dictyostelium* (65). Cyclic GMP formation was shown to be dependent on the concentration of cAMP added to starved cells. Within 2s after the addition of cAMP, the cellular cGMP concentration increased 3-6 fold and reached a peak at 10s, recovering in 30s the pre-stimulating levels (66, 67). Further, the addition of ATP (0.2mM) caused a 2-3 fold activation of guanylyl cyclase, additive to that induced by cAMP (67). The estimated number of cGMP receptors (binding proteins) per cell is sufficient to mediate the transduction of a physiological cAMP signal (68).

The first studies of the role of cGMP reported that, during chemotaxis, cGMP regulates the association of myosin II with the cytoskeleton. The Kl-10 (chemotaxis defective) mutants show less regulation by cGMP (58, 61) and the streamer F mutant (stmF) NP368 (cGMP-specific phosphodiesterase deficient) shows a delay in the phosphorylation of myosin II light chain (69), suggesting that cGMP regulates the myosin response (70). Myosin II phosphorylation could also be dependent on the action of Ca$^{2+}$-calmodulin, which would induce an increase in myosin heavy chain (MHC) accumulation in the cytoskeleton (71). In metazoans, cGMP can bind to cGMP-dependent protein kinases (PKGs), cGMP gated ion channels, cAMP/cGMP-regulated Ras, and cGMP-regulated phosphodiesterases.

Four cGMP-binding proteins were identified in *Dictyostelium* and named GbpA-D (72). GbpA and GbpB were shown to encode cGMP-stimulated PDEs and have a cNB domain that mediates activation by cAMP or cGMP, and a Zn$^{2+}$-hydrolase domain. GbpC and GbpD are cGMP target proteins with Ras-homologous domains, a protein kinase and a Ras-GEF. GbpD is homologous to the C-terminal part of GbpC and also contains a Ras-GEF domain, a GRAM domain, and two cNBDs (73).

In *Dictyostelium*, cGMP is synthetized by guanylyl cyclase A (GCA) and soluble guanylyl cyclase (sGC) (55). Both GCA and sGC are activated *in vivo* by folic acid and cAMP (74). Cells lacking sGC activity do not recruit myosin II to the cytoskeleton in response to cAMP and cannot maintain a polarized morphology (55). The sCG protein is localized in the pseudopodia and at the leading edge, while cGMP supresses pseudopod formation in the back and sides of the cell (75). The *Dictyostelium* guanylyl cyclase regulates the magnitude but not the timing of cGMP response, and is strongly inhibited by Ca$^{2+}$ ions (63). Guanosine triphosphate (GTP)
is not only a substrate but also a regulator of guanylyl cyclase activity (76). At least three phosphodiesterases (PDEs) degrade cGMP: PDE3, cGMP-binding protein A (GbpA) and GbpB, a dual specificity PDE that can be activated by cAMP and cGMP (55). Altogether, there are six known PDEs encoding genes in *Dictyostelium* (74), the first characterized was named DdPDE3. DdPDE3 is not activated by cGMP and shows similarity to mammalian PDE9 (77). DdPDE1 (PdsA) is a PDE that degrades extracellular cAMP and cGMP. DdPDE2 (regA) is a cAMP-specific PDE in the cytosol that degrades intracellular cAMP. DdPDE4 is a PDE mainly expressed in the multicellular stage of development, and is involved in the degradation of cAMP. DdPDE5 (also called GbpA or PDED) is a cGMP-stimulated cGMP-specific PDE. Finally, DdPDE6 (also GbpB or PDEE) degrades cAMP and to a minor extent also cGMP inside the cell. DdPDE7 is a close homologue to DdPDE1 with different kinetics (78).

After stimulation, intracellular cGMP can reach a concentration of 3µM. DdPDE5 is the predominant enzyme involved in cGMP degradation. At 0.03µM cGMP (basal level), both DdPDE3 (40%) and DdPDE5 (60%) contribute to cGMP degradation, and at very high levels DdPDE6 becomes increasingly more important (78). Different than in other organisms, no cGMP-binding protein is known to be associated to protein kinase stimulation in *Dictyostelium*, excluding that protein kinase G (PKG) is a target of cGMP (79). Cyclic GMP production appears to be regulated by Ras subfamily GTPases and the small GTPase Rap1 promotes cGMP production under osmotic stress. Rap1 is known to control cell adhesion in mammalian cells. It was shown that in *Dictyostelium* it also regulates cell polarity and motility by controlling myosin II function (80). Phosphorylation of myosin is probably not the only target of intracellular cGMP, because cells with a deletion in the myosin heavy chain display normal chemotaxis and mutants with impaired cGMP synthesis show no chemotaxis (63).

In *Dictyostelium*, osmotic stress induces the activation of guanylyl cyclase and leads to myosin phosphorylation and filament redistribution (81). Cyclic GMP peaks 10s after chemotactic stimulation, and after 10min under osmotic stress. Chemoattractant receptors and G protein mediate guanylyl cyclase for chemotaxis but not for osmotic stress (82). Thus, osmo-regulation and chemotaxis use different detectors, but share the same cGMP pathways (63). It was shown that in response to
hyperosmotic stress, actin structures are reorganized and contract into bundles, a process controlled by coflin in a myosin II-independent manner (83).

The non-chemotactic mutants KI-4 and KI-7 have an aberrant cGMP binding activity, and an altered cGMP response. This suggested that chemoattractants stimulate guanylyl cyclase that further binds to a cGMP-binding protein, activating even more the guanylyl cyclase and transducing the signal downstream to myosin (84). A model for cGMP signaling in Dictyostelium has been proposed by Bosgraaf and co-workers (73). There, cAMP stimulation transiently activates the guanylyl cyclases sGC and GCA, leading to an increase in cytosolic cGMP. Cyclic GMP binds to GbpC, a high affinity cGMP binding protein, and is degraded by the PDEs GbpA and GbpB. The increase of cGMP is transient, and cGMP binding reaches a maximum at 15s after stimulus, with a half-time complex dissociation at 90s. Activated GbpC contributes to myosin RLC (regulatory light chain) phosphorylation, necessary for myosin II motor activity. Binding of cGMP to GbpC also induces MHC (myosin heavy chain) phosphorylation, which is essential for myosin II filament assembly. This maintains cell shape and polarization in a gradient of chemoattractant. Recently, the same group concluded that GbpC and GbpD have different functions in Dictyostelium chemotaxis and act via different signal transduction pathways (34). GbpC is regulated by cGMP and is needed for myosin translocation and cell polarisation, whereas GbpD does not depend on intracellular cyclic nucleotides and induces surface-attached lateral pseudopodia. GbpD could then act in a signal transduction pathway that influences actin polymerization. This is supported by the observation that cAMP induced actin polymerization in GbpD overexpressing cells has a delayed recovery compared to that of wild-type cells (34).

Cyclic GMP enhances cAMP-induced Ca\(^{2+}\) influx, but those results are still controversial since they were shown only for stmF mutants (85). In PDE knock out cells, elevated cGMP concentrations inhibited Ca\(^{2+}\) influx (85). Cyclic GMP binds to a bovine cyclic-nucleotide-Ca\(^{2+}\)-gated channel and it is hypothesized that a similar channel could exist in Dictyostelium discoideum (86).

Persistent movement is observed if cells extend a series of pseudopodia in the same direction. When a cell is exposed to a gradient of chemoattractant, it shows actin polymerization in the front region and recruitment of filamentous myosin II in the tail. After the stimulus, the assembly of myosin II in the cell cortex takes around 20s
and since cGMP peaks at 10s, filamentous myosin from the cytoplasm is probably shuttled to the cell cortex downstream of cGMP (12). Calculating the contribution of signaling pathways to persistence and orientation showed that PLA2 (phospholipase A2) and cGMP modulate persistence (87). Only a small amount of the produced cGMP is secreted, the major part is degraded by a cGMP specific phosphodiesterase. Effects of extracellular cGMP in *Dictyostelium discoideum* cells are not known (88).

1.8 Phospholipid signalling

Phosphoinositides (PPIs) are important second messengers that can recruit actin-binding proteins to defined subcellular sites and alter their activity (89). Chemotaxing neutrophils and *Dictyostelium* amebae produce in their plasma membrane gradients of phosphatidylinositol 3,4,5-triphosphate (PIP$_3$), which are orientated with the external chemotactic gradient. PPIs have been proposed to act as an internal compass, guiding the movement of the cell (11). PIP$_3$ gradients in the plasma membrane are formed by the receptor-driven redistribution and activation of the corresponding metabolic enzymes. Type 1 phosphoinositide 3-kinase (PI3K), converting phosphatidylinositol 4,5-bisphosphate (PIP$_2$) into PIP$_3$, is recruited to the front region of the cell (90-92), whereas the PTEN (phosphatase and tensin homolog) phosphatase is located at the back of the cell (93). The production of PIP$_3$ is regulated by PI3K, whereas its dephosphorylation is mediated by PTEN and SH2 domain-containing inositol phosphatase (SHIP) (94). PIP$_2$ is hydrolized by phospholipase C to generate two important second messengers, inositol 1,4,5-triphosphate (IP$_3$) and diacylglycerol (DAG) (89). It is not known how phosphoinositides change actin dynamics, but most likely changes in the levels of cellular PPIs alter the function of actin binding proteins and signalling pathways regulated by GTPases, ion channels, and protein kinases (95).

One of the largest groups of PIP$_3$-binding proteins are the pleckstrin-homology (PH) domain-containing proteins. PH domain-containing proteins that bind to PIP$_3$, for example the cytosolic regulator of adenylyl cyclase (CRAC), AKT/protein kinase B (PKB), and PH-domain-containing protein A (PhdA), are highly localized at the front of chemotaxing cells. The PH domain has seven stranded β-sandwiches formed from two near-orthogonal β-sheets. There are around 100 PH domain-containing proteins in *D. discoideum* (94).
Translocation of PH-CRAC-GFP to the membrane of Dictyostelium cells has two phases: a transient translocation to the entire membrane followed by continuous translocation to smaller areas of the cell (8). Receptor-stimulated PI3K activity leads to the formation of the PH-CRAC patches, and they are supposed to enhance chemotactic movement by increasing the cAMP sensitivity and amplitude of cAMP-induced pseudopod extensions. Low concentrations of cAMP can still induce the patches, but the concentration does not affect the size and fluorescence intensities of the patches. Those patches are thought to be self-organizing structures (8). Cyclic AMP can induce PH-CRAC patches even in cells treated with Latrunculin A, an F-actin disrupting agent (96). Because the receptor-mediated PIP₃ response does not fully adapt to constant cAMP levels, this partial adaptation, together with the cGMP-mediated myosin filaments, could be enough to inhibit pseudopod formation in the back of the cell. The advantage of such an adaptation would be the temporal and spatial information provided by the PI3K pathway, that could make the cell change the direction of the movement when the direction of the chemoattractant also changes (8).

PIP₃ diffuses about 100 times more slowly than intracellular second messengers like cGMP, cAMP and IP₃. Because of that, high local concentrations can be maintained (8). PIP₃ is thought to participate in a positive-feedback loop (figure 8), comprising GTPase Ras, PI3K, PIP₃ and F-actin. This positive feedback loop is a regulatory pathway used by cells to modulate the cytoskeleton, with or without the activation of an extracellular stimulus (97, 98). Dictyostelium amebae can extend pseudopodia in the absence of PI3K activity, but a pseudopodium is preferentially formed at a region of the cell with a PH-CRAC patch (8, 96).

A quintuple PI3K knockout mutant, of all Dictyostelium PI3Ks (PI3K 1-5⁻), and a sextuple mutant with PTEN knocked out in addition (PI3K 1-5⁻, PTEN⁻), show a similar increase in F-actin content after global stimulation of the cells and a polarized overall distribution of F-actin at the front and rear when in a cAMP gradient. Cells of the sextuple mutant can still chemotax efficiently towards a micropipette releasing cAMP. The speed of random motility, which is the movement without externally applied chemotactic gradients, is severely impaired in those mutants, suggesting a role for PIP₃ in basal motility. PIP₃ is most likely involved in regulating the rate of pseudopod formation and in maintaining their subsequent stability (91).
Phosphoinositide signaling and the role of RasG proteins (Ras proteins activated by cAMP).

RasG activation is essential for the regulation of PIP$_3$ signaling, and also for the amplification of the initial signal, the initiation of cell polarity, and actin polymerization. Rap1 interacts with PI3K, and its activation in response to cAMP occurs downstream of RasG. Figure taken from (98).

The protein N-WASP, normally in an inactive state, binds PIP$_2$ and exposes the binding sites for actin and the Arp2/3 protein complex. The Arp2/3 complex then nucleates the assembly of actin filaments and forms branches between the actin filaments. The ATP-consuming polymerization of actin does mechanical work that produces forces sufficient to propel the cell membrane forward (99).

There are three models for the PPI regulation of actin-binding proteins. The most simple one is that an actin-binding protein site coincides with a PIP$_2$-binding site and targeting of the protein to PPI-rich membranes dissociates actin competitively. Another model is that the binding to PIP$_2$ causes a rearrangement of actin-binding domains or a local unfolding of polypeptide within these domains, deranging the
surface required to bind actin. The third mode of binding would be when the protein docks to the membrane in a manner that disrupts interactions between domains that mask binding sites for actin or membrane anchors (89). PIP₂ is produced locally at the plasma membrane and recruited to the negatively charged inner leaflet in response to an external signal.

1.9 Cytoskeleton-disrupting drugs

Many actin-targeting natural products are known, and they provide a valuable tool to manipulate the cytoskeleton in living cells. The actin-targeting natural products have usually common structural features such as a primarily hydrophobic component and complex side groups. They can be divided according to their function in either destabilizing (inhibitors) or stabilizing agents of actin assembly. Because actin filaments are dynamic, the filament-destabilizing compounds can be also divided in those that only sequester actin monomers after their dissociation from the filament, and those that actively sever the filaments by binding directly to them and disrupting the interactions between the actin monomers (100).

The latrunculins are the first class of marine natural products that were found to bind to actin and disrupt its organization (101). Latrunculin is purified from *Negombata magnifica*, a red sea sponge that exudes a fluid that can kill fishes in minutes. Latrunculin A and B, isolated from the fluid, were shown to depolymerize actin *in vitro* and *in vivo* (102). Latrunculin A (LatA, figure 9) binds within the interface between actin subdomains 2 and 4, above the ATP-binding site. It inhibits adenine nucleotide exchange on actin, limits the flexibility of the cleft, and traps nucleotides, resulting in the inhibition of nucleotide exchange. The effects of LatA on cells *in vivo* may be changed by the effect of the drug also on actin binding proteins, and not only simple monomer sequestration (103).
Figure 9 - Structure of the Phalloidin-conjugate (left) and of Latrunculin A (right) (102).

The fungal metabolite phalloidin was isolated in 1937 as one of the toxic peptides derived from the mushroom *Amanita genus*. Phalloidin induces the formation of microfilament-like structures *in vitro* and *in vivo*, and coupled to fluorescent dyes, was one of the first cell stains for F-actin used (104). In the present work, I used a fluorescent conjugate (figure 9) of phalloidin to quantify F-actin in cells exposed to Wiskostatin.

New molecules that target the actin system have been found with the help of combinatorial chemistry and high-throughput bioassay screening. Wiskostatin (figure 10), an inhibitor of N-WASP, was found in this way. Wiskostatin is a derivative of carbazole, with the carbazole backbone symmetrically brominated at the 3- and 6-positions, and an N-propyl side chain carrying a hydroxyl group at the 2-position and a dimethylamino function at the 3-position (105). It inhibits N-WASP by stabilizing its autoinhibited conformation, preventing subsequent activation of the Arp2/3 complex (104) by binding within a pocket in the GBD regulatory region. Wiskostatin inhibits actin assembly in response to PIP2 in a dose-dependent manner. Both enantiomers are equally potent. Most likely, Wiskostatin can also target other components in a cell, in particular, other members of the WASP family (106).
Another way of severing actin filaments by drugs is by targeting phospholipids or the phospholipid production. Gelsolin is an actin-binding protein of the actin-severing gelsolin/villin superfamily, which severes actin filaments. It can be differentially activated by Ca$^{2+}$ and polyphosphoinositides. Between the residues 150-169 of gelsolin, there is a PPI binding site regulating filament severing. Synthetic peptides based on this sequence bind tightly to PPIs. These peptides also bind with moderate affinity to F-actin (107). The amino acid sequence QRLFQVKGRR competes with intact Gelsolin for binding PPIs. A fluorescence derivative of this peptide with rhodamine B was synthesized and named PBP10. PBP10 is cell permeable, and besides binding to PPIs, also strongly stimulates the enzymatic activity of PI3K in vitro (108). I used PBP10 to study the effect of phospholipid signalling on cell motility and cytoskeleton dynamics.

1.10 Cell mechanics and microfluidics

The mechanical properties of a cell are determined by the cytoskeleton. In particular, the subcortical actin network contributes to the elastic response of cells and was studied by the use of modulators of actin polymerization (109). The cytoskeletal network is not only controlled by the amount of F-actin, but also by accessory proteins that bind to actin. Small changes in the concentration of actin-
binding proteins dramatically alter the elasticity of F-actin, that determines the stiffness of the network (110).

Depolymerization of actin filaments by drugs softens cells, and alters other physical properties, like cellular viscosity. The analysis of cell mechanics can predict complex cell characteristics, such as motility (109). Currently, cell mechanics is mostly studied by microrheology and atomic force microscopy. For global cell mechanics measurements micropipette aspiration, microplate manipulation, optical stretching and microfluidic deformation are used (109).

Microfluidics is a technology to manipulate fluids in networks of channels with dimensions of about 5-500μm. To construct microfluidic channels, soft litography based on poly(dimethylsiloxane) (PDMS) is used. PDMS is well suited for biological experiments, because it is soft, electrically insulating, flexible, transparent, unreactive, and permeable to gases. It has a surface that can be oxidized, allowing PDMS to seal to other surfaces, like glass (111). PDMS consists of repeating –O Si(CH₃)₂ units. The CH₃ groups are responsible for making the surface hydrophobic, but different techniques are available to readily change it to a hydrophilic surface (112). PDMS microfluidic systems have many applications in cell biology, including cytoskeleton research, the study of cell-substrate adhesion, cell sorting, and many more (113). In our microfluidic cell squeezer device, we quantify the deformation of cells exposed to Latrunculin A and Wiskostatin.

1.11 Caged compounds

Caged nucleotides like caged cAMP or caged cGMP are nucleotide analogs with an esterified phosphate terminal carrying a blocking group that makes the molecule biologically inactive (114). It is important that the caged analog is biologically inert and solvolytically stable. The uncaging reaction should be rapid and with a high quantum yield, without generating toxic side products. (115). Caged biomolecules can be introduced into living cells without evoking any biological response and are useful for in situ studies of cellular processes (116). Flash photolysis permits the release of the probes in a spatiotemporally controlled manner. Many caged compounds carry a nitrobenzyl group for the photochemical reaction, activated by light with a wavelength in the range of 300-400nm (117).
In contrast to cAMP and cGMP, 8-Br-cAMP and 8-Br-cGMP are poorly hydrolized by phosphodiesterases and display a higher biological efficacy and membrane permeability. DMACM ([7-(dimethylamino)coumarin-4-yl]methyl) and DEACM ([7-(diethylamino)coumarin-4-yl]methyl) esters of 8-Br-cAMP and 8-Br-cGMP combine high solvolytic stability and rapid photorelease with long wave length absorption and high extinction coefficients, enabling photorelease under non-damaging conditions (118). Here, I use photoactivation of DMACM-caged-8-Br-cGMP to study the effect of intracellular cGMP release on the cortical dynamics of actin and myosin II.
The goal

Ameboid cell motility is mediated by the actin cytoskeleton. In a chemotaxing Dictyostelium cell, membrane receptor signals transmit the chemoattractant stimulus to the actomyosin system, leading to actin-driven pseudopod formation at the leading edge and to myosin II-mediated contraction at the uropod of the cell, see figure 11.

It is the goal of this work to study the regulatory mechanisms that govern the different aspects of cell motility. For each stage of this process – actin dynamics, myosin II dynamics, and upstream receptor signaling – a key player of the pathway was chosen to exemplarily study the underlying regulatory mechanisms:

- the regulation of the Arp2/3 complex by WASP and its effects on the actin cytoskeleton;
- the role of cGMP on myosin II assembly;
- the role of the phosphoinositide signaling.

To achieve these objectives, drug exposure experiments and the photochemical release of signaling molecules were used:

- the carbazole derivative Wiskostatin, an inhibitor of the Arp2/3-activator WASP;
- DMACM-caged-8-Br-cGMP to release cGMP in a spatiotemporally controlled manner;
- the peptide PBP10, that binds to phosphoinositides.

Signal transduction in eukaryotic cells is highly complex, and often many parallel pathways exist. Because of that, D. discoideum, a well-established model organism for studies on the cytoskeleton and on cell motility, was chosen for my experiments. The solid existing knowledge about Dictyostelium and its life cycle provided a basis for my analysis of the regulatory mechanisms of cell motility.
Figure 11 - A view on the three regulatory systems analyzed in this work: the actin dynamics, the myosin II dynamics, and the upstream receptor signaling by phosphoinositides. To investigate actin polymerization I used Wiskostatin, to study myosin II assembly cGMP was released in a controlled manner, and to analyze the phosphoinositide dynamics the peptide PBP10 was used.

To achieve my goal, I performed live-cell experiments using different techniques of optical microscopy, microfluidics, and customized data analysis tools, along with well-known biochemical assays to complement the results.
2 Materials and Methods

2.1 Solutions and media

**Sørensen buffer:** 14.6 mM KH$_2$PO$_4$ (Merck, Darmstadt, Germany), 2 mM Na$_2$HPO$_4$ (Merck, Darmstadt, Germany), pH 6.0.

**HL-5 medium (Formedium, Hunstanton, UK):** Nutrient medium for axenic cultures.

**Cell Lysis buffer:** 7M Urea (Sigma-Aldrich, Taufkirchen, Germany), 2M thiourea (Sigma-Aldrich Germany), 0.1% Triton X-100 (Applichem, Darmstadt, Germany), 10mM Tris base (Applichem, Darmstadt, Germany), 600μL protease inhibitor cocktail (Sigma-Aldrich, Taufkirchen, Germany) for 6mL total volume of buffer, 50mM Dithiothreitol (DTT, from Applichem, Darmstadt, Germany).

**F-actin assay solutions:** 6% paraformaldehyde

0.1% Triton X-100 (Applichem, Darmstadt, Germany)

1% BSA/phosphate buffer (Bio-Rad, München, Germany)

0.2µg/mL TRITC-phalloidin (Fluka, Sigma-Aldrich, Taufkirchen, Germany)

Methanol (Roth, Karlsruhe, Germany)

**Bacteria transformation solutions:**

Ψb-Medium: 5g yeast extract, 20g peptone, 5g MgSO$_4$, pH= 7.6.

TfbI: 30mM KAc, 100mM RbCl, 10mM CaCl$_2$•2H$_2$O, 15% Glycerin, 50mM MnCl$_2$•4H$_2$O, pH=5.8.

TfbII: 10mM MOPS, 75mM CaCl$_2$•2H$_2$O, 10mM RbCl, 15% Glycerin, pH= 6.5.

(All reagents from: Applichem, Darmstadt, Germany).

**Dictyostelium transformation solutions:**

Electroporation buffer: 50mM sucrose (Applichem, Darmstadt, Germany), 10mM KH$_2$PO$_4$ (Merck, Darmstadt, Germany), pH= 6.1.

0.1M CaCl$_2$ and 0.1M MgCl$_2$ (Applichem, Darmstadt, Germany).
2.2 Other Chemicals
Adenosine 3',5'-cyclic monophosphate, 99% (Sigma-Aldrich, Taufkirchen, Germany)

DMACM-caged-8-Br-cGMP (7 - Dimethylaminocoumarin- 4-yl)methyl-8-bromoguanosine-3', 5'-cyclic monophosphate), (Biolog, Bremen, Germany)
cGMP (Guanosine 3,5-cyclic monophosphate) (Sigma-Aldrich, Taufkirchen, Germany)

Br-cGMP (8-Bromoguanosine 3,5-cyclic monophosphate sodium salt), (Sigma-Aldrich, Taufkirchen, Germany)

DMAC (7-Dimethylamino-4-methyl-coumarin) (Sigma-Aldrich, Taufkirchen, Germany)

Dihydroethidium (for fluorescence) (Sigma-Aldrich, Taufkirchen, Germany)

Trypan blue (Applichem, Darmstadt, Germany)

G418 disulfate (Applichem, Darmstadt, Germany)

Bio-Rad Protein Assay (Bio-Rad, München, Germany)

Hygromycin B, 50mg/mL (Roth, Karlsruhe, Germany)

Wiskostatin (Calbiochem, Merck Chemicals, Nottingham, UK)

Polyphosphoinositide-Binding Peptide, PBP10 (Calbiochem)

Latrunculin A (Sigma-Aldrich, Taufkirchen, Germany)

PDMS (Dow Corning GmbH, Wiesbaden, Germany)

Sylgard 184 (Dow Corning GmbH, Wiesbaden, Germany)

Fluorescein (Acros Organics, Fisher Scientific GmbH)

Fluorescein diacetate (Sigma-Aldrich, Taufkirchen, Germany)

Propidium iodide (Sigma-Aldrich, Taufkirchen, Germany)
2.3 Cell culture

*D. discoideum* cells were cultivated in HL-5 medium (Formedium, Hunstanton, UK) at 21± 2°C. For cell motility assays, cells were washed two times in Sørensen phosphate buffer or kept in cell medium (assays with vegetative cells). For pulsing, cells were shaken until a density of 1x10⁷ cells/mL and pulsed with a 21.5µM cAMP solution, with 3 drops every 6 minutes to create a 50nM cAMP pulse concentration in the shaking flask.

2.4 Transformation and Electroporation

SCAR-GFP and WASP-GFP vectors were kindly provided by Veltman and Insall (Beatson Institute for Cancer Research, UK). Competent *E. coli* cells were transformed and plasmid DNA isolated using the kit Nucleo Bond PC100 and Nucleo Spin Extract II (Macherey-Nagel, Düren, Germany). Bacteria were made competent in Ψb-Medium at 37°C, incubated on ice, and resuspended in TfbI. After 5 minutes incubation on ice, cells were centrifuged and resuspended in cold TfbII. The frozen competent cells were incubated with 100ng DNA and heat-shocked at 42°C for 90s. After the heat-shock, bacteria were shaken at 37°C for 60 minutes (140 rpm) and subsequently plated in Ampicillin agar plates. For the electroporation of *Dictyostelium* cells, 5x10⁷ cells in total were cooled until 4°C, centrifuged, and washed with Sørensen phosphate buffer. Afterwards, cells were washed in 10mL electroporation buffer, centrifuged, and resuspended in 700μL electroporation buffer. Approximately 15-30μg plasmid was added to a pre-cooled 4mm cuvette, together with the 700μL cells. The electroporation was done using the Gene Pulser Xcell System (Bio-Rad, München, Germany) equipment, at 3µF, 1.1kV, in 2 pulses, with 5s interval. The cell suspension was transferred to a microtube and incubated for 10 minutes at room temperature. 7μL of CaCl₂ and MgCl₂ solutions (from a 0.1M stock) were added, and cells gently shaked for 15 minutes. Cells were then plated in dishes with HL5 medium and selected with Hygromycin (50µg/mL). Fluorescence was checked using a confocal microscope (LSM 710, Carl Zeiss Microimaging, Jena, Germany).

2.5 Cell lines

In this work, several *Dictyostelium discoideum* cell lines were used (see next table).
2.6 Microfluidics – Fluidic cell squeezer
One of the main effects of cytoskeleton disrupting drugs in cells is the loss of their cellular mechanical stability. The cells get softer and can easily be deformed, not recovering from abrupt deformations. To compare the effect of mechanical deformations in non-treated and drug treated cells, I used a microfluidic device developed by Wegner C (119). The experiments were also performed with the help of Christian Wegner. The microfluidic structure is based on several studies (120-122). The angle of the channel wall is 45° with respect to the flow, and 5 equal triangles were designed in order to have five constriction sites (see figures 12 and 13). At each constriction site the flow speed and, due to the no-slip boundary condition, also the shear stress on a passing object, increase. The width of the constriction sites are 20μm. The length, width, and height of the channel were l=400μm, w=100μm, and h=20μm, respectively. An automated syringe pump (Hugo Sachs Elektronik - Harvard Apparatus GmbH, March-Hugstetten, Germany) was used to maintain a steady flow of cells in buffer, or cells-buffer-Wiskostatin mixture.
Soft lithography, in order to get a master wafer, was done as stated in (123). In a laminar flow bench, the master wafer was cleaned with acetone, isopropanol, and deionized water. Afterwards, the wafer was dried with air. PDMS and curing agent (Sylgard 184, Dow Corning GmbH, Wiesbaden, Germany) were added, in a 10:1 proportion. Elastomer and curing agent were mixed and placed on the top of the master wafer, inside a weighting boat. Everything was put into a desiccator and evacuated for about 1h, until all air bubbles disappeared. Then the weighting boat was placed in an oven at 75°C for 1h, and cooled back to room temperature. The PDMS around the microstructure was cut, peeled off, and the side with the structure protected with scotch tape. A clean polished needle was used to punch holes for the inlets and outlets. Together with a clean coverslip, the PDMS piece was placed inside a plasma cleaner. The plasma cleaner was evacuated and operated for 2.5 min, oxidizing the PDMS and the glass surface of the coverslip. Both were then put in contact with each other so that stable Si-O-Si bonds formed at the interface. The microchannel is sealed and ready for use. Two different experimental types were done, a) control experiments and b) Wiskostatin experiments. Solutions with a.1) buffer, a.2) buffer and cells or b.1) buffer and drug, and b.2) buffer and drug and cells, were prepared and filled into 250μL glass syringes (Hamilton Bonaduz AG). For the experiments with beads, polystyrene microspheres with 10μm diameter (Polysciences, Warrington, US) were used instead of cells. The Teflon tubing was
connected to those syringes. They were filled, and placed in the syringe pump (Hugo Sachs Elektronik - Harvard Apparatus GmbH, March-Hugstetten, Germany).

The average flow speed was 1mm/sec in the wide sections and 4.1mm/sec at the narrow constriction sites of the channel. The folded channel before the main channel guaranteed a uniform flow and mixture of buffer and drug, and also centered the cells entering the channel. Images were recorded with a resolution of $1280 \times 305$ pixels at 800 frames/sec using a CMOS camera (EoSens MC1362, Mikrotron, Unterschleißheim, Germany) mounted on an inverted Olympus IX71 microscope. Images were analyzed with a custom-made MATLAB program to quantify the roundness of the cells based on the isoperimetric inequality, see also section 2.10.

The data for the isoperimetric quotient of all cells was averaged and then divided by the plateau (the beginning of each data set, about 6 to 8 data points, before the cell entered the first constriction site). Since there were four constriction sites, each response of the cell was divided by its preceding plateau value. The average of the four responses was calculated. In a control experiment, I repeated the analysis with non-deformable polystyrene beads. The resulting dataset was subtracted from the cell response curves. This was done to exclude a possible bias in the shape detection of the high speed objects that were recorded with too long exposure times. The curve obtained after the subtraction of the cell-curves minus the beads-curve is the subtracted or corrected data set.
2.7 Cell motility assays

For the random motility experiments, AX2-WT cells were incubated in medium (experiments with vegetative cells) or Sørensen buffer (experiments with developed cells). For the experiments with developed cells, cells were pulsed as stated in section 2.3. Control cells and drug-exposed cells were placed in an 8-well slide (Ibidi, Martiensried, Germany), and imaged in parallel using an IX71 inverted microscope (Olympus, Hamburg, Germany), with conventional brightfield illumination through a LUC PLAN FLN 20x/0.45 objective (Olympus, Hamburg, Germany). Images were recorded every 10 seconds for 4 hours with an Olympus F-VIEW Camera and transferred to a personal computer for further processing.

For the chemotaxis experiments, LimEΔ-GFP cells (AX2) were pulsed as described in section 2.3. Cells were plated in a glass bottom dish and imaged on a Zeiss LSM 710 microscope (Carl Zeiss Microimaging, Jena, Germany), with one image taken every 10s. A Femtotip pipette (Eppendorf, Hamburg, Germany) filled with 10^{-4}M cAMP was placed in the middle of the field of view.

The cell motility analysis was done together with Matthias Theves. To extract the cell centroid positions (figure 14) we segmented each image using Sobel edge detection and standard thresholding techniques (124, 125). From the binarized images, cell positions were calculated as the center of mass of every interconnected region.

![Figure 14 - Cell centroid positions in the original image (brightfield). Note that the code sometimes identifies more than one cell as a single cell. If too big, cell aggregates are excluded from the data analysis.](image)
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Positions of all cells on every image were then linked together to form trajectories in time using a customized version of the tracking algorithm written by Crocker and Grier (126), see figure 15. In this algorithm, the most probable set of two cell positions in two consecutive time frames is determined by minimizing a cost function $Y$, which is the sum over all possible distances for a given set of cell links:

$$Y = \sum_{i=1}^{N}(r_{i,t} - r_{i,t+1})^2$$  

Based on reference (126).

Here, $r_{i,t}$ is the location of the cells on an image with $N$ cells at time $t$.

![Figure 15 - A graphical explanation of the cost function. \( \sum d_i = d_1 + d_2 \) should be the minimum possible. The algorithm selects the lowest sum of the possible distances, here: Option 1.](image)

The customized program is based on the work by Theves, M (125). The velocities were calculated from finite, euclidean distances. The average motility in a given experiment was defined as an ensemble and time average, the average velocity of all cells at all times during the whole observation period. The chemotactic index (CI), the distance a cell has moved in direction of the chemotactic stimulus, divided by the total distance travelled, was calculated for each cell trajectory longer than 5 minutes.
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The average velocity was calculated as an ensemble- and time average over all single cell trajectories (see figure 16). To estimate the error on the measured average velocity we subdivided the region of interest into three equally sized bins. For each bin the average velocity was then calculated separately (in figure 16 indicated as $v_1$, $v_2$ and $v_3$). The error bars then indicate the range of the velocities observed in the three bins. It is important to note that they are prone to changes when cells start to aggregate and the number distribution across the bins becomes uneven. Furthermore, cell aggregates are recognized as single cells or if too big excluded from the statistics, as represented in figure 16.

![Figure 16 - Graphic showing how the error bars on the average velocity were calculated. Left: The region of interest is subdivided into three bins. The error on $v$, $\Delta v$ then reads $\Delta v = \max\{v_1, v_2, v_3\} - \min\{v_1, v_2, v_3\}$. Right: As local aggregates form, the error estimate is biased.](image_url)

All routines were programmed using MATLAB 7.5 (Mathworks, Ismaning, Germany) together with its image processing toolbox.

### 2.8 Fluorescence microscopy and photouncaging

#### 2.8.1 Confocal microscopy:

Confocal microscopy imaging was done with a LSM 710 microscope. Access to the microscope and technical support was kindly provided by the group of Prof. Dr. Bernd Walz and apl. Prof. Dr. Otto Baumann (Zoophysiology, Universität Potsdam). The lasers used had the following wavelengths: 488nm argon laser, 561nm DPSS laser, and a Diode 405-30 laser (405nm, photobleaching laser). (Microscope and lasers are from Carl Zeiss Microimaging, Jena, Germany).
For the cell morphology, cell recovery (reversibility assay), cell motility (chemotaxis pipette assay), and PH-\text{crac} translocation assay with WF38 cells, cells were imaged at the LSM710 confocal microscope using the 488nm line of an argon laser, with 0.5 to 1% of the maximum laser intensity. For the chemotaxis pipette assay, cells were also pulsed for 5 to 6h and incubated with the drug for 30min, before starting the image sequence. I kept the cells at all times exposed to the drugs, while control cells were kept in buffer. A pipette filled with $10^{-4}$M cAMP was placed in the middle of the field of view and images were acquired every 20s. Fluorescence images were analyzed using a modified version of the next neighbor algorithm (as stated in section 2.7).

2.8.2 Photouncaging:
For the cGMP uncaging experiments, Myosin II-GFP + LimEΔ-mRFP cells were incubated in 10µM caged-cGMP diluted in Sørensen buffer, placed in a glass bottomed dish, and visualized using the 488nm and 561nm lasers, with a PlnApo 63x/1.4 Oil DicIII objective (Carl Zeiss Microimaging, Jena, Germany).

The DMACM-caged-8-Br-cGMP releases its cage, DMACM, together with the cyclic nucleotide cGMP, at a maxima at 386 ± 398 nm in the absorption, and with a molar extinction coefficient of 16000 - 17000 L M$^{-1}$ cm$^{-1}$ (118), see figure 17. I exposed the cells to a 405nm laser line (Diode 405-30, Carl Zeiss Microimaging, Jena, Germany). The uncaging experiments were performed in an area inside or outside the cell, see figure 17 B and C. A circle with 21 pixels was drawn inside or outside the cell, and with a 25.21 msec pixel dwell time at 100% laser intensity the area was bleached. Images were acquired every second. Two sets of images were taken simultaneously, one for each label.
Figure 17 - Uncaging of DMACM-caged-8-Br-cGMP. In A, the structure of DMACM-caged-8-Br-cGMP, and the released Br/cGMP is shown. B + C show the setup for uncaging inside and outside the cell. Images based on reference (118).

For the Dihydroethidium control assay, cells (AX2-WT) were plated in individual dishes and incubated, protected from light, for 2 hours in 20µM Dihydroethidium (Sigma-Aldrich, Taufkirchen, Germany). Cells were exposed to a 355nm laser for 60s (Genesis 355-150, Coherent Deutschland, Dieburg, Germany); the fluorescence intensities of cells at 600nm before and after stimulation were measured and plotted as a function of the distance from the laser.

For the micropipette assay a pipette was filled with 10µM of DMAC, cGMP or Br-cGMP. Sørensen phosphate buffer was used as a control. The pipette was mounted on an Eppendorf Femtojet (Eppendorf, Hamburg, Germany). Cells were plated, the micropipette was positioned next to one chosen cell, and imaging started, using the LSM 710 microscope with a PlnApo 63x/1.4 Oil DicIII objective. Images were acquired every second and after 20s solutions were released from the pipette next to the cell for 10s, while imaging.

Every recorded sequence was converted into a 3D-array containing the stack of all images with dimensions x, y, t, with t being the number of the subsequent images. First, the background intensity was calculated by averaging over all images t, therefore calculating the temporal mean value of every pixel (x,y). From the resulting background image, a mean intensity and a maximum intensity value were calculated.
The images in the 3D-array were then smoothed by a 3D median filter with a 5 x 5 x 5 pixel cube mask. After this operation was performed on both color channels, the two channels (for the GFP and for the mRFP images), both being normalized by the maximum intensity from the background image, were added together. To determine the cytosol and cortex of the cell and to distinguish both from each other we generated two masks: The first one, to identify the cytosol, was generated by thresholding the filtered image with 40% of the mean intensity value retrieved from the background image. The second one, which should represent the cortex, was generated by eroding the binarized image with a diameter of 16 pixels, and subtracting the result from the cytosol image. Both masks were then applied to the sequence of original images. We then defined the mean fluorescence intensity, separately for the sequence of cell cortex images and the sequence of cytosol images. To characterize the cytoskeleton response, the ratio of both values over the time was plotted. In figure 18, a summary of this image analysis can be seen.

The image analysis was done with a custom-made MATLAB program (MATLAB 7.5, Mathworks, Ismaning, Germany) with the assistance of Alexander Anielski.

Figure 18 - Image processing of fluorescence measurement of the inner part of the cell and of the cell cortex. In A1 the original image, with its fluorescence intensity for the GFP channel (myosin II) is shown, and in A2 the same image after the 3D median filter is displayed; B1 and B2 show the corresponding images for the mRFP channel (LimEΔ). In C1, the masks for the cortex and for the cytosol of the cell are shown. C3 displays both masks together with the fluorescence channels of the original images. This customized Matlab code was applied to every frame from all image sequences.
2.8.3 TIRFM – Total internal reflection fluorescence microscopy:

To visualize SCAR and WASP A in the cortex, the two cell lines expressing each one of these proteins coupled to GFP (vector kindly provided by Veltman and Insall, see section 2.4) were imaged using a Olympus IX71 microscope, (Olympus, Hamburg, Germany), equipped with a TIRF condensor, a 491nm excitation laser (LAS/491/50), and a 100x oil immersion objective (UApN TIRF). LimEΔ-GFP cells were also imaged with this setup. The light striking the interface between two media with different refractive indexes undergoes total reflection when focused at an angle greater than the critical angle. The refractive index of the first medium has to be bigger than the second medium (in this case the cell) so reflection can occur (figure 19). Although the light is reflected, the electromagnetic field of the incoming light still extends into the medium, in form of an evanescent wave that decreases exponentially. The electromagnetic field which constitutes the evanescent wave is usually 200nm thick. The portion of the cell within the evanescent wave, mostly the cell membrane and the cell cortex, can be excited and the fluorescence recorded.

Image sequences were taken, with 1s interval and later on analyzed using Image J software (http://rsbweb.nih.gov/ij/).

2.9 PI and FDA assay – Cell vitality assay

To quantify the cell vitality, Dictyostelium AX2-WT cells were plated in 8-well slides (Ibidi, Martinsried, Germany) and exposed for 30 min to different concentrations of Wiskostatin and for 10 min or 3h to 0.02mM hydrogen peroxide. After the treatment, cells were incubated for 10 minutes in the dark with 4μM Eva Katharina Barbosa Pfannes
propidium iodide (PI) and 0.05mg/mL fluorescein diacetate (FDA) in Sørensen buffer. This solution was always mixed freshly from separate propidium iodide and fluorescein diacetate stocks. Cells were then washed two times with buffer and observed under an LSM 710 confocal microscope, using a ECPIo NeoFluar 20x/0.50 M27 objective (Carl Zeiss Microimaging, Jena, Germany), a 488nm excitation laser for FDA, and a 561nm excitation laser for PI.

2.10 Cell recovery (reversibility assay)

To quantify the large number of cells with morphological changes after drug treatment, we decided to focus on the rounding up of the cells after drug exposure and the decreased number of pseudopods. To quantify this, we used a geometric inequality called isoperimetric inequality (128). In curves enclosing a plane with a fixed perimeter, the curve that maximizes the area of its enclosed region is a circle with a closed curve of length L and an enclosed area A. The area A thus has to fulfill the inequality:

\[ 4\pi A \leq L^2. \]

Equality holds if and only if the curve is a circle. For a given closed curve, the isoperimetric quotient is defined as the ratio between its enclosing area and that of the area of a corresponding circle with the same perimeter:

\[ Q = \frac{4\pi A}{L^2}, \text{For } Q = 1, \text{the cell shape is perfectly round and resembles a circle,} \]

\[ for \ all \ other \ cases \ Q < 1. \]

For the experiment, LimEΔ-GFP cells (AX2) from a shaking culture were imaged with a LSM710 Zeiss confocal microscope, as follows: control aliquots were taken and imaged. The remaining cells were incubated with 6µM Wiskostatin for 30 minutes. An aliquot of the drug treated cells was taken and imaged, the rest of the cells washed twice with phosphate buffer and let in shaking culture with the buffer for 30 minutes (washing assay). The washed cells were then imaged. All images were analyzed with ImageJ (http://rsbweb.nih.gov/ij/) and a self-written MATLAB 7.5...
program (Mathworks, Ismaning, Germany), based on the isoperimetric inequality. The program was written by Achim Quaas and Christian Wegner.

The closer the value of the quotient to 1, the less protrusions the cell has, the rounder it is and consequently the more affected by the drug. Isoperimetric quotient values were averaged and plotted as shown in the results section (sections 3.1.1 and 3.3.1).

2.11 Total protein assay

To quantify the total amount of protein in non-treated and Wiskostatin-treated cells, I used the Bio-Rad Protein Assay (Bio-Rad Laboratories GmbH), which is based on the method of Bradford (129). For that, cells were lysed with the Lysis Buffer (see recipe in section 2.1, based on reference (130)). Before, cells were grown in shaking culture until a density of $1 \times 10^7$ cells/mL, transferred to 1.5mL tubes (Sarstedt AG, Nümbrecht, Germany) and centrifuged (3 minutes, 1000rpm). Cells were washed two times with phosphate buffer, centrifuged again and 100μL of the lysis buffer was added.

The cell suspension was pipetted vigorously up and down, ensuring complete cell lysis and shearing of the DNA. After the cell lysis, the lysate was incubated for 10 minutes on ice and subsequently spun down at 20 000g, 4°C. The supernatant was transferred to a microtube, since proteins are in the supernatant, and pipetted in wells of a 96 microwell plate (Sarstedt AG, Nümbrecht, Germany), together with BSA controls. Dye reagent concentrate (Bio-Rad, 500-0006) was prepared (1 part to 4 parts of deionized water) and filtered. Three dilutions of BSA were used as a control. 10μL of standard or sample were pipetted in the wells, and in sequence 200μL of the prepared reagent dye was added and mixed. The microplate was incubated for 5 minutes in room temperature and the absorbance was measured in a microplate reader (Imark Microplate Reader, Bio-Rad, München, Germany) at 595nm.
2.12 F-actin quantification assay

Since Wiskostatin is supposed to affect WASP, a major protein responsible for cellular signal transduction and actin dynamics, I decided to quantify the F-actin content of cells exposed to the drug. For that, I used tetramethylrhodamine (TRITC)-phalloidin (Sigma-Aldrich, Taufkirchen, Germany). Phalloidin binds specifically to F-actin, and can be quantified using a Fluorometer, thanks to the fluorescent dye (TRITC) bound to it.

For the F-actin quantification experiments, cells were prepared in 5 different parallel assays for control cells, cells exposed to 6μM Wiskostatin, and to 5μM Latrunculin A. Experiments were repeated two times. The cells were centrifuged (1000rpm, 3 min), washed with Sørensen buffer and counted. For each microtube I counted 0.5x10^7 cells, in 1mL. Cells were incubated with the drug for at least 30 minutes, while control cells were kept in buffer. After the drug incubation period, cells were centrifuged and 200μL of cold 6% paraformaldehyde was added. I waited 15 minutes for cell fixation, and then washed the cells two times with buffer. After washing, 500μL of a 0.1% Triton X-100 solution was added for 3 minutes. Again, cells were washed with Sørensen buffer and then treated with a 1% BSA/ Sørensen buffer solution for 30 minutes. For the staining, 200μL of a 0.2μg/mL TRITC-phalloidin solution was added, and cells were incubated in the dark for 30 minutes. After washing, I added 1mL of pure methanol into each microtube, and extraction was performed in the dark for 1h. The fluorescence was determined at 550nm excitation, and emission between 560-650nm, recorded as a spectrum in a fluorometer (Fluorolog, Jobin Yvon Horiba Scientific, Unterhaching, Germany). Access to the equipment was kindly provided by Prof. Dr. Robert Seckler and Dr. Christian Fiedler (Physikalische Biochemie, Universität Potsdam).

2.13 Cell adhesion assay

Drugs can impair cell motility by affecting the strength of cell adhesion to the substrate. To quantify cell adhesion, I used a published protocol by Bosgraaf and co-workers (34). Cells (AX2-WT) were grown in six-well plates (Sarstedt AG, Nümbrecht, Germany) and the medium was replaced by fresh medium (or medium and drug) before starting the experiment. The plates were rotated on a shaker at
150rpm and samples were collected at different time points. The number of cells in the samples was determined, and the wells were always replenished by fresh medium after collecting samples. After the final time point, remaining cells were detached and counted. This number was added to the other cell countings (from the different time points) to calculate the total number of cells and the relative number of detached cells.

2.14 PH-CRAC translocation

To test the effect of PBP10 on PH-CRAC, cells expressing the plasmid WF38 were used. This plasmid has an enhanced green fluorescent protein (eGFP) tagged to the N-terminal pleckstrin-homology (PH) domain of cytosolic regulator of adenylyl cyclase (CRAC), with an actin15 promoter (8, 131). To observe the translocation of PH-CRAC to the cell membrane, PH-CRAC-GFP cells were starved and pulsed, as explained in section 2.3. Approximately 100μL of cells (density ~ 1x10⁶ cells/mL), were plated in each well of an 8-well μ-chamber (Ibidi, Martiensried, Germany) and allowed to attach to the glass substrate. PBP10 was added at least 30 minutes before imaging started, and cells were exposed to the drug during the whole experiment. Cyclic AMP drops of 100μL volume in total were added to control and drug-treated cells. With this, in a final volume of 200μL, the concentrations of 10nM, 100nM, 1μM, 10μM, 100μM and 1mM were achieved. PH-CRAC-GFP translocation was observed in the LSM 710 microscope using the 63x oil immersion objective. Pictures (512x512 pixels) were taken every second, for 100 seconds. All other fluorescence microscopy settings resemble the settings described in section 2.8. To measure the fluorescence intensities in cortex and cytosol, a similar custom made Matlab program, as explained in section 2.8 for the cGMP data was used, but in the PBP10 data, a radius of 2 pixels for erosion to determine the cortex was used.
2.15 Calculation of error

The number of cells analyzed in the experiments is always referred to as \( n \) in all the graphics and results.

For the drug experiments, error was always calculated as the standard deviation, as follows:

\[
Sd = \sqrt{\text{var}}, \text{var being the variance}
\]

\[
\text{var} = \frac{1}{n-1} \sum (x_i - \bar{x})^2,
\]

\( \bar{x} \) is the mean value.

When ratios between control experiments and drug experiments were taken (for example Wiskostatin 6μM/control), the ratio of the error (ratio \( y \)) was calculated as follows:

\[
\text{If } y = \frac{x_1}{x_2}, \Delta y = \left(\frac{\Delta x_1}{x_2}\right) \pm \left(\frac{x_1 \Delta x_2}{(x_2)^2}\right).
\]

For the cGMP data, the standard error (SEM, standard error of the mean), was used, which is the standard deviation of the sample mean.

\[
SEM = \frac{Sd}{\sqrt{n}}
\]

Sd is the standard deviation, \( n \) is the number of cells in the experiment.
3 Results

3.1 Impact of drug induced WASP-inhibition on motile cells

3.1.1 Wiskostatin treatment alters cell morphology and pseudopod formation

To find an adequate concentration of Wiskostatin (physiologically active but not lethal), I counted the ratio of living and dead cells after drug treatment using Trypan Blue as an exclusion dye (132). As shown in the next graphic (figure 20), the concentration closest to a median lethal dose was 6μM. This concentration was chosen for most of the following experiments.

![Graph](Image)

Figure 20 – Experiment to find the median lethal dose using the Trypan Blue method. Cells (AX2-WT) were incubated for at least 30 minutes with the drug. Using the exclusion dye Trypan Blue, dead and living cells were counted. For each data pint I used a minimum of 15 cells.

A complementary way of quantifying cell death in *Dictyostelium* is to label cells with propidium iodide (PI) and fluorescein diacetate (FDA) (132). Propidium iodide is a red fluorescent DNA-intercalating dye that cannot cross intact cell membranes. Cells thus fluoresce red only if the membrane has become permeable, a late sign of cell death. Fluorescein diacetate is a non-fluorescent, hydrophobic compound that enters the cell and becomes green fluorescent when it is cleaved by cytoplasmic lipases. Green fluorescing cells can be considered alive and metabolically active.
I used PI and FDA to quantify living and dead cells, after treatment with Wiskostatin (figures 21 and 22). The negative control for necrosis was done incubating cells in hydrogen peroxide for 10 minutes or 3h.

![Figure 21 - Images of cells treated with PI and FDA. (a) Control cells in Sørensen buffer; (b) cells treated with hydrogen peroxide for 3h; (c) cells treated with 6μM Wiskostatin for 30 minutes before staining; (d) cells treated with 12μM Wiskostatin for 30 minutes before staining. Bars represent the length of 20μm. Images were taken using a 20x objective, 1668 x 1688, LSM 710 confocal microscope (Zeiss), and are an overlay of brightfield and fluorescence pictures.](image)

For several frames taken, I counted the red (dead) and green (living) cells (figure 21). The results (in percentage) are shown in figure 22. The total number of cells for each example is: H$_2$O$_2$ 10 min n=431, H$_2$O$_2$ 3h n=609, Control n=501, 6μM Wiskostatin n=720, and 12μM Wiskostatin n=487.
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A first assay to quantify the impact of Wiskostatin was to observe the changes in cell morphology of cells exposed to the drug. A concentration of 6μM Wiskostatin had a pronounced effect on the morphology of vegetative *Dictyostelium discoideum* cells. In figure 23, LimEΔ-GFP cells exposed to the drug were observed under a confocal microscope. In A and B, bright field images of control and Wiskostatin-treated cells are shown, respectively. The images C and D show the corresponding fluorescence images.

Cells exposed to the drug were round, with only few or no membrane protrusions. This suggests that Wiskostatin strongly affects the formation of pseudopods in *Dictyostelium* cells. However treated cells still maintained a cortical network, as can be seen from the increased fluorescence at the inner side of the plasma membrane (figure 23D). Spots and patches of LimEΔ-GFP indicate localized activity in the actin cortex, even after exposure to Wiskostatin.
The crucial step when studying changes in cell morphology is to quantify them, especially when morphological changes are due to cytoskeleton disruption and vary between cells in the same experiment. Because of that, I quantified the morphological changes using a measure of a cell’s roundness. This measure is based on the isoperimetric inequality, and relates the area of a cell cross section to the area of a circle with the same perimeter. For arbitrary cell shapes the measure of the isoperimetric quotient is smaller than one and approaches unit for a circular cross section (for details see section 2.10).

The average roundness of a population of vegetative *Dictyostelium* cells (a) prior to drug exposure, (b) after exposure to 6μM, and (c) after washing cells with phosphate buffer was calculated using a custom-made MATLAB program. The
results are displayed in figure 24. As seen, the cell roundness increases by about 30%, and the morphological change is mostly reversible after cells have been washed with Sørensen buffer.

![Figure 24 - Cell recovery assay. The mean isoperimetric quotient is plotted for control cells (n=11), drug treated cells (Wiskostatin 6μM, n=19), and washed cells (recovery, n=20). Cells were taken from the same shaking culture.](image)

3.1.2 Wave formation and endocytosis are affected by Wiskostatin treatment

To study the subcellular dynamics of the actin cytoskeleton, I performed TIRF imaging with the following cell lines: LimEΔ-GFP, SCAR-GFP and WASP A-GFP. LimEΔ, as a marker for filamentous actin, is recruited to dynamic cellular protrusions, for example the leading edge and phagocytic cups (31). The LimEΔ-GFP label has been extensively used to visualize F-actin in *Dictyostelium* cells (32, 33). WASP A is the *Dictyostelium* WASP homologue that resembles most the mammalian N-WASP (43), and SCAR is a homologue protein of WASP proteins in *Dictyostelium*, and is associated to cell motility (47).

In figures 25 and 26, TIRF images of LimEΔ-GFP cells are displayed for different levels of drug exposure. In both the drug-treated cells and in the control cells small and localized spots in the actin cortex can be observed. They are usually associated with endocytosis (43). In control cells, the filamentous actin structures of
the cell cortex were clearly displayed, forming a dense network that is continuously rearranged (133). One has to consider that with TIRF imaging only bundles of several actin filaments can be resolved (33).

![Figure 25 - TIRF images (100x objective, oil immersion, Olympus) of LimEΔ-GFP cells in phosphate buffer. It is possible to visualize localized spots (a) and (b) along the actin cortex and the formation of actin waves (c), highlighted with a red line and arrows. Scale bar holds for a, b and c.](image)

After Wiskostatin treatment, LimEΔ-GFP cells get rounder and show less cortex activity, although it is still possible to visualize spots and localized areas of intense actin polymerization (fig. 26). The overall network structure of the actin cortex remained intact under the influence of Wiskostatin.
Figure 26 - TIRF images (100x objective, oil immersion, *Olympus*) of LimΔ-GFP cells, in phosphate buffer and Wiskostatin. In (a) and (b), cells were incubated with 6μM Wiskostatin, in (c) cells were incubated with 12μM drug. Cells get rounder and have less protrusions, compared to the control pictures. Scale bar holds for a, b and c.

In order to visualize how Wiskostatin changed the subcellular SCAR distribution, SCAR-GFP cells were incubated with the drug and images were taken with a TIRF microscope. As seen in figure 27A, control SCAR-GFP cells are spread on the substrate and show episodes of wave formation. After drug treatment (figure 27 B and C), cells seem less spread on the substrate and the SCAR-GFP distribution along the cortex is more homogeneous with less or no wave activity.

Figure 27 - TIRF images of SCAR-GFP cells (100x objective, oil immersion, *Olympus*). (a) Control cells in buffer, and (b), (c) cells in 6μM Wiskostatin. Note that in (a) cells clearly show wave formation, whereas in drug-treated cells (b and c), the cortex is more homogeneous. Scale bar holds for a, b and c.

It is known that mammalian N-WASP and *Dictyostelium* WASP A are involved in clathrin-mediated endocytosis (43). To investigate how Wiskostatin affects WASP activity in vivo, WASP A-GFP cells were imaged with TIRF. As expected from the experiments by Veltman et al. (43), localized WASP A spots appear and disappear.
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on the basal membrane of control cells, see figure 28A. Wiskostatin-treated cells show instead very few or no such spots of WASP A (figure 28B and C).

![Figure 28 - WASP A-GFP cells imaged with a TIRF microscope (100x objective, oil immersion, Olympus). In (a), control cells in buffer show the typical spots that are related to endocytosis. After drug treatment with 6μM Wiskostatin, the distribution of WASP A inside the cell is more uniform, with no or few dots ((b) and (c)).](image)

### 3.1.3 Wiskostatin treatment affects the mechanical stability of cells

The polymerization of actin filaments against the membrane exerts force that pushes the membrane to form protrusions. Since pseudopod formation is affected by WASP inhibition, the mechanical properties of the cell should be affected as well.

To analyze and quantify the mechanical changes of cells exposed to drugs, a microfluidic chip, as described in section 2.6, was used. Cells were injected into the channel with a continuous flow of buffer (or buffer + Wiskostatin). As the cells travel through the series of fluidic apertures, they experience an alternating sequence of maxima and minima in flow speed and shear stresses. This leads to a deformation as the cells pass through the narrow sections of the channel. In figure 29, cells exposed to 5μM Latrunculin A deform the most, and Wiskostatin-treated cells show a smaller deformation. It can be concluded that treatment of cells with Wiskostatin results in a reduction of mechanical stability. The isoperimetric quotient was calculated the same way as in section 3.3.1.
Figure 29 - Change of cell shape (average isoperimetric quotient) as a function of the cell position in the microfluidic channel. Note the large deformation when cells are treated with Latrunculin A or Wiskostatin, at the narrow constriction sites. (Control n=40, Latrunculin A n=33, and Wiskostatin n=50). Flow speed is 4.1mm/s.

The camera setup and the relatively long exposure times as compared to the high flow velocity can cause optical artifacts by blurring. This occurs because passing cells move while pictures are taken. To extract this source of error, non-deformable polystyrene beads were flushed through the channel, and the isoperimetric quotient was calculated as a control. The curve for the beads can be seen in figure 30.

Figure 30 - Apparent change of polystyrene beads shape (average isoperimetric quotient) as a function of the bead position in the microfluidic channel.
In possession of this curve, one can then subtract it from the original data to correct the exposure time bias. The corrected data is plotted in figure 31.

Figure 31 - Corrected curves of the change in the cell shape (average isoperimetric quotient) as a function of the cell position in the microfluidic channel. The curve for the beads deformation (figure 30) was subtracted from the original curve (showed in figure 29), to give the corrected data. Details on error calculation are stated in section 2.6. (Control n=40, Latrunculin A n=33, and Wiskostatin n=50).

The cell deformation increases with higher flow velocity. In figure 32, the isoperimetric quotient of cells exposed to different flow velocities is shown. The deformation increases with the flow velocity. However in the data set of figure 32, cells exposed to a flow velocity of 4.1mm/s surprisingly show less deformation than cells exposed to 3.3mm/s. This could be due to variations of the cell batch. Since I used only one flow velocity in my data analysis (4.1mm/s), the variation between different flow velocities in not significant for the final results.
3.1.4 Wiskostatin treatment does not affect the amount of F-actin in D. discoideum cells

Drug treatment can affect the total protein content of a cell, or disrupt specific protein targets, when it binds to it or to related binding proteins. To investigate whether Wiskostatin-treated cells or LatA-treated cells show changes in protein content, I quantified the total amount of protein in cells exposed to different concentrations of the drug. I used the Bio-Rad Protein Assay (Bio-Rad, München, Germany), standardized for a 96-micro well plate. The kit is based on the method of Bradford (129), which states that the absorbance maximum for a solution of Coomassie Brilliant Blue G-250 dye shifts from 465nm to 595nm when proteins bind to it. The dye is acidic and binds primarily to basic and aromatic amino acid residues. No significant change in total protein content was measured in cells exposed to Wiskostatin or Latrunculin A, as shown in figure 33 A and B.

For Latrunculin A, it is known that a loss in mechanical stability is caused by depolymerization of F-actin rich structures in the cell cortex (103). To measure the F-actin content, I used a TRITC-phalloidin-based assay, taking advantage of the specific binding of phalloidin to F-actin. Cells exposed to Latrunculin have reduced F-actin content, but not cells exposed to Wiskostatin. Figure 34 shows the result of the
F-actin assay. It indicates that Wiskostatin does not affect the overall F-actin content directly, but probably only the nucleation and branching of actin by the proteins of the Arp2/3 complex. Other actin nucleators in the cell could compensate for the lowered nucleation by the Arp2/3 complex.

Figure 33 - Total protein content of cells treated with different concentrations of Wiskostatin (a) and Latrunculin A (b). All results were normalized by the control data.

Figure 34 – Relative F-actin content of cells treated with Wiskostatin or Latrunculin A. Results were normalized by the control.
3.1.5 Substrate adhesion is increased by Wiskostatin treatment

The degree of attachment of cells to the substrate can be an \textit{in vitro} marker of cell vitality (134). To analyze the degree of cell-substrate adhesion after Wiskostatin treatment I used a previously published protocol by Bosgraaf et al. (34). Surprisingly, my results showed an increase of cell adhesion for cells treated with the drug, especially in the first 30 minutes of the assay (figure 35). Fluctuations in cell adhesion might be also influenced by changes in cellular morphology (in my case, stated in the experiments of section 3.1.1) or in the polarization of the cell, and are not necessarily connected to cell death (134). My results on cell adhesion could thus point to changes in cell morphology and motility.

![Figure 35 - Cell adhesion assay: number of detached cells relative to the control. Cells were incubated for 30 minutes with Wiskostatin before starting the experiment, control cells were maintained in phosphate buffer. The mean over samples from four different wells is shown (see methods part, section 2.13).](image)

3.1.6 Motility is reduced by Wiskostatin treatment

Here, random cell motility of \textit{D. discoideum} cells was quantitavely analyzed. Time-lapse movies were taken and cells were tracked (see section 2.7) The first observation when analyzing the cell tracks was that cell motility is indeed impaired when cells are incubated with Wiskostatin. This can be seen in figure 36, which shows tracks of control cells and Wiskostatin-treated cells.
Figure 36 - Examples of tracks of random motility. In blue, control cells in HL-5 medium are shown. In red, cells incubated with 6µM Wiskostatin in medium are displayed. Experiments were performed on vegetative AX2-WT cells.

Throughout the experiment, cells were kept in HL-5 medium. The graph shows that motility is reduced with increasing Wiskostatin concentration (figure 37), but only by less than 25%. In the experiments with developed cells, cells were pulsed with cAMP as described, and kept in buffer during the image acquisition. As can be seen in figure 38, the motility of developed cells was much stronger affected by Wiskostatin treatment.

Figure 37 - Effect of different Wiskostatin concentrations on random motility of vegetative cells. Cells were incubated for one hour with the drug and images were taken every 10s, for a recording time of 4h. Velocity was calculated using a cell tracking program, as described in section 2.7. Cells (AX2-WT) were recorded in HL-5 medium, with the indicated concentrations of Wiskostatin.
Figure 38 - Effect of different Wiskostatin concentrations on random motility of starvation developed AX2-WT cells. Cells were grown in shaking culture and pulsed with cAMP (see section 2.3). After 5h of pulsing, cells were incubated for 1h in phosphate buffer with the drug, and images were recorded as described.

3.1.7 Chemotaxis is negatively affected by Wiskostatin treatment

As seen in the previous results (figure 38), developed cells are much stronger affected by Wiskostatin than vegetative cells. Those cells move per se more rapidly than vegetative cells, but the effect on motility seems to be also related to a role of WASP during chemotaxis. To investigate chemotaxis, LimEΔ-GFP cells were pulsed and exposed to cAMP gradients generated by a pipette filled with a $10^{-4}$ M cAMP solution that was placed in the middle of the field of view of a LSM 710 confocal microscope.

I performed the chemotaxis assay in the presence of the following Wiskostatin concentrations: 2μM, 4μM, 5μM, 6μM, 8μM, 10μM and 12μM. For the concentration of 6μM I did four independent experiments. In most cases, a clearly reduced chemotactic performance was observed in the presence of the drug. However, no systematic trend of a change in the chemotactic index (CI) as a function of the applied Wiskostatin concentration could be observed, as shown in the following table:
<table>
<thead>
<tr>
<th>Wiskostatin concentration</th>
<th>Cl control (buffer only)</th>
<th>Cl drug</th>
</tr>
</thead>
<tbody>
<tr>
<td>2μM</td>
<td>0.34</td>
<td>0.15</td>
</tr>
<tr>
<td>4μM</td>
<td>0.13</td>
<td>0.23</td>
</tr>
<tr>
<td>5μM</td>
<td>0.14</td>
<td>0.024</td>
</tr>
<tr>
<td>6μM (1)</td>
<td>0.37</td>
<td>0.31</td>
</tr>
<tr>
<td>6μM (2)</td>
<td>0.37</td>
<td>0.048</td>
</tr>
<tr>
<td>6μM (3)</td>
<td>0.38</td>
<td>0.024</td>
</tr>
<tr>
<td>6μM (4)</td>
<td>0.28</td>
<td>0.15</td>
</tr>
<tr>
<td>8μM</td>
<td>0.22</td>
<td>0.26</td>
</tr>
<tr>
<td>10μM</td>
<td>0.17</td>
<td>0.17</td>
</tr>
<tr>
<td>12μM</td>
<td>0.31</td>
<td>0.17</td>
</tr>
</tbody>
</table>

Table 1 - Chemotactic index of control cells in buffer and cells in different Wiskostatin concentrations are shown. In some cases, like for 4μM, 8μM, and 10μM Wiskostatin, the Cl of drug-treated cells is bigger than the Cl for control cells. This could be due to the different responsiveness of cells, and their stage of development.

The trajectories show that Wiskostatin-treated cells are differently sensitive to the drug. Some cells do not move at all, whereas others persistently move in the direction of the pipette. In the following images of trajectories (figure 39), a control experiment is displayed next to each drug experiment. Blue traces are trajectories of cells moving in the direction of the pipette (Cl > 0), red traces belong to trajectories of cells moving away from the pipette (Cl < 0). The position of the pipette tip is represented by an asterisk in the images.
Figure 39 – Control and drug-treated trajectories of pulsed cells exposed to different concentrations of Wiskostatin. Observe how trajectories of cells treated with the drug are in general less persistent. The trajectories correspond to the ones listed in table 1: A- 2μM, B- 4μM, C- 5μM, D- 6μM \(_1\), E- 6μM \(_2\), F- 6μM \(_3\), G- 6μM \(_4\), H- 8μM, I- 10μM, and J- 12μM.
3.2 Cytoskeletal dynamics in response to intracellular release of cGMP

3.2.1 The influence of scattered light on photouncaging experiments

Photo-activatable probes are able to give precise temporal delivery control of molecules. In my photoactivation experiments, it was the aim to release cGMP inside the cell. However, it is not known how the light scattering from the uncaging laser affects the amount and the distribution of released compounds.

Because the optical properties of the cell cytoplasm are different than from buffer or medium, with small intracellular particles attenuating light and with different light scattering between the cell body and the pseudopod (135), photoactivation also depends on the amount of light reaching different cell compartments. To monitor the amount of light reaching single cells in the different experimental settings (uncaging outside and inside the cell), I used Dihydroethidium (Sigma-Aldrich Germany), a membrane permeable compound that is photo-oxidated to hydroxyethidium when exposed to UV light. The photo-oxidated component is fluorescent and membrane impermeable, permitting the quantification of the component inside the cell after light exposure (135). For the photoactivation control assay, cells (AX2-WT) were plated in glass-bottom dishes, and incubated for 2 hours in 20µM Dihydroethidium, being protected from light. A small spot of the dish (approximately 8µm²) was then exposed for 60s to a 355nm laser, and the intensities of the fluorescence of cells before and after stimulation were measured and plotted as a function a cell’s distance from the illuminated spot. All experiments were done with the assistance of Dr. Matthias Gerhardt. The results showed that not only the cells directly hit by the laser are exposed to the UV-light. Rather, all cells in the vicinity of the laser (up to 600µm) are exposed to a sufficient amount of UV-light to initiate photoactivation inside the cells. The distance to the laser source did not influence the amount of photoactivation on a micrometer scale, as can be seen in figure 40.
Figure 40 - Dihydroethidium photoactivation assay: each square in the plot represents a cell and the ratio between its fluorescence intensity before and after the photoactivation. Cells up to a distance of 750μm from the laser source were quantified. The red dot represents a cell with the laser focused inside the cell, that is, the distance to the laser source equals zero. 86 cells were evaluated.

3.2.2 Caged cGMP experiments: actin and myosin responses in starvation developed cells

For the uncaging experiments in a confocal microscope, two different channels (RFP for LimEΔ and GFP for Myosin II) were recorded simultaneously (figure 41) for 100s. The details on microscopy and photouncaging are shown in section 2.8.

After determining the mean fluorescence intensity in the cell cortex and in the cytosol, I plotted the ratio of cortical and cytosolic fluorescence intensity as a function
of time in seconds. Many controls were performed, and the next table explains the naming of the different experiments and the settings used:

<table>
<thead>
<tr>
<th>Developmental stage of the cell</th>
<th>Type of experiment</th>
<th>Settings</th>
<th>Fluorescent label</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>sta</strong> – for starvation developed cells or <strong>veg</strong> – for vegetative cells</td>
<td><strong>g</strong> – for incubation in buffer + caged-cGMP (DMACM-caged-Br-cGMP) or <strong>nog</strong> – for incubation in buffer only</td>
<td><strong>con</strong> – for control, no laser exposure or <strong>in</strong> – when exposing an area inside the cell</td>
<td><strong>actin</strong> – actin-mRFP or <strong>myosin</strong> – myo-GFP</td>
</tr>
</tbody>
</table>

Table 2 - Experimental settings used for the cGMP experiments. The micropipette experiments were done with a Femtojet holder. For details of microscopy, uncaging, and micropipette experiments, see section 2.8 in Materials and Methods.

After a cAMP stimulus, the assembly of myosin II in the cell cortex takes around 20s and the actin response appears within the first 10 seconds (12). For **developed cells**, a myosin II response was detected when uncaging cGMP inside the cell (figure 42A). Surprisingly, also an actin response was observed, with a timing similar to the one found in the cAMP response of actin and myosin II (12).

When uncaging outside, next to the cell, developed cells after starvation showed both actin and myosin II response. As already stated in section 3.2.1, stray light can induce photoactivation (photouncaging) inside the cell even for distances up to 600µm. I thus assume that the signals I see when shooting with the laser outside the cell are due to uncaging via stray light inside the cell (figure 42B). Another
possibility could be due to unspecific binding of cGMP to cAMP receptors. This option is excluded in the next experiments (section 3.2.4) by the micropipette aspiration controls.

Several controls were performed, in order to check if the actin and myosin II responses seen are not due to cellular photodamage caused by the laser, or due to the imaging process. When cells were recorded with no previously caged-cGMP incubation nor photouncaging, there is no relevant actin or myosin II response, as seen in figure 43A. Also there is no evident response when cells are pre-incubated with the caged-cGMP, but no photouncaging is done, as shown in figure 43B.

Figure 42 - Actin and myosin II responses of developed cells. In A, responses after photouncaging of cGMP inside the cell are shown. The y axis on the left (black) shows the values for the actin curve, and the y axis on the right (red) the values for myosin II. Number of cells analyzed: 74 for actin and 77 for myosin. In B, responses after photouncaging of cGMP outside of the cell are plotted. The y axis on the left (black), shows the values for the actin curve, the y axis on the right (red), the values for myosin II. Number of cells analyzed: 19 for actin and 21 for myosin II. In A and B, error bars indicate the standard error.
Figure 43 - Actin and myosin II control curves for developed cells. In A, cells not incubated with caged-cGMP and with no exposure to an uncaging laser are shown. The y axis on the left (black) shows the values for the actin curve, the y axis on the right (red) the values for myosin II. Number of cells analyzed: 23 for both actin and myosin II. In B, control curves of cells incubated with caged-cGMP but with no exposure to the uncaging laser are displayed. The y axis on the left (black) shows the values for the actin curve, the y axis on the right (red), the values for myosin II. Number of cells analyzed: 19 for both actin and myosin II. In A and B, error bars indicate the standard error.

When cells are exposed to the 405nm laser, without incubation in caged-cGMP, I do not see an evident actin and myosin II response either (figure 44).

Figure 44 - Actin and myosin II control curves of developed cells, with photouncaging laser pulse in the absence of caged-cGMP. The y axis on the left (black) shows the values for the actin curve, the y axis on the right (red), the values for myosin II. Number of cells analyzed: 29 for both actin and myosin II. Error bars indicate the standard error.

Together, these results for developed cells show that:
1. Actin polymerization and myosin II filament assembly are activated by free intracellular cGMP;
2. The timing of maximal actin and myosin II accumulation in the cortex is similar to the response times to extracellular cAMP (11); and
3. Controls do not show an equivalent response, proving that the observed responses are indeed caused by photochemically released cGMP inside the cell.

3.2.3 Caged cGMP experiments: actin and myosin responses in vegetative cells

When uncaging cGMP inside vegetative cells, a pronounced myosin II response and, similar to the developed cells, also an actin response was observed (figure 45A). When uncaging outside the cells, vegetative cells showed no clear myosin II response, but a pronounced actin response. These curves can be seen in figure 45B.

![Figure 45 - Actin and myosin II curves of vegetative cells.](image)

The controls for vegetative cells do not show any actin or myosin II responses (figures 46 and 47). But, in the veg_nog_in case (vegetative cells, no caged-cGMP incubation, and photouncaging inside the cell), a rise in the myosin II level could be
observed (figure 47). This rise does not match the timing of the myosin II responses seen for all other experiments. Taking a look at the individual curves, for all the 23 individual experiments with single cells, one can see that the spreading is big among the data (figures 48 and 49). We thus conclude that the slow and noisy increase in this specific data set does not indicate a myosin II response. It was rather caused by natural fluctuations and drift in the data, or eventual cellular photodamage.

Figure 46 - Actin and myosin II control curves of vegetative cells. In A, cells not exposed to a photouncaging laser pulse, and not incubated in caged-cGMP are shown. The y axis on the left (black) shows the values for the actin curve, the y axis on the right (red), the values for myosin II. Number of cells analyzed: 23 for both actin and myosin II. In B, cells not exposed to a photouncaging laser pulse, but with incubation in caged-cGMP are shown. The y axis on the left (black) shows the values for the actin curve, the y axis on the right (red), the values for myosin II. Number of cells analyzed: 22 for both actin and myosin II. In A and B, error bars indicate the standard error.

Figure 47 - Actin and myosin II control curves of vegetative cells, with photouncaging laser pulse inside the cells, but no incubation in caged-cGMP. The y axis on the left (black) shows the values for the actin curve, the y axis on the right (red) the values for myosin II. The myosin II increase seen is not interpreted as a myosin II response, see text. Number of cells analyzed: 25 for both actin and myosin II. Error bars indicate the standard error.
As shown, for vegetative cells similar actin and myosin II responses as in the starvation developed cells case were found, with the difference that no myosin II response was seen when uncaging outside, whereas a significative actin response
was observed in that case as well. The next table presents a summary of all the photouncaging data, with the relative peak size (biggest value minus basal starting value) and the time point for all actin and myosin II curves that show a response.

<table>
<thead>
<tr>
<th></th>
<th>Actin</th>
<th>Myosin II</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Value</td>
<td>Time (s)</td>
<td>Value</td>
</tr>
<tr>
<td>sta_g_in</td>
<td>0.0527</td>
<td>9</td>
<td>0.0404</td>
</tr>
<tr>
<td>sta_g_out</td>
<td>0.1</td>
<td>3</td>
<td>0.085</td>
</tr>
<tr>
<td>sta_nog_con</td>
<td>nr</td>
<td>nr</td>
<td>nr</td>
</tr>
<tr>
<td>sta_g_con</td>
<td>nr</td>
<td>nr</td>
<td>nr</td>
</tr>
<tr>
<td>sta_nog_in</td>
<td>nr</td>
<td>nr</td>
<td>nr</td>
</tr>
<tr>
<td>veg_g_in</td>
<td>0.1099</td>
<td>6</td>
<td>0.0451</td>
</tr>
<tr>
<td>veg_g_out</td>
<td>0.1322</td>
<td>10</td>
<td>0.0556</td>
</tr>
<tr>
<td>veg_nog_con</td>
<td>nr</td>
<td>nr</td>
<td>nr</td>
</tr>
<tr>
<td>veg_g_con</td>
<td>nr</td>
<td>nr</td>
<td>nr</td>
</tr>
<tr>
<td>veg_nog_in</td>
<td>nr</td>
<td>nr</td>
<td>nr</td>
</tr>
</tbody>
</table>

Table 3 - Peak size and summary of the photouncaging data. The symbol nr stands for 'no response', in the cases where no clear actin or myosin II response could be observed (including controls). See also table 2 for a summary for all data settings.

3.2.4 Micropipette aspiration controls

When photouncaging DMACM-caged-8-Br-cGMP, Br-cGMP is released, together with the cage itself, DMACM (7-Dimethylaminocoumarin-4-yl)methyl). The actin and myosin II responses observed could be due to unspecific effects of the cage. Also, I observed pronounced effects for actin and myosin II when uncaging outside. To test whether cGMP was affecting myosin and actin responses from the outside, and to prove that the effect seen is actually due to uncaging inside the cell via stray light, I exposed cells to either cGMP, the membrane permeable equivalent Br-cGMP, the caging molecule DMAC (7-Dimethylamino-4-methyl-coumarin), and Sørensen buffer (control), using the Femtojet micropipette aspiration device (Eppendorf, Hamburg, Germany), see Materials and Methods, section 2.8 for a detailed description of the experimental settings.
Experiments were executed with vegetative and developed cells, and the actin and myosin II response was analyzed separately. When developed cells were exposed to Sørensen buffer, no actin or myosin II response was observed, as shown in figure 50A.

Figure 50 - Actin and myosin II control curves of starvation developed cells. In A, cells were exposed for 10s to Sørensen buffer coming out of a femtotip (Femtojet, Eppendorf). No evident actin or myosin II response was detected. Number of cells analyzed: 35 for both actin and myosin II. In B, cells were exposed for 10s to a 10µM solution of cGMP, coming out of a femtotip (Femtojet, Eppendorf). No evident actin or myosin II response was detected for this case either. Number of cells analyzed: 24 for both actin and myosin II. In C, cells were exposed for 10s to a solution of 10µM of Br-cGMP (membrane permeable cGMP), coming out of a femtotip (Femtojet, Eppendorf). Number of cells analyzed: 20 for both actin and myosin II. The increase starting around time point 55s could be due to Br-cGMP that entered the cell. In D, cells were exposed for 10s to a solution of 10µM DMAC (analogue of the cage used in the uncaging experiments), coming out of a femtotip (Femtojet, Eppendorf). No evident actin or myosin II response could be observed. Number of cells analyzed: 15 for both actin and myosin II. In all curves, the y axis on the left (black) shows the values for the actin curve, the y axis on the right (red) the values for myosin II. Also for all graphics, the error bars indicate the standard error.
Next, I exposed starvation developed cells to cGMP (non-membrane permeable), and to Br-cGMP (membrane permeable analog). These results are displayed in figures 50B and C, respectively. There, again, no significative actin or myosin II response was observed, although starting at time point 55, an increase in myosin II can be seen (figure 50C). This increase could be due the slow entry of Br-cGMP (which is membrane permeable) inside the cell.

Figure 51 - Actin and myosin II control curves of vegetative cells. In A, cells were exposed for 10s to a control solution of Sørensen buffer only, coming out of a femtotip (Femtojet, Eppendorf). No evident actin or myosin II response could be observed. Number of cells analyzed: 25 for both actin and myosin II. In B, cells were exposed for 10s to a 10µM solution of cGMP, coming out of a femtotip (Femtojet, Eppendorf). No significative actin or myosin II response could be observed either. Number of cells analyzed: 24 for both actin and myosin II. In C, cells were exposed for 10s to a solution with 10µM Br-cGMP, coming out of a femtotip (Femtojet, Eppendorf). Again, no evident actin or myosin II response could be observed. Number of cells analyzed: 22 for both actin and myosin II. In D, cells were exposed for 10s to a solution containing 10µM DMAC, coming out of a femtotip (Femtojet, Eppendorf). No significative actin or myosin II response could be observed. Number of cells analyzed: 22 for both actin and myosin II. In all curves, the y axis on the left (black) shows the values for the actin curve, the y axis on the right (red) the values for myosin II. Also for all graphics, the error bars indicate the standard error.
At last, I wanted to check whether the cage itself, DMACM \[\text{(7-Dimethylaminocoumarin-4-yl methyl)}\], could trigger any actin or myosin II response. For that, I used an analog of the cage, DMAC (7-Dimethylamino-4-methyl-coumarin), again with a concentration of 10µM. The results are plotted in figure 50D. As in the other control experiments, no significative actin or myosin II responses could be observed.

The same Femtojet experiments were repeated for vegetative cells. The Femtojet plots for Sørensen buffer control (veg_f_cc, fig. 51A), cGMP exposure (veg_f_cg, fig. 51B), Br-cGMP exposure (veg_f_cgbr, fig. 51C) and the cage DMAC exposure (veg_f_dm, fig. 51D) in vegetative cells are shown above.

No actin or myosin II responses were detected in those cases either, confirming that:

1. The cage itself is not responsible for the initiation of actin or myosin II response from the outside of the cell; and
2. Cyclic GMP released in the extracellular environment does not activate the responses seen in the uncaging experiments. The actin and myosin II responses seen in the case of uncaging outside of the cell were due to intracellular photouncaging by stray light.
3.3 The impact of Polyphosphoinositide-Binding Peptide (PBP10) on cell shape and dynamics

3.3.1 PBP10 suppresses pseudopod formation in D. discoideum cells

PBP10 is a peptide coupled to Rhodamine B (RhB-QRLFQVKGR) that is supposed to bind phosphoinositides, especially PIP\(_2\) (108). When bound to PBP10, PIP\(_2\) should not be available for phosphorylation and conversion to PIP\(_3\). Binding of cAMP to cAR in starvation developed cells induce the phosphorylation of PIP\(_2\) to PIP\(_3\), which is part of the directional sensing pathway in *D. discoideum* (136). The increase of cAMP in developed cells leads to the translocation of PH domain-proteins from the cytosol to the plasma membrane. The PH domains of many proteins specifically bind to 3-phosphoinositides, such as PIP\(_3\). For example PH\(_\text{CRAC}\) is recruited to the leading edge, where it activates the ACA (136, 137). We therefore want to investigate the effect of PBP10 on cells. Phosphoinositides are not essential for chemotaxis, but are known as the internal compass of the cell (91, 136), therefore it is important to investigate how PBP10 affects *Dictyostelium* cells.

To find an adequate concentration of PBP10 (physiologically active but not lethal), I counted the ratio of living and dead cells in a control experiment (no drug treatment) and after drug treatment with different concentrations, using the exclusion dye Trypan Blue. The concentration I chose for most of the following experiments was 6μM (figure 52).

![Figure 52](image_url)

**Figure 52** – Median lethal dose, Trypan Blue method. Cells (AX2-WT) were incubated for at least 30 minutes with the drug, and then dead and living cells were counted using the exclusion dye Trypan Blue. Around 15 cells were counted for each data point.
Similar to the Wiskostatin experiments, I first compared the cell morphology of untreated cells and drug-treated cells. As can be seen in figure 53, cells get rounder and show reduced pseudopod formation when PBP10 is added. In the confocal image, one can also see that PBP10 accumulates in vesicles inside the cell. Localized F-actin structures can be seen inside the PBP10-treated cells, unlike in control cells.

![Figure 53 - Cell morphology, LSM 710 microscope (Zeiss). In A and B, brightfield and fluorescence images of vegetative LimEΔ-GFP cells (AX2) in buffer (control) are shown, respectively. In C and D, images of cells after drug treatment with 6μM PBP10 are displayed. Cells were exposed to the drug for at least 30 minutes. PBP10 can be seen in red.](image)

To quantify the morphological changes after PBP10 exposure, I measured the cell roundness based on the isoperimetric inequality (section 2.9). The average roundness of a population of vegetative *D. discoideum* cells was calculated using a custom made Matlab program, developed with the help of Achim Quaas. The cell roundness increased around 26% after PBP10 treatment (figure 54). After washing, cells were on average 5% rounder than with the control cells.
3.3.2 Cells treated with PBP10 are still able to translocate PH domains to the membrane

To image PH-domain translocation dynamics in vivo, GFP can be tagged to the pleckstrin-homology (PH) domain of the cytosolic regulator of adenylyl cyclase (CRAC). In developed cells, uniform extracellular cAMP concentrations induce transient translocation of PH-CRAC-GFP from the cytosol to the membrane (8). I used D. discoideum transfected with the plasmid WF38 (a gift from Peter Devreotes, for details see section 2.14) to analyze the translocation of PH-CRAC to the membrane after a cAMP stimulus, with and without PBP10. Experiments were conducted as described in section 2.13. The PH-CRAC translocation can be seen as an increase in the fluorescence at the membrane and a simultaneous depletion of the cytosol. In the following figures, the PH-CRAC translocation is shown for control experiments and for cells incubated with PBP10.
Figure 55 – PH$_{\text{CRAC}}$ translocation, with 10nM cAMP. A time interval of 10s exists between each frame, from left to right.
As can be seen in figures 55 and 56, PH-\textsubscript{CRAC} translocation occurs in cells incubated with 6\textmu M PBP10. This could either indicate that the PBP10 concentration was not sufficient to block PH-\textsubscript{CRAC} translocation or that PIP\textsubscript{2} can still be converted to PIP\textsubscript{3} when PBP10 is bound to it. For the example showed in figure 56 (100\textmu M), I quantified the translocation of PH-\textsubscript{CRAC} to the cytosol (figure 57), using a custom made Matlab program (for details see sections 2.8 and 2.14). The PH-\textsubscript{CRAC} translocation in cells treated with 6\textmu M PBP10 is delayed if compared to control cells (figure 57B), but this could be due to a delayed diffusion of cAMP into the chamber.
Figure 57 - PH-CRAC translocation, measured as the ratio of the fluorescence intensity in the cortex by the fluorescence in the cytosol. In A, the ratio intensity of a single control cell, exposed to 100µM cAMP, is shown. In B, the mean response calculated for 8 cells (control) and 7 cells (cells treated with 6µM PBP) is shown. Note that the ratio for PBP10-treated cells increases after second 60 in the data series.

3.3.3 Cell-substrate adhesion is reduced by PBP10

Cells changed their morphology when exposed to PBP10, as observed in section 3.3.1. Because of that, I decided to look at the cell adhesion to the substrate. I observed that cells exposed to high concentrations (12µM) of PBP10 showed reduced substrate adhesion compared to control cells (figure 58).

Figure 58 – Cell adhesion assay: ratio of detached cells versus control cells. Cells were incubated for 30 minutes with PBP10 before starting the experiment, control cells were incubated in phosphate buffer. The mean of 4 independent cell counts is shown.
Lower concentrations of the drug did not significantly affect cell adhesion in *Dictyostelium discoideum*.

### 3.3.4 Random cell motility is impaired by PBP10

It is known that PIP₃ production is not essential for chemotaxis and cell polarization. Quintuple knockouts of PI3K are still able to chemotax towards a pipette filled with cAMP (91). Since PBP10 drastically alters cell morphology and binds to phosphoinositides, the conduction of cell motility experiments proved to be essential for a deeper analysis of the effect of the peptide on cells. Cell motility is indeed negatively affected when cells are incubated with PBP10, as can be seen in figures 59, 60 and 61.

![motility graphs](image)

**Figure 59** – Example of tracks of random motility. In blue, trajectories of control cells in HL-5 medium are showed. In red, cells incubated with 8µM PBP10 displaying impaired migration in HL-5 medium are showed. AX2-WT vegetative cells were used in this experiment.

In general, the motility of vegetative cells (figures 59 and 60) seems to be less affected than the motility of developed cells (figure 61).
Figure 60 - Effect of different PBP10 concentrations on random cell motility of vegetative cells. Cells were incubated for one hour with the drug and images taken every 10s, during 4h. Velocity was calculated using a cell tracking program, see methods section 2.7. Cells were recorded in HL-5 medium, in the presence of PBP10 at the indicated concentrations.

Figure 61 - Effect of different PBP10 concentrations on random cell motility of developed cells. Cells were incubated for one hour with the drug and images taken every 10s, during 4h. Before, cells were pulsed with cAMP for 5h. Velocity was calculated using a cell tracking program, see methods section 2.7. Cells were recorded in Sørensen phosphate buffer, in the presence of PBP10 at the indicated concentrations.
Although the effect of PBP10 on cell motility seems more pronounced when cells are developed, the fact that cells move faster when exposed to 4 and 6μM PBP10 (figure 61), points to deficiencies in the data analysis. When cells are developed, it is very difficult to quantify random motility over a longer time, since cells start aggregating. The control and drug experiments started at the same time, in parallel. It was observed that control cells aggregate before cells exposed to the drug, see figure 62. This could be the reason why the cells exposed to the drug have a higher average motility, since more moving single cells are counted when compared to the aggregating control cells. Another reason could be the heterogeneity in the developmental state of these cells.

Figure 62 – Example illustrating a random motility experiment. In A1, the first frame of an experiment with control cells (including the number of cells tracked at this image) is showed. In A2, the last frame of this control experiment is displayed. Note that the aggregates affect the cell counting of the custom made Matlab code. In B1, the first frame of an experiment of cells treated with 4μM PBP10. Note that these cells do not show aggregates as compared to control cells. In B2, the last frame of the tracking of PBP10-treated cells is displayed.
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3.3.5 Chemotaxis is affected by PBP10

To investigate the effect of PBP10 on chemotaxis, LimEΔ-GFP cells were pulsed and exposed to a gradient of cAMP that was generated by a pipette filled with $10^{-4}$M cAMP. Confocal images were acquired on a Zeiss LSM710 microscope, and analyzed with the cell tracking program described in section 2.7. I did the chemotaxis assay using the following PBP10 ambient concentrations: 2μM, 4μM, 5μM, 6μM, 8μM, 10μM and 12μM. In most cases, the chemotactic performance was strongly impaired in the presence of PBP10. However, no systematic trend of the chemotaxis indexes (CIs) of cells treated with different PBP10 concentrations could be observed. Furthermore, cells from control experiments had different CIs. This could be due to heterogeneity in the developmental state of those cells. For 4μM and for 6μM I performed two independent experiments, because of variations of the CIs, and excluded the two first experiments, because most likely, the cells were not developed or not healthy. The controls in these cases had a smaller CI than the drug-treated cells. Table 4 summarizes the chemotactic index for control and PBP10-treated cells.

<table>
<thead>
<tr>
<th>PBP10 concentration</th>
<th>CI control (buffer only)</th>
<th>CI drug</th>
</tr>
</thead>
<tbody>
<tr>
<td>2μM</td>
<td>0.35</td>
<td>0.25</td>
</tr>
<tr>
<td>4μM (2)</td>
<td>0.19</td>
<td>0.19</td>
</tr>
<tr>
<td>5μM</td>
<td>0.36</td>
<td>0.1</td>
</tr>
<tr>
<td>6μM (2)</td>
<td>0.26</td>
<td>0.13</td>
</tr>
<tr>
<td>8μM</td>
<td>0.19</td>
<td>0.11</td>
</tr>
<tr>
<td>10μM</td>
<td>0.18</td>
<td>0.039</td>
</tr>
</tbody>
</table>

Table 4 – Chemotaxis indexes of control cells and cells treated with different concentrations of PBP10.

In the following images of trajectories (figure 63 A to F), control experiments are displayed next to drug experiment. Blue traces are trajectories of cells moving in the direction of the pipette (CI > 0), red traces belong to trajectories of cells moving in the opposite way of the pipette (CI < 0). The position of the pipette tip is represented by an asterisk in the images. For details on how CIs were calculated and cell trajectories analized, please see section 2.7 (Materials and Methods).
Figure 63 - Trajectories of control cells (left) and cells treated with different concentrations of PBP10 (right) of pulsed cells. Observe how trajectories of cells treated with the drug are less persistent. The trajectories correspond to the ones listed in table 1: A- 2μM, B- 4μM, C- 5μM, D- 6μM, E- 8μM, F- 10μM.
4 Discussion

Cell motility and chemotaxis play an important role in many essential processes, for example, the sourcing of nutrients, the formation of multicellular structures in protozoa, the tracking of bacterial infection by neutrophils, the organization of the embryo in metazoan, and tumor cell spreading from primary tumors (138, 139). It is generally accepted that actin polymerization acts via pseudopod formation as the main driving force in eukaryotic cell motility (140). However, many open questions remain about how intracellular signaling is coupled to the actin cytoskeleton (141).

In this work, I selected three signaling events involved in cytoskeleton dynamics, and investigated them using photouncaging and pharmacological tools. The influence of the actin nucleator Arp2/3 was investigated using the WASP-inhibitor Wiskostatin. The cGMP-dependent actin and myosin II responses were analyzed using uncaging of inactive caged-cGMP. Finally, the upstream effect of phospholipid signaling was studied using the phosphoinositide-binding peptide PBP10.

4.1 Wiskostatin treatment influences mechanical stability, adhesion, and dynamics of motile cells

The WASP protein family has emerged as a family of important regulatory molecules connecting signaling pathways involved in cytoskeleton dynamics (142). The effect of Wiskostatin on the morphology of the cells was clearly visible and highlighted the importance of proteins of the WASP family in cell motility and pseudopod formation. Cells exposed to Wiskostatin were round, with no or few pseudopods. Wiskostatin increases cell roundness by 30%, and this effect is mostly partially reversible.

The impact of Wiskostatin on the subcellular organization of the actin cytoskeleton was studied using total internal reflection fluorescence (TIRF) imaging. In control LimEΔ-GFP cells, the filamentous actin structures of the cell cortex are clearly visible. In Wiskostatin-treated LimEΔ-GFP cells, the overall network structure
appeared similar to the control, but the cells exhibited a reduced cell-substrate contact area. Additionally, the TIRF images of WASP A-GFP cells treated with Wiskostatin show less WASP A activity compared to the control cells. Wiskostatin also affects SCAR, as showed by the SCAR-GFP TIRF images. It is known that Wiskostatin does not bind to the VCA (verprolin homology, central hydrophobic region, acidic region) region of WASP (106), also named the poly-proline region, WH2 motif, C motif and acidic region (43). Instead, Peterson showed that Wiskostatin binds to the GBD regulatory module of N-WASP that maintains the protein in its autoinhibited conformation. Although SCAR does not have a GBD region, SCAR-GFP cells showed less wave formation in the presence of Wiskostatin. This could be due to unspecific binding of Wiskostatin to other cell targets or due to a compensation mechanism after WASP impairment as a consequence of the drug treatment. Bompard and collaborators (143) suggest that Wiskostatin might have other targets than only WASP. In their experiments, they demonstrated that the inhibition of cytokinesis by Wiskostatin is not due to the effect of the drug on WASP and consequently Arp2/3. Additionally, it was demonstrated that Wiskostatin deplete the ATP levels in cells (144), and this could be a reason for the impairment in motility in chemotactic cells.

Pseudopod formation relies on the synchronized force generation mechanisms in the actin cytoskeleton. It is strongly affected by Wiskostatin treatment, as showed in the morphological assays. The remaining F-actin rich structures could be the remnants of pseudopods, the formation of which is not completed due to the action of the drug. The mechanical properties of these cells in general should be altered. Indeed, cells treated with Wiskostatin are ‘softer’, as seen in the experiment with the fluidic cell squeezer device. The treatment of the cells with Wiskostatin thus resulted in a reduction of the mechanical stability as compared to fully intact wild type cells. The cell deformability is comparable to the one achieved with cells treated with Latrunculin A. However, contrary to the LatA-treated cells, no decrease in the total amount of F-actin was observed in the Wiskostatin-treated cells as compared to the control cells. Since the loss of cellular mechanical stability of Wiskostatin-treated cells is not caused by a lower F-actin content, we conclude that Wiskostatin affects Arp2/3-mediated nucleation and branching of actin filaments, leading to an altered
and less rigid micro-architecture of the actin cytoskeleton and, thus, to a change in the mechanical properties of the cells. Since the specificity of Wiskostatin is doubted (143), it can not be excluded that these effects are mediated by changes in other proteins than the Arp2/3 complex.

Cellular functions like cell adhesion and motility crucially depend on the mechanical properties of the actin cytoskeleton. They are of high medical relevance due to their central role in cancer metastasis and connective tissue disorders (145). The mechanisms of Dictyostelium cell-to-substrate adhesion are not known. They are probably mediated by contact sites associated with F-actin rich regions in the cell cortex (146, 147). As cell-to-substrate adhesion is not reduced under the influence of Wiskostatin, either these regions remain fully intact, or they are of only secondary importance for cell adhesion. Surprisingly, our experiments showed that an increased cell-to-substrate adhesion is observed under the influence of Wiskostatin. Generally, the formation of pseudopods induces significant fluctuations in the cell-substrate contact area (147). Such fluctuations could make the cells more susceptible for the effects of external fluid shear stress. Since Wiskostatin reduces pseudopod formation, this could explain why an increased substrate adhesion is observed in the presence of the drug.

The function of WASP in cell motility is controversial, especially in D. discoideum cells, but it is known that WASP is involved in clathrin-mediated endocytosis (43). Lowered expression of WASP via targeted knockdown of the gene in Dictyostelium impaired the ability of cells to polarize, polymerize F-actin and migrate towards cAMP (142). WASP interacting protein (WIP) interacts with human N-WASP and binds to F- and G-actin (148). Involvement of WASP in the formation of actin-based structures like lamellipodia and filopodia is controversial, as the involvement of WASP in chemotaxis and its importance in cell motility (46). To investigate this question further, the movement of both vegetative and starvation developed cells that were exposed to different concentrations of Wiskostatin was quantified. While vegetative cells were only slightly affected by Wiskostatin, the motility of developed cells showed a pronounced decrease for larger concentrations of the drug. The fact that developed cells were more affected by the drug treatment than vegetative cells can be explained by the higher basal velocity in random motility.
of developed cells, and underlies the importance of WASP for the movement of developed cells. Depletion in the cellular ATP content (143) could also be a reason for the reduced motility. Chemotaxis was negatively affected by Wiskostatin. An explanation could be that the increased substrate adhesion could have as a consequence the decrease in cell motility, given by the lower average velocity of cells in random motility. However, the results show a large variation. The phase during cell cycle in which a cell finds itself when the starvation process begins is crucial for the determination of its cell fate (149). The degree of disruption of the cytoskeleton by Wiskostatin could be also dependent on the cell cycle and developmental stage. This could explain why some cells do not move at all after drug treatment whereas others do not seem much affected by Wiskostatin.

The involvement of WASP in the formation of actin-based structures is controversial (46), but the effect of Wiskostatin on cell mechanics is comparable to the effect of Latrunculin A. A simple model of the action of Wiskostatin could be based on how the drug inhibits WASP and, as a consequence, the nucleation and actin filament branching inside the cells (figure 64).

![Figure 64](image)

Figure 64 – Model for the action of Wiskostatin in D. discoideum cells. With Latrunculin A, no actin polymerization can occur and the level of F-actin drops. In Wiskostatin-treated cells, actin can still be polymerized by actin nucleators other than the Arp2/3 complex, but pseudopod formation is impaired.
In particular, dynamically changing patches of high LimEΔ-GFP concentration indicate freshly polymerized F-actin in regions of increased cytoskeletal activity, figure 64 (I). When treated with LatA, the actin cortex of the cell is rapidly disrupted and filamentous actin structures are degraded. Localization of LimEΔ-GFP in the cortex is no longer observed and cells exhibit a decreased mechanical stability (II). In contrast, cells exposed to Wiskostatin still show localization of LimEΔ-GFP close to the cell membrane, revealing the presence of a cortical actin network with patches of increased actin polymerization. However, these patches do not lead to membrane deformations, indicating that the mechanisms of force generation in the actin cytoskeleton are impaired. With Wiskostatin, there is still a partially intact actin cortex, since other actin nucleators can compensate for non-activated Arp2/3 protein complexes. We conjecture that Wiskostatin treatment, via WASP inhibition and in consequence negatively affecting Arp2/3 activity, results in a cortical actin network that is less branched and cross linked. Although the amount of F-actin is not reduced in such cells, the altered micro-architecture of the cortical network may lead to a reduced stiffness, which is insufficient to support the force generation mechanisms required for pseudopod formation, as shown in figure 64(III).

4.2 Intracellular cGMP induces myosin II association with the cytoskeleton and elicits an actin response

The second point investigated in this work was the influence of cGMP on actin and myosin II dynamics. Putnam and Pedersen (64) were the first to discover cGMP as a signaling factor in *D. discoideum*. Since then, many effects on myosin II were described. In particular, mutants defective in cGMP production cannot recruit myosin II to the cytoskeleton and show no RLC (myosin II regulatory chain) phosphorylation (55). Here, I show directly that cGMP induces the association of myosin II with the cytoskeleton, using a caged-cGMP molecule to locally release cGMP inside the cell, in a controlled manner.

It is not known how much scattered light reaches a cell when a laser is focused into a culture dish, not directly hitting the cell. In the present work I showed, using Dihydroethidium (135), that, up to a distance of about 600µm, scattered light still reaches the cell and is able to induce intracellular photoactivation (see figure 40,
This means that in the experimental setting used for the photouncaging of cGMP, the distance of the laser from the cell is only of secondary importance.

The micropipette aspiration controls (Femtojet controls) done by exposing cells to cGMP, Br-cGMP, the cage DMAC, and Sørensen buffer do not show any evident actin or myosin II responses. Based on these results, it can be concluded that all actin and myosin II responses observed are due to the uncaging of cGMP inside the cell and the consequent action of this second messenger inside the cell. I separated all the results in measurements of vegetative cells, and measurements of starvation developed cells. Usually, an increase in cGMP inside *Dictyostelium* cells happens due to cAMP receptor stimulation and cAMP production, which transiently activates the guanylyl cyclases. Cyclic GMP can bind to GbpC, regulating RLC phosphorylation and with that myosin II motor activity, as well as MHC (myosin heavy chain) phosphorylation, which in turn induce myosin II filament assembly (34). Vegetative cells do not express cAMP receptors, but intracellular cGMP can still activate the myosin II machinery. One example is the production of cGMP when cells experience an osmotic stress, which induces the activation of guanylyl cyclase and myosin II filament redistribution (81). In case of hyperosmotic stress, actin structures can also be reorganized in a myosin II-independent manner (83). I show directly that the intracellular release of cGMP is sufficient for myosin II activity in the cortex, as well as for actin polymerization, in both vegetative and developed cells.

Actin and myosin II responses were observed for developed cells when uncaging cGMP inside (sta_g_in, figure 42A), as well as when uncaging outside of the cell (sta_g_out, figure 42B). For vegetative cells, the same results were obtained (veg_g_in, figure 45A), but in the case of uncaging outside, no clear myosin II response was observed (veg_g_out, figure 45B). This result indicates that in vegetative cells, the amount of cGMP released via stray light (with the laser focused outside of the cell) is enough to elicit an actin response, but not enough to stimulate a myosin II response. All controls for vegetative cells show no responses, with the exception of the case when exposing the cell directly to the uncaging laser, with no previous caged-cGMP incubation (veg_nog_in, figure 47). In this case, the myosin II curve shows a rise. We do not relate this rise to a myosin II response, since there is
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no clear peak and the subsequent decay of a typical myosin II response is missing. Analyzing the single curves for this data set (figures 48 and 49), one can see that these curves scatter over a wide range and do not show a consistent trend. We thus conclude that the observed rise in the myosin II signal is a consequence of the heterogeneity of this specific data set and cannot be interpreted as a coherent response.

Taken together, our cGMP experiments are, to the knowledge of the author, the first direct evidences that intracellular cGMP activates myosin II filament assembly and also cAMP-independent actin polymerization. It is well known that cGMP is involved in myosin II filament assembly and motor activity (34, 84), but there is no previous report on actin activity due to cGMP. My results provide a strong evidence that cGMP directly induces accumulation of actin in the cell cortex, even in non-osmotic stress conditions. In the following, I discuss possible connections of cGMP signaling and actin dynamics.

A new Rac/PAK/GC/cGMP signaling pathway was described by Guo and co-workers (150), connecting for the first time Rac and cGMP. Rac belongs to the Rho GTPases family of small GTP-binding proteins and regulates cell migration and actin polymerization. In Dictyostelium, there are 14 rac-like genes identified and only few have been characterized. Overexpression of Rac1A, 1B, and 1C in Dictyostelium induced the formation of filopodia and membrane ruffles. Rac1-V12 (constitutively-activated transformants with an amino acid substitution in the expressed Rac1A or Rac1C proteins) mutants have strong defects in the regulation and association of the actin cytoskeleton (151). PAK (p21-activated protein kinases) are effectors of Rac and Cdc42, from the Rho family GTPases, which can respond to receptor-mediated signals. Downstream effectors of PAK are myosin I, myosin II light chain kinase and LIM kinase. Many PAK-related kinases have been identified in Dictyostelium, one of them is PAKa (DPAKa). DPAKa plays a role in myosin II regulation and during cell division (34). According to Guo et al., upon ligand binding and activation, receptors would transmit the signals to Rac via guanine nucleotide-exchange factors, and Rac would activate PAK. PAK would directly activate GCs and with that the production of cGMP (150). The linking of Rac and cGMP activity thus indicates that there exists an upstream connection of cGMP and actin polymerization.
Another possible connection is that cGMP activates VASP (vasodilator-stimulated phosphoprotein), that enhances actin polymerization (152). VASP is part of the Ena/VASP family of proteins found in vertebrates, invertebrates, and Dictyostelium (152). VASP was first discovered as a protein phosphorylated in response to elevation of cAMP and cGMP in human platelets. In D. discoideum the homolog DdVASP was found (152, 153). Members of the Ena/VASP family are found in areas of dynamic actin reorganization, for example the leading edge, tips of filopodia, cell-cell contacts, and focal adhesions (154). Ena/VASP proteins are also involved in axon guidance, phagocytosis, neural tube closure, T cell activation, and attenuation of platelet aggregation (153). In Dictyostelium, DdVASP expression occurs in vegetative cells and increases with starvation, peaking at 8h (152). VASP phosphorylation is important for its localization and interaction with WASP and WIPa (WASP interacting protein a) (155). Lin and co-workers (155) showed that VASP phosphorylation still occurs in Dictyostelium null strains of the PKA catalytic domain (pka-cat^-) and of guanylyl cyclases (sgc/gca^-). My results might suggest that cGMP itself promotes VASP phosphorylation and, in consequence, VASP activity on filopodia formation, actin filament nucleation, and chemotaxis.

Furthermore, it cannot be excluded that cGMP binds in an unspecific manner to cAMP-dependent proteins when its concentration rises above the basal cellular concentration. In Dictyostelium, the basal cellular cGMP level is around 200nM, and it can increase up to 50-fold after stimulation with chemoattractants (156). A cAMP-dependent protein kinase (acronyms PKA or CAK) in Dictyostelium was first described in the beginning of the 1980s (157). It was shown that this protein has a δΔG of 13.9 for cyclic GMP (158), where δΔG is a measure of the reduction in binding of a derivative (in this case cGMP) compared to cAMP (159). In Dictyostelium, the PKA is composed of a regulatory and a catalytic subunit. When cAMP binds to the regulatory subunit, the latter dissociates from the catalytic subunit rendering it active (160). PKA activity is important for the formation of cAMP waves during development (160). It also affects aggregation, prespore and prestalk differentiations, and terminal differentiation (161).

Protein kinases are only moderately specific, gaining increased substrate specificity by anchor proteins (88). This means that the increase of intracellular
cGMP due to uncaging could activate cAMP-dependent protein kinases, which in turn phosphorylate proteins related to the cytoskeleton. Various kinases are involved in the parallel signaling transduction pathways that lead to cell motility and chemotaxis. Examples are the cGMP-binding protein C (GbpC), member of the Roco protein kinase family, that mediates the recruitment of myosin II to the cortex, the several proteins of the kinase B type, which have substrates in guanonomucleotide exchange factors (GEFs), and the p21-activated protein kinase A (PakA) (136).

Figure 65 shows a summary of the relevant cGMP signaling in the cell, including my suggestion that VASP is activated by cGMP, thus enhancing actin polymerization. The influence of other kinases is not showed, but cannot be excluded.

Figure 65 – Cyclic GMP signaling in *D. discoideum* cells. Here, VASP is suggested as the missing link connecting cGMP and actin polymerization independently of cAMP. Based on references (55, 73, 155).
4.3 Polyphosphoinositide binding peptide (PBP10) affects cell shape and motility but does not suppress PIP$_3$ formation in response to chemoattractant stimuli

Phosphoinositide signaling is involved in chemotaxis and directly affects the dynamics of actin-binding proteins. PIP$_3$ gradients in the plasma membrane are orientated with the external chemotactic gradient. Phosphoinositides are thus an internal compass of the cell, although PIP$_3$ is not essential to chemotaxis (91). In third place, I tested the rhodamine-coupled peptide PBP10 on *Dictyostelium discoideum*. I analyzed cell morphology, cell adhesion, cell motility, chemotaxis and PH-CRAC translocation.

Exposure to PBP10 led to round cells, with few or no pseudopods. However, patches of LimEΔ-GFP still accumulated in the cortex. These consequences of PBP10 treatment on the cell morphology are partially reversible (figure 53). When PIP$_2$ is converted to PIP$_3$ through the activity of PI3K, PH-CRAC translocates from the cytosol to the cell membrane (96, 131). PI3K is activated by the binding of cAMP to its G protein-coupled receptor. During exposure to PBP10, the PH-CRAC translocation still occurred, even for low concentrations of the cAMP stimulus, showing that receptor specificity, lipid dynamics and the activity of PI3K are not affected. Possibly, there is still enough PIP$_2$ to be converted to PIP$_3$ when cells are exposed to a concentration of 6μM of PBP10. Alternatively, it might be possible that PIP$_2$ can be still phosphorylated by PI3K even when PBP10 is bound to it. In summary, although not affecting the PH-CRAC translocation, it seems that binding of PBP10 to PIP$_2$ is responsible for the cell morphology changes and the reduction in motility of starvation developed cells.

In mammals, PIP$_2$ binds to gelsolin and dissociates it from the barbed ends of actin filaments, promoting actin polymerization. PBP10 prevents the binding of PIP$_2$ to gelsolin and as a consequence the actin cytoskeleton is depolymerized (162). Treatment of dividing *D. discoideum* cells with PBP10 causes regression of the furrow and cytokinesis failure, suggesting a function of phosphoinositides in cell division (163). Because PIP$_3$ promotes actin polymerization and pseudopod extension, cells must have a way to regulate the PIP$_3$ content. Cells that lack PIP$_3$...
modulation have problems to reestablish their cell polarity after cytokinesis, and thus PIP$_3$ can be called a regulator of cell shape changes in Dictyostelium (163).

My results support the assumption that PIP$_3$ signaling is not essential for chemotaxis (91), but show that cell motility and morphology are more sensitive to changes in PIP$_2$ (and in consequence PIP$_3$) concentration, than PH-CRAC translocation, see figure 66. Recently, Arai Y. and co-workers (164), showed that the phosphatidylinositol lipid signaling system can self-organize in both vegetative and developed cells in the absence of chemoattractants. This would partially explain the impaired motility (visualized as short trajectories, see figure 63, section 3.3.5) observed in the chemotaxis experiments, for cells exposed to PBP10, since it is known that phosphoinositides are important regulators of Dictyostelium directional sensing (164).

![Figure 66 – Mode of action of PBP10. Developed cells usually show an increase in PIP$_3$ production after cAMP receptor driven activation of PI3K. CRAC, a cytosolic protein containing a PH domain, binds to PIP$_3$ in the membrane, and can then affect chemotaxis and induce adenyl cyclase (AC) activation. PBP10 binds to phosphoinositides, preventing it from phosphorylation by PI3K. The results presented in this work show that PBP10 affects cell morphology, motility, and chemotaxis, but that cells are still able to translocate PH-CRAC to the membrane after cAMP stimulation. cAR: cAMP receptor, Gptn: G protein.](image)

4.4 Conclusion and future experiments

In this work, I characterized three main signaling events important for cell motility. The results are summarized in figure 67. First, the importance of WASP was investigated using Wiskostatin. Wiskostatin keeps WASP in its autoinhibited form,
thus impairing Arp2/3 activation. My results showed that Wiskostatin affects cell mechanics, cell morphology, cell adhesion, and cell motility, including chemotaxis. Secondly, I analyzed the effect of cGMP on actin and myosin II dynamics. Cyclic GMP induced the translocation of both actin and myosin II to the cortex. Myosin II is activated by several cGMP binding proteins that phosphorylate the regulatory light chain of this motor. Actin responses due to cGMP release have not been reported in Dictyostelium before, but I show that cGMP indeed induces an increased formation of F-actin in the cortex. This response occurs in both vegetative and developed cells. I hypothesize that the actin response could be due to VASP activation (phosphorylation) by cGMP-dependent protein kinases. Third, phosphoinositide signaling is responsible for fine tuning of cell polarization and chemotaxis. Here, I show that PBP10 impairs Dictyostelium discoideum chemotaxis and affects cell morphology, but does not prevent PH-CRAC translocation to the membrane in response to chemoattractant stimuli. Together, these results provide new insights into actin and myosin II dynamics, as well as cell motility and chemotaxis.
Figure 67 – Chemotactic signaling pathways. The proposed effects of Wiskostatin, cGMP release, and PBP10, investigated in this work, are inserted manually. PTEN: phosphatase and tensin homologue; Tsu: Tsunami; Sca1C: Sca1 complex; AARL: arachidonic acid-related lipid; GbpC: cGMP binding protein C; MHCK: myosin heavy chain kinase; MLCK: myosin light chain kinase; PDK: phosphoinositide dependent kinase. Adapted from reference (141).

Future experiments

For the data using Wiskostatin, future experiments should try to define with accuracy the specificity of the drug in cellular targets. This could be done by using RNAi methods, or by chemical approaches, inhibiting for example the Arp2/3 complex. Another experiment would be to determine if the effects of Wiskostatin in cell motility are due to the suggested ATP depletion (143). Controls on cell-substrate adhesion should be done using other cytoskeleton-disrupting drugs, for example Latrunculin A.
In the case of photoactivation experiments using caged-cGMP, the effect of cGMP on actin polymerization should be confirmed with biochemical assays. The results with Dihydroethidium showing photoactivation by scattered light has to be confirmed using other photoactivatable molecules. VASP mutants and VASP-labeled cells should be used with the same experimental settings as in the experiments with GFP-myosin II+mRFP-LimEΔ cells, in order to determine the target of cGMP.

Concerning the PBP10 experiments, PH-CRAC-GFP translocation has to be quantified in a dose-dependent manner. The specificity of the peptide as well as its effects on actin should be determined.
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