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Abstract

Flood design necessitates discharge estimates for large recurrence intervals. However, in a flood frequency analysis, the uncertainty of discharge estimates increases with higher recurrence intervals, particularly due to the small number of available flood data. Furthermore, traditional distribution functions increase unlimitedly without consideration of an upper bound discharge. Hence, additional information needs to be considered which is representative for high recurrence intervals.

Envelope curves which bound the maximum observed discharges of a region are an adequate regionalisation method to provide additional spatial information for the upper tail of a distribution function. Probabilistic regional envelope curves (PRECs) are an extension of the traditional empirical envelope curve approach, in which a recurrence interval is estimated for a regional envelope curve (REC). The REC is constructed for a homogeneous pooling group of sites. The estimation of this recurrence interval is based on the effective sample years of data considering the intersite dependence among all sites of the pooling group.

The core idea of this thesis was an improvement of discharge estimates for high recurrence intervals by integrating empirical and probabilistic regional envelope curves into the flood frequency analysis. Therefore, the method of probabilistic regional envelope curves was investigated in detail. Several pooling groups were derived by modifying candidate sets of catchment descriptors and settings of two different pooling methods. These were used to construct PRECs. A sensitivity analysis shows the variability of discharges and the recurrence intervals for a given site due to the different assumptions. The unit flood of record which governs the intercept of PREC was determined as the most influential aspect.

By separating the catchments into nested and unnested pairs, the calculation algorithm for the effective sample years of data was refined. In this way, the estimation of the recurrence intervals was improved, and therefore the use of different parameter sets for nested and unnested pairs of catchments is recommended.

In the second part of this thesis, PRECs were introduced into a distribution function. Whereas in the traditional approach only discharge values are used, PRECs provide a discharge and its corresponding recurrence interval. Hence, a novel approach was developed, which allows a combination of the PREC results with the traditional systematic flood series while taking the PREC recurrence interval into consideration. An adequate mixed bounded distribution function was presented, which in addition to the PREC results also uses an upper bound discharge derived by an empirical envelope curve. By doing so, two types of additional information which are representative for the upper tail of a distribution function were included in the flood frequency analysis. The integration of both types of additional information leads to an improved discharge estimation for recurrence intervals between 100 and 1000 years.
Zusammenfassung


Eine Einteilung in genestete und ungenestete Einzugsgebiete führt zu einer genaueren Ermittlung der effektiven Stichprobe und damit zu einer verbesserten Abschätzung des Wiederkehr intervalls. Daher wird die Verwendung von zwei getrennten Parametersätzen für die Korrelationsfunktion zur Abschätzung des Wiederkehrintervalls empfohlen.
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CHAPTER 1

INTRODUCTION
1 Introduction

1.1 Motivation

1.1.1 Flood risk analysis

The flood in August 2002 along the Elbe and the Danube rivers emphatically revealed that extreme floods are a relevant natural hazard in Germany. More than one hundred dikes breached and created large inundations along the Elbe river and its tributaries (e.g. Vorgushyn et al., 2010), which caused damages of a severity never observed before in Germany (damage costs of 11.6 billion EUR and 21 fatalities, e.g. Thieken et al., 2005).

In Germany, the 2002 flood had an especially large effect on the federal state of Saxony. The highest ever measured maximum discharges, also called floods of record, were exceeded at several gauges, especially in the Mulde and in the western tributaries to the Elbe, and discharges up to six times larger than the former floods of record were observed.

A probability of a specific discharge occurring and the resulting inundation area which is affected by this flood magnitude are designated as flood hazards. In a flood risk analysis not only the flood hazard, but also the vulnerability are considered, which includes the exposure of the given assets and the damage which is caused due to a certain degree of inundation (susceptibility) (see Fig. 1.1, Apel et al., 2004; Merz and Thieken, 2004; Merz, 2006).

Floods are one among several natural hazards which might evoke severe damages. To consider the risk reduction potential efficiently, the damages which are caused by different natural hazards needs to be compared (Durham, 2003). Grünthal et al. (2006) compared the risks of storms, floods and earthquakes for Cologne/ Western Germany and estimated that earthquakes are the dominant natural hazard for recurrence intervals larger than 200 years. For smaller recurrence intervals, floods caused the largest loss.

![Fig. 1.1: Flood risk chain from (Merz et al., 2007).](image-url)
Based on this, the CEDIM project “Synopsis of natural hazards in Saxony” was realised, in which the risks caused by earthquakes, winter storms and floods for each Saxon community were compared. This thesis is embedded in the flood part of this project and is only focused on flood frequency analyses, the first step of flood hazard estimation (see Fig. 1.1). Merz et al. (2002) and Merz et al. (2008) pointed out that the largest uncertainty in flood risk estimations is related to the flood frequency analysis when estimating floods with a large recurrence interval.

1.1.2 Flood frequency analysis – Limits in the discharge estimation for large recurrence intervals

In a flood frequency analysis, the probability of a given flood magnitude is estimated based on the available measured discharges at a gauge. Traditionally, the annual maximum series (AMS), i.e. the largest discharges of each hydrological year, is used and illustrated as plotting positions (empirical probabilities) (e.g. Cunnane, 1978). An appropriate distribution function provides flood quantiles, i.e. pairs of a discharge and the corresponding recurrence interval, along the whole range of recurrence intervals for this site under study (Fig. 1.2) (e.g. Stedinger et al., 1993).

The accuracy of the flood quantile estimates depends on the available number of flood data. The uncertainty of discharge estimates increases with large recurrence intervals (e.g. Merz and Thieken, 2005; Chbab et al., 2006). The example of a flood frequency analysis (Fig. 1.2) illustrates the effect of the selection of a distribution function: With increasing recurrence intervals, the four adequate distribution functions spread out. Hence, the discharge estimations of larger T are considerably affected by the selection of the distribution function. Furthermore, it is shown that the largest flood is not very well represented by the proposed distribution functions.

There are 30 – 100 years of observations for the majority of the gauges. However, for flood design estimates, discharges which are representative for extreme events (T = 1000 - 10,000) are of major interest and need to be calculated (e.g. Büchele et al., 2006; Petrow et al., 2006). Hence, the available data length contrasts with target recurrence intervals of at least hundred years and in several cases thousand or even more years.

When estimating very large recurrence intervals, it is worth mentioning that traditional distribution functions increase unlimitedy without consideration of an upper bound. This implies that the distribution function may estimate discharges for large recurrence intervals which can be assumed as unrealistically large due to the hydro-meteorological situation in the catchment of interest (Enzel et al., 1993), especially in the case of a high skewness.
The critical point of an unlimited increase of unbounded distribution functions was taken into consideration by using a distribution function with an upper bound. A couple of bounded distribution functions have been presented (Kanda, 1981; Eliasson, 1994; Francés and Botero, 2003; Jensen et al., 2004). These distribution functions differ from the traditional ones by introducing an upper bound as additional information, which prevents the function from an unlimited increase. However, by using an upper bound, no representative flood data for recurrence intervals in the order of 1000 years is included.

In this context, it is interesting to compare the flood frequency analysis with the storm and earthquake research. For storm frequency analysis, there is a comparable number of data available which also leads to an increasing uncertainty for larger recurrence intervals (Pandey et al., 2001). In contrast, the earthquake research is concentrated on very large recurrence intervals in the order of 500 to 10,000 years (Grünthal and Wahlström, 2006; Grünthal et al., 2006). For a consistent risk comparison with earthquake estimates in the CEDIM project, quantile estimates in the flood and storm research are required for up to 1000-years events.

It hence becomes apparent that for discharge estimations of large recurrence intervals, additional information besides the at-site flood data needs to be included in a flood frequency analysis. This is required both for flood design estimations and for a comparison with other natural hazards. Furthermore, it is especially important to integrate information which is representative for the target recurrence interval, i.e. in our case for T between 100 and 1000 years.
1.1 Motivation

1.1.3 Flood regionalisation

In hydrologic research, three types of additional information to extend the available data are separated. These are spatial (flood regionalisation), temporal (historical data) and causal (flood generation processes) information (Merz and Blöschl, 2008a, b). In this thesis, only spatial additional information is considered. In a flood regionalisation, flood data from neighbouring sites is used in addition to the at-site data based on the principle of „trading space for time“ (Stedinger et al., 1993).

A flood regionalisation includes two steps (e.g. GREHYS, 1996b). First, a homogeneous group of sites is formed (pooling group). This means that sites which are characterised by similar hydrologic conditions as the site of interest are selected. Therefore, relevant hydrologic parameters need to be determined, controlling catchment behaviour. A similarity in these parameters leads to the assumption that these sites could be collected together in a pooling group with the aim of a larger amount of flood data available (e.g. Acreman and Sinclair, 1986; Burn, 1997; Castellarin et al., 2001).

Second, a suitable regionalisation method which controls the transfer of information from the neighbouring sites to the site of interest is applied for this pooling group (e.g. GREHYS, 1996a, b). During the last decades, a couple of pooling grouping methods (e.g. cluster analysis, Region of Influence) and regionalisation approaches (e.g. index flood, multiple regressions, geostatistical approaches (Top-kriging)) have been developed and several studies considered their use for flood regionalisation (e.g. Mosley, 1981; Burn, 1990b; GREHYS, 1996a, b; Ouarda et al., 2001; Merz and Blöschl, 2005; Rao and Srinivas, 2006; Skoien et al., 2006; Ouarda et al., 2008). The benefit of flood regionalisation in comparison to at-site flood statistics was shown in several studies. It was noted that even when only a small number of neighbouring sites is available or in the case of slightly heterogeneous regions, regional estimates outperform at-site estimates (e.g. Cunnane, 1988; Stedinger and Lu, 1995; GREHYS, 1996a; Madsen and Rosbjerg, 1997b; Kjeldsen and Rosbjerg, 2002).

When adding data from neighbouring sites, the novel information is not necessarily identical with the data length. A neighbouring site can include the same flood events in its AMS. In this case, the additional gain of information is less than the length of the added flood series due to the cross-correlations among the flood series. The effective data length is lower than the total data length and needs to be considered to express the real information content of the data (Matalas and Langbein, 1962). Hence, intersite dependence among the sites needs to be taken into account in a flood frequency analysis (e.g. Stedinger, 1983; Madsen and Rosbjerg, 1997a; Castellarin et al., 2008).

The selection of adequate pooling grouping procedures and flood regionalisation methods depends on the research question. This study aims at estimating discharges for large recurrence intervals. Hence, a regionalisation method which is focused on the estimation of large flood quantiles needs to be selected.
1.1.4 Empirical and probabilistic regional envelope curves

Envelope curves are one possibility to regionalise maximum flood discharges. The method of envelope curves estimates an upper bound discharge (Jarvis, 1925). For this, the floods of record are normalised by their catchment sizes and related to the catchment size. Then, an upper line is drawn above all floods of record and an upper bound discharge is derived for all sites of a specific region (e.g. Crippen and Bue, 1977; Herschy, 2002; Castellarin et al., 2005).

Empirical envelope curves are based on observed discharge data only, and their magnitude is determined by the largest unit flood of record within the data. Due to the limited amount of available data, it is doubtful if the envelope curve really represents an upper bound discharge which might not be exceeded in future. In fact, it is recommended to update the empirical envelope curves at regular intervals (Crippen and Bue, 1977; Matalas, 1997).

There are two possibilities to resolve this methodical limit. First, an exceedance probability, i.e. the inverse of the recurrence interval, needs be assigned to the envelope curve. The lack of an exceedance probability is considered as a limit of empirical envelope curves (Castellarin et al., 2005; Gaume et al., 2010).

Alternatively, a larger flood data set from a wider geographical context can be used. Further, causal information needs to be considered which helps to explain that the envelope curve based on a larger data set can be assumed as an absolute upper bound for the study region.

Recently, the first of these limits was intensively considered, and in this way the concept of envelope curves was significantly improved by proposing a probabilistic approach for regional envelope curves (Castellarin et al., 2005). In this method, a recurrence interval is assigned to the regional envelope curve (REC).

The method of probabilistic regional envelope curves (PRECs) is based on a stricter definition of regional homogeneity within the pooling group of sites. To adequately consider the neighbouring concept of flood regionalisation, a pooling group is required which is homogeneous according to the index flood concept, meaning that the flood series of all sites of the pooling group normalised by the mean of their AMS can be represented by the same distribution function (Dalrymple, 1960; Robson and Reed, 1999).

The determination of the recurrence interval is based on the effective data length of the pooling group. The core point of the calculation of the effective data length is an accurate estimation of the intersite dependence among all sites of the pooling group (Castellarin et al., 2005; Castellarin, 2007).

Finally, a PREC derives a pair consisting of a discharge and its corresponding recurrence interval (PREC flood quantile) for each site of the pooling group. Since this PREC flood quantile is representative of a large recurrence interval, this method is related to discharge estimates of large recurrence intervals. Whereas a distribution function provides discharges for all recurrence intervals (with increasing uncertainty for larger T), a PREC derives the discharge of one specific recur-
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The adequacy as a flood regionalisation method was confirmed by Castellarin (2007) by comparing PREC flood quantiles with the traditional index flood method.

1.2 Research question and objectives

Based on the introducing statements, the core research question of this thesis is emphasised. It was highlighted that discharge estimates for large recurrence intervals are uncertain. However, accurate estimates are required for flood design as well as for a comparison of natural hazards. To improve the estimations, additional information which is adequate for large recurrence intervals needs to be considered. Hence, this thesis aims at resolving the following research question:

**Can the estimation of large flood quantiles be improved by the integration of empirical and probabilistic regional envelope curves into the flood frequency analysis?**

For this, six sub-questions were selected, which were separately considered in two parts. First, probabilistic regional envelope curves are examined in detail. In the second part, PREC flood quantiles as well as an upper bound discharge derived from an empirical envelope curve are inserted into the flood frequency analysis.

First part:

Whereas empirical envelope curves are a well-known method, probabilistic regional envelope curves were only applied in one initial study with fixed homogeneous regions (Castellarin, 2007). The effect of different constitutions of the regions on PREC flood quantiles was not investigated. To resolve the research question, the PREC concept needs to be examined in detail to assess the value of the PREC flood quantiles as additional spatial information for a FFA. It is necessary to examine the influence of the most relevant methodical aspects and to estimate the variability of the probability estimations of the PRECs using different assumptions.

For this, PRECs are investigated in two steps according to the PREC concept. The first step is the construction of a REC which is mostly affected by the formation of the pooling group, i.e. the determination of the neighbouring sites which were used to construct the REC.

The second step is an assignment of the recurrence interval to the REC. It is particularly related to the estimation of the effective sample of years of data which considers the effect of intersite dependence and which is a prerequisite for the calculation of the recurrence interval of a PREC. Thus, it is relevant to examine the cross-correlations among the sites accurately to express the real information content of the data of the pooling group.
Thus, three sub-questions which consider the major aspects of the two PREC steps need be resolved:

1. **Which pooling method is appropriate to construct RECs?**

2. **How large is the effect on the flood quantiles estimated by probabilistic regional envelope curves when modifying the constitution of the pooling group?**

3. **How large is the effect on the recurrence interval of PREC when refining the estimation of the effective sample years of data?**

These points were examined in chapters two and three, which correspond to the first and second paper, respectively:

In the first paper, the first step of the PREC concept, i.e. the construction of the regional envelope curve, is the focus of research. Here, the influence of the formation of homogeneous regions on the PREC flood quantiles is examined. Hence, two pooling methods (cluster analysis, Region of Influence) are applied. For both methods, pooling groups are constructed based on candidate sets of suitable catchment descriptors. By using different candidate sets, several pooling groups are formed for each site. This approach makes it possible to determine the effect of the construction of the pooling groups on the derivation of PREC flood quantiles for the sites under study.

The second paper is tailored to the second step of the PREC concept, i.e. the determination of the effective sample years of data and the recurrence interval, which is assigned to the REC. Its estimation considers the intersite dependence and therefore requires an accurate estimation of the cross-correlation. The role of cross-correlations among flood series within the PREC concept is hence investigated. Therefore, all pairs of catchments are subdivided into nested and unnested pairs of catchments, based on the assumption that nested catchment structures are higher correlated than unnested ones. In this chapter the nested-unnested approach is compared with the traditional one, which uses only one global cross-correlation function by calculating the effective sample years of data and the recurrence interval of PRECs for both approaches. By keeping all aspects constant except for the parameter sets of the cross-correlation function, the influence of this single aspect on the flood quantile estimation were considered in isolation.

Second part:

Flood quantile estimates should benefit from using the PREC flood quantiles as additional information for a flood frequency analysis. Since PRECs provide a discharge with a large recurrence interval, a PREC flood quantile presents additional information for the upper tail of a distribution function. This part of a distribution function in particular is generally not well represented by available flood data.

Since PREC flood quantiles have not yet been used as additional information, it is required to
identify a method to integrate them into a flood frequency analysis. In traditional flood frequency analysis, discharge values, i.e. the AMS, without an assigned recurrence interval are used exclusively. In contrast to that, the PREC flood quantile consists of a discharge and its corresponding recurrence interval. Hence, a distribution function which uses the PREC flood quantiles in addition to the systematic time series of observed flood data needs to be selected. In addition to PREC flood quantiles, an upper bound discharge derived by an empirical envelope curve should also be integrated into the selected distribution function.

Thus, these three sub-questions are considered in the second part:

4. How can PREC flood quantiles be combined with measured flood data using the additional information of the recurrence interval?

5. Which distribution function is suitable to integrate the PREC flood quantiles as well as an upper bound discharge?

6. How large is the effect of the integration of PREC flood quantiles on the determination of a discharge with a recurrence interval of 1000 years?

These three points were investigated in chapter four, which corresponds to the third paper:

This paper aims at inserting PREC flood quantiles into a flood frequency analysis. A method allowing this was developed. In this way, the additional information of the recurrence interval of PREC is used. A mixed bounded distribution function which in addition to PREC flood quantiles also considers an upper bound derived by an empirical envelope curve of a wider geographical context is presented.

1.3 Structure of this thesis and author’s contributions

This dissertation thesis is written cumulatively. Three papers are presented in the chapter’s two to four (see Fig. 1.3). They were published in or submitted to, respectively, international peer-reviewed journals. These three chapters correspond to the three papers. A few exceptions were made. A final reference list for all chapters together is presented at the end of this thesis and the citations are adapted to this reference list. Figure sizes were adapted to the layout of this thesis. To keep the design consistent, some aspects such as the abbreviation of tables were modified.
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Chapter 2: B. Guse, A. H. Thieken, A. Castellarin and B. Merz  
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**Fig. 1.3: Structure of this thesis.**

The mentioned co-authors contributed to the conceptual design of the papers and to the discussion of the results as well as to the final formulations of the manuscript.

The PREC method was developed by Attilio Castellarin. There was an intense exchange of the PREC method and its calculation algorithms during the work on this thesis. Furthermore, Attilio Castellarin significantly contributed to the introduction of chapter two. The adequacy test of the GEV for the selected flood series was done by Attilio Castellarin.

Thomas Hofherr developed the mixed bounded distribution function, which was used in a refined version for the flood research (chapter four).
CHAPTER 2

DERIVING

PROBABILISTIC REGIONAL

ENVELOPE CURVES

WITH TWO POOLING METHODS
2 Deriving probabilistic regional envelope curves with two pooling methods

Abstract

A probabilistic regional envelope curve (PREC) assigns a recurrence interval to a regional envelope curve. A central point of this method is the determination of homogeneous regions according to the index flood hypothesis. A flood discharge associated with the recurrence interval (PREC flood quantile) is estimated for each gauge of a homogeneous region. In this study, the influence of two pooling methods on PREC for a large group of catchments located in the south-east of Germany is investigated. Firstly, using cluster analysis, fixed homogeneous regions are derived. Secondly, the Region of Influence (RoI) approach is combined with PREC. The sensitivity of PREC flood quantiles with respect to pooling groups is evaluated. Different candidate sets of catchment descriptors are used to derive pooling groups for both pooling methods. Each pooling group is checked by a homogeneity test. PRECs are then constructed for all homogeneous regions. The ensemble of PREC realisations reveals the sensitivity of the PREC flood quantiles. A comparison with the traditional index flood method ascertains the suitability of the pooling methods. A leave-one-out jackknifing procedure points out a similar performance of cluster analysis and RoI. Furthermore, a comparison of different degrees of heterogeneity for deriving pooling groups reveals that the performance of PREC for ungauged catchments decreases in more heterogeneous pooling groups.

Published as:

2.1 Introduction

For flood risk analyses and estimations of design floods it is fundamental to accurately quantify the discharges of rare events, i.e. flood events with recurrence intervals of 100 years or more. The well-established methods of flood frequency analysis (FFA) are hampered by the uncertainty that occurs particularly for estimates of high recurrence intervals due to limited observation data (e.g. Robson and Reed, 1999; Merz and Thieken, 2005). Regional Flood Frequency Analysis (RFFA) is widely employed in the estimation of design floods when dealing with data record lengths that are too short compared to the recurrence interval of interest (e.g. Hosking and Wallis, 1997). Still, most methods of FFA and RFFA do not consider an upper bound of the flood discharges.

Regional envelope curves (RECs) are a traditional, deterministic method for representing the upper bound of the maximum floods observed in a distinct region. A REC bounds the largest floods of each gauge, termed floods of record, of a region. Since their first introduction (Jarvis, 1925), RECs have been applied to different regions and scales. Traditionally, they refer to administrative units (e.g. China and USA (Costa, 1987), Europe and World (Herschy, 2002)). RECs have also been constructed for hydro-meteorological regions with different climatic conditions and, consequently, different flood regimes (e.g. 17 regions in the USA (Crippen and Bue, 1977); north-western and western Greece (Mimikou, 1984)).

A main criticism on RECs relates to their deterministic view and their need to be checked routinely for being exceeded by recent events (e.g. Crippen and Bue, 1977; Castellarin et al., 2005). The applicability of RECs to engineering problems, such as flood design, is limited by the lack of an exceedance probability (or a recurrence interval) that can be assigned to the envelope curves. To overcome this deficiency, Castellarin et al. (2005, 2007), Castellarin (2007), and Vogel et al. (2007) proposed a probabilistic interpretation of RECs which, besides the magnitude, also considers the frequency of a REC.

Probabilistic regional envelope curves (PRECs) are based on the well-known index flood method (Dalrymple, 1960), which is often applied in flood regionalisation studies (e.g. GREHYS, 1996b; Hosking and Wallis, 1997; Robson and Reed, 1999). Only if a region is homogeneous as defined by the index flood hypothesis, a PREC can be constructed and an exceedance probability can be assigned to the curve. A flood discharge associated with the exceedance probability, termed PREC flood quantile, was derived for each site of a homogeneous region.

According to Castellarin et al. (2005), the estimation of the exceedance probability of a PREC further requires the evaluation of the overall sample years of the underlying data which in turn depends on the intersite or cross correlation amongst the annual maximum series (AMS) of flood flows observed at different gauges. It is important to emphasise that the exceedance probability of a PREC always dif-
fers from zero which highlights the difference between PRECs and Probable Maximum Floods. A PREC provides one recurrence interval without an extrapolation and, in principle, enables one to estimate the design flood at ungauged sites as a function of the drainage area (e.g. Castellarin, 2007) or of a set of suitable physiographic and climatic catchment descriptors (e.g. Castellarin et al., 2007). PRECs should be seen as complements to RFFA. They can provide additional information on plausible values of extreme floods and the corresponding exceedance probability in gauged and ungauged basins. A leave-one-out jackknifing approach has shown that PREC flood quantiles have a similar reliability as the traditional index flood method (Castellarin, 2007).

Similarly to RFFA, the construction of a PREC requires the identification of hydrologically homogeneous regions or pooling groups (GREHYS, 1996b; Castellarin et al., 2001). Catchments with similar hydrological behaviour can be classified into one group, and the hydrometric information collected at all gauges that belong to the pooling group can be used to improve the accuracy of the design flood estimates for all gauges of the group. The homogeneity of a pooling group can be assessed by statistical tests (e.g. Viglione et al., 2007; Castellarin et al., 2008).

The requirement of homogeneity and the need for sufficient data within a group are often conflictive. On the one hand, a larger number of observations reduces the uncertainty in estimating high recurrence intervals (Robson and Reed, 1999). On the other hand, a larger number of gauges in the pooling group generally results in a higher hydrological heterogeneity of the group. Several studies highlight the relevance of regional homogeneity for RFFA (e.g. Lettenmaier et al., 1987; Stedinger and Lu, 1995) and, more recently, for PRECs (Castellarin, 2007). Therefore, an appropriate classification technique is required for the identification of pooling groups.

Flood regionalisation studies propose two approaches for deriving pooling groups: the delineation of a subdivision of the study area into fixed homogeneous regions and the neighbourhood approach or Region of Influence approach (RoI) (Burn, 1990b; GREHYS, 1996b; Ouarda et al., 2001). In fixed homogeneous regions, each gauging station definitely belongs to one and only one region. A traditional approach to identify fixed homogeneous regions is a separation in administrative units, where all gauging stations are geographically connected, e.g. in adjacent sub-catchments. This method has been replaced by others that enhance the hydrological similarity within a fixed region (Acreman and Sinclair, 1986). Cluster analysis is an objective procedure that can be applied to subdivide the study area into clusters of catchments (fixed regions) on the basis of a suitable set of climatic and physiographic catchment descriptors (predictor variables). The goal of the procedure is to maximise the similarity within a cluster and the dissimilarity between the clusters (e.g. Mosley, 1981). The catchments of one cluster are not necessarily geographically connected.
The RoI approach identifies a pooling group separately for each gauging station (site of interest) without explicit spatial connection within the RoI (Burn, 1990b). Gauging stations for a RoI are selected according to their similarity to the site of interest using a suitable set of predictor variables (Zrinji and Burn, 1994). In a hybrid RoI approach, the RoI is derived by considering the geographical distance between the sites in addition to the predictor variables (Eng et al., 2007).

Up to now, PRECs were applied in northern Italy with a relatively limited number of gauging stations grouped into three different fixed homogeneous regions (Castellarin, 2007). This paper presents the application of the PREC approach in Germany, considering a rather large number of sites. The main aim of the study is to verify, whether the utilisation of the RoI approach in the formation of homogeneous pooling groups may improve the reliability of the design flood estimates that can be retrieved from PRECs for ungauged sites. To address this issue, we construct PRECs for the study area using fixed homogeneous regions and RoIs. In particular, we form several PRECs for each gauging site on the basis of the data collected in homogeneous fixed regions and RoIs with different sizes and catchment descriptors. A sensitivity analysis enables us to consider the sensitivity of PREC flood quantiles to different constitutions of the pooling group. By means of “leave-one-out” cross-validation procedure, we simulate the ungauged conditions at all considered sites during the construction of each PREC as proposed by Castellarin (2007). All flood estimates are compared with the corresponding estimates (i.e. flood quantiles associated with the same values of the recurrence interval) obtained by applying a traditional regionalisation approach. The comparison enables us to better understand and quantify (1) the suitability of the two different pooling methods (i.e. cluster analysis and RoI) in the context of probabilistic regional envelope curves, and (2) the accuracy of flood quantiles retrieved from PRECs for ungauged basins.

### 2.2 Methods

Since the construction of pooling groups is a prerequisite for the application of PREC, it is advisable to quantify the sensitivity of PREC to the formation of pooling groups. For both pooling methods (cluster analysis and RoI), the sensitivity of PREC results was determined by considering several variations of pooling groups derived in a three-step-procedure.

1. Formation of candidate sets of catchment descriptors.
2. Construction of homogeneous regions using two pooling methods.
3. Test on homogeneity of each pooling group.

Finally a specific PREC was constructed for each homogeneous region. To compare the different results some performance measures were analysed. Each step of the procedure is described in the remainder of this section.
2.2.1 Candidate set of catchment descriptors

Different catchment descriptors were used as predictor variables to derive homogeneous regions. In a first step all catchment descriptors were standardised to a mean value of zero and a standard deviation of one. This standardisation allows a comparison between the predictor variables and avoids the influence of different value scales (see e.g. Nathan and McMahon, 1990).

The catchment descriptors were combined by summing up the standardised values for each site. This approach is only applicable, if all standardised variables have a positive correlation with the unit index flood, i.e. the index flood normalised by the catchment size. In order to get only positive correlations, standardised variables with a negative correlation to the unit index flood were multiplied with -1. This implies, for instance, that the fraction of the area, which is not covered by arable land, was used instead of the fraction of arable land for selecting candidate sets of catchment descriptors.

A full enumeration approach was used to consider all possible subsets of the catchment descriptors with one to three predictor variables. A larger number of catchment descriptors within one candidate set could provide small additional information, but could also lead to multi-collinearity (Merz and Blöschl, 2005). Thus variants with more than three predictor variables were not taken into account.

With regard to the selection of suitable sets of predictor variables, it is worth noting that we were interested in assessing the sensitivity of PRECs and of flood quantiles derived from these PRECs with respect to different pooling groups. To this aim, we looked for several good combinations of predictor variables rather than the optimal set. It was assumed that, next to the best subset of catchment descriptors, other ‘good subsets’ have a similar explained variance. Since PREC is based on the assumption of a scaling of the index flood (mean of the annual maxima series), it seemed reasonable to perform a preliminary identification of candidate sets of catchment descriptors by looking at the explained variance of the empirical index flood values. Therefore, candidate sets of catchment descriptors were identified on the basis of this criterion.

The correlation coefficient between a subset of catchment descriptors and the unit index flood was used as goodness-of-fit criterion, as in other studies (e.g. Burn, 1990b; Uhlenbrook et al., 2000) under the assumption that a high correlation is a good indicator for a sufficient explained variance of the selected subset (Merz and Blöschl, 2004).

All subsets of catchment descriptors were selected that showed a correlation coefficient of more than 0.60. This threshold was assumed as sufficient, because the correlation coefficient was only used for a pre-selection of subsets of catchment descriptors.

All selected subsets were checked for multicollinearity between the catchment descriptors using the variance inflation factor (VIF) (Hirsch et al., 1992) (Eq. (2.1)).
\[ VIF_k = \frac{1}{1 - r_k^2} \]  

\( r_k^2 \) stands for a multiple correlation coefficient, which was calculated by a regression of variable \( k \) using all other variables as predictor variables. To avoid multi-collinearity, all subsets with \( VIF > 5 \) were omitted. Montgomery et al. (2001) and Eng et al. (2005) recommended a threshold between 5 and 10.

2.2.2 Formation of homogeneous regions

To assess the influence of homogeneous regions on PREC, two different approaches for the derivation of pooling groups were applied. These methods were fixed homogeneous regions derived by a cluster analysis and the Region of Influence (RoI) method. To ensure an appropriate comparison of both methods, the same candidate sets of catchment descriptors were used.

Fixed homogeneous regions using cluster analysis

Fixed homogeneous regions were derived by cluster analysis with the K-means algorithm, which had already been used in flood frequency analysis (e.g. Burn, 1989; Burn and Goel, 2000) and very recently in a flood seasonality study (Beurton and Thieken, 2009). The cluster analysis was performed allowing three to seven clusters, and was therefore applied five times to each subset of predictor variables. The different number of clusters considers the trade-off between the homogeneity within a cluster and the number of sites within one group.

Region of Influence (RoI)

The approach “Region of Influence” (Burn, 1990b) constructs an individual region (group of gauging sites) for each gauge by finding stations that are similar to the characteristics of the station under study (site of interest). The RoI was determined by the similarity of gauging stations in the physiographical space of the selected catchment descriptors. Similarity was assessed by the Euclidean distance between each site and the site of interest in the physiographical space. The Euclidean distance has been used in several RoI approaches (e.g. Zrinji and Burn, 1994; Castellarin et al., 2001; Gaál et al., 2008), although other similarity measures are possible (see e.g. Cunderlik and Burn, 2006).

All gauging stations which are closer to the site of interest than a specific threshold of the Euclidean distance in the physiographical space were assigned to the RoI of the site of interest. The higher the threshold, the larger is the number of sites within a region (Burn, 1990b). Different similarity measure thresholds to derive RoIs were investigated by Gaál et al. (2008). To account for the sensitivity of the results to the threshold, three thresholds for the similarity measure (0.5, 1 and 2) were applied in this study. In contrast to RoI approaches in frequency analysis (Burn, 1990b), the sites were not weighted according to their closeness to the site of interest in the physiographical space. The original RoI method was
varied, because the intercept of PREC is only determined by one pair of unit flood of record and drainage area (see “Probabilistic regional envelope curve”). Consequently, a weighting scheme would not affect the magnitude of the regional envelope curve.

Traditionally, a fixed number of sites is targeted at when deriving a RoI (Burn, 1997). This target number is a function of the aspired return period. In our case a target number of sites cannot be determined, since the recurrence interval \( T \) associated with the PREC is not known a priori. Therefore, the maximum number of sites in the RoI was identified on the basis of the hydrological affinity with the site of interest.

### 2.2.3 Homogeneity test

Each pooling group was checked for homogeneity by applying the heterogeneity measure of Hosking and Wallis (1997) (Tab. 2.1). The \( H_1 \)-test calculates the variability of the L-coefficient of variation (L-CV). The sample L-CV is compared with an expected value for a homogeneous region obtained by a Monte-Carlo simulation. The second and third heterogeneity measures \( H_2 \) and \( H_3 \) consider the L-CV and the L-skewness as well as the L-skewness and the L-kurtosis, respectively. A more detailed explanation of L-moments and the heterogeneity measure is given by Hosking and Wallis (1997).

Since the homogeneity test for the L-CV (\( H_1 \)) is a more significant test than the tests with higher moments (\( H_2 \) and \( H_3 \)) (Castellarin et al., 2001, 2007; Hosking and Wallis, 1997), this study focused on the \( H_1 \)-test using the hw.test (Viglione, 2008, implemented in R). All regions with a \( H_1 \) value lower than 2 were used for deriving a PREC.

<table>
<thead>
<tr>
<th>Heterogeneity measure</th>
<th>Interpretation</th>
<th>Review</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt; 1</td>
<td>Homogeneous</td>
<td>Not required</td>
</tr>
<tr>
<td>1 – 2</td>
<td>Possibly heterogeneous</td>
<td>Optional</td>
</tr>
<tr>
<td>2 – 4</td>
<td>Heterogeneous</td>
<td>Desirable</td>
</tr>
<tr>
<td>&gt; 4</td>
<td>Strongly heterogeneous</td>
<td>Essential</td>
</tr>
</tbody>
</table>

### 2.2.4 Probabilistic regional envelope curve

The method of probabilistic regional envelope curves (PREC) is based on two principles. In the first place, all gauging stations of a region have to be homogeneous in terms of the index flood hypothesis. Secondly, the index flood \( \mu_X \) (mean of the annual maxima series) is related to the drainage area \( A \) (Eq. (2.2), adopted from Castellarin, 2007). Under these assumptions the index flood scales with the drainage area and depends only on the drainage area (Castellarin, 2007):

\[
\mu_X = C * A^{b+1}
\]  

(2.2)

To derive a regional envelope curve, all floods of record \( Q_{FOR} \) of a region are normalised by their corresponding catchment area \( A \) to the unit flood of record \( q_{FOR} \) and are related to \( A \) in a double-logarithmic scale (Eq. (2.3), adopted from Castellarin et al., 2005). The regional envelope curve bounds all unit floods
of record of a region and is defined by its slope \( b \) and the intercept \( a \):

\[
\log\left(\frac{Q_{FOR}}{A}\right) = a + b \cdot \log(A) 
\]  

(2.3)

The slope \( b \) is derived by a regression of the unit index flood against the drainage area (Fig. 2.1). The intercept \( a \) is determined by a parallel upshift of the regression until the envelope curve bounds all unit floods of record (Castellarin et al., 2005). In a homogeneous region the index floods of all gauges are close to the regression line. In this study, a PREC was determined for each region with at least four sites. It was assumed that a lower number of sites is not representative for a regression analysis.

An exceedance probability is assigned to that particular data pair of unit flood of record and its drainage area that determines the intercept of the envelope curve. This exceedance probability is valid for the range of catchment sizes covered in the pooling group. For this, the AMS of all gauging stations of that region were considered. The total number of sample years of data was reduced to an effective number of sample years of data, by accounting for cross-correlated sites (Castellarin, 2007). Several studies have shown that the correlation of annual maximum series decreases with the distance of the catchments (see e.g. Hosking and Wallis, 1988; Troutman and Karlinger, 2003). Under these assumptions, a regional cross-correlation function by Tasker and Stedinger (1989) (Eq. (2.4), from Castellarin, 2007) was optimised using the distances between catchment centroids, the correlation coefficients between the AMS and the lengths of overlapping time series.

![Regional Envelope Curve](https://via.placeholder.com/150)

*Fig. 2.1: Example of a Regional Envelope Curve.*
\[ \rho_{i,j} = \exp\left(-\frac{\lambda_1 d_{i,j}}{1 + \lambda_2 d_{i,j}}\right) \]  

(2.4)

d is the distance between catchment centroids, \( \rho \) the correlation coefficient, \( \lambda_1, \lambda_2 \) the parameters, and \( i,j \) are the index denoting pairs of catchments.

In comparison to Castellarin (2007), the method for considering intersite correlations was changed in this paper due to the larger number of catchments available and the presence of numerous nested catchments, i.e. gauging stations along the same river. Troutman and Karlinger (2003) emphasised that the correlation between the AMS of nested catchments was higher than for unnested catchments. Guse et al. (2009) showed that distinct parameter sets for nested and unnested catchments led to a reduction of the recurrence interval of PRECs due to larger correlations between nested catchments. Hence, specific parameters of the cross-correlation function were used for nested and unnested catchments.

Considering the intersite correlation, the overall effective sample years of data \( n_{eff} \) were calculated by an empirical relationship, which was determined by Castellarin et al. (2005) and Castellarin (2007) in Monte-Carlo simulations (Eq. (2.5)). This approach is based on the average correlation coefficient \( \rho \) (see Eq. (2.4)). Castellarin (2007) proposed an algorithm that can be applied for real world datasets with \( Y \) years, in which the record lengths of the gauges varies. In the first step of the algorithm, the number of years \( n_1 \) was identified in which only one gauging station had a measured discharge. These observations \( n_1 \) were reasonably effective. The remaining years \( Y-n_1 \) were divided in \( \subY \leq (Y - n_1) \) subsets with the same gauging stations \( L_s \) and the length \( l_s \). Next, for each subset \( s \) of \( l_s \) years, the effective number of observations \( n_{eff,s} \) was calculated separately. Finally, the effective samples for all subsets were summed up. The number of effective sample years of data for the whole regional data set \( n_{eff} \) includes \( n_1 \), the years with one observations, and the sum of \( n_{eff,s} \) (Eq. (2.5), adopted from Castellarin, 2007).

\[ n_{eff} = n_1 + \sum_{s=1}^{\subY} n_{eff,s} = n_1 + \sum_{s=1}^{\subY} \frac{L_s l_s}{1 + \rho^\beta} (L_s - 1) \]

with \( \beta := 1.4 \frac{(L_s l_s)^{0.176}}{[1 - \rho^{0.356}]} \)  

(2.5)

In this way the effective sample years of data is equivalent to the number of independent observations. This reduction of the regional plotting position determines the information content of the collected data (Castellarin, 2007).

The next step is a selection of an appropriate plotting position depending on an adequate distribution function to estimate the recurrence interval of the PREC. Castellarin (2007) recommended the use of the Hazen plotting position (Eq. (2.6), from Castellarin (2007)) in order to get unbiased flood quantiles, when the Generalised Extreme Value (GEV) distribution is a suitable parent distribution. Its suitability for the case study is reported in “Study area and data”. As a result, the recurrence interval \( T_{PREC} \) is twice as high as the number of effective observations \( n_{eff} \).

\[ T_{PREC} = 2 n_{eff} \]  

(2.6)
The exceedance probability is greatly influenced by the formation of homogeneous regions. Adding or removing only one gauging station to/from a homogeneous group modifies the effective sample years of data and hence the exceedance probability of the PREC.

The discharge associated with the exceedance probability for a specific site is determined by the intercept of the drainage area and the regional envelope curve. It is worth noting that the gauging stations within a region have a different influence on the exceedance probability of the PREC. Due to the fact that the intercept of the PREC is determined by the data pair of the highest unit flood of record and its drainage area, this gauging station is the most decisive. This aspect highlights the particular importance of a consistent assignment of gauging stations to pooling groups.

A discharge \( Q_{\text{PREC}} \) and a recurrence interval \( T_{\text{PREC}} \) were derived for all gauging stations of a region. \( T_{\text{PREC}} \) is constant for all gauging stations in the region. Since the PREC was only calculated for homogeneous regions, the number of PREC realisations is different for the gauging stations. It depends on the number of homogeneous regions in which the specific gauging station is included.

### 2.2.5 Sensitivity analysis

The effect of pooling groups on PREC flood quantiles \( (Q_{\text{PREC}}, T_{\text{PREC}}) \) was examined by a sensitivity analysis. Pooling groups of both pooling methods were derived for all candidate sets of catchment descriptors with a correlation coefficient to the unit index flood >0.60. For each candidate set of catchment descriptors, cluster analysis was applied five times (allowing three to seven clusters) and the Region of Influence approach three times (with different thresholds in the physiographical space) (see “Formation of homogeneous regions”). These predefined number of clusters and thresholds in the physiographical space led to several candidate solutions of pooling groups. Ultimately all pooling groups with a heterogeneity measure \( H_1 < 2 \) were used to derive a PREC. Each PREC realisation led to a pair of \( Q_{\text{PREC}} \) and recurrence interval \( T_{\text{PREC}} \) (PREC flood quantile) for each gauge of the pooling group.

The rationale behind this scheme is that different constitutions of the regions lead to different realisations of PREC. The application of several candidate sets of catchment descriptors allows a quantification of the sensitivity of the PREC results in terms of the pooling method and the selected subset of catchment descriptors. However, it is worth noting that the uncertainty of the ensemble of PRECs results is not estimated by this procedure.

### 2.2.6 Performance criteria

The performance of PREC flood quantiles was evaluated by comparing them with a traditional index flood approach.

The index flood method is based on the assumption that a regional growth curve is valid for all sites of a pooling group. For this, the AMS was normalised by the index flood \( \mu_X \). To calculate the T-year flood \( X(T) \), a regional
quantile \( x_T \) was scaled to at-site conditions by the index flood \( \mu_X \) (Eq. (2.7)).

\[
X(T) = \mu_X \cdot x_T \tag{2.7}
\]

The GEV was also used for the index flood approach. The parameters were estimated with regional L-moments, by weighting at-site L-moments of all gauges according to the data length (Robson and Reed, 1999).

In order to assess the accuracy of PREC for ungauged catchments, a cross-validation procedure was applied. The PREC was recalculated following a leave-one-out jackknifing algorithm (Castellarin, 2007; Castellarin et al., 2007), termed PREC-JK: (1) A pooling group with M sites, which fulfilled the homogeneity criteria, was selected. (2) A site \( m \) was excluded from this pooling group. (3) For the remaining M-1 stations the PREC-JK was calculated and the recurrence interval of PREC-JK (\( T_{\text{PREC-JK}} \)) was determined. (4) The discharge of PREC-JK \( Q_{\text{PREC-JK}} \) was evaluated for the given drainage area of the site \( m \). Since site \( m \) was not included in the calculation, the PREC-JK result was considered as ungauged. (5) The index flood method was applied for the same pooling group. In this case the site \( m \) was included. The flood quantile for the given recurrence interval \( T_{\text{PREC-JK}} \) was calculated by the index flood method (\( Q_{\text{IF}} (T_{\text{PREC-JK}}) \)). In this context the index flood method was assumed as the ‘true’ result. To get a perfect estimator for ungauged conditions, \( Q_{\text{PREC-JK}} (T_{\text{PREC-JK}}) \) was compared with \( Q_{\text{IF}} (T_{\text{PREC-JK}}) \) (Eq. (2.8), adopted from Castellarin, 2007).

\[
\epsilon_{\text{PREC-JK}} = \frac{Q_{\text{PREC-JK}} (m, T_{\text{PREC-JK}}) - Q_{\text{IF}} (m, T_{\text{PREC-JK}})}{Q_{\text{IF}} (m, T_{\text{PREC-JK}})} \tag{2.8}
\]

The cross-validation was performed for all homogeneous regions. It was repeated M-times for all sites within a cluster. In the case of a RoI, the jackknifing approach was only applied once for the site of interest. The relative error of PREC-JK in comparison to the index flood method enables us to compare the two pooling methods.

2.3 Study area and data

The study area is the federal state of Saxony in the south-east of Germany (Fig. 2.2). Saxony is characterised by the mountain range of the Erzgebirge in the south-west with elevation up to 1214 m above sea level (Fichtelberg) and a mean annual precipitation up to 1244 mm (at the synoptic station Carlsfeld). The highest monthly precipitation occurs in summer (Flemming, 2001). The river Elbe with a drainage area of about 52,000 km\(^2\) at the gauge Dresden is the biggest river in Saxony. Several feeder rivers originating in the Erzgebirge flow into the Elbe, the most important one is the river Mulde (Fig. 2.2). The mountain range east of the Elbe has a lower elevation than the Erzgebirge. Towards the north the elevation flattens. The north-western and north-eastern parts of Saxony are influenced by mining activities.
In Saxony, several severe floods occurred in the past. Ulbrich et al. (2003) distinguished between flash floods along the tributaries of the rivers Elbe and Mulde and slowly rising river floods along the Elbe. The Erzgebirge was affected by local (e.g. in 1927, 1957) and regional floods (e.g. in 1954, 1958, 2002) (Pohl, 2004; Thieken et al., 2007). Among the regional floods, especially the recent destructive flood of 2002 along the rivers Elbe and Mulde and their tributaries from the Erzgebirge is still present in people’s minds. During this event a record-breaking daily precipitation of 312 mm/day was measured at the synoptic station Zinnwald-Georgenfeld, which is located in the upper stream of the Müglitz (Ulbrich et al., 2003). For the 2002 flood, IKSE (2004) estimated recurrence intervals up to 200 - 500 years at some tributaries of the Elbe river, e.g. at the rivers Mulde, Müglitz and Weisseritz.

One hundred and seventeen discharge gauging stations from all over Saxony with the maximum discharges for each month were provided by Saxon authorities. For the catchment of the Weisse Elster, which is only partly located in Saxony, additional data was provided by authorities of Thuringia and Saxony-Anhalt. The gauging stations are evenly distributed throughout the area of this study (Fig. 2.2). All major rivers are included in the data set. Observation periods range from 20 to 150 years with a mean length of 50 years. This data set includes extreme floods with local as well as regional spatial extent. The highest unit discharges were observed in the western tribu-
ties of Elbe (i.e. at the rivers Gottleuba and Müglitz) and in the river Pliessnitz, a tributary of the Lausitzer Neisse near the German-Polish border (Fig. 2.2). Due to a few very extreme floods, the series of annual maximum floods show a high skewness, especially in the Erzgebirge (Petrow et al., 2007).

Since the index flood hypothesis requires a strong homogeneity within a region, only gauging stations were used that represented the regional hydrological situation. Thus, the available data set was reduced, i.e. gauges of heavily influenced rivers due to mining activities (four sites), gauging stations directly downstream of a dam (two sites) and very small catchments (<10 km²) (four sites) were discarded. Furthermore, only gauging stations with at least 30 years of data were used. Due to these restrictions the number of gauging stations was reduced to 95.

The construction of pooling groups (see “Formation of homogeneous regions”) requires the derivation of different catchment descriptors. These predictor variables were pre-selected based on a literature review (e.g. Wiltshire, 1986; Pitlick, 1994; GREHYS, 1996b; Castillo et al., 2004; Merz and Blöschl, 2005). Those catchment descriptors were applied, which have yielded good results in flood regionalisation studies (Tab. 2.2). All catchment descriptors are catchment averages.

**Tab. 2.2: List of catchment descriptors.**

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Catchment descriptors</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAP</td>
<td>Mean annual precipitation (mm)</td>
</tr>
<tr>
<td>MAXDAY</td>
<td>Maximum daily precipitation (mm)</td>
</tr>
<tr>
<td>P50</td>
<td>Annual frequency of days with precipitation of more than 50 mm/d (%)</td>
</tr>
<tr>
<td>MAX5DAY</td>
<td>Maximum precipitation in 5 days (mm)</td>
</tr>
<tr>
<td>PAMS</td>
<td>Mean of the annual maximum series of daily precipitation (mm)</td>
</tr>
<tr>
<td>ELEV</td>
<td>Mean elevation of the catchment (m asl)</td>
</tr>
<tr>
<td>SLOPE</td>
<td>Mean slope of the catchment (%)</td>
</tr>
<tr>
<td>RANGE_NORM</td>
<td>Range of catchment elevation, normalised with the catchment size (10⁻³ m⁻¹)</td>
</tr>
<tr>
<td>ARABLE</td>
<td>Fraction of arable land coverage (%)</td>
</tr>
<tr>
<td>URBAN</td>
<td>Fraction of urban land coverage (%)</td>
</tr>
<tr>
<td>MINING</td>
<td>Fraction of mining activities (%)</td>
</tr>
<tr>
<td>BEDROCK</td>
<td>Fraction of bedrock areas (%)</td>
</tr>
<tr>
<td>KF_LOW</td>
<td>Fraction of low permeability areas (%)</td>
</tr>
</tbody>
</table>

Precipitation data with a daily resolution in and around Saxony was provided by the German Weather Service (DWD). Precipitation indices were derived on the basis of 453 stations with at least 30 years of data in order to ensure a sufficient sample size. The second constraint was that the time series endured at least up to 2002. This year was selected because of the severe flood event in August 2002. In order to optimise the spatial distribution of precipitation stations, 23 stations with an observation period of less than 30 years were additionally used to derive the maximum daily precipitation and the 5-day-precipitation sum. These stations were added, because the year of the maximum daily precipitation coincided with the flood of record of the downstream gauging station. In these cases, it was
assumed that the maximum precipitation was representative for this catchment. The precipitation values were interpolated for the different precipitation indices using ordinary kriging. In the next step the catchment boundaries were superimposed on the precipitation map and the mean value was derived for each catchment.

The mean elevation of the catchments was derived from a digital elevation model for Saxony with a grid size of 25 m. Outside Saxony the SRTM-DEM (Jarvis et al., 2008) with a grid size of 90 m was resampled to 25 m. A mean slope was derived from this combined DEM. The DEM also provided the catchment centroids, from which the distances between the catchments were calculated, which were then used to optimise the theoretical cross-correlation function (see Eq. (2.4)). The digital landscape model ATKIS (BKG Geo-DataCentre, 2005) was used to derive landscape parameters such as the fraction of urban area. The hydrogeological map HÜK200 (1:200,000) of the Saxon State Agency of Environment and Geology provided the fraction of bedrock and low permeability area. The hydrogeological map HÜK200 distinguished between bedrock and unconsolidated rock. Permeability was classified in eleven classes. Low permeability was assessed for all rocks with permeability \(<10^{-7}\) (AG Boden, 1994).

Soil parameters were not used in this study, since for example Merz (2006) has emphasised the low performance of soil parameters in multiple regressions without a hydrological soil classification such as the Hydrology of Soil Types (HOST) classification in the United Kingdom (Boorman et al., 1995). The drainage area itself was not used as variable, because it is already included in the concept of regional envelope curves.

Among the available data for the catchment descriptors only the DEM covered the catchments outside of Saxony. Therefore, catchments with insufficient information for the other catchment descriptors were omitted. This led to a further reduction of the data set. In total, all thirteen catchment descriptors listed in Tab. 2.2 were determined for 89 gauging stations shown in Fig. 2.2. Their catchment size varies between 13 (Rennersdorf 2/ Pliessnitz river) and 6170 km² (Bad Düben/ Mulde river).

For each of the 89 gauges the flood of record $Q_{\text{FOR}}$ was determined. In a further step, the annual maximum series (AMS), which contain the highest discharge for each hydrological year (1st November to 31st October), was calculated. Independence between flood events in the AMS was ensured by a time gap of at least 7 days between consecutive annual maxima (GREHYS, 1996b). L-moment ratio diagram (see e.g. Vogel and Fennessey, 1993; Peel et al., 2001) clearly indicates that the GEV is a suitable parent distribution function for the whole study area.

### 2.4 Results

#### 2.4.1 Suitable candidate sets of catchment descriptors

Considering the 13 catchment descriptors listed in Tab. 2.2, 13 subsets with one, 78 with
two and 286 with three catchment descriptors resulted. Among the 377 possible subsets of one, two and three catchment descriptors, 39 subsets have a correlation coefficient to the unit index flood higher than 0.6. All subsets with three catchment descriptors were checked for redundancy compared with the subsets with two catchment descriptors. The rationale behind this approach was that an additional parameter ought to lead to a higher proportion of explained variance. Consequently, subsets with three catchment descriptors were only used (a) if they did not include two catchment descriptors, which formed one of the selected subsets with two catchment descriptors, or (b) if the correlation coefficient was higher than this subset with two catchment descriptors. This procedure reduced the number of subsets from 39 to 20. The test of multi-collinearity by the VIF-test resulted in no further reduction.

Table 2.3 illustrates that the correlation coefficient to the unit index flood of the 20 subsets differed between 0.60 and 0.70. All 20 subsets were considered as candidate set and were used to form homogeneous regions and to derive a PREC. The selected subsets contain two or three catchments descriptors. Among the catchment descriptors precipitation and topographic indices have a higher explanatory power than land use and geologic parameters. The maximum of the 5-day-precipitation sum (MAX5DAY), the range of elevation within the catchment (RANGE_NORM) and the fraction of urban land coverage (URBAN) were most often included.

### Table 2.3: Selected subsets of catchment descriptors (CD) and the correlation coefficient (COR) to the unit index flood of all gauging stations.

<table>
<thead>
<tr>
<th>CD1</th>
<th>CD2</th>
<th>CD3</th>
<th>COR</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAX5DAY</td>
<td>ELEV</td>
<td>RANGE_NORM</td>
<td>0.70</td>
</tr>
<tr>
<td>MAX5DAY</td>
<td>RANGE_NORM</td>
<td>URBAN</td>
<td>0.69</td>
</tr>
<tr>
<td>MAP</td>
<td>MAX5DAY</td>
<td>RANGE_NORM</td>
<td>0.69</td>
</tr>
<tr>
<td>MAX5DAY</td>
<td>RANGE_NORM</td>
<td></td>
<td>0.68</td>
</tr>
<tr>
<td>MAX5DAY</td>
<td>ELEV</td>
<td>URBAN</td>
<td>0.68</td>
</tr>
<tr>
<td>ELEV</td>
<td>RANGE_NORM</td>
<td>URBAN</td>
<td>0.66</td>
</tr>
<tr>
<td>PAMS</td>
<td>RANGE_NORM</td>
<td>URBAN</td>
<td>0.64</td>
</tr>
<tr>
<td>MAX5DAY</td>
<td>ELEV</td>
<td></td>
<td>0.64</td>
</tr>
<tr>
<td>ELEV</td>
<td>RANGE_NORM</td>
<td></td>
<td>0.64</td>
</tr>
<tr>
<td>MAP</td>
<td>MAX5DAY</td>
<td>URBAN</td>
<td>0.64</td>
</tr>
<tr>
<td>MAP</td>
<td>MAX5DAY</td>
<td></td>
<td>0.62</td>
</tr>
<tr>
<td>MAP</td>
<td>RANGE_NORM</td>
<td></td>
<td>0.62</td>
</tr>
<tr>
<td>PAMS</td>
<td>RANGE_NORM</td>
<td></td>
<td>0.62</td>
</tr>
<tr>
<td>P50</td>
<td>RANGE_NORM</td>
<td>URBAN</td>
<td>0.61</td>
</tr>
<tr>
<td>MAX5DAY</td>
<td>ARABLE</td>
<td>URBAN</td>
<td>0.61</td>
</tr>
<tr>
<td>MAX5DAY</td>
<td>RANGE_NORM</td>
<td>URBAN</td>
<td>0.61</td>
</tr>
<tr>
<td>MAX5DAY</td>
<td>URBAN</td>
<td>BEDROCK</td>
<td>0.61</td>
</tr>
<tr>
<td>MAX5DAY</td>
<td>PAMS</td>
<td>URBAN</td>
<td>0.61</td>
</tr>
<tr>
<td>RANGE_NORM</td>
<td>URBAN</td>
<td>BEDROCK</td>
<td>0.60</td>
</tr>
<tr>
<td>RANGE_NORM</td>
<td>BEDROCK</td>
<td></td>
<td>0.60</td>
</tr>
</tbody>
</table>
2.4.2 Results for the best subset of catchment descriptors

The best subset of predictor variables contains MAX5DAY, the mean elevation (ELEV) and RANGE_NORM with a correlation coefficient of 0.70 (Tab. 2.3). The pooling groups derived by cluster analysis are illustrated in Tab. 2.4, using the solution with seven clusters as an example. The heterogeneity measure of the cluster analysis shows that there are four (H1 < 2) homogeneous regions (clusters 1, 2, 4, and 6) (Tab. 2.4). Clusters 3 and 7 are strongly heterogeneous. The H1-test was not applied for cluster 5, because there are only two sites in this cluster. For these three regions the assumptions of PREC are not fulfilled. Thus a PREC was only calculated for the clusters 1, 2, 4 and 6.

The RoI approach provides one region for each of the 89 gauging stations. As outlined in “Formation of homogeneous regions”, three different thresholds of the similarity measure were applied. The total number of PREC realisations is lower than 89, because in several cases the number of sites in the RoI is lower than four (Tab. 2.5). Only for 50 sites, there are at least four sites in the physiographical space with a Euclidean distance lower than 0.5. It becomes apparent that, also for the RoI approach, the method of PREC is not applicable for all gauging stations.

In summary, with both pooling methods heterogeneous regions were constructed, for which it was impossible to calculate a PREC. As mentioned before, this deficiency could partly be compensated by the use of different subsets of catchment descriptors.

<table>
<thead>
<tr>
<th>Tab. 2.4: Results of heterogeneity measure and of PREC method for the best subset of catchment descriptors, derived by cluster analysis for the seven-cluster solution.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cluster</td>
</tr>
<tr>
<td>---------------------------------</td>
</tr>
<tr>
<td>Number of gauges</td>
</tr>
<tr>
<td>H1</td>
</tr>
<tr>
<td>Number of observations</td>
</tr>
<tr>
<td>Effective number of observations</td>
</tr>
<tr>
<td>Recurrence interval [a]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Tab. 2.5: Number of sites below and above the threshold (H1=2) of the heterogeneity measure for the best subset of catchment descriptors constructed by the Region of Influence approach using different thresholds of the Euclidean distance.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Threshold</td>
</tr>
<tr>
<td>-----------</td>
</tr>
<tr>
<td>0.5</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
</tbody>
</table>

2.4.3 Analysis of homogeneous regions for different candidate sets of catchment descriptors

Since 20 subsets of catchment descriptors were selected and the cluster analysis was performed five times (number of clusters from 3 to 7), altogether 500 regions were constructed and checked for homogeneity by the Hosking-Wallis test. The fraction of homogeneous regions (H1 < 2) is in the range between 43%
(3 cluster) and 54% (7 cluster) for the different numbers of clusters (Tab. 2.6).

With the RoI approach, one region was formed for each gauging station and each subset of catchment descriptors. The fraction of homogeneous regions is strongly influenced by the threshold of the Euclidean distance in the physiographical space. The number of homogeneous regions decreases from 54% for a threshold of 0.5 to 12% for a threshold of 2. As expected, both methods reveal that the fraction of homogeneous regions increases with a decreasing number of gauging stations (higher number of clusters, lower RoI-threshold).

The distribution of the relative number of homogeneous regions shows a spatial pattern for both pooling methods (Fig. 2.3). The gauging stations in the Erzgebirge are mostly grouped in homogeneous regions. In contrast, there are no or only a low number of homogeneous regions for several gauges in the Weisse Elster subbasin and east of the Elbe. The relative number of homogeneous regions is larger for the cluster analysis than for the RoI approach. This can be explained by the low number of homogeneous regions that were constructed for a threshold of two in the RoI approach (Tab. 2.6).

**Tab. 2.6:** Fraction of homogeneous regions (H1<2) [%] by cluster analysis and Region of Influence for the gauging stations in the study area.
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Tab. 2.6: Number of homogeneous regions derived by cluster analysis and Region of Influence (RoI).

<table>
<thead>
<tr>
<th>Number of clusters</th>
<th>$H_1 &lt; 2$</th>
<th>$H_1 &gt; 2$</th>
<th>$H_1 &lt; 2$ [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>26</td>
<td>34</td>
<td>43.3</td>
</tr>
<tr>
<td>4</td>
<td>35</td>
<td>44</td>
<td>44.3</td>
</tr>
<tr>
<td>5</td>
<td>48</td>
<td>47</td>
<td>50.5</td>
</tr>
<tr>
<td>6</td>
<td>58</td>
<td>55</td>
<td>51.3</td>
</tr>
<tr>
<td>7</td>
<td>67</td>
<td>58</td>
<td>53.6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>RoI-threshold</th>
<th>0.5</th>
<th>0.575</th>
<th>0.493</th>
<th>0.538</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>628</td>
<td>1002</td>
<td>38.5</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>212</td>
<td>1539</td>
<td>12.1</td>
<td></td>
</tr>
</tbody>
</table>

The $H_1$-test was not applied for pooling groups with less than four sites.

2.4.4 PREC results for candidate sets of catchment descriptors

Due to the fact that one PREC is provided for each homogeneous region, it is not possible to show all PREC realisations for all sites. All PREC realisations for the gauging station Dohna/Müglitz are shown as an example in Fig. 2.4. In addition, the pairs of the unit flood of record and the drainage area, which determine the intercept of PREC, are highlighted by black circles. The site itself is indicated separately. Both figures illustrate the influence of different subsets of catchment descriptors and pooling methods on the results of PREC.

Besides the slope and the intercept, also the range of the catchment size that is covered by the PREC depends on the constitution of the pooling group. As expected, the slope decreases with catchment size with two exceptions for RoI. In the example shown in Fig. 2.4 four sites govern the intercept of PREC including the selected site itself for both pooling methods.

![Fig. 2.4: All PREC realisations for the gauge Dohna in homogeneous regions derived by cluster analysis (left) and RoI (right).](image-url)
As illustrated in Fig. 2.5, the results of PREC for the gauge Dohna differ in discharge (400-630 m³/s) and recurrence interval (300-1200 years) for the two pooling schemes, as well as for different subsets of catchment descriptors. As expected, the discharge augments with increasing recurrence interval. The site itself has only a minor influence on the recurrence interval, because all AMS of the region are collected together (overall sample years of data).

Both pooling methods show the influence of the pair of the unit flood of record and drainage area, which determines the intercept of PREC. All discharges are at least 400 m³/s, which is the flood of record at the gauge Dohna. In this example the PREC results of both methods are scattered in three groups. In the first group, the gauge Dohna itself determines the intercept of PREC. The gauge Dippoldiswalde and Rehefeld or Hainsberg 1 in the case of the cluster analysis or RoI, respectively, have the highest unit flood of record for the PREC realisations of the second group, where the discharge varies between 400 and 480 m³/s (Figs. 2.4 and 2.5).

In the third group, the discharge of PRECs for the gauge Dohna is between 580 and 630 m³/s. The intercept of these PRECs is determined by the gauge Neundorf and in two cases for the cluster analysis also by Rehefeld. The range is caused by the different slopes of the PRECs, which were derived for pooling groups with different combinations of gauges. The higher the difference in the catchment size (e.g. Rehefeld (15 km²) and Dohna (198 km²), (see Fig. 2.4)), the larger is the PREC discharge affected by a variation of the slope.

The three groups of PREC realisations show that the inclusion of a gauge with a high unit flood of record (here: Neundorf) results in an upshift of the PREC. The extent of the upshift depends on the difference between the unit flood of record of the site of interest and the highest unit flood of record in the homogeneous group. It is important to highlight that Dohna and Neundorf have a relatively high unit flood of record. For a gauging station with a lower unit flood of record, the difference between the unit flood of record and the regional envelope curve discharge might be significantly higher, if the PREC is also determined by Neundorf.

### 2.4.5 Performance evaluation of PREC

The reliability of the PREC was evaluated by a leave-one-out jackknifing procedure (PREC-JK). The relative error of the PREC-JK to the index flood method was calculated for
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Each gauging station (see Eq. (2.8)). In Fig. 2.6, only those gauging stations were considered, which had at least eight PREC-JK realisations. This criterion was fulfilled for 68 (Cluster analysis) and 61 sites (RoI), with an average 44 and 21 PREC-JK realisations, respectively.

The PREC-JK approach for both pooling methods illustrates that the median of the relative error is in most cases positive (Fig. 2.6). A high positive relative error indicates a high over-estimation of the discharge of PREC-JK for this recurrence interval in comparison to the index flood method. A negative relative error occurs for the gauging stations which determine the intercept of REC or which are close to the REC (see Fig. 2.7). Comparing the pooling methods, the relative errors (median of the box) as well as the scatter (size of the box) are similar for cluster analysis and RoI (Fig. 2.6).

The relative error between PREC-JK and the index flood method depends on the position of the gauging station on the ’unit discharge-area plot’ (Fig. 2.7). If the unit flood of record \( q_{\text{FOR}} \) of a gauging station is close to the regional envelope curve, the unit discharge \( q_{\text{PREC-JK}} \) derived from the regional envelope curve for this station is similar to or lower than that of the index flood method. In contrast, the higher the difference between the regional envelope curve \( q_{\text{PREC}} \) and the flood of record discharge \( q_{\text{FOR}} \) for a gauging station, the higher the relative error of PREC-JK in comparison to the index flood method. This relationship has a correlation coefficient of 0.73 (see Fig. 2.7).

![Validation of PREC realisations - Cluster analysis](image1)

![Validation of PREC realisations - Region of Influence](image2)

*Fig. 2.6: Relative error of the PREC realisations for the two pooling methods cluster analysis (top) and Region of Influence (bottom) for the 89 sites of the study area. The boxplot edges are formed by the 25th and 75th percentiles. Outliers are illustrated with red crosses.*
2.4.6 Assessing the effect of the threshold of the heterogeneity measure

The homogeneity of a pooling group is a fundamental assumption of PREC. The influence of the degree of homogeneity on PREC was determined by varying the threshold of the heterogeneity measure. In order to consider the influence of the threshold on PREC, the sensitivity analysis was repeated for stronger ($H_1 < 1$) and weaker ($H_1 < 4$) thresholds of the Hosking-Wallis test. Following the classification of Hosking and Wallis (1997), a threshold of $H_1 < 1$ means that ‘possibly homogeneous regions’ ($1 < H_1 < 2$) are excluded (Tab. 2.1). By increasing the threshold to four, also ‘slightly heterogeneous regions’ ($2 < H_1 < 4$) are included. In this case only ‘strong heterogeneous regions’ ($H_1 > 4$) are excluded. The influence of the relative number of homogeneous regions for different thresholds of the Hosking-Wallis test has been discussed by Cunderlik and Burn (2002). An increase of $H_1$ from 2 to 4 results in a larger number of homogeneous regions (Fig. 2.8). This is especially relevant for those gauging stations, which were only seldom grouped in a homogeneous region when applying the strict definitions of homogeneity.
A comparison of the mean absolute relative error for the three thresholds illustrates that an increase in the degree of heterogeneity leads to a higher mean absolute relative error for most of the gauging stations and for both pooling methods (Fig. 2.9, Tab. 2.7). In addition, there are more results of the mean absolute relative error for $H_1 < 4$ because of the higher number of PREC realisations.

Considering that the relative error was calculated with the index flood method as reference, it is necessary to mention that the index flood estimate is subject to a higher uncertainty due to the higher degree of heterogeneity.

Fig. 2.9: Mean absolute relative error of PREC-JK for both pooling methods (cluster analysis, Region of Influence (RoI)) using different thresholds of the heterogeneity measure $H_1$. The mean absolute relative error is illustrated for sites with at least four PREC-JK realisations.
Tab. 2.7: Overall performance indices of the jackknife procedure for both pooling methods and the different thresholds of the heterogeneity measure.

<table>
<thead>
<tr>
<th></th>
<th>Cluster analysis</th>
<th>Region of Influence</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1 &lt; 1: n = 57</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean of the mean absolute relative error</td>
<td>0.54</td>
<td>0.54</td>
</tr>
<tr>
<td>Mean of the standard deviation of absolute relative error</td>
<td>0.21</td>
<td>0.26</td>
</tr>
<tr>
<td>H1 &lt; 2: n = 70</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean of the mean absolute relative error</td>
<td>0.81</td>
<td>0.69</td>
</tr>
<tr>
<td>Mean of the standard deviation of absolute relative error</td>
<td>0.36</td>
<td>0.40</td>
</tr>
<tr>
<td>H1 &lt; 4: n = 75</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean of the mean absolute relative error</td>
<td>1.12</td>
<td>0.88</td>
</tr>
<tr>
<td>Mean of the standard deviation of absolute relative error</td>
<td>0.56</td>
<td>0.53</td>
</tr>
</tbody>
</table>

An overall performance indice was calculated as follows. All sites were selected which had at least four realisations for both pooling methods (see Tab. 2.7). The mean and the standard deviation of the absolute relative errors were calculated for all PREC realisations of these sites (n in Tab. 2.7). Both were averaged over the n sites. These performance indices increase with a higher degree of heterogeneity (Tab. 2.7). The result emphasises the relevance of the homogeneity criteria for PREC. The two performance indices are similar for the cluster analysis and RoI for the three thresholds of heterogeneity.

2.5 Discussion

The method of probabilistic regional envelope curves (PREC) derives a flood discharge and its recurrence interval for a homogeneous group of discharge gauges. One main assumption is its applicability in a homogeneous region in terms of the index flood method.

By using different subsets of catchment descriptors and two pooling methods (cluster analysis and RoI), a large number of homogeneous regions, which fulfilled the heterogeneity measure of Hosking and Wallis (1993), was derived for the mountainous catchments in Saxony. In contrast, the gauges located in the lowlands were mostly grouped in heterogeneous regions, which mean that the method of PREC could not be applied.

The reliability of PREC was assessed by a cross-validation procedure and a comparison with the index flood method. For a better understanding of the cross-validation results, it is worth emphasising an important difference between the index flood method and the PRECs. The index flood method represents the mean flood behaviour in a homogeneous region by a regional growth curve. Under this assumption it is expected that there are very small differences between the at-site flood behaviour and the regional distribution function in a homogeneous region. In contrast, the regional envelope curve is governed by the highest flood of record in a homogeneous region. Under the assumption that the estimation of the flood of record is more uncertain than the estimation of the index flood, the PREC is more sensitive to gauging stations with a high difference of an at-site flood of record to PREC than the index flood estimation.
The results of the PREC can be compared with a traditional at-site flood frequency analysis. The example of Dohna shows that most of the PREC realisations are close to the GEV distribution function (Fig. 2.10). This fact enhances the accuracy of the flood quantile estimates for high recurrence intervals. If there were large deviations between PREC and at-site flood frequency analysis, a more detailed consideration of the hydrologic situation at this gauge would be required.

![Fig. 2.10: Comparison of PREC results of both pooling methods with at-site flood frequency analysis (GEV) for Dohna.](image)

It is important to highlight an essential difference of the PREC in comparison to other regionalisation methods. The magnitude of the recurrence interval of a PREC is mainly governed by one data point, i.e. the pair of the maximum unit flood of record and its drainage area. Castellarin et al. (2005) emphasised that a discordant site might reduce the use of the PREC method, since the recurrence interval is governed by the largest standardised maximum flood.

In other flood regionalisation methods (e.g. index flood, multiple regressions) commonly all sites have the same influence or their influence is weighted according to a selected weighting scheme. Sites, which are closer to other stations in a real or physiographical space, have higher weights. Consequently, the effect of a discordant site could be reduced by weighting the sites according to their similarity to the considered site or by averaging the values for all sites of a region. However, in the PREC concept weighting or averaging of sites is not possible when deriving the intercept of the PREC. Thus, in the PREC concept, the site that determines the intercept, plays an exceptional role. Because of that, an appropriate construction of homogeneous pooling groups is extremely important for PRECs.

The explicit estimation of a recurrence interval in the PREC scheme is another difference to traditional regional flood frequency methods. Whereas a target recurrence interval might be predefined in traditional approaches, the recurrence interval of PREC could only be approximately approached by the number of sites within a pooling group.

2.6 Conclusion

In this study the method of probabilistic regional envelope curves (PREC) was applied for the first time outside the original study area in Italy. It was shown that the transfer of this method to another region with different geographical conditions is possible. The goal of this paper was to quantify the influence of the pooling methods on PREC and to determine the sensitivity of PREC flood quantiles within
different pooling groups. A combination of PREC and the RoI approach was introduced and compared with fixed homogeneous regions.

The main outcomes of this study are:

(1) The number of homogeneous regions strongly depends on the physiographic conditions of the catchment. The application of both pooling methods with different candidate sets of catchment descriptors leads to a high number of homogeneous regions for the mountainous catchments and to a lower number for gauges in the lowlands and the eastern part of Saxony.

(2) A sensitivity analysis illustrates that PREC flood quantiles change in discharge as well as in the assigned recurrence interval depending on the constitution of the pooling group. It is thus recommended to compare different subsets as demonstrated in this study instead of using only the best subset of predictions.

(3) A leave-one-out jackknifing approach for ungauged conditions emphasises a similar relative error of the PREC results for both pooling methods (cluster analysis, RoI). An overall performance indice also affirms an increasing absolute relative error for different degrees of heterogeneity.
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CHAPTER 3

EFFECTS OF

INTERSITE DEPENDENCE OF

NESTED CATCHMENT STRUCTURES

ON PROBABILISTIC REGIONAL

ENVELOPE CURVES
3 Effects of intersite dependence of nested catchment structures on probabilistic regional envelope curves

Abstract

This study analyses the intersite dependence of nested catchment structures by modelling cross-correlations for pairs of nested and unnested catchments separately. Probabilistic regional envelope curves are utilised to derive regional flood quantiles for 89 catchments located in Saxony, in the Southeast of Germany. The study area has a nested structure and the intersite correlation is much stronger for nested pairs of catchments than for unnested ones. Pooling groups of sites (regions) are constructed based on several candidate sets of catchment descriptors using the Region of Influence method. Probabilistic regional envelope curves are derived on the basis of flood flows observed within the pooling groups. Their estimated recurrence intervals are based on the number of effective sample years of data (i.e. equivalent number of uncorrelated data). The evaluation of the effective sample years of data requires the modelling of intersite dependence. We perform this globally, using a cross-correlation function for the whole study area as well as by using two different cross-correlation functions, one for nested pairs and another for unnested pairs. In the majority of the cases, these two modelling approaches yield significantly different estimates for the effective sample years of data, and therefore also for the recurrence intervals. The reduction of the recurrence interval when using two different cross-correlation functions is larger for larger pooling groups and for pooling groups with a higher fraction of nested catchments. A separation into nested and unnested pairs of catchments gives a more realistic representation of the characteristic river network structure and improves the estimation of regional information content. Hence, applying two different cross-correlation functions is recommended.

Published as:

3.1 Introduction

The estimation of flood quantiles is a major topic in hydrologic research and engineering practise. Due to the uncertainty in the estimation of flood discharges with large recurrence intervals $T$ (e.g. $T>100$ years) by an at-site flood frequency analysis, several gauges may be pooled together in a pooling group following the principle ‘trading space for time’ (e.g. Stedinger et al., 1993; Robson and Reed, 1999). Therefore, it is assumed that analysis results, e.g. results of a regional flood frequency analysis (RFFA), are valid for all gauges of a specific pooling group. RFFA aims at improving the estimation of flood quantiles by using the larger number of flood data. However, an improvement can only be reached by increasing the effective sample years of data (i.e. the number of independent observations). The increase in the effective sample years of data when adding a new site to a pooling group can be assessed by considering the intersite correlations or cross-correlations among all gauges in a pooling group (Matalas and Langbein, 1962).

A pooling group comprises catchments of similar hydrologic behaviour. In flood regionalisation studies, fixed homogeneous regions are traditionally used, whereby each site is explicitly assigned to one region, e.g. through cluster analysis (e.g. Acreman and Sinclair, 1986; Nathan and McMahon, 1990; Rao and Srinivas, 2006). In contrast, the Region of the Influence (RoI) approach (e.g. Burn, 1990a,b; Zrinji and Burn, 1994) constructs a separate pooling group for each site in the region under study.

Several methods and many studies on regional flood frequency analysis have been presented (e.g. Cunnane, 1988; GREHYS, 1996a,b; Robson and Reed, 1999; Merz and Blöschl, 2005; Ouarda et al., 2008). A common application is the widely used index flood approach, which assumes that a regional growth curve is representative for all sites of a homogeneous region. The at-site flood quantiles vary only in the scale factor index flood (e.g. Dalrymple, 1960; Stedinger and Lu, 1995; Robson and Reed, 1999). Linear regression models relate catchment descriptors (e.g. drainage area, precipitation indices) to a predefined flood quantile (e.g. Rosbjerg and Madsen, 1995; Kroll and Stedinger, 1998; Robson and Reed, 1999; Reis et al., 2005). Recently, geostatistical methods (e.g. Top-Kriging) were introduced to regionalise flood quantiles (Merz and Blöschl, 2005; Skoien et al., 2006).

Regional envelope curves (REC) are a variant of linear regression models which only use the size of the drainage area to estimate the maximum flood discharge (e.g. Crippen and Bue, 1977; Herschy, 2002). A shortcoming of the traditional REC method is, however, that no recurrence interval can be assigned to the maximum discharge. Therefore, Castellarin et al. (2005) proposed the method of probabilistic regional envelope curves (PREC), which enhance the traditional REC approach with a probabilistic interpretation. The method of PREC requires a pooling group, which fulfils
the homogeneity criteria of the index flood method. The recurrence interval of PREC is directly related to the effective sample years of data. Hence, its calculation algorithm explicitly considers the effect of cross-correlated sites in a pooling group of data.

Several studies have demonstrated the relevance of intersite correlation for regional flood estimates (e.g. Stedinger, 1983; Hosking and Wallis, 1988; Madsen and Rosbjerg, 1997a; Vogel et al., 2001). Matalas and Langbein (1962) introduced the concept of regional information content to determine the effect of intersite correlation within flood sequences. The regional information content expresses the number of independent discharge observations. The authors showed that the variance of the regional mean increases for cross-correlated sites.

Kuczera (1983) assessed that a low number of observations and the presence of intersite correlation leads to a larger uncertainty of an empirical Bayes estimator. Stedinger (1983) demonstrated that the variance of the regional variance and skewness increases due to intersite correlation. Hosking and Wallis (1988) pointed out that cross-correlation among sites leads to less accurate estimates of regional flood quantiles; however, the influence of regional heterogeneity is more significant. Applying hydrologic linear regression models, Stedinger and Tasker (1985) introduced intersite correlation by extending the weighted least square (WLS) to the generalised least square (GLS) method, which explicitly considers the impact of cross-correlated sites. Several studies confirmed that the GLS estimator outperforms the WLS or the ordinary least squares (OLS) estimator for the application of linear regression models in the case of cross-correlated sites (see e.g. Stedinger and Tasker, 1985, 1986; Kroll and Stedinger, 1998; Reis et al., 2005).

The impact of intersite correlation on regional estimates was analysed for Partial Duration Series by Madsen and Rosbjerg (1997a, b) and for Annual Maxima Series by Kjeldsen and Rosbjerg (2002) and Kjeldsen and Jones (2006). Madsen and Rosbjerg (1997a) pointed out that intersite correlation needs to be considered to accurately assess the uncertainty of the regional estimator. It has recently been demonstrated by Castellarin et al. (2008) that intersite correlation affects the heterogeneity measure of Hosking and Wallis (1993), which estimates the hydrologic heterogeneity of a region.

The distance between two catchments is generally assumed to be the most important factor for intersite correlation resulting in different cross-correlation models. In these models, the correlation coefficient decreases as a function of the distance between the catchments (see e.g. Tasker and Stedinger, 1989; Troutman and Karlinger, 2003).

The effects of the river network structure and mutual location of catchments were considered by Troutman and Karlinger (2003). They pointed out that peak flows between nested catchments, i.e. catchments along the same stream, are more correlated than peak flows between unnested catchments. In terms of
flood regionalisation methods Skoien et al. (2006) demonstrated the better performance of Top-Kriging, which considers the effect the river network structure, in comparison to a traditional Ordinary Kriging approach, which is based only on the distances between the catchments.

Castellarin et al. (2005) developed an empirical function by using a Monte-Carlo simulation to reveal the reduction of the overall sample years of data in a pooling group due to intersite correlation, and to obtain the effective number of sample years of data for estimating the recurrence interval of a PREC. This is equivalent to the number of independent data associated with the concept of information content by Matalas and Langbein (1962). Castellarin (2007) examined the accuracy of PREC flood quantiles by comparing different cross-correlation functions for an Italian data set. Owing to the small number of nested catchments, different cross-correlation functions for nested and unnested catchment relationships were not estimated.

In this study, we assess the impact of different approaches to model regional cross-correlation structure with respect to their impact on the effective number of observations and the recurrence interval of probabilistic regional envelope curves (PREC). First, a global approach is considered, in which the cross-correlation function is identified for the whole study area. Second, the method of PREC as described by Castellarin et al. (2005) and Castellarin (2007) is extended by deriving two different cross-correlation functions, one for nested pairs of catchments and one for unnested ones. While applying both approaches we did not vary any other aspect of flood regionalisation (e.g. selection of catchment descriptors, pooling method, etc.), since our investigation mainly focuses on the correlation structure for nested and unnested pairs of catchments. Significant factors, which influence the effect of intersite correlation on PREC, are determined. The study region, Saxony in south-eastern Germany, includes several pairs of nested catchments and enables us to examine in detail the effect of nested catchment structures on PREC flood quantiles, whose importance was not adequately acknowledged in previous studies.

### 3.2 Methods

#### 3.2.1 Regional information content and number of effective observations

The regional information content (IC) can be defined as the ratio of the effective sample years of data $n_{\text{eff}}$ to the total sample years of data $n$. The effective sample years of data represents the equivalent number of independent observations within a pooling group (Eq. 3.1).

$$IC = \frac{n_{\text{eff}}}{n}$$

The core idea of regional information content (Matalas and Langbein, 1962) is that a correlated site gives a lower degree of additional information to the site being studied than an uncorrelated site. Hence, the additional information decreases for a higher intersite correla-
tion. An IC of 1 means that these sites are completely uncorrelated (independent), implying that the total flood sequence gives additional information \( (n_{\text{eff}} = n) \). In contrast, a small value of IC indicates that there is only low additional information within the time series (Matalas and Langbein, 1962).

On the basis of the regional information content, Castellarin et al. (2005) and Castellarin (2007) estimated the exceedance probability of a regional envelope curve. The effective sample years of data \( n_{\text{eff}} \), hereafter also referred to as the number of effective observations, were calculated by reducing the total sample years of the AMS of all gauges in two steps (Castellarin, 2007). First, the intersite correlation between the different AMS was modelled as a function of the distance between the catchment centroids. Second, the results of the cross-correlation function were used to estimate the number of effective observations.

(1) A regional cross-correlation function (Eq. 3.2, from Castellarin, 2007), proposed by Tasker and Stedinger (1989), was applied, which estimates the cross-correlation as a function of the distance.

\[
\rho_{i,j} = \exp\left( -\frac{\lambda_1 d_{i,j}}{1 + \lambda_2 d_{i,j}} \right)
\]

\( d \) = distance between catchment centroids, \( \rho \) = correlation coefficient by Pearson, \( \lambda_1, \lambda_2 \) = parameters, \( i, j \) = index denoting pairs of catchments

Therefore, empirical cross-correlation coefficients between the AMS were related to the distances between the catchment centroids. By using catchment centroids the river network structure is incorporated in the distance calculation (e.g. Troutman and Karlinger, 2003). The parameters \( \lambda_1 \) and \( \lambda_2 \) of the cross-correlation function were fitted by a weighted optimisation, in which empirical coefficients were weighted proportionally to the length of the overlapping time series.

(2) The number of effective observations was calculated by an empirical relationship, which incorporated the theoretical average cross-correlation values from Eq. (3.2). The data set of a specific pooling group comprises \( M \) times AMS with a variable length, but not more than \( Y \) years. The length of the AMS varies due to missing observations or different observations periods. In a first step, all years \( n_1 \) with only one observation among the \( M \) discharge time series were considered separately. In these years, all other (\( M-1 \)) gauging stations have no discharge measurements. The \( n_1 \) observations are certainly effective, because there is only one discharge value within the pooling group for this year (Castellarin, 2007).

After this, the \( Y-n_1 \) remaining years were analysed. These years were split into \( Y_{\text{sub}} \) sub-sets with \( Y_{\text{sub}} \leq (Y-n_1) \). In each of these subsets (denoted as \( s \)), there were \( L_s \) flood sequences with an equal length of years \( l_s \) with \( L_s \leq M \). The number of effective observations of a subset \( n_{\text{eff,s}} \) was calculated for each subset \( s \) separately. Then, the numbers of effective observations \( n_{\text{eff,s}} \) were summed up for all subsets. In the last step, the number of effective sample years of data \( n_{\text{eff}} \) comprises the \( n_1 \) years with one observation and the sum of the numbers of effective observations \( n_{\text{eff,s}} \) for all \( Y_{\text{sub}} \) sub-sets.
3.2 Methods

The number of effective observations was calculated by an empirical relationship derived by Castellarin et al. (2005) and Castellarin (2007) from Monte-Carlo simulations (Eq. (3.3), adopted from Castellarin, 2007).

\[
\begin{align*}
    n_{\text{eff}} &= n_1 + \sum_{i=1}^{n} n_{\text{eff},i} = n_1 + \sum_{i=1}^{n} \frac{L_i l_i}{1 + \rho^2_{sY_{sL}ssY_{sL}}} (L_i - 1) \\
    \beta &= 1.4 \left( \frac{(L_i l_i)^{0.176}}{(1 - \rho)^{0.376}} \right)_{L_i}
\end{align*}
\] (3.3)

where the term \([ \_]_{L_i}\) denotes that the average values \(\bar{\rho}^2\) and \((1 - \rho)^{0.376}\) are calculated for the \(L_i\) annual flood sequences.

It becomes apparent that different parameter values for \(\lambda_1\) and \(\lambda_2\) directly affect the results of Eq. (3.2) and therefore also of Eq. (3.3). Consequently, the number of effective observations \(n_{\text{eff}}\) is affected by using different parameter sets for the cross-correlation function. Equation (3.3) illustrates that the magnitude of \(n_{\text{eff}}\) depends on the size of the available data set and their cross-correlation characteristics.

### 3.2.2 Probabilistic Regional Envelope Curves

The calculation of the number of effective sample years of data is a fundamental step towards the estimation of the exceedance probability of a regional envelope curve. A regional envelope curve (REC) is determined by relating all floods of record \(Q_{\text{FOR}}\) normalised by the drainage area \(A\) to \(A\) (Eq. (3.4), adopted from Castellarin, 2007). The flood of record is the largest discharge of each time series.

\[
\log \left( \frac{Q_{\text{FOR}}}{A} \right) = a + b \log(A)
\]

\(a\) = intercept of REC, \(b\) = slope of REC.

The concept of the probabilistic regional envelope curve (PREC) requires that two basic assumptions are fulfilled: Firstly, PREC is based on the index flood hypothesis. The index flood method (Dalrymple, 1960) requires that all selected flood series constitute a homogeneous region. These flood series are identically distributed, i.e. have the same growth curve, except for the scale parameter, the index flood (e.g. Robson and Reed, 1999). In this study, the mean of the AMS was used as index flood. Secondly, there is a scaling of the index flood \(\mu_X\) to the drainage area \((A)\) (Eq. (3.5), from Castellarin et al., 2005). The index flood depends on the drainage area alone.

\[
\mu_X = C \ast A^{b+1}
\]

A regional envelope curve can be derived in two steps. First, the slope \(b\) is estimated by a regression analysis (orange line in Fig. 3.1). The second step is a parallel upshift of the regression line up to the intercept \(a\). Then all floods of record are bounded by REC (blue line in Fig. 3.1) (Castellarin et al., 2005).

Since the PREC method is based on the index flood hypothesis, the derivation of a pooling group which fulfils the homogeneity criteria of the index flood hypothesis is an essential step in the PREC concept. In this work, PREC was applied for all regions with at least four sites.
The core idea of PREC is the assignment of an exceedance probability to a REC. The exceedance probability is estimated for that particular data pair (i.e. the unit flood of record and associated drainage area) which determines the intercept of REC. This is the exceedance probability of the largest unit flood of record in the region.

For this purpose, the plotting position of the maximum unit flood of record was used, which was determined by the number of effective observations \( n_{\text{eff}} \) (Eq. 3.3) and the Hazen function (Eq. (3.6), from Castellarin, 2007).

\[
T = 2 \cdot n_{\text{eff}}
\]  

(3.6)

Castellarin (2007) showed that the Hazen function is a suitable quantile unbiased plotting position when the Generalised Extreme Value (GEV) distribution is an adequate parent distribution. The suitability of the GEV for this study is discussed in section 3.3. Equation (3.6) implies that the reduction effect of intersite correlations on \( n_{\text{eff}} \) directly affects the estimation of \( T \). The recurrence interval \( T \), i.e. the inverse of the exceedance probability, is derived for the entire pooling group and therefore is identical for all gauges. Its validity is restricted to the range of the catchment size within the pooling group, i.e. from the smallest to the largest catchment size. Thus, the use of different parameter values for the cross-correlation function affects \( T \) in the same way as \( n_{\text{eff}} \). We referred to Castellarin et al. (2005), Castellarin (2007) and Castellarin et al. (2007) for more detailed information of the PREC concept.

### 3.2.3 Pooling scheme

The method of PREC is based on the index flood hypothesis. This implies the need of pooling groups fulfilling the homogeneity criteria of the index flood method. In this case, the PREC concept is valid for all sites of the pooling group. This study is tailored to assess the impact of different approaches to the modelling of the regional cross-correlation structure on several PREC applications. For this purpose several pooling groups, derived using the Region of Influence (RoI) method, are needed. We derived several candidate sets of catchment descriptors instead of one ‘best subset’, because the use of a ‘best subset’ neglects that different subsets of catchment descriptors could have a similar performance. The pooling groups were constructed by the following six steps:

1. we selected meaningful predictor variables which were standardised (mean=0, std=1) to allow a comparison between them. We combined the standardised catchment descriptors to create all possi-
ble subsets with one, two and three catchment descriptors.

(2) We defined only those subsets of catchment descriptors as candidate sets, which had the largest correlation to the empirical unit index floods. A correlation coefficient of 0.6 was selected as threshold. Index flood values were used as explained variable because the PREC method is based on a scaling of the index flood values with the drainage area (see Eq. 3.5).

(3) We then checked all candidate sets with three catchment descriptors on redundancy compared to the selected subsets of two catchment descriptors. We only maintained candidate sets with three catchment descriptors which led to a larger proportion of explained variance (higher correlation coefficient).

(4) We checked all subsets on multicollinearity by the Variance Inflation Factor (VIF) (Hirsch et al., 1992) and removed them if the VIF was larger than five.

(5) Each remaining candidate set was used to derive a Region of Influence (RoI) (Burn, 1990a,b). The RoI method identifies a specific pooling group of sites (region in the widest sense) for each gauge (site of interest). The rationale behind this approach is that the specific hydrologic conditions of the site of interest are considered to select hydrologically similar gauges. Instead of the geographical distance, a physiographical space was formed by the catchment descriptors of a selected subset. By selecting sites close to the site of interest in the physiographical space, adequate sites were determined for constructing a RoI. We used the Euclidean distance in the physiographical space between the sites to evaluate their similarity to the site of interest (Burn, 1990a,b). RoIs were formed by assessing three different thresholds (0.5, 1 and 2) of the Euclidean distance. The different thresholds reflect the trade-off between the size and the regional homogeneity of a pooling group (e.g. Burn, 1990a, Castellarin et al., 2001). In a preliminary analysis, another RoI variant was also applied as proposed by Gaál and Kyselý (2009). Thereby, we started with a RoI which includes the ten most similar sites. The size of the RoI was determined by iteratively adding sites to the RoI until the threshold of $H_1<2$ was exceeded or in the case of an initially heterogeneous RoI by removing sites until the $H_1$-test falls below the threshold (step-wise approach) (see e.g. Zrinji and Burn, 1994, Castellarin et al., 2001, Gaál and Kyselý, 2009). Since we found no significant variations in the results, we only report here the results of the first RoI variant.

(6) The pooling groups constructed by RoI were tested on homogeneity by the heterogeneity measure (H-test) of Hosking and Wallis (1993). The H-test compares the regional heterogeneity of a pooling group in terms of the variability of L-moment ratios with simulated synthetic time series calculated by a Monte-Carlo
simulation. The $H_1$-test focuses on the sample variability of the L-coefficient of variation (L-CV). Since synthetic time series generated in the test are independent by definition, intersite correlation introduces some bias in the $H_1$-test results (Castellarin et al., 2008). Hosking and Wallis (1997) mentioned that a very low value of their heterogeneity measure ($H_1<-2$) indicates a high intersite correlation. All regions with $H_1$-values lower than 1 are acceptably homogeneous and with $H_1$-values between 1 and 2 are possibly heterogeneous (Hosking and Wallis, 1997). This means that a modification of the region is not required or optional, respectively. The $H_1$-test was performed with the hw.test (Viglione, 2008, implemented in R). We used each RoI with $H_1<2$ to form a pooling group and to derive a PREC. Hence, the number of PREC realisations was identical with the number of homogeneous RoIs.

### 3.2.4 Application and interpretation of different cross-correlation functions

The number of effective observations was calculated using the cross-correlation function (see Eq. 3.2) with separately optimised parameter sets. In a first approach, the number of effective observations (see Eq. 3.3) was calculated by using one cross-correlation function for the whole study area (global approach, termed: $n_{\text{eff,G}}$). Second, the cross-correlation function was applied with different parameter sets for nested and unnested catchments (nested approach, termed: $n_{\text{eff,N}}$). The parameter set for nested structures was used for the pairs of catchments which are in an upstream-downstream relationship, termed $P_N$. For all of the others, the unnested parameter set was employed. The numbers of the effective observations $n_{\text{eff,G}}$ and $n_{\text{eff,N}}$ were compared for the same pooling groups. Therefore, the information content (IC), i.e. the fraction of the effective observations $n_{\text{eff}}$ to the total observations $n$, was calculated according to Eq. (3.1) for the global case (IC$_G$) and the nested-unnested (IC$_N$) approach. In a next step, the ratio $R_N$ was calculated as a function of the differences between $n_{\text{eff,N}}$ and $n_{\text{eff,G}}$ using $n_{\text{eff,G}}$ as reference (Eq. 3.7).

$$R_N = \frac{n_{\text{eff,N}} - n_{\text{eff,G}}}{n_{\text{eff,G}}} \times 100 = \frac{T_G - T_N}{T_G} \times 100 \quad (3.7)$$

The ratio $R_N$ facilitates the interpretation of the influence of the different parameter sets on the number of effective observations. Furthermore, the study focuses on the recurrence interval $T$ of PREC, which, according to Eq. (3.6), is twice as high as the number of effective observations. Consequently, the ratio $R_N$ is identical when using $T$ instead of $n_{\text{eff}}$ (Eq. 3.7).

The effect of the nested structure on $T$ was investigated by calculating a degree of nesting $D_N$ (Eq. 3.8). It is defined as the ratio between nested catchment pairs $P_N$ and all pairs of catchments $P$ in a pooling group.

$$D_N = \frac{\sum_{k=1}^{V-n_1} P_{N_k}}{Y-n_1} \quad (3.8)$$
3.2 Methods

The nested catchment structure was estimated separately for each year. The years with a single observation (n₁ in Eq. 3.3) were not considered in this approach. Ultimately, the mean degree of nesting D_N for the Y-n₁ years (see Sect. 3.2.1) was calculated for each RoI.

Finally, since the estimation of flood quantiles derived by PRECs is affected by intersite correlation (through the different parameter sets of the cross-correlation function), but also by regional heterogeneity (through the threshold adopted for the heterogeneity measure H₁), we analysed the influence of different thresholds of H₁ on R_N. As regional homogeneity is a fundamental prerequisite for applying PREC (see Castellarin et al., 2005; Castellarin 2007), we considered two different thresholds, H₁<1 and H₁<2, that according to Hosking and Wallis (1997) refer to ‘acceptably homogeneous’ and ‘possibly heterogeneous’ regions, in this order. Following the main hypotheses for applying PREC, we did not consider larger thresholds (i.e. larger heterogeneity degrees).

3.3 Study area and data

The federal state of Saxony in the southeastern Germany has a size of about 18,400 km² and is characterised by higher elevations in the Southwest (Erzgebirge) and lower elevations in the northern parts (Fig. 3.2). The Elbe is the largest river with a catchment size of about 52,000 km² at Dresden gauge. There are five large catchments in Saxony (Weisse Elster, Mulde, Schwarze Elster, Spree and Lausitzer Neisse, from west to east) and several tributaries to the River Elbe (Western and Eastern tributaries) (Fig. 3.2).

![Fig. 3.2: Elevation and gauging stations in Saxony, Germany. The colour scale indicates the unit flood of record at each gauge.](image-url)
We only used gauges that (1) had a time series of more than 29 years, (2) were not strongly influenced by mining activities, (3) had a catchment size larger than 10 km², and (4) were not located directly downstream of a dam. Furthermore, we omitted gauges whose catchments were mostly outside of Saxony. Ultimately, we considered 89 gauges as indicated in Fig. 3.2. Most of the gauges have a few nested catchment relationships. Nested catchment structures are especially located in the Mulde catchment. All tributaries of the Mulde catchments originating in the Erzgebirge are related to the two most downstream gauges (sites 34-35 in Fig. 3.2).

We derived the annual maxima series (AMS) as well as the highest observed discharge, the flood of record $Q_{\text{FOR}}$, for all gauges. The suitability of the GEV as parent distribution for the 89 gauges was checked by a L-moment ratio diagram (see e.g. Vogel et al., 1993; Peel et al., 2001). It clearly stated that the use of the GEV was adequate.

Climatic, geologic and land-use data were used to derive catchment descriptors as basis for pooling catchments into homogeneous regions. Precipitation data was provided by the German Weather Service (DWD). We estimated precipitation indices from 453 stations in and around Saxony which had a record length of at least 30 years and still existed in 2002. We selected this year because of a severe wide-spread flood which occurred in 2002, in particular along the Elbe and Mulde. During this flood the highest daily precipitation ever recorded in Germany was measured. Therefore it is important to include the precipitation values of this year, e.g. to calculate the maximum daily precipitation. Additional precipitation stations were used to calculate the maximum daily precipitation and the maximum five-day precipitation sum. To better cover the spatial variability of precipitation, we improved the spatial resolution of precipitation stations by adding precipitation time series shorter than thirty years when the flood of record of the downstream gauge occurred during the period covered by the shorter precipitation time series. This led to 23 additional precipitation stations (476 in total) which could be used to calculate the maximum daily precipitation and the maximum five-day precipitation sum. All precipitation indices were interpolated by ordinary kriging.

Mean elevation, mean slope and catchment centroids were derived from digital elevation models. In Saxony a grid size of 25 meters was used, whereas the digital elevation model from the Shuttle Radar Topographic Mission (SRTM) with a grid size of 90 meters (Jarvis et al., 2008) was resampled to a grid size of 25 meters for the areas outside of Saxony. Catchment centroids were required for the optimisation of the cross-correlation function (see Eq. 3.2). Furthermore, landscape parameters were derived from the digital landscape model ATKIS (BKG GeoDataCentre, 2005) and hydrogeological parameters were taken from the hydrogeological map (HÜK200) by the Saxon State Agency of Environment and Geology. Altogether, 13 catchment descriptors were selected (Tab. 3.1).
Tab. 3.1: List of catchment descriptors

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Catchment descriptors</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAP</td>
<td>Mean annual precipitation [mm]</td>
</tr>
<tr>
<td>MAXDAY</td>
<td>Maximum daily precipitation [mm]</td>
</tr>
<tr>
<td>P50</td>
<td>Annual frequency of days with precipitation of more than 50 mm/d [%]</td>
</tr>
<tr>
<td>MAX5DAY</td>
<td>Maximum precipitation in five days [mm]</td>
</tr>
<tr>
<td>PAMS</td>
<td>Mean of the annual maximum series of daily precipitation [mm]</td>
</tr>
<tr>
<td>ELEV</td>
<td>Mean elevation of the catchment [m]</td>
</tr>
<tr>
<td>SLOPE</td>
<td>Mean slope of the catchment [%]</td>
</tr>
<tr>
<td>RANGE_NORM</td>
<td>Range of catchment elevation, normalised with the catchment size [10^{-3} m^{-1}]</td>
</tr>
<tr>
<td>ARABLE</td>
<td>Fraction of arable land coverage [%]</td>
</tr>
<tr>
<td>URBAN</td>
<td>Fraction of urban land coverage [%]</td>
</tr>
<tr>
<td>MINING</td>
<td>Fraction of mining activities [%]</td>
</tr>
<tr>
<td>BEDROCK</td>
<td>Fraction of bedrock areas [%]</td>
</tr>
<tr>
<td>KF_LOW</td>
<td>Fraction of low permeability areas [%]</td>
</tr>
</tbody>
</table>

3.4 Results

3.4.1 Intersite correlation in the study area

Figure 3.3 illustrates the variability of empirical correlation coefficients for pairs of annual flood sequences in the study area. The heterogeneity of the correlation pattern becomes apparent when comparing empirical correlation coefficients higher than 0.8 (e.g. Mulde gauges, sites 34-60 in Fig. 3.3), as well as very low correlation coefficients (e.g. Mulde vs. Spree gauges (sites 71-83)). The gauges of the Mulde catchment and the western tributaries to the Elbe River originating in the Erzgebirge are characterised by large empirical correlation coefficients also beyond their catchment boundaries. The correlation coefficients of neighbouring catchments are larger than coefficients across the catchment boundaries. This correlation pattern demonstrates that AMS of neighbouring catchments are more correlated. Among the 3916 possible pairs of catchments, there are 179 nested (5%) and 3737 unnested ones.

![Empirical cross-correlation coefficients for AMS of Saxon gauges.](image-url)
3.4.2 Cross-correlation functions

The cross-correlation function (Eq. 3.2) was optimised for global, nested and unnested catchment relationships. The different parameter sets for the cross-correlation function are given in Tab. 3.2. The parameters for the global and unnested cases are similar, whereas the parameters for nested catchments are noticeably different.

The relationship of the correlation coefficient to the distance of the catchment centroids for all pairs of sites shows that the correlation coefficients vary between -0.25 and 1 (Fig. 3.4). As expected, the correlation decreases with increasing distance. Due to the structure of the river network in Saxony, all distances between the centroids of nested catchments are lower than 50 km, whereas unnested catchment relationships reach up to a distance of more than 200 km. Figure 3.4 illustrates that the cross-correlation functions for the global and the unnested case are very similar, whereas the nested cross-correlation function strongly differs from them.

The global and the unnested cross-correlation functions clearly decrease up to a distance of about 50 km between the catchment centroids. The slope of the functions decreases slightly for larger distances. The differentiation in nested and unnested catchments shows a remarkable difference in terms of average cross-correlation. As expected, the cross-correlation function for nested catchments yields higher correlations than the function for unnested ones, with differences of up to 0.2. To give an example, at a distance of 40 km, there is a correlation coefficient of 0.7 for nested catchments, but only 0.5 for unnested catchments (Fig. 3.4).

![Fig. 3.4: Cross-correlation functions fitted to global, unnested and nested catchment structures (T&S: cross-correlation function by Tasker and Stedinger (1989)).](image-url)
3.4 Results

Tab. 3.2: Parameters \( (\lambda_1, \lambda_2) \) of the cross-correlation function by Tasker and Stedinger (1989) and available sample size \( (m) \) for different catchment structures

<table>
<thead>
<tr>
<th></th>
<th>Global</th>
<th>Nested</th>
<th>Unnested</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \lambda_1 )</td>
<td>0.021</td>
<td>0.012</td>
<td>0.022</td>
</tr>
<tr>
<td>( \lambda_2 )</td>
<td>0.009</td>
<td>0.012</td>
<td>0.011</td>
</tr>
<tr>
<td>( m )</td>
<td>3916</td>
<td>179</td>
<td>3737</td>
</tr>
</tbody>
</table>

The scattering in the correlation-distance plot (Fig. 3.4) illustrates that the distance between the catchment centroids is not the only relevant explanatory variable (see Troutman and Karllinger, 2003). However, the distance has a high explanatory power for this study area due to the significant decrease of the correlation coefficients with increasing distance.

3.4.3 Region of Influence

20 candidate sets listed in Tab. 3.3 met the criteria of the pooling scheme (see Sect. 3.2.3 (1)-(4)). They were used to construct Regions of Influence (RoI) and to derive the corresponding probabilistic regional envelope curves.

The RoI approach was applied to each of the 89 gauges separately, using the 20 candidate sets of catchment descriptors and the three different thresholds in the physiographical space. This led to a maximum possible number of 5340 pooling groups. The maximum number was not reached, since regions which were heterogeneous \( (H_1>2) \) or had a small number of sites within a RoI \( (n<4) \) were omitted. Ultimately, 1415 pooling groups with on average 13 sites fulfilled the assumption of the PREC concept and were used further.

Tab. 3.3 Subsets of catchment descriptors (CD) and the correlation coefficient (COR) to the index flood of the annual maxima series of all gauges.

<table>
<thead>
<tr>
<th>CD1</th>
<th>CD2</th>
<th>CD3</th>
<th>COR</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAX5DAY</td>
<td>ELEV</td>
<td>RANGE_NORM</td>
<td>0.70</td>
</tr>
<tr>
<td>MAX5DAY</td>
<td>RANGE_NORM</td>
<td>URBAN</td>
<td>0.69</td>
</tr>
<tr>
<td>MAP</td>
<td>MAX5DAY</td>
<td>RANGE_NORM</td>
<td>0.69</td>
</tr>
<tr>
<td>MAX5DAY</td>
<td>RANGE_NORM</td>
<td>URBAN</td>
<td>0.68</td>
</tr>
<tr>
<td>MAX5DAY</td>
<td>ELEV</td>
<td>URBAN</td>
<td>0.68</td>
</tr>
<tr>
<td>ELEV</td>
<td>RANGE_NORM</td>
<td>URBAN</td>
<td>0.66</td>
</tr>
<tr>
<td>PAMS</td>
<td>RANGE_NORM</td>
<td>URBAN</td>
<td>0.64</td>
</tr>
<tr>
<td>MAX5DAY</td>
<td>ELEV</td>
<td>URBAN</td>
<td>0.64</td>
</tr>
<tr>
<td>ELEV</td>
<td>RANGE_NORM</td>
<td>URBAN</td>
<td>0.64</td>
</tr>
<tr>
<td>MAP</td>
<td>MAX5DAY</td>
<td>URBAN</td>
<td>0.64</td>
</tr>
<tr>
<td>MAP</td>
<td>MAX5DAY</td>
<td>URBAN</td>
<td>0.64</td>
</tr>
<tr>
<td>MAP</td>
<td>RANGE_NORM</td>
<td>URBAN</td>
<td>0.62</td>
</tr>
<tr>
<td>PAMS</td>
<td>RANGE_NORM</td>
<td>URBAN</td>
<td>0.62</td>
</tr>
<tr>
<td>P50</td>
<td>RANGE_NORM</td>
<td>URBAN</td>
<td>0.61</td>
</tr>
<tr>
<td>MAX5DAY</td>
<td>ARABLE</td>
<td>URBAN</td>
<td>0.61</td>
</tr>
<tr>
<td>MAXDAY</td>
<td>RANGE_NORM</td>
<td>URBAN</td>
<td>0.61</td>
</tr>
<tr>
<td>MAX5DAY</td>
<td>URBAN</td>
<td>BEDROCK</td>
<td>0.61</td>
</tr>
<tr>
<td>MAX5DAY</td>
<td>PAMS</td>
<td>URBAN</td>
<td>0.61</td>
</tr>
<tr>
<td>RANGE_NORM</td>
<td>URBAN</td>
<td>BEDROCK</td>
<td>0.60</td>
</tr>
<tr>
<td>RANGE_NORM</td>
<td>BEDROCK</td>
<td>0.60</td>
<td></td>
</tr>
</tbody>
</table>
3.4.4 Influence of intersite correlation on information content

The number of effective observations was calculated for all 1415 pooling groups with the global parameter set \((n_{\text{eff,G}})\) for the cross-correlation function as well as with the separate parameter sets for nested and unnested catchment structures \((n_{\text{eff,N}})\). Figure 3.5 illustrates that, as it is expected, the number of effective observations is lower than the number of total observations for all pooling groups. It further indicates that the ratio of the number of effective observations to the number of total observations - information contents \(I_{\text{CG}}\) (global approach) and \(I_{\text{CN}}\) (nested-unnested approach) - decreases as the number of total observations increases. To give an example, while the information content is about 0.5 for data sets with 600 total observations, it decreases to only 0.3 in the case of 2000 total observations.

These results show how the information content decreases when an additional site is added. The larger the number of sample years of data, the lower is the additional gain of information by adding one site to the pooling group. Furthermore, the additional gain of information is lower for nested catchments. Hence, the reduction effect of cross-correlated sites on \(n_{\text{eff}}\) becomes larger as the number of total observations \(n\) increases.

![Fig. 3.5: Number of effective observations vs. sample years of data within the pooling groups for a global cross-correlation function and separate cross-correlation functions for nested and unnested catchments.](image-url)
3.4.5 Recurrence interval

While a comparison of the effective sample years of data to the total sample years of data already illustrates the effect of intersite correlation on the information content, the recurrence interval $T$ of PREC shows this effect more clear, since $T$ is directly related to flood quantile estimates (see Eq. 3.6).

![Graph showing difference in recurrence intervals between global and nested cross-correlation functions.]

A comparison of $T_G$ and $T_N$ reveals that the recurrence interval is higher in most cases when the global cross-correlation function is used (Fig. 3.6). The range of the ratio $R_N$ is between -23 and 3% (Fig. 3.7a). In other words, the recurrence interval is up to 23% lower when using separate parameter sets for nested and unnested catchment relationships. The difference increases with increasing recurrence intervals (Fig. 3.6), but the ratio $R_N$ does not show a distinct relation to the recurrence interval (Fig. 3.7a).

3.4.6 Degree of nesting

The calculation of $T_G$ differs from $T_N$ only in the parameter set for the cross-correlation function. Since there are large differences between the parameter sets for nested catchments on the one hand and for unnested catchments and the global approach on the other hand (see Tab. 3.2), it is interesting to look at the nested catchment structure in the study area. Therefore the ratio $R_N$ is related to the degree of nesting $D_N$, i.e. the relative number of nested catchments within a pooling group (see Eq. 3.8). It is expected that $R_N$ is mainly affected in pooling groups with a large degree of nesting.

![Graph showing ratio of recurrence interval $R_N$ vs. recurrence interval estimated by a global cross-correlation function $T_G$ (a) and degree of nesting $D_N$ (b).]
$R_N$ decreases with a higher degree of nesting (Fig. 3.7b). There is a particularly strong decrease of $R_N$ for $D_N$ between 0 and 0.2. This implies that even a small degree of nesting affects the recurrence interval of the PREC appreciably. However, a certain degree of nesting is required to estimate large differences between the recurrence intervals for the global $T_G$ and the nested-unnested approach $T_N$. For example, $R_N <-10$ is observed for $D_N>0.1$. $R_N$ decreases up to a degree of nesting of about 0.4.

Positive values of $R_N$ are observed for a degree of nesting lower than 0.15 and therefore for pooling groups without or with only a few nested catchments. In the most extreme case ($D_N=0$), the parameter set for unnested catchment relationships is always used in the nested-unnested approach. Figure 3.4 has shown that the cross-correlation function for unnested catchments leads to the smallest correlation values. Consequently the correlation among sites is lower if only unnested catchments were used compared with the global approach using all catchments. Hence, the lower correlation between unnested catchments leads to a higher recurrence interval ($T_N>T_G$) resulting in a positive value of $R_N$ (see Eq. 3.7).

### 3.4.7 Different thresholds of the heterogeneity measure

The threshold of the heterogeneity measure was varied to investigate the effect on the formation of pooling groups and, in particular, on the recurrence interval of the PREC. The procedure for $H_1<2$ was repeated for $H_1<1$. A lower threshold of the heterogeneity measure leads to less pooling groups and thus to less realisations of PRECs.

![Fig. 3.8: Ratio of recurrence interval $R_N$ vs. the recurrence interval estimated by a global cross-correlation function $T_G$ for different thresholds of the heterogeneity measure.](image-url)
The comparison of the ratio $R_N$ with $T_G$ reveals that $R_N$ decreases with increasing $T_G$ for both thresholds of the heterogeneity measure (Fig. 3.8). This relationship is illustrated in equidistant intervals of the recurrence intervals. We only show the results for cases with more than ten pooling groups within the equidistant interval. The number of pooling groups decreases for a lower threshold because of the stricter homogeneity criterion. While different thresholds for the heterogeneity measure lead to a different number of pooling groups, and therefore affect the results, they do not influence the general statements.

3.5 Discussion

Our goal was to estimate the impact of the intersite dependence of nested catchment structures on the effective sample years of data and the recurrence interval of PREC. Therefore, nested and unnested pairs of catchments were treated with separate parameter sets for the cross-correlation function. This enabled us to compare the nested approach with the traditional one using a global cross-correlation function.

There are three interesting aspects to discuss. These are (1) the differences between the three cross-correlation function applications (global, nested, unnested); (2) the link of a differentiation in nested and unnested catchments to different hydrologic situations, and (3) the impact of the two different approaches of the cross-correlation function (global vs. nested-unnested) on the effective sample years of data and the recurrence interval derived by PRECs and its relevance for this study area.

The heterogeneity in the correlation matrix (see Fig. 3.3) leads to a scattering of the empirical correlation coefficients in relationships to the distance (see Fig. 3.4). Madsen and Rosbjerg (1997a) determined a scattering due to the heterogeneity of the region. Whereas we separated the catchment relationships into nested and unnested catchment relationships, Madsen and Rosbjerg (1997a) divided the study area in two regions and estimated separate regional correlation functions for each region. By doing so, they estimated that a separate consideration of two regions led to a larger average intersite correlation than an overall approach. In our study, we also estimated larger intersite correlations for the nested-unnested approach than for the global approach for most of the pooling groups. A lower intersite correlation is found for the nested-unnested approach in specific cases (e.g. a low degree of nesting).

Figure 3.4 demonstrates that there is a large decrease of the cross-correlation functions for the unnested and global approaches up to a distance of about 50 km. Merz and Blöschl (2003) assumed that catchments whose centroids have a distance less than 50 km are frequently affected by the same event, resulting in a relatively large correlation between their flood sequences. Catchments with larger distances are affected by different events, and consequently the discharge time series are less correlated.
The relevance of separate parameter sets for the cross-correlation function for nested and unnested catchments depends on the spatial extent of floods and consequently on the prevailing flood regime. Large-scale precipitation events may lead to larger intersite correlations than local convective rainfalls. In regions that are mainly influenced by long precipitation events, widespread floods may occur at neighbouring gauges across catchment boundaries, independently of the catchment structure. In this case, the gauges might be correlated beyond catchment boundaries (Merz and Blöschl, 2003), and it is expected that there are only limited differences between the correlation relationships within and across catchment boundaries. It is assumed that especially large floods across wide areas lead to a large correlation between catchments (Hosking and Wallis, 1988), implying that high flood quantiles are affected stronger by intersite correlation. This statement coincides with the decrease in the regional information content with increasing sample years of data (see Fig. 3.5).

An opposite situation is given for flood regimes that are dominated by local convective precipitation events with small spatial extent. A local precipitation event might evoke a flash flood only along the river. Then, only a few catchments, in particular nested catchments, are affected by the same flash flood and low correlation relationships across catchment boundaries are expected. In this case, the impact of a separation in nested and unnested catchment relationships might be strong.

In our study area, Saxony, both local floods (e.g. in 1927, 1957) as well as regional widespread floods (e.g. in 1954, 1958, 2002) occurred in the past (e.g. Pohl, 2004, Petrow et al., 2007). The rivers of the Erzgebirge, specifically the headwaters of the Mulde river and in particular the western tributaries of the Elbe river, were affected by flash floods (e.g. Ulbrich et al., 2003), which in Saxony occur mostly in July and August. These floods produce the highest unit flood discharges in the study area. Due to the fast catchment response in the Erzgebirge, downstream gauges are directly affected by flash floods. In this context it is necessary to mention that the western tributaries of the Elbe are relatively small tributaries with only up to three gauges, whereas there are several nested relationships among the gauges of the Mulde catchment (see Fig. 3.2).

Since no gauges located at the River Elbe, the largest river in the study area, are included in the analysis, the differences between the catchment sizes of nested catchments are not too large. This aspect is especially important for this study area, since most of the largest floods occurred in the western tributaries of the River Elbe. These rivers flow into the Elbe upstream of the gauge Dresden. Because of their relatively small catchment sizes (<200 km²) in comparison to the Dresden gauge (52.000 km²), it is not expected that the mean discharge at gauge Dresden is significantly influenced by a local flood in one of the western tributaries only.
In the study area, there are only 5% of pairs of nested catchments. As expected, this study has shown significantly larger correlation among nested catchments than unnested ones. The effect of a distinction in nested and unnested cross-correlation functions might be even larger in regions with a larger number of nested catchment relationships. However, 5% of pairs of nested catchments lead to a significant reduction in the recurrence interval of PREC.

In this study, only one specific point of the PREC method is assessed. It is clear that the recurrence interval of PREC is affected by all steps of the PREC method. However, to determine the influence of one particular step in the PREC concept, it is necessary that all other aspects are constant. This was realised in this study by emphasising the selection of the parameter sets for the cross-correlation function in a hydrologically more comprehensive way.

The introduction of the nested structure to the PREC concept results in a reduction of the recurrence interval of up to 23% (see Fig. 3.7). Therefore, it is recommended to use different cross-correlation functions for nested and unnested catchments, particularly for pooling groups with a large degree of nesting (see Fig. 3.7b). In this study, there is a relevant effect for a degree of nesting larger than 0.15.

3.6 Conclusions

This study focused on the modelling of intersite dependence when estimating the recurrence interval of a probabilistic regional envelope curve (PREC). A correct representation of the intersite dependence is fundamental for quantifying the regional information content of a pooling group, and therefore also for identifying the effective sample years of data, which is a key step of the PREC concept. The regional information content is defined as the ratio between the effective sample years of data (i.e. equivalent number of independent observations) and the overall sample years of data in the regional sample.

The analysis clearly shows that the intersite correlation for nested pairs of catchments is significantly larger than for unnested pairs, suggesting separate cross-correlation functions for nested and unnested pairs of catchments. A separation into nested and unnested pairs of catchments while modelling the intersite dependence represents an innovation and a refinement of the existing approach.

The study adopts a cross-correlation function whose parameters are identified for the whole study area (traditional approach) as well as differentiated between nested and unnested catchment pairs (proposed approach). The main outcomes can be summarised as follows:

1. the differentiation in cross-correlation functions for nested and unnested pairs of catchment enables one to improve the estimates of the number of effective observations;

2. in most of the cases, the number of effective observations and, therefore, the recurrence interval of PREC, are reduced by modelling the intersite dependence for
pairs of nested and unnested catchments separately;

3. the reduction of the estimated recurrence interval increases with the size of the pooling group, or, evidently, with a higher degree of nesting in the pooling group of sites;

4. the results of the analysis are valid for different degrees of heterogeneity of the pooling group of sites. Defining the heterogeneity of the pooling groups in terms of $H_1$-values as proposed by Hosking and Wallis (1993), the study shows that the same considerations that are valid for possibly heterogeneous pooling groups of sites ($H_1<2$) still hold for acceptably homogeneous groups ($H_1<1$).

Because of the effect of nested catchment structures on the recurrence interval of PREC, we recommend to apply different cross-correlation functions for nested and unnested catchments in PREC studies. Our study points out that the effect of nested structure becomes relevant for regions in which the number of nested pairs of catchments is larger than 15% of the total number of pairs. Separate cross-correlation functions reflect the characteristic catchment structure and incorporate this structure in the estimation of flood quantiles.
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CHAPTER 4

INTRODUCING

EMPIRICAL AND

PROBABILISTIC REGIONAL

ENVELOPE CURVES

INTO A MIXED BOUNDED

DISTRIBUTION FUNCTION
4 Introducing empirical and probabilistic regional envelope curves into a mixed bounded distribution function

Abstract

A novel approach to consider additional spatial information in flood frequency analyses, especially for the estimation of discharges with recurrence intervals larger than 100 years, is presented. For this purpose, large flood quantiles, i.e. pairs of a discharge and its corresponding recurrence interval, as well as an upper bound discharge, are combined within a mixed bounded distribution function. Large flood quantiles are derived using probabilistic regional envelope curves (PRECs) for all sites of a pooling group. These PREC flood quantiles are introduced into an at-site flood frequency analysis by assuming that they are representative for the range of recurrence intervals which is covered by PREC flood quantiles. For recurrence intervals above a certain inflection point, a Generalised Extreme Value (GEV) distribution function with a positive shape parameter is used. This GEV asymptotically approaches an upper bound derived from an empirical envelope curve. The resulting mixed distribution function is composed of two distribution functions, which are connected at the inflection point.

This method is applied to 83 streamflow gauges in Saxony/Germany. Our analysis illustrates that the presented mixed bounded distribution function adequately considers PREC flood quantiles as well as an upper bound discharge. The introduction of both into an at-site flood frequency analysis improves the quantile estimation. A sensitivity analysis reveals that, for the target recurrence interval of 1000 years, the flood quantile estimation is less sensitive to the selection of an empirical envelope curve than to the selection of PREC discharges and of the inflection point between the mixed bounded distribution function.

Published as:

4.1 Introduction

Flood frequency analysis provides flood quantiles, i.e. discharges and their corresponding recurrence intervals. Especially for recurrence intervals $T > 100$ years, flood quantile estimates are very uncertain, due to the limited length of the measured flood series and the low number of representative data for extreme floods (e.g., Cohn and Stedinger, 1987; Merz and Thieken, 2005; Reis Jr. and Stedinger, 2005).

To reduce the estimation uncertainty of an at-site flood frequency analysis, it is recommended to use more information than the observed flood series (e.g. Hosking and Wallis, 1986a; Stedinger and Cohn, 1986; Merz and Blöschl, 2008a,b; Merz and Thieken, 2009). Since the quantile estimates become less precise with higher recurrence intervals, additional information becomes increasingly important in these cases (e.g., Hosking and Wallis, 1986a). Additional information can be classified into three groups: causal, temporal (historic floods) and spatial (flood regionalisation) information (Merz and Blöschl, 2008a,b).

First, process understanding can be incorporated as causal information into a flood frequency analysis. For example, Merz and Blöschl (2008a) illustrated that an investigation of event runoff coefficients helps to explain the generation processes of extreme floods and therefore to describe the upper tail behaviour of a distribution function.

Second, systematic time series can be extended by integrating historic floods as non-systematic data (Stedinger and Cohn, 1986). These historic extreme floods lead to more data for the estimation of large quantiles (e.g., England Jr. et al., 2003b; Benito et al., 2004). Historic observations contain considerable measurement errors, but due to the short systematic observation period, such additional information is useful (e.g., Hosking and Wallis, 1986b), and an increase of the effective record length leads to a better estimation of flood quantiles (Condie and Lee, 1982; Stedinger and Cohn, 1986; Cohn and Stedinger, 1987).

Third, flood regionalisation aims at improving flood quantile estimates by using information from gauges with similar hydrologic characteristics. In this way, the limited length of flood series is compensated by using regional flood series, following the principle of ‘trading space for time’ (Stedinger et al., 1993). Gutknecht et al. (2006) proposed to combine local and regional methods within a ‘multipillar’-approach to reduce the uncertainty of flood quantile estimates for large recurrence intervals.

The selection of a distribution function which is suitable to estimate extreme floods is difficult (e.g., Merz and Thieken, 2005; El Adlouni et al., 2008). Parameter estimation methods mostly concentrate on the central parts of the distribution function. The upper tail which is the most relevant for extreme events and is subject to the largest uncertainty is often not adequately described (Moon et al., 1993). Hence, for the estimation of large flood quantiles, it is recommended to concentrate on extreme floods and to derive as much informa-
Hydrological characteristics, e.g. generation mechanisms of extreme floods, might be different compared to those of high-frequency floods (e.g., Chbab et al., 2006; Gutknecht et al., 2006; Merz and Blöschl, 2008b). Therefore, the use of a single distribution function to represent the flood behaviour across the complete spectrum of recurrence intervals is critical (England Jr. et al., 2003a), which is why, mixed distribution functions are recommended. The two-component extreme value (TCEV) distribution (Rossi et al., 1984) includes two different distribution functions for normal and extreme events, respectively (e.g., Francés, 1998; Fernandes and Naghettini, 2008). The idea of mixed distribution functions is also the basis of the gradex approach (Guillot and Duband, 1967), in which the traditional flood frequency curve is used up to a recurrence interval, at which the corresponding discharge leads to catchment saturation. Above that threshold, the flood frequency curve follows the rainfall frequency curve, assuming that the rainfall records are longer and more precise than flood series (e.g., Naghettini et al., 1996; Gutknecht et al., 2006; Merz et al., 2008).

Traditional distribution functions with three parameters, such as the Generalised Extreme Value (GEV) or General Logistic (GL), are unbounded or only bounded in specific cases (e.g. GEV with a shape parameter k >0). This implies that the increase of the frequency curve is unlimited and that a non-zero exceedance probability for unrealistic large flood discharges is estimated (Enzel et al., 1993).

Distribution functions were developed which asymptotically approach an upper bound (e.g. the extreme value distribution with four parameters (EV4) Kanda, 1981; Francés and Botero, 2003). Francés and Botero (2003) combined non-systematic and systematic data with a bounded distribution function in their application of the EV4.

Upper bound discharges can be derived, on the one hand, by estimating a probable maximum flood (PMF). To estimate a PMF, a probable maximum precipitation (PMP) is transformed into a PMF. Therefore, the most extreme meteorological and hydrological conditions for a given region are derived (e.g., Costa, 1987; Houghton-Carr, 1999; Fernandes et al., 2010). On the other hand, envelope curves provide upper bound discharges. Envelope curves bound all regional unit floods of record, i.e. the maximum unit flood discharges, by relating them to their catchment sizes. The method of empirical envelope curves (ECs) is a simple method which is not based on physical assumptions (Crippen, 1982). ECs are traditionally constructed for an administrative region (e.g., China and USA, Costa, 1987, Europe and the World, Herschy, 2002). Merz and Thieken (2009) enlarged the European data set of Stanescu (2002) by German floods of record from the last years and derived an EC which was used as additional information to constraint the selection of distribution functions.
Castellarin et al. (2005) and Castellarin (2007) extended the traditional method of envelope curves. They introduced the method of probabilistic regional envelope curves (PREC) which provides a large flood quantile, i.e. a pair consisting of a PREC discharge and its corresponding recurrence interval, for each gauge of a homogeneous pooling group of sites. In contrast to empirical envelope curves, probabilistic regional envelope curves (PREC) assign a non-zero exceedance probability to the regional envelope curve.

This study aims at improving flood frequency estimates for large recurrence intervals $T$ by using additional information provided by empirical and probabilistic regional envelope curves. Since this study aims at integrating both, a distribution function needs to be selected which considers an upper bound discharge as well as large flood quantiles derived from PRECs. By doing so, for the first time, PREC flood quantiles are inserted into a flood frequency curve.

This study is structured as follows: In Sect. 4.2, study area, Saxony/ Germany, and data are presented. The methods of empirical envelope curves and probabilistic regional envelope curves are briefly explained in Sect. 4.3. Here, we also present the results of previous studies, in which PREC flood quantiles were derived for Saxon gauges (Guse et al., 2009, 2010). The novel method to improve the flood frequency estimates is described in Sect. 4.4. It is explained how large flood quantiles and an upper bound discharge can be introduced into a suitable distribution function.

In Sect. 4.5, we show the results of our method and evaluate the sensitivity of relevant choices when estimating discharges with the presented mixed bounded distribution for a target $T$ of 1000 years.

### 4.2 Study area and data

The study area is the federal state of Saxony which is located in South-Eastern Germany. The south-western part is covered by the mountain range of the Erzgebirge, which has the largest altitudes in Saxony (Fig. 4.1). The Elbe is the largest river in the investigation area.

The largest unit floods of record were observed at the western tributaries of the River Elbe coming from the Erzgebirge (e.g. gauges 9 and 15 in Fig. 4.1) and at a tributary of the Lausitzer Neisse (gauges 82 and 83). In the observation period, both local and regional floods are included which affected in particular the Erzgebirge (Pohl, 2004). Extreme floods in Saxony belong to two flood types: Small tributaries in the mountain range of the Erzgebirge are affected by flash floods, while, riverine floods along the River Elbe are characterised by a slow rise of the water level (Ulbrich et al., 2003; Petrow et al., 2006). An extreme event in 2002 led to severe flood damages at almost all tributaries originating in the Erzgebirge and along the rivers Elbe and Mulde (e.g., Ulbrich et al., 2003; Thieken et al., 2005). Particularly due to this flood, several Saxon flood time series are very skewed (Petrow et al., 2007). The 2002 flood led to large modifications of the frequency curve and especially of the shape.
parameter at several gauges in Saxony (Schumann, 2004, 2005), and revealed the uncertainty of at-site flood frequency estimates without additional information. This confirmed the need for representative extreme events within the data series.

The discharge gauges are distributed along all relevant rivers and tributaries in the investigation area. We used 83 gauges, including two from Thuringia (gauges 61 and 62). We selected gauges with observation periods >29 years and catchment sizes >10 km² and without large effects due to mining activities or dams. The annual maxima series (AMS) as well as the maximum observed discharge, i.e. the flood of record, were derived for all 83 gauges.

4.3 Envelope curves

We used upper bound discharges derived from empirical envelope curves (ECs) and large flood quantiles provided by probabilistic regional envelope curves (PRECs). Both methods are briefly introduced. Envelope curves bound the observed floods of record of regional sites. Therefore, the floods of record $Q_{FOR}$ are normalised by their catchment size $A$ and then related to $A$ in a double-logarithmic plot. Envelope curves are determined by their slope $b$ and intercept $a$ (Eq. (4.1), adapted from Castellarin et al., 2005).

$$\log \left( \frac{Q_{FOR}}{A} \right) = a + b \log(A) \quad (4.1)$$

![Fig. 4.1: Study region (Saxony/Germany) and selected discharge gauges coloured by their unit floods of record (modified from Guse et al., 2009). The three gauges which were used in the application (see Sect. 4.5) are named in purple.](image-url)
4.3 Envelope curves

4.3.1 Empirical envelope curves

Three empirical envelope curves were constructed (Fig. 4.2). First, an envelope curve based on the Saxon floods of record only was derived. Second, the envelope curve for Germany EC\textsubscript{G} from Stanescu (2002) was selected. Third, the European envelope curve EC\textsubscript{E} of Herschy (2002) was used.

![Fig. 4.2: Comparison of three different envelope curves. The floods of record of Saxon gauges are additionally shown.](image)

In this study, an upper bound with an exceedance probability of zero for Saxony needs to be considered. The Saxon envelope curve was determined by the largest unit flood of record in Saxony. The floods of record of several gauges are close to this EC. Thus, it is inconsistent to assume that the Saxon envelope curve has an exceedance probability of zero with respect to T\textsubscript{PREC} between 150 and 1500 years which were estimated by PRECs for this study region in Guse et al. (2010) (see Sect. 4.3.4). For a few gauging stations, the discharges provided from PRECs were close to or even larger than the Stanescu envelope curve for Germany. Since it was advisable to take an envelope curve which is certain to be the upper bound of Saxon flood discharges, we used the European envelope curve by Herschy (2002). This envelope curve is expected to be an upper bound which might not be exceeded in Saxony, since it is determined by significantly larger floods from the Mediterranean region. Stanescu (2002) and recently Gaume et al. (2009) compared ECs of European countries and determined the largest magnitude for Mediterranean countries. Stanescu (2002) concluded that larger floods are possible around the Mediterranean Sea than in Central European countries, owing to the warmer temperature and resulting larger humidity contained in the air masses. The Stanescu envelope curve was used only to investigate the sensitivity of the selection of the empirical envelope curve (see Sect. 4.4.3).

4.3.2 Probabilistic regional envelope curves

Probabilistic regional envelope curves (PRECs) (Castellarin et al., 2005; Castellarin, 2007) estimate an exceedance probability for a regional envelope curve (REC). PRECs can be derived for homogeneous regions as indicated in the index flood method (Dalrymple, 1960; Robson and Reed, 1999). In the case of regional homogeneity, the index flood (mean of the annual maxima series) is a function of the catchment size. The slope \(b\) of REC (Eq. (4.1)) is determined by a regression through all index flood values of the pooling group (Fig. 4.3). The intercept \(a\) is estimated by shifting the regression line up to the largest unit flood of record. Hence, the intercept \(a\) of REC is deter-
mined by the largest unit flood of record in the pooling group (Castellarin et al., 2005).

To estimate the exceedance probability of REC, the overall sample years of all regional annual maxima series (AMS) are reduced to the effective sample years of data. The intersite dependence among the AMS is examined by considering the reduction of the regional information content due to cross-correlated sites. Castellarin (2007) presented an empirical relationship for this case. The cross-correlation function of Tasker and Stedinger (1989) was used, which describes the decrease of the cross-correlation between the AMS with increasing distance between the catchment centroids. Because of the higher correlation among nested pairs of catchments, different parameter sets for nested and unnested pairs of catchments are used, as proposed by Guse et al. (2009), instead of the initial approach with one parameter set for all pairs of catchments.

The exceedance probability is calculated for the pair of the unit flood of record and its corresponding catchment size, which governs the REC (Castellarin, 2007). The PREC provides a discharge $Q_{\text{PREC}}$ for each gauge of the pooling group with the same recurrence interval $T_{\text{PREC}}$.

### 4.3.3 Application of probabilistic regional envelope curves in Saxony

In previous studies, several PRECs were derived for Saxony (Guse et al., 2009, 2010). A major step in the PREC concept is the determination of the pooling group of sites. Guse et al. (2010) used cluster analysis and the Region of Influence (RoI) approach (Burn, 1990b) to construct several pooling groups using twenty candidate sets of two or three catchment descriptors. An own PREC was constructed for each pooling group, which fulfils the homogeneity criteria of the heterogeneity measure ($H_1 < 2$) of Hosking and Wallis (1993). Hence, the constitution of the homogeneous regions and thus PRECs differed depending on the grouping procedure.

The suitability of both pooling methods to derive PREC flood quantiles was assessed by comparing the PREC method with the index flood method. To this end, a leave-one-out jackknifing approach was used to calculate the PREC flood quantiles for ungauged conditions, denoted as $Q_{\text{PREC-JK}}(T_{\text{PREC-JK}})$ (Castellarin, 2007; Castellarin et al., 2007; Guse et al., 2010). The relative error between $Q_{\text{PREC-JK}}$ and $Q_{\text{IF}}$, the estimated discharge for $T_{\text{PREC-JK}}$ with the index flood method, was estimated for each gauge of the pooling group. The comparison of
the relative errors for cluster analysis and RoI showed that both pooling methods lead to similar performance (Guse et al., 2010). Therefore, PREC flood quantiles of both pooling methods were used. In this study, PREC flood quantiles with a relative error < 2 were used only. By doing so, PREC realisations that deviated strongly from the index flood method were not considered. This means that PREC flood quantiles of a site which were more than three times larger for ungauged conditions than the index flood estimates for the same $T_{\text{PREC}}$ were excluded.

The number of PREC realisations varied among the gauges between 0 and 127. A site had a lower number of PREC flood quantiles when it belonged more often to heterogeneous regions due to the specific characteristics of this gauge. Of the 89 gauges available in the previous studies, only the 83 gauges with at least one PREC realisation were used for this study (see Fig. 4.1). In the previous study, $T_{\text{PREC}}$ varied between 150 and 1500 years with a mean value of 650 years (Guse et al., 2009).

### 4.3.4 Comparison of empirical and probabilistic regional envelope curves

When comparing the traditional empirical envelope curves with the probabilistic regional envelope curves, one has to take note of the differences between the two approaches.

Several studies have illustrated the slope values of empirical envelope curves. On average, a slope of -0.5 is estimated with a variability between -0.2 and -0.7 (e.g., Herschy, 2002; Castellarin et al., 2005; Castellarin, 2007; Gaume et al., 2009). In our study, the slopes of the empirical envelope curves are close to -0.4. In contrast, the slope in the PREC approach has a lower negative value. Here, the slope $b$ is about -0.2. This means that the effect of the catchment size is smaller in the PREC concept.

Since the intercept of the empirical envelope curve is larger than those of the PREC realisations in this study, it follows that the discharge of EC is larger than in the PREC concept. This result is understandable given that the EC has an exceedance probability of zero, while that of the PREC lies between $6.7 \times 10^{-4}$ and $6.7 \times 10^{-3}$ for this study region.

The PREC discharges should be lower than the upper bound discharge from EC in all cases. Hence, the consistency of PREC discharges was checked for all sites of each PREC realisation. Since the slopes of the PRECs are in the majority of the cases smaller than those of the ECs, PRECs approach the ECs with increasing catchment size. PREC discharges which were larger than the upper bound derived by the Stanescu envelope curve sites were removed. These cases were detected for sites with a large catchment size. It is assumed that the estimation of the empirical envelope curve was better than those of PREC in these cases with a large catchment size. In this way, consistency among both methods was ensured.
4.4 Methods

This study aims at inserting large flood quantiles and upper bound discharges as additional information into a distribution function to improve the flood quantile estimates for $T > 100$ years. For this purpose, a distribution function is requested, into which large flood quantiles derived by PRECs, i.e. $Q_{\text{PREC}}$ and corresponding $T_{\text{PREC}}$, as well as an upper bound discharge $Q_{\text{MAX}}$, provided by an empirical envelope curve, can be integrated. The method consists of two steps:

1. Integration of the PREC flood quantiles into the observed flood series (Sect. 4.4.1)
2. Application of a mixed bounded distribution function including PREC flood quantiles and an empirical envelope curve discharge as upper bound (Sect. 4.4.2)

Figure 4.4 gives an overview about our approach, including the most relevant variables. The core idea is an improvement of discharge estimates for a target recurrence interval $T_t$ of 1000 years (orange line in Fig. 4.4). As additional information, PREC flood quantiles with recurrence intervals between 150 (lower value $T_l$) and 1500 (upper value $T_u$) years are used (dashed cyan lines) and combined with the observed flood series in a distribution function (GEV$_{\text{sim-prec}}$). As second additional information, an upper bound discharge ($Q_{\text{MAX}}$) (purple line) derived from an empirical envelope curve is integrated into a distribution function. The resulting mixed bounded distribution (GEV$_{\text{bound}}$) consists of two distribution functions, connected at the inflection point ($T_x$) (dashed magenta line) and approaching the upper bound ($Q_{\text{MAX}}$) asymptotically. The mixed distribution function is identical with GEV$_{\text{sim-prec}}$ up to the inflection point. From this point on, the bounded GEV is used.

4.4.1 Integration of PREC flood quantiles

In the first step, PREC flood quantiles were combined with the observed AMS. In a traditional regional flood frequency analysis, flood data from the site itself and from neighbouring sites are available. Since a PREC flood quantile comprises of a $Q_{\text{PREC}}$ and its corresponding $T_{\text{PREC}}$, it was impossible to add a $Q_{\text{PREC}}$ value directly to the AMS as one additional flood value. The additional information of the corresponding $T_{\text{PREC}}$ needs to be considered to use the maximum information from PRECs. Hence, a novel method was developed.

The Generalised Extreme Value (GEV) distribution was fitted to the observed AMS of each gauge using L-moments (Hosking and Wallis, 1997), denoted as GEV$_{\text{obs}}$. The adequacy of the GEV for the flood series in this study was proven by L-moment ratio diagrams (see e.g., Vogel and Fennessey, 1993; Peel et al., 2001).
4.4 Methods

The three at-site GEV$_{obs}$ parameters ($\xi$, $\alpha$, $k$) were used to generate synthetic flood series. For this, $T_u$ random numbers between 0 and 1 ($p_{sim}$) were generated. $T_u$ was selected, since it was the maximum of $T_{PREC}$ for the study region. These $p_{sim}$ values were inserted into the GEV (Eq. 4.2) resulting in $T_u$ simulated discharge values, denoted as $Q$.

$$Q = \xi + \frac{\alpha}{k} \left[ 1 - (-\ln(p_{sim}))^k \right] \text{ with } k \neq 0 \quad (4.2)$$

Subsequently, the GEV was fitted to $Q$, denoted as GEV$_{sim}$ with a new parameter set ($\xi_{sim}$, $\alpha_{sim}$, $k_{sim}$).

To ensure consistency between GEV$_{sim}$ and GEV$_{obs}$, the two should not differ considerably. For this, the flood quantiles for $T = T_u$ years of both GEV functions were compared. It was decided that the discharge estimates of both functions should not vary more than 1% for $T_u$.

If $Q_{sim}(T_u)$ varied more than 1% from $Q_{obs}(T_u)$, the random selection of $p_{sim}$ and the estimation of $Q$ were repeated.

A second constraint was that there had to be nine or ten values, denoted as $n_x$, larger than $p_{E} = 0.9933$. This value was selected, because the $T_{PREC}$ values were larger than 150 years ($T_l = 150$). It was therefore assumed that the PREC flood quantiles were representative for $T > T_l$ years. A binomial function showed that the largest probability was estimated when assuming that nine or ten floods with $T > T_l$ were expected to occur within $T_u$ years. This constraint was considered to prevent an influence of a randomly selected number of PREC flood quantiles. Then, GEV$_{sim}$ and GEV$_{obs}$ were assumed as sufficiently similar for using the $T_u$ simulated flood
series instead of the shorter measured time series.

In a next step, PREC flood quantiles were integrated into the simulated flood series $Q_{\text{sim}}$. The random numbers $p_{\text{sim}}$ were sorted in increasing order. Among $p_{\text{sim}}$, the $n_x$ values larger than $p_E$ were removed from the simulated flood series $Q_{\text{sim}}$ and replaced by $n_x Q_{\text{PREC}}$ values.

This approach implicitly assumed that the observed flood series is appropriate up to $T_l$. However, the PREC discharges also influenced the combined function of observed and PREC discharges for $T < T_l$.

Since the previous studies provided more than $n_x$ PREC flood quantiles for most of the gauges (see Sect. 3.3) (Guse et al., 2010), it was necessary to select $n_x$ PREC flood quantiles among the PREC realisations of a given gauge. The $n_x$ PREC flood quantiles were selected in a random process whereas the discharges were weighted according to their $T_{\text{PREC}}$. We considered the recurrence intervals using a binomial function $B$ (Eq. 4.3). This approach was used to estimate the mean occurrence of a specific $Q_{\text{PREC}}$ with a recurrence interval $T_{\text{PREC}}$ within $T_u$ years.

$$P(X = m) = B \left( \frac{1}{T_{\text{PREC}}}, \frac{X - m}{T_u} \right)$$

with $m=1,2,...,20$

We checked $m$ for one to twenty occurrences. Among these twenty results, we selected the $m$ with the largest probability $P_{\text{max}}$, i.e. the maximum likelihood, denoted as $m_{\text{max}}$. The $Q_{\text{PREC}}$ of this PREC realisation was assigned $m_{\text{max}}$ times to a vector $V_{\text{PREC}}$. This implies that PREC discharges with a smaller $T$ were assigned more often to $V_{\text{PREC}}$. In this way, the recurrence interval of the PREC realisations was evidently considered, since a PREC flood quantile with a smaller $T_{\text{PREC}}$ was expected to occur more often than a PREC flood quantile with a larger one. This procedure was repeated for all PREC realisations of this gauge.

The $n_x$ PREC values were then randomly selected without replacement from $V_{\text{PREC}}$. In order to adequately represent $T_{\text{PREC}}$, a specific $Q_{\text{PREC}}$ could be selected as many times as it was included in $V_{\text{PREC}}$. The $n_x$ discharges derived from PREC were assigned to the reduced simulated flood series of $T_u - n_x$ values, so that the new flood series comprised $T_u$ values again.

In the majority of cases, the length of $V_{\text{PREC}}$ was larger than $n_x$, which required the random selection of PREC discharges. In the other cases, for sites with a lower number of PREC realisations in $V_{\text{PREC}}$ than $n_x$, $n_x$ values were removed from the simulated flood series as well. Then all values from $V_{\text{PREC}}$ were added. In order to obtain $T_u$ values again, the remaining discharges to $T_u$ were selected randomly from the $n_x$ discharges with $T > T_l$ years.

The GEV was fitted to the new flood series, denoted as $\text{GEV}_{\text{sim-prec}}$, using L-moments. This approach allowed an integration of PREC flood quantiles in flood frequency estimations. Due to the random process, there might be differences in the magnitude of the selected PREC discharges, and therefore also in the final distribution function. Hence, we repeated the selection of $Q_{\text{PREC}}$ one hundred times and estimated one hundred GEV parameter sets.
The GEV parameter sets which estimated the median discharge for \( T_t \) were used for the next steps. The corresponding GEV distribution was denoted as \( \text{GEV}_{\text{sim-prec } 50} \). The influence of the PREC selection on the discharge estimates was expressed by showing the 5\%- and 95\%- quantiles of \( \text{GEV}_{\text{sim-prec }} \) for \( T_t \), denoted as \( \text{GEV}_{\text{sim-prec } 05} \) and \( \text{GEV}_{\text{sim-prec } 95} \), respectively. A comparison of \( \text{GEV}_{\text{sim-prec }} \) with \( \text{GEV}_{\text{sim}} \) illustrated the effect of using PREC flood quantiles as additional information.

### 4.4.2 Mixed bounded distribution function

We used a mixed bounded distribution function which was developed in storm research (Hofherr et al., 2008). The use of this distribution function enables us to integrate an upper bound discharge as further additional information besides of the PREC flood quantiles.

In this mixed bounded distribution function, flood quantiles up to a recurrence interval threshold of \( T_X \) (inflection point) are estimated by an unbounded distribution function (here: \( \text{GEV}_{\text{sim-prec}} \) with \( k < 0 \)), and quantiles above the inflection point \( T_X \) are estimated by a bounded distribution (here: \( \text{GEV}_{\text{bound}} \)). A higher \( T_X \) was used, as it would be representative for the observed flood series only. \( \text{GEV}_{\text{sim-prec}} \) includes the PREC discharges which were representative for \( T \) between 150 and 1500 years and this additional information enables us to use the higher \( T_X \). To adequately represent the PREC discharges, we selected an inflection point \( T_X = 500 \) years. The sensitivity of this inflection point was analysed in Sect. 4.4.3.

\( \text{GEV}_{\text{bound}} \) has a positive shape parameter \( k \) and, hence, asymptotically approaches an upper bound. The three parameters of \( \text{GEV}_{\text{bound}} \) \((\xi_{\text{bound}}, \alpha_{\text{bound}}, k_{\text{bound}})\) were determined in an optimisation process by three constraints using Eqs. (4.4) - (4.6). First, the upper bound \( Q_{\text{MAX}} \) which was provided by an empirical envelope curve was inserted into the GEV upper bound function (Eq. 4.4).

\[
Q_{\text{MAX}} = \xi_{\text{bound}} + \frac{\alpha_{\text{bound}}}{k_{\text{bound}}}
\]  

(4.4)

Second, both GEV functions (\( \text{GEV}_{\text{sim-prec}} \) and \( \text{GEV}_{\text{bound}} \)) had to be identical at the inflection point to avoid inconsistencies. Therefore, both functions were equated at the inflection point (Eq. 4.5).

\[
\text{GEV}_{\text{sim-prec}} (T = T_X) = \text{GEV}_{\text{bound}} (T = T_X)
\]  

(4.5)

The third constraint was that both GEV functions had the same slope at the inflection point. Therefore, their derivates were equated (Eq. 4.6).

\[
\text{GEV}_{\text{sim-prec}}' (T = T_X) = \text{GEV}_{\text{bound}}' (T = T_X)
\]  

(4.6)

In the case of a successful optimisation, \( \text{GEV}_{\text{bound}} \) was fully defined, increasing monotonically.

The mixed bounded distribution function was not applied for sites with a positive \( k \) of \( \text{GEV}_{\text{sim-prec}} \). In these cases, the \( \text{GEV}_{\text{sim-prec}} \) was already bounded. The main advantage of a bounded distribution function is that it avoids an unlimited increase up to unrealistic discharge values, which was already prevented by the positive \( k \) values in these cases.
4.4.3 Sensitivity analysis

The effect of three choices in this method was investigated for a target recurrence interval $T_t = 1000$ years in a combined sensitivity analysis. The sensitivity of each choice was tested as follows:

1. the magnitude of the empirical envelope curve discharge: German EC ($EC_G$) (Stanescu, 2002) vs. European EC ($EC_E$) (Herschy, 2002),
2. the selection of PREC discharges: 5%- vs. 95%- of the GEV sim-prec estimates for $T_t$,
3. and the magnitude of the recurrence interval threshold (inflection point): $T_X = 200$ vs. 500 years.

For each choice, the four possible combinations of the two other choices were checked. The comparison of $Q_{bound}(T_t = 1000)$ between all possible combinations of these three choices allowed us to evaluate their effect on the discharge estimations of GEV$_{bound}$ for $T_t$. The relative deviations are calculated for each choice (Eqs. 4.7 - 4.9). This procedure enabled us to determine the most sensitive choice of the discharge estimates for $T_t$.

$$E_{EC} = \frac{Q_{bound}(Q_{MAX} = EC_E) - Q_{bound}(Q_{MAX} = EC_G)}{Q_{bound}(Q_{MAX} = EC_G)}$$

$$E_{PREC} = \frac{Q_{bound}(GEV_{sim-prec, 50}) - Q_{bound}(GEV_{sim-prec, 50})}{Q_{bound}(GEV_{sim-prec, 50})}$$

$$E_{TX} = \frac{Q_{bound}(T_X = 500) - Q_{bound}(T_X = 200)}{Q_{bound}(T_X = 200)}$$

4.5 Results

4.5.1 Integration of PREC flood quantiles

Figure 4.5 illustrates exemplarily for the gauge Lauenstein (site 14 in Fig. 4.1) that GEV$_{sim}$ agrees well with GEV$_{obs}$ (orange and black lines in Fig. 4.5). The blue-coloured circles symbolise the PREC discharges which were selected for GEV$_{sim-prec, 50}$. Most of the $Q_{PREC}(T_{PREC})$ are smaller than the $Q_{GEV}(T_{PREC})$. Hence, the integration of the PREC flood quantiles leads to a higher $k$ (shape parameter of GEV) and a lower skewness of GEV$_{sim-prec}$ compared to GEV$_{sim}$. Therefore, $Q_{sim-prec}$ for a given $T$ is smaller than $Q_{sim}$.

The PREC flood quantiles indicate that the skewness of the GEV might be too large when using the observed data only. The recurrence interval of the flood of record (flood discharge of 2002) might be larger than the at-site estimate. The effect of the flood of record on the estimation of large quantiles within the at-site flood frequency analysis seems to be too high. The smallest PREC discharge is identical with the flood of record of Lauenstein. This means that the intercept of this REC was determined by the at-site flood of record.

The shape parameter $k$ of GEV$_{sim-prec}$ was positive for seven sites. Since they already approach an upper bound, even after integrating PREC discharges, the number of sites for which the mixed bounded distribution function was applied was reduced to 76.
4.5 Results

![Graph showing discharge vs recurrence interval for Lauenstein](image)

Fig. 4.5: Effect of integrating PREC flood quantiles into the at-site flood frequency analysis. GEV\textsubscript{obs}, GEV\textsubscript{sim}, and GEV\textsubscript{sim-prec} are compared for the site Lauenstein. The observed flood series is illustrated as Hazen plotting position (PLP Hazen). The PREC flood quantiles which were selected for GEV\textsubscript{sim-prec 50} are coloured in blue.

4.5.2 Mixed bounded distribution function

GEV\textsubscript{sim-prec} was used to estimate the flood quantiles up to \(T_X = 500\) years in the mixed bounded distribution approach. From \(T_X\) on, GEV\textsubscript{bound} was used, which asymptotically approaches the upper bound discharge derived from the empirical envelope curve by Herschy (2002). Considering GEV\textsubscript{sim} and GEV\textsubscript{bound} for all gauges, three cases can be distinguished, which are shown in Fig 4.6a-c. The variability due to the selection of PREC flood quantiles is demonstrated by adding the 5\% and 95\% quantiles (cyan dashed line).

In the first case (gauge Lauenstein, Fig. 4.6a), GEV\textsubscript{bound} estimates lower discharges than GEV\textsubscript{sim} for all values of \(T\). To give an example, GEV\textsubscript{bound} estimates a discharge of 200 m\(^3\)/s for \(T\), whereas the GEV\textsubscript{sim} discharge is about 300 m\(^3\)/s. GEV\textsubscript{sim} increases unlimitedly, whereas the gradient of GEV\textsubscript{bound} decreases and approaches the upper bound.

Figure 4.6b shows an example (gauge Niederschlema, site 33 in Fig. 4.1) where several PREC discharges are larger than the GEV discharge estimates for the same recurrence interval. However, there are also various smaller PREC flood quantiles. On average, \(Q_{\text{PREC}}(T_{\text{PREC}})\) is similar to \(Q_{\text{GEV}}(T_{\text{PREC}})\), and therefore \(Q_{\text{sim-prec}}\) is similar to \(Q_{\text{sim}}\). The PREC flood quantiles support the GEV estimations, and the effect of the inclusion of PREC discharges is low.

In the third case, the PREC flood quantiles are larger than the GEV discharge estimates (gauge Gera in Fig. 4.6c, site 62 in Fig. 4.1). Here, \(Q_{\text{bound}}\) is about 1.5 times larger than \(Q_{\text{sim}}\).
for $T_t$. Despite the asymptotical approach towards the upper bound, $Q_{\text{bound}}$ is larger than $Q_{\text{sim}}$ even for $T=10,000$ years. There are gauges within the pooling groups of this site with significantly larger unit floods of record than those of Gera. The regional envelope curve has a considerably higher flood magnitude than the observed discharges. The PREC flood quantiles indicate that a flood larger than the current flood of record might occur.

**Fig. 4.6:** The mixed bounded distribution function $GEV_{\text{bound}}$ vs. the traditional $GEV$ ($GEV_{\text{sim}}$) and the $GEV_{\text{sim-prec}}$ for the gauges (a) Lauenstein, (b) Niederschlema, (c) Gera. The blue-coloured PREC results show the selected PREC discharges which yielded a median discharge for the target recurrence interval of 1000 years among the hundred repetitions. The upper bound is illustrated in purple right of the legend.
4.5.3 Comparison of the three distribution functions

First, we compared $GEV_{\text{sim}}$ and $GEV_{\text{sim-prec}}$. After that, we examined the differences between $GEV_{\text{sim}}$ and $GEV_{\text{bound}}$. In both cases, discharge estimates for $T_i$ were compared and we used the median of the hundred $GEV$ estimations for $GEV_{\text{sim-prec}}$ and $GEV_{\text{bound}}$.

The comparison of $GEV_{\text{sim}}$ and $GEV_{\text{sim-prec 50}}$ shows how strongly $GEV_{\text{sim-prec 50}}$ is affected by PREC flood quantiles. Figure 4.7 illustrates that the $GEV_{\text{sim-prec 50}}$ estimates larger discharges for almost all gauges. This result can be explained by the PREC flood quantiles. For the majority of the sites, the $Q_{\text{PREC}}(T_{\text{PREC}})$ values are larger than the corresponding $Q_{\text{GEV}}(T_{\text{PREC}})$ estimates. Hence, $GEV_{\text{sim-prec 50}}$ also estimates larger values than $GEV_{\text{sim}}$ (see Gera, see Fig. 4.6c).

In a further step, $Q_{\text{sim}}$ and $Q_{\text{bound 50}}$ are compared (Fig. 4.8). A positive relative deviation indicates that $Q_{\text{bound 50}}$ is larger than $Q_{\text{sim}}$ despite the asymptotic behaviour towards the upper bound. The $Q_{\text{bound 50}}$ exceeds $Q_{\text{sim}}$, because $Q_{\text{PREC}}(T_{\text{PREC}})$ values are mostly larger in comparison to the corresponding $Q_{\text{GEV}}(T_{\text{PREC}})$ (see example of Gera (Fig. 4.6c)). This implies that the PREC discharges enormously affect the GEV and lead to larger discharges of $GEV_{\text{bound 50}}$ than $GEV_{\text{sim}}$ for the same recurrence interval. Figure 4.8b shows that even for $T=10,000$ years a positive relative deviation is estimated for the half of the sites. Due to the asymptotic behaviour of $GEV_{\text{bound 50}}$, there are more sites with a negative relative deviation for $T=10,000$ than for $T=1000$ years.

![Fig. 4.7: Comparison of discharges estimated by $GEV_{\text{sim}}$ and $GEV_{\text{sim-prec 50}}$ for the target recurrence interval of 1000 years for 83 gauges. The three sites shown in Fig. 4.6 are marked.](image-url)
4.5.4 Sensitivity analysis

With a combined sensitivity analysis, the effect of the upper bound derived by the empirical envelope curve, the \( Q_{\text{PREC}} \)-selection and the inflection point is investigated. Figures 4.9a-c illustrate that the largest relative deviation is found when comparing the 5%- and 95%-quantiles of \( \text{GEV}_\text{sim-prec} \) and emphasise that it is necessary to consider different PREC selections. This variation occurs due to the random selection of the PREC discharges.

The selection of the empirical envelope curve has the lowest relative deviation. There are only small differences in Fig. 4.9a. Its effect is slightly larger for \( T_X = 200 \). The smaller \( T_X \), the smaller is the point at which \( \text{GEV}_\text{bound} \) asymptotically approaches to the upper bound and the stronger \( \text{GEV}_\text{bound} \) is influenced by the empirical envelope curve discharge.

The relative deviation due to the PREC selection is similar when varying the empirical envelope curve or the inflection point (Fig. 4.9b). Here, there is the inverse situation compared to the selection of the empirical envelope curve. The largest relative deviation is found for \( T_X = 500 \). This can be explained by the fact that, \( \text{GEV}_\text{bound} \) is affected from \( T_X \) on also by the asymptotic behaviour and not only by the selection of \( Q_{\text{PREC}} \).

In Figure 4.9c, the largest deviation was estimated for the different \( T_X \) values when using the 95%-quantile of \( \text{GEV}_\text{sim-prec} \). The \( \text{GEV}_\text{sim-prec 95} \) is higher skewed than \( \text{GEV}_\text{sim-prec 05} \), because of the inclusion of larger \( Q_{\text{PREC}} \) values. Thus, the difference between the two \( \text{GEV}_\text{bound} \) estimates with different \( T_X \) values is larger when using the 95%-quantile due to the higher skewness.
Fig. 4.9: Relative deviation between the quantile estimate of $GEV_{\text{bound}}$ for $T=1000$ years when varying three choices. The boxplots show the results for the 76 sites which were used in the sensitivity analysis. (a) Empirical envelope curves ($EC_G =$ Germany (Stanescu), $EC_E =$ Europe (Herschy)), (b) PREC flood discharges ($95$, $5$-quantiles) and (c) inflection point ($T X$).
The relative importance of the three choices is shown for all 76 gauges (Fig. 4.10). The gauges are ordered by the distance between their unit floods of record and $E_{EC}$. Figure 4.10 shows that the effect of the selection of the PREC flood discharges increases with larger distance to the REC, whereas the effect of the inflection point and of the empirical envelope curve decreases. This pattern can be explained when considering the three choices in detail.

The effect of the choice of the empirical envelope curve considerably influences the discharge estimates for $T_1$ only for sites with a small distance to the largest unit flood of record, i.e. the sites which are close to the empirical envelope curve. The closer they are to the European one, the larger is the fraction of the empirical envelope curve selection.

The intercept of a REC is defined by the largest unit flood of record in the pooling group. The site which determines in all its PREC realisations the intercept of REC (Neundorf, site 9 in Fig. 4.1) has a relative deviation of zero related to the $Q_{PREC}$ selection (site 3 in Fig. 4.10), because $Q_{PREC}$ is always equal to the at-site flood of record. The smaller the at-site unit flood of record, the larger the distance to the largest unit flood of record of a pooling group could be within a REC. Because of that, the possible range of PREC discharges increases along with the distance between the at-site unit flood of record and the largest regional unit flood of record.

In addition, the effect of $T_X$ is larger for sites with a high skewness. The larger the skewness, the larger are the differences between the discharge estimates for $T = 200$ vs. $T = 500$ years. Therefore, the influence of the choice of $T_X$ also increases. Especially the sites with a large flood of record are characterised by a high skewness. Thus, the largest influence of the $T_X$ selection is found for sites with floods of record close to EC. The fraction of the inflection point is highly correlated with the shape parameter $k$. The effect of the inflection point is negligible for sites with a small negative $k$, whereas its effect predominates when $k$ is highly negative.

![Figure 4.10: Fraction of the three choices to the overall absolute relative deviation. The sites are ordered by the distance of the unit flood of record to the unit discharge of the European envelope curve. EC = selection of the empirical envelope curve ($EC_0$ vs. $EC_1$); PREC = selection of PREC flood discharges (95- vs. 5-quantiles); $T_X$ = selection of the inflection point ($T_X = 200$ vs. 500).](image)
4.6 Discussion

A novel method to integrate additional regional information about upper tail behaviour into at-site flood frequency analyses was presented. This study aimed at improving the discharge estimates for large $T$. The core ideas were to combine PREC flood quantiles with traditional flood frequency approaches and to introduce a mixed bounded distribution function which considers large flood quantiles as well as an upper bound discharge. It is interesting to compare this method with the integration of historical events and to discuss the selection of PREC flood quantiles and the results of the sensitivity analysis.

There are some similarities between our method to integrate PREC flood quantiles and the use of historical floods as additional information in flood frequency studies. Historical floods are combined as non-systematic data with measured flood series. Generally, a threshold is fixed and the number of floods above this threshold in the historical period is determined (Stedinger and Cohn, 1986; Reis Jr. and Stedinger, 2005). The integration of historical information is based on the assumption that all extreme floods above the threshold are recorded because of the large amount of damages they have caused. However, in this approach discharge values are used only. The probabilities of the historic floods are unknown and are not considered (e.g., Martins and Stedinger, 2001). This is the largest difference to our method, which considers besides the discharge values also the recurrence interval of PRECs. Furthermore, whereas the use of historical data extends the time series, the integration of PREC flood quantiles is based on substituting the time period with spatial information.

Because of that, a different approach than for the integration of historic data was chosen, which enabled us to use the additional information in terms of $T_{PREC}$ and to integrate several $Q_{PREC}$ values. For this, we extended the flood series by using simulated flood series and replaced the simulated discharges above $T_1$ by randomly selected $Q_{PREC}$ values. The largest relative deviation between $GEV_{sim-prec}$ the flood series which includes the PREC discharges and $GEV_{sim}$ which is based on the simulated flood series only, is calculated for sites with a large $Q_{PREC}(T_{PREC})$ in comparison to $Q_{GEV}(T_{PREC})$.

The selection of the PREC flood quantiles is the most sensitive step for $T_1$. As indicated, it was necessary to select PREC flood quantiles randomly, because more PREC realisations were provided from Guse et al. (2010) than are to be expected for $T > T_1$ in a $T_u$ year flood series. The influence of the random process depends on two aspects. First, it is affected by the number of PREC realisations. The more PREC realisations, the more combinations of randomly selected PREC discharges are possible. Second, the results are influenced by the variation of the PREC flood quantiles in $Q_{PREC}$ as well as in its corresponding $T_{PREC}$. Small differences between the PREC flood quantiles lead to low differences in $GEV_{sim-prec}$ independently of the number of PREC realisations.
As illustrated in Fig. 4.2, both empirical envelope curves differ strongly. However, the sensitivity analysis shows that the effect of the envelope curve selection on a discharge with \( T = 1000 \) years is smaller than those of the random selection of PREC discharges or of the inflection point. In this context, it is worth noting that we predefined a target recurrence interval of 1000 years. Since the envelope curve governs the asymptotical approach towards the upper bound, the influence of the envelope curve selection will be larger for increasing \( T \).

4.7 Conclusion

A novel method to improve the quantile estimation for recurrence intervals larger than 100 years by using additional information was presented. Large flood quantiles were derived by probabilistic regional envelope curves (PREC). These PREC flood quantiles were combined with the measured flood series. A mixed bounded distribution function was presented which considers in addition to the PREC flood quantiles also an upper bound discharge derived by an empirical envelope curve. The mixed bounded distribution function avoids an increase up to unrealistic large discharges. Whereas the combination of PREC discharges and a simulated flood series based on at-site parameters was used for recurrence intervals of up to 500 years, a bounded distribution function was applied for larger \( T \).

The main outcomes of this study are:

1) The use of the additional information of PREC flood quantiles and empirical envelope curves supports the estimation of large quantiles.

2) The effect of PREC flood quantiles on the quantile estimation is especially relevant when the PREC discharge varies largely from the at-site GEV estimate for the same recurrence interval.

3) The sensitivity of the flood quantile of 1000 years to the selection of empirical envelope curves providing the upper bound discharge on a flood quantile of 1000 years is smaller than the selection of PREC flood quantiles and of the inflection point between both functions of the mixed bounded distribution.

Acknowledgements

This work is part of the Center for Disaster Management and Risk Reduction Technology (CEDIM) (http://www.cedim.de), a joint venture between the Helmholtz Centre Potsdam - GFZ German Research Centre for Geosciences and the Karlsruhe Institute of Technology (KIT). We thank CEDIM and the GFZ for the financial support.

We thank the State Agency of Environment and Geology of the Free State of Saxony for the permission to use the discharge data. Furthermore we thank the State Agency for Environment of Thuringia for additional discharge data. We also thank the Federal Agency for Cartography and Geodesy of Germany (BKG) for the ATKIS-Basis-DLM and the digital elevation model for Saxony (BKG Geo-DataCentre, 2005). The SRTM Digital Terrain Model was downloaded from (http://srtm.csi.cgiar.org/SELECTION/inputCoord.asp, 19.05.2008) (Jarvis et al., 2008).
CHAPTER 5

DISCUSSION AND CONCLUSION
5 Discussion and conclusion

5.1 Main achievements

The core aim of this thesis was an improvement of flood frequency estimates for large recurrence intervals. Therefore, empirical and probabilistic regional envelope curves were introduced into the flood frequency analysis. To resolve the core research question, six sub-questions were posed in the introduction. In the following, the main achievements are emphasised consecutively for each sub-question.

1. Appropriate pooling methods to construct PRECs

Two different pooling methods (cluster analysis, Region of Influence) were compared in chapter two. The performance of the two pooling methods for constructing pooling groups in order to derive PRECs was checked by a cross-validation assuming ungauged conditions for the site of interest and a comparison with the index flood method. It was concluded that the two pooling methods have a similar performance and that both are suitable to construct pooling groups for PRECs.

2. Effect of a modification of a pooling group on a PREC flood quantile

Both different candidate sets of catchment descriptors and different settings within the pooling methods affected the determination of the final pooling group. Several plausible settings within the PREC concept led to an ensemble of PREC flood quantiles which varied in discharge and in the recurrence interval. The PREC flood quantiles react considerably to a modification of the pooling group for both pooling methods. It was shown that the unit flood of record which governs the intercept of PREC has the largest effect on the determination of the PREC discharge. For an accurate estimation of a PREC flood quantile for a given site, it is therefore insufficient to construct only one pooling group.

3. Effect on the recurrence interval of PREC when refining the estimation method of the effective sample years of data

The differentiation into nested and unnested pairs of catchments is an objective criterion, and due to the river network system, nested catchments have a higher correlation than unnested ones. The proposed approach of different parameter sets for the cross-correlation function reduces the recurrence intervals considerably. This illustrates the importance of an accurate consideration of intersite correlation. The largest effect of this refinement of the intersite correlation approach was determined for pooling groups with a large amount of nested pairs of catchments and with a high number of total sample years of data. The selection of one single aspect isolated its influences on the flood quantile estimates and showed that an improvement of this aspect led to more plausible results. Hence, different parameter sets for nested and unnested pairs of catchments are recommended for the estimation of the effective sample years of data to
improve the estimation of the recurrence interval.

4. Combination of PREC flood quantiles with measured flood series including the additional information of the PREC recurrence interval

PREC flood quantiles provide a discharge and its corresponding recurrence interval, whereas the traditional AMS includes discharge values only. Therefore, an appropriate method was developed which enables the combination of PREC flood quantiles with the AMS. Therefore, a long flood series was generated based on the at-site parameters of a GEV, and discharges above a certain threshold were replaced by PREC discharges. The recurrence interval was included in this approach by weighting PREC discharges according to their recurrence intervals. By doing so, the main merit of the PREC approach, i.e. the additional information of the recurrence interval, was included in flood frequency analyses. In this way, the combination of the PREC flood quantiles as a non-systematic data with the systematic AMS was realised.

5. Suitable distribution function to integrate PREC flood quantiles as well as an upper bound discharge

A mixed bounded distribution function was proposed which considers PREC flood quantiles and an upper bound discharge derived from an empirical envelope curve. The mixed bounded distribution function consists of two GEV functions which were equated at a predefined inflection point. First, the PREC flood quantiles were inserted into the GEV. Second, an upper bound discharge was included into a GEV with a positive shape parameter. Hence, the function asymptotically approaches the upper bound. In this way, two different types of additional regional information which are representative for the upper tail were combined with the measured flood series. In this way, the upper tail of the distribution function was supported by additional data.

6. Effect of the integration of PREC flood quantiles on the determination of a discharge with a recurrence interval of 1000 years

The influence of the integration of PREC flood quantiles into the mixed bounded distribution function depends on the difference between the PREC discharges and the GEV estimates. The largest differences are estimated when the PREC discharges are larger by a great amount than the GEV estimates for the same recurrence interval. The selection of PREC discharges was detected as the most sensitive choice for \( T = 1000 \) years in comparison to the empirical envelope curve and inflection point selection.
5.2 Discussion

5.2.1 Improving flood quantile estimates

The NRC (1988) suggested three principles to improve the quantile estimates of extreme floods. First, the short time period of at-site discharge values should be supported by additional flood data from neighbouring sites (flood regionalisation). Second, it is recommended to use more structural information. Third, NRC (1988) proposed a concentration on extreme floods to avoid a dominant effect of medium floods.

The first and the third principle were already included in the PREC method, which is an adequate regionalisation method and derives a PREC discharge with a large recurrence interval. Hence, additional information for the upper tail of a distribution function is provided. The mixed bounded distribution function contains PREC flood quantiles as well as an upper bound discharge from an empirical envelope curve. The introduction of both shifted the focus more on large floods than on the behaviour of the distribution function for medium-sized floods. The hydrologic behaviour of floods can vary for different recurrence intervals, since the dominant hydrologic processes can change from medium-sized to extreme floods as mentioned in Sect. 4.1.

It can be argued that also structural information is included, because we improved the estimation of the effective sample-years of data by separation into nested and unnested catchments. By doing this, the river network structure is better considered and the representation of the spatial correlation structure is improved which is especially relevant for local floods (see Sect. 3.5).

For the consideration of the particular conditions of the upper tail of a distribution function, it is therefore necessary to concentrate on extreme flood data and to include additional information which is representative for the target recurrence interval, which in this study was a recurrence interval of 1000 years. The estimation of this recurrence interval is improved by a better representation of the river network structure.

5.2.2 PRECs and the trade-off between the number of sites and the degree of heterogeneity

Probabilistic regional envelope curves are therefore a suitable regionalisation method. For an adequate representation of the upper tail of the distribution functions, it is worthwhile to estimate recurrence intervals as large as possible and hence to collect as many sites as possible. However, also the degree of heterogeneity increases with increasing number of sites which conflicts with the strict homogeneity criterion of the PREC concept.

The trade-off between the degree of heterogeneity and the number of sites within a pooling group is a long-lasting debate in flood regionalisation. By using different settings of the pooling methods (number of clusters, threshold of the Euclidean distance), the trade-off was taken into consideration (see Sect. 2.2.2).
aspects and their interactions were investigated in chapters two and three and discussed as follows.

Figure 3.5 clearly shows that the effective sample years of data increase when more data is available. Hence, the target recurrence interval can also be increased. However, the additional gain of information decreases with increasing total sample years of data.

It was illustrated that relaxing of the homogeneity assumptions by using a higher threshold of the heterogeneity measure leads to a higher number of available pooling groups and therefore of PREC realisations (see Fig. 2.8). However, the performance of the PREC flood quantile estimates decreases with an increasing degree of heterogeneity (see Tab. 2.7).

The performance of PREC flood quantiles is especially affected by an upshift of the REC due to an inclusion of a site whose flood of record exceeds the REC. The high influence of the site which governs the intercept of PREC was emphasised in the Figs. 2.4 and 2.5. Hence, an inclusion of a site with a unit flood of record high above the flood of record of the site of interest lead to a higher relative error (see Fig. 2.7). The poorer performance of more heterogeneous regions can be explained with the increasing distance between the at-site and the largest unit flood of record in heterogeneous regions.

Considering the trade-off between the number of sites and the degree of heterogeneity, this study clearly shows that a relaxing of the homogeneity criterion leads to a decline in the PREC performance for both pooling methods. Therefore, a heterogeneity measure of two seems to be an appropriate threshold. Even in the case of a homogeneous pooling group, it might not be useful to increase the number of sites unlimitedly because of the small additional gain of information in larger pooling groups.

5.2.3 Sensitivity of PREC flood quantiles to the largest unit flood of record

In this thesis, first, the method of probabilistic regional envelope curves was thoroughly investigated and second, the PREC flood quantiles were integrated into the presented mixed bounded distribution function. Hence, the results and achievements of this first part affect the second part. All available PREC flood quantiles were used as additional information for a flood frequency analysis (chapter four) to express the variability in the PREC flood quantiles due to differently constituted pooling groups.

The magnitude of the PRECs was affected in particular by that PREC discharge which governs the PREC intercept. It was demonstrated that the inclusion of the site with the largest unit flood of record within the pooling group can significantly increase the PREC discharge (see Fig. 2.4) and despite of that the strict homogeneity criterion of the PREC concept can still be fulfilled. The high importance of the largest unit flood of record was already seen as a critical point when constructing empirical
envelope curves (e.g. England Jr., 2006) and it is still for PRECs.

Two cases can be distinguished when considering the role of the largest unit flood of record within the PREC concept. First, the largest unit flood of record is identical in all or at least in the majority of the PREC realisations for a given site. In this case, this unit flood of record seems to be an adequate choice. Second, the sites which determine the largest unit flood of record differ within the PRECs. In the case of a large difference between the largest unit floods of record, there is a high variability of the PREC discharges for the given sites.

The particular role of that unit flood of record was considered in the integration process in chapter four. Due to the repetition of the PREC discharge selection for $GEV_{\text{sim-prec}}$ (see Sect. 4.4), the effect of a single PREC discharge is relatively low because of the whole ensemble of PREC realisations.

The presented mixed bounded distribution function considers the recurrence interval and also the variability of PREC flood quantiles. By doing so, the high sensitivity of the largest unit flood of record is reduced at least for those sites with several homogeneous pooling groups. Because of that, it is recommended to use several PREC realisations when constructing PRECs and using their results as additional information in a flood frequency analysis.

### 5.2.4 Comparisons of PREC with at-site and regional flood frequency analysis

The benefit of PREC as a flood regionalisation method can be detected by comparing the PREC results with other regionalisation methods. By doing so, it is possible to determine the particularity of the PREC approach. In chapter two, the PREC flood quantiles for ungauged conditions were compared with those of the index flood method. The integration of PREC flood quantiles into a distribution function in chapter four implicitly contains a comparison of the PREC flood quantiles with the at-site flood frequency analysis. The index flood discharges are not directly comparable with the GEV estimates because they represent the mean regional behaviour, whereas the GEV illustrates the at-site flood behaviour only. However, in these two cases, it was shown that in the majority of cases, PREC estimates larger discharges (see Figs. 2.6, 2.7 and 4.8). This can be explained by the fact that the magnitude of the PREC discharge is determined by the largest unit flood of record, and the more it is above the other floods of record of the pooling group, the more the PREC discharge is larger than other local or regional estimates for the same recurrence interval. In chapter two, it was demonstrated that the difference between the discharge estimates of PRECs and the index flood approach increases with increasing distance of the at-site unit flood of record to the unit PREC discharge (Fig. 2.7). This aspect emphasises the particularity of the largest unit flood of record. Hence, especially the largest
unit flood of record needs to be considered accurately.

Probabilistic regional envelope curves estimate large flood quantiles, which can be used as additional spatial information in a flood frequency analysis as was illustrated in chapter four. By doing so, they contribute spatial information to the upper tail of a distribution function. It is recommended to use as much information as possible to reduce estimation uncertainty. Even when using all three types of information (spatial, temporal and causal), the upper tail benefits from adequate information. The introduction of PREC flood quantiles gives therefore precious information. Hence, it is proposed to use probabilistic regional envelope curves as an additional regionalisation method in a multi-pillar approach as suggested by Gutknecht et al. (2006) to improve the estimation of large flood quantiles.

In addition to PRECs, also empirical envelope curves were used to provide an upper bound discharge which avoids an unlimited increase of the distribution function. In this way, a second type of spatial information is included. Both types of envelope curve approaches, the empirical and the probabilistic ones, were used complementary. Whereas the flood quantiles between 150 and 1500 years were covered by PRECs, empirical envelope curves determinated the upper bound discharge. Hence, additional information for different parts of the distribution function was used. In chapter four, it was demonstrated that both envelope curve approaches benefit from a comparison and the inclusion of both improves the estimation of large flood quantiles.

5.2.5 Restrictions and limitations of the PREC concept

While investigating the PREC method, some limitations were detected, which were discussed as follows. In chapter two, it was shown that the number of homogeneous pooling groups varies highly within the study region, leading to a smaller number for the lowland sites. Even the Region of Influence approach, which considers explicitly the specific conditions of the site of interest, could not avoid that there are lowland sites with only a few or no homogeneous regions. The use of several candidate sets of catchment descriptors and the resulting enormous number of pooling groups leads to an increase of the number of sites with PREC realisations (see Sect. 2.4). However, it was not possible to derive PRECs for all sites, and, hence, additional information was not available for all sites.

It can be remarked that a small number of sites within the pooling group can be critical for the construction of a REC. It was observed that in rare cases, positive slopes were estimated for small pooling groups, which is against the idea of a decrease of the unit discharge with increasing catchment size. This is more related to the combination of sites within the pooling groups than a reflection of the real hydrologic situation. This limit can be solved in two ways. The minimum number of sites, which was set to four, can be increased to re-
duce the number of positive slopes, or a plausibility check of the REC slope can be included.

The spatial extent of a specific REC depends on the available catchment sizes within the pooling group, ranging from the smallest to the largest catchment size. This is a useful approach for pooling groups when the catchment sizes are log-normal distributed and/or include lots of gauging stations. However, in the specific situation of a small pooling group with a high range of catchment sizes, the discharge estimates might be too large for the sites with the largest catchment size because of the smaller slope in comparison to empirical envelope curves. In these cases, it might be appropriate to consider the distribution of catchment sizes when deriving RECs. It could then be useful to remove the site with the largest catchment size. Then the range of catchment sizes is reduced and more realistic discharges are estimated.

5.2.6 Is it possible to scale the PREC concept to whole Germany?

In this thesis, for the first time, PRECs were extensively investigated and several PRECs were derived for pooling groups in Saxony. Since only Saxon flood series were used, it is interesting to discuss which aspects can affect the scaling of PRECs to larger regions.

The PREC concept includes stricter assumptions than the empirical envelope curve approach. Empirical envelope curves were constructed for small regions as well as for the whole world. There is no limit of the spatial extension because of the simple approach. The method of PRECs is based on pooling groups which fulfil the homogeneity criterion of the index flood hypothesis and on a scaling of the index flood (mean annual flood) with the catchment size (see Sect. 2.2.4).

Because of the homogeneity requirements, PRECs could not be derived for a large amount of heterogeneous regions in this study. When scaling the PREC approach to larger regions, it can be expected that the heterogeneity among the sites increases. It was concluded that a heterogeneity measure of two is a reasonable choice to fulfil the homogeneity criterion. Because of that, it might be more difficult to construct homogeneous pooling groups for a larger region.

The second methodical assumption of PRECs is the relationship of the index flood with the catchment size. Hence, it is required to include a representative number of sites which allows an adequate estimation of the mean annual flood, which is required to determine the slope of the REC. This relationship has to be fulfilled for the whole pooling group. In this study, a representative number of gauges of all rivers was available and all parts of Saxony are adequately considered. For a larger region, a higher amount of sites is therefore required. However, the number of sites cannot be increased unlimitedly, because the heterogeneity of the pooling group will increase.

It was shown that a relaxing of the homogeneity criterion lead to a worse performance and this statement might be valid for a larger re-
5.2 Discussion

It is therefore expected that probabilistic regional envelope curves can be constructed for other regions in Germany with a comparable spatial extent and degree of heterogeneity.

However, it seems to be difficult to construct PRECs for a large region such as Germany based on all flood series. This is especially true when sites from another flood regime are included. In this case, it is possible to construct pooling groups and to derive PRECs separately for each flood regime.

5.2.7 Benefit for flood design estimations

For flood design, discharge estimates for recurrence intervals in the order of 1000 to 10,000 years are required. This thesis aimed at improving the flood quantile estimations for $T = 1000$ years, which was selected because of the recurrence intervals estimated by PRECs in this study. There is data available up to the maximum PREC recurrence interval (here: 1500 years). The estimation of larger flood quantiles was also affected by the introduction of PRECs. The use of a bounded distribution function which includes an upper bound discharge gives even more information and avoids the estimation of unrealistic large discharges. In this context, it is worth mentioning that for discharges with $T = 10,000$, no representative data was included. However, the area of the distribution function which is not supported by information is reduced.

It is also interesting to discuss a maximum recurrence interval which can be estimated by PRECs. It is clear that it is impossible to estimate an exact value, since the determination of the recurrence interval depends on data availability and regional conditions. However, figure 3.5 shows that the additional gain of information decreases with increasing total sample years of data. An approach to a limit at which the additional gain is close to zero can be assumed.

Hence, PRECs are an appropriate regionalisation method for flood quantiles in the order of 1000 years. However, it is not expected that PREC can be used to estimate discharges with recurrence intervals of 10,000 years.

5.3 Remarks on the CEDIM-project

The thesis was embedded in a synoptic view on three different natural hazards (earthquakes, storms, floods). There was an interaction among the three CEDIM research groups. Due to the underlying processes of the natural hazards, the hazard estimation of storms is closer to those of floods than for earthquakes (see Grünthal et al., 2006). A mixed bounded distribution function was used for the flood estimation which was also successfully applied in the winter storm estimation (see chapter four). The distribution function from the storm research was adjusted for the flood application. Storm frequency analyses are often characterised by a negative skewness (e.g. An and Pandey, 2007), which is also the case for the Saxon measurement stations. This implies that the GEV approaches an upper bound. For the storm research, the statistical upper bound
from the GEV was replaced by an estimated one which was used within the mixed bounded distribution function (Hofherr et al., 2008). Therefore, there is no transition from a positive to a negative skewness as it is in the flood case at the inflection point. In contrast, flood series has mostly a positive skewness.

The mixed bounded distribution function in this study uses additional spatial information, which was not included in the storm application. The introduction of PREC flood quantiles gives more information and therefore a larger inflection point can be selected. The inflection point was set to a recurrence interval of twenty years in the initial storm study (Hofherr et al., 2008). Owing to the PREC flood quantiles, this value was increased to 500 years. Even without additional information, it seems appropriate to use an inflection point of one hundred years for the flood frequency analysis due to the flood data availability.

The results in chapter four show that discharge estimates of up to $T = 1000$ years are possible due to the additional spatial information. This was the requirement for the flood hazard estimation to allow flood risk estimates for this recurrence interval and a consistent comparison with the risk of earthquakes.

5.4 Further research

The improved discharge estimates for a given recurrence interval (e.g. $T = 100, 200, 500$ and $1000$ years) can be used for flood risk analyses. Therefore, it is necessary to consider the whole flood risk chain and to include flood hazard estimation as well as the vulnerability of the inundated area (see Fig. 1.1). First, the improved at-site estimates by a flood frequency analysis need to be regionalised along the whole river system. The Topkriging-approach (Skoien et al., 2006) is therefore an adequate geostatistical regionalisation method which extended the traditional kriging approach by the inclusion of the river network system in the interpolation process. Second, the resulting inundation area has to be calculated. An inundation model for Germany is currently under development. As soon as this model is presented, it might be possible to use the regionalised improved flood quantile estimates in combination with the inundation model. Third, the inundated areas can be coupled with a damage estimation model such as FLEMOps (Thieken et al., 2008), which estimates the probable loss of a given recurrence interval (see Fig. 1.1).

Thus, the effect of the use of the mixed bounded distribution on the flood loss estimation can be shown by a comparison with the loss estimates based on the quantile estimates of a traditional distribution function. The final loss estimates, which include the flood hazard estimates based on the mixed bounded distribution function, can be compared with the loss estimates of storm and earthquakes.
5.5 Concluding remarks

This thesis improved the estimation of large flood quantiles. This was realised by using PREC flood quantiles and an upper bound discharge as additional spatial information. The main relevant details of the PREC concept were investigated and its principal influential aspects on the estimation of the PREC flood quantiles were emphasised. The variability of PREC flood quantiles due to a modification of the pooling group was estimated by a sensitivity analysis. The refinement of the intersite correlation approach leads to better estimates of the recurrence interval. The benefit of PRECs for flood frequency analyses was demonstrated by introducing PREC flood quantiles into the at-site flood frequency analysis. By doing so, and also under consideration of an upper bound discharges derived by an empirical envelope curve, flood quantile estimates for recurrence intervals of 1000 years were improved by the inclusion of these two different types of additional information for the upper tail of the distribution function.
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