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In two self-paced reading experiments, we investigated the effect of changes in antecedent complexity on processing times for ellipsis. Pointer- or “sharing”-based approaches to ellipsis processing (Frazier & Clifton 2001, 2005; Martin & McElree 2008) predict no effect of antecedent complexity on reading times at the ellipsis site while other accounts predict increased antecedent complexity to either slow down processing (Murphy 1985) or to speed it up (Hofmeister 2011). Experiment 1 manipulated antecedent complexity and elision, yielding evidence against a speedup at the ellipsis site and in favor of a null effect. In order to investigate possible superficial processing on part of participants, Experiment 2 manipulated the amount of attention required to correctly respond to end-of-sentence comprehension probes, yielding evidence against a complexity-induced slowdown at the ellipsis site. Overall, our results are compatible with pointer-based approaches while casting doubt on the notion that changes antecedent complexity lead to measurable differences in ellipsis processing speed.
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1 Introduction

Murphy (1985) observed elevated whole-sentence reading times for the second clause in (1b) as compared to (1a).

(1) a. Jimmy swept the floor. Later, his uncle did too.
   b. Jimmy swept the tile floor behind the chairs free of hair and cigarettes.
      Later, his uncle did too.

In these examples, the sentence Later, his uncle did too contains a verb-phrase ellipsis, such that the auxiliary did is taken to carry the meaning of the entire verb phrase of the preceding clause. Murphy explains his experimental findings by assuming a process that copies the antecedent string into the ellipsis site. The assumption that it should take more time to transfer larger amounts of information is rather straightforward if one assumes a constant rate of throughput. Since the copied antecedent meaning is more complex in (1b) than in (1a), it is not surprising that processing time for the ellipsis should increase, given that the predication made of Jimmy’s uncle becomes more complex as well.

Clearly, ellipsis is an anaphoric device, and thus superficially similar to pronouns like he or she. It can thus be assumed that some sort of memory retrieval is initiated when the ellipsis site is encountered. However, Murphy’s invocation of a copying process implies that information is duplicated, unlike in the case of pronouns, which simply refer back
to an existing discourse entity.¹ Indeed, the uncle’s sweeping in (1) is not identical with Jimmy’s own sweeping, but refers to an independent event taking place at a different point in time.

Later studies have found no antecedent complexity effects on ellipsis processing. Using self-paced reading and a speed-accuracy trade-off (SAT) procedure, respectively, both Frazier & Clifton (2000) and Martin & McElree (2008) failed to find any evidence of longer antecedents leading to slowed processing at an ellipsis site. Based on their earlier findings, Frazier & Clifton (2001) conclude that copying is “cost-free”, that is, it involves no measurable computational effort. Martin & McElree (2008) propose to do away with the copying metaphor and instead think of ellipsis as a pointer into memory. The reasoning behind the latter approach is that it is sufficient to create a link between an existing representation of the antecedent and the ellipsis site, much like creating a shortcut to a computer file, rather than creating a duplicate. This view is equivalent to what Frazier & Clifton (2005) call “structure sharing”: in essence, one and the same phrase is attached in two places at once. Under this view, ellipsis is no different from pronouns in that it simply refers back to an existing linguistic entity.

In fact, having failed to find an antecedent complexity effect in a second experiment where a sentence intervened between ellipsis and antecedent, Murphy (1985) also introduces the concept of a memory pointer. He argues that comprehenders have both a structure-based and discourse-based mechanism for recovering an antecedent at their disposal. The latter is conceived of as a memory pointer and thus not subject to complexity effects (Murphy 1985: 293) while the former is argued to involve word-by-word copying. Having a clause intervene between ellipsis and antecedent arguably forces readers to fall back on the discourse-based pointer mechanism, presumably because increased distance makes the syntactic or semantic representation of the antecedent unrecoverable.

The pointer/sharing approach runs contrary to the point made above about the independence of ellipsis and antecedent. It involves, to use a term from programming, a “shallow copy” of the antecedent: the ellipsis site is interpreted by looking up the stored value from memory, but does not contain any information besides the pointer. A “shallow copy” is also used in Frazier & Clifton’s (2001) account, thus rendering it equivalent in terms of predictions to the pointer/sharing view. Murphy (1985), on the other hand, assumes a “deep copy”, where the information is present in both positions, as the basis for interpretation for the ellipsis. This latter conception is also often implicitly assumed in theoretical linguistics, especially if the ellipsis site is assumed to contain syntactic information (e.g., Williams 1977; Merchant 2001).² As Martin & McElree (2008: 882) explicitly assume that the antecedent’s memory representation is accessed based on its “required morpho-syntactic, semantic, referential, and pragmatic properties”, we will not subscribe to or compare any accounts which claim that ellipsis processing is exclusively syntax-, semantics- or discourse-based. In fact, the question is orthogonal to the issue of antecedent complexity, as an increase in complexity on any of the aforementioned levels will usually be accompanied by increased complexity on the other levels. However, it does strike us as being most likely that the sentence processor makes use of as much

¹ Note that the idea that pronouns are, underlyingly, copies of their antecedents, used to be fairly common in theoretical linguistics, but has long since become marginalized (Hankamer & Sag 1976). Pronouns cannot simply be replaced by their antecedent noun phrases in most contexts, as shown by sentences like The caterpillar will be able to fly when it will be transformed into a butterfly (Grinder & Postal 1971: 269).

² See e.g., Dalrymple et al. (1991) for examples of empirical problems caused by a purely syntactic view.
information as it can, irrespective of the source, in order to successfully complete the retrieval.³

Both Murphy’s (1985) experiment and the studies of Frazier & Clifton (2000) and Martin & McElree (2008) have been criticized by other scholars. Tanenhaus & Carlson (1990) note that Murphy’s long antecedents may have contained temporary attachment ambiguities, while Phillips & Parker (2014) point out methodological flaws in the two more recent studies (see also Paape 2016: 3), which are discussed below.


(2) a. Sarah left her boyfriend last May. Tina did too.
   b. Sarah got up the courage to leave her boyfriend last May. Tina did too.

There were only twelve items in this study, six of which were accompanied by comprehension questions that did not target the interpretation of the elliptical clause. In addition to the sentences shown above, there were two additional versions of the complex – that is, (2b) – variant of each item in which the two clauses were connected by the conjunction and, which means that each subject tested contributed four data points for every cell of the design. No significant effects of antecedent complexity on reading times for the elliptical clause were found, but there was a trend of 50 ms (SE: 28 ms) towards the segment Tina did too being read more slowly when the antecedent was complex.

As pointed out by Phillips & Parker (2014: 91), this result raises at least three major concerns. First and foremost, even though sixty subjects participated in the experiment, there could be a loss of power due to the relatively small number of observations from each participant. Moreover, and this applies to the studies of Murphy (1985) and Martin & McElree (2008) as well, measuring at the end of a sentence may introduce confounds from so-called wrap-up effects (Just & Carpenter 1980). The basic observation is that readers generally spend more time reading sentence-final regions, as well as triggering more and longer saccades in eye-tracking, which has been attributed to an overhead of comprehension processes that were not carried out during the reading of the stimulus. Whatever the exact nature of these processes, it is conceivable that their application may mask an effect of antecedent complexity on ellipsis processing. A related criticism is connected to spillover effects. Especially in self-paced reading, the effect of an experimental manipulation often only appears one or two regions downstream from where it would be expected, indicating that subjects do not finish processing each presentation region before continuing to the next one. It is thus possible that readers were still busy integrating the antecedent into the first clause when they encountered the second one, and that any observed effect of complexity is due to processing spillover.

The final concern is about the effect of task demands on reader behavior. Studies have repeatedly shown that readers adapt to experimental demands: they may fail to carry out processing steps necessary for reference assignment (Foertsch & Gernsbacher 1994), underspecify syntactic attachments (Swets et al. 2008) and leave quantifier scope ambiguities unresolved (Dwivedi 2013) in the absence of explicit motivation in the form of well-designed comprehension tests. As reported above, Frazier & Clifton (2000) did not query which meaning their readers had derived for the elliptical clause, and in fact did not ask any comprehension questions in half of the experimental trials. Martin & McElree (2008)

³ An anonymous reviewer notes that a recent study by Cai et al. (2013) showed no evidence that ellipsis leads to structural priming, which can be taken to imply than syntactic information is not relevant. However, Xiang et al. (2014) did find a structural priming effect, and indeed the mere retrieval of a syntactic representation of the antecedent does not necessarily imply that any priming should be expected, given that – arguably – no structure is actively computed.
used a speed-accuracy trade-off paradigm which involved end-of-sentence grammaticality judgments. These could, however, be made correctly by simply monitoring the animacy of the unelided subject of the VP ellipsis, a strategy which does not require any deep processing of the elided part of the clause (cf. Phillips & Parker 2014: 91).

Given the concerns raised above, we feel that the issue of antecedent complexity effects in ellipsis processing has not yet been satisfactorily resolved. In our own studies reported below, we attempt to address the problems noted by the aforementioned critics. Experiment 1 resolves the issue of end-of-sentence measurements, in addition to using a non-elliptical control condition, while Experiment 2 directly tests for an influence of task demands on antecedent complexity effects. First, however, yet another perspective on the possible effects of antecedent complexity on ellipsis processing will be introduced; it predicts that instead of slowing down the interpretation process, increased complexity of the antecedent should result in a speedup.

Hofmeister (2011) investigated the processing of cleft sentences, which contain a filler-gap dependency between the clefted constituent and the position it was extracted from. In (3), the phrase a (...) communist is the object of the verb banned, and thus has to be retrieved from memory when the verb is read to compute the meaning of the clause.

(3) It was [a communist]/[an alleged communist]/[an alleged Venezuelan communist] who the members of the club banned from ever entering the premises.

In a self-paced reading study, Hofmeister found that reading times right after the verb banned decreased with the complexity of the filler phrase. Further experiments showed that increasing the semantic specificity of the antecedent also decreased processing times at the gap when string length was kept constant (which person vs. which soldier), but that making the filler difficult to process (the lovable military dictator) resulted in a slowdown rather than a speedup. Hofmeister concludes that more elaborate descriptions of retrieval targets aid memory access as long as they are “typical” (ruthless military dictator showed an advantage over dictator). He proposes that features which are closely associated (ruthless – dictator; wealthy – celebrity) will speed up access to the memory target because activation spreads from feature to feature.

Coming back to ellipsis, if the event description encoded by the retrieval target – that is, the verb phrase in (1) – becomes more elaborate, it should become easier to access. Informally, when a reader of (1b) encounters the word did, remembering that Jimmy did something involving hair and cigarettes might facilitate access to the sweeping event described by the antecedent. While this is precisely the opposite of what Murphy (1985) observed, it is possible that any advantage due to elaboration was lost due to idiosyncrasies of the items used in his study. In Murphy’s (1a), it does not matter whether the floor was still dirty when Jimmy’s uncle swept it, while in (1b) it clearly was, which requires a laborious inference on part of the reader.

In the two self-paced reading studies we present in this paper, we investigated the processing of ellipses with antecedents of varying complexity. In order to broaden the scope of the inquiry, Experiment 1 focused on German instead of English. Since VP ellipsis does not exist in German, stimulus sentences in this experiment contained a construction known as bare argument ellipsis, also called “stripping”. Experiment 1 improved upon previous studies that did not feature control conditions without ellipsis – Martin & McElree (2008) being a notable exception – and featured a subset of comprehension questions that directly targeted the interpretation of the elliptical clause. Experiment 2 addressed the concern originally raised by Phillips & Parker (2014) that superficial processing may have played a role in the studies of Frazier & Clifton (2000) and Martin & McElree (2008). To this aim, we manipulated the types of comprehension questions that participants had to
answer, much like Swets et al. (2008) did when investigating the resolution of temporary syntactic ambiguity.

2 Experiment 1

Bare argument ellipsis or ‘stripping’ deletes an entire clause, with the exception of one constituent, plus an adverb in some cases (Hankamer & Sag 1976). A German example is given in (4), where the second of the conjoined clauses is understood to mean *John wanted to jump over the fence as well.*

\[(4)\]  
\[
\text{German} \\
\text{Peter wollte über den Zaun springen und Johann ebenfalls.} \\
\text{Peter wanted over the fence jump and John as well} \\
\text{‘Peter wanted to jump over the fence and John (did) as well.’}
\]

Stripping targets constituents which are larger than VP, as evidenced by the fact that the modal is deleted along with the lexical verb. Apart from this, we know of no reason why the processing of stripping constructions should differ fundamentally from that of VP ellipsis in English, other than that cues for a different kind of retrieval target are set, and that the cueing element in this case is an adverb rather than an auxiliary. As with VP ellipsis, when the gap site is identified, the processor needs to look for a suitable antecedent whose meaning (or structure) the gap is to be identified with. In this example, the antecedent consists of the string *wollte über den Zaun springen,* ‘wanted to jump over the fence’.

2.1 Materials

A sample stimulus from Experiment 1 is shown in (5). Diamonds indicate the boundaries of presentation regions during the experiment. The study employed a 2 × 2 design with the experimental factors antecedent complexity (simple vs. complex) and elision (ellipsis vs. control). A total of twenty-eight items were created. The stimuli are listed in Appendix A. Ninety filler items featuring a variety of constructions were also presented during each experimental session.

\[(5)\]  
\[
\text{Simple antecedent} \\
\text{Die Armee ◊ räumte ◊ einige wichtige Feldlager ◊ . . .} \\
\text{The army cleared some important field camps} \\
\text{‘The army cleared some important field camps ...’}
\]

\[
\text{Complex antecedent} \\
\text{Die Armee ◊ ließ ◊ nach dem Gefecht ◊ einige wichtige Feldlager ◊ räumen ◊ . . .} \\
\text{The army let after the battle some important field camps clear} \\
\text{‘The army had some important field camps cleared after the battle ...’}
\]

\[
\text{Continuation} \\
\text{. . . und ◊ der kluge Befehlshaber ◊ der Aufständischen ◊ . . .} \\
\text{and the clever commander of the insurgents} \\
\text{‘... and the clever commander of the insurgents ...’}
\]

\[
\text{Ellipsis} \\
\text{. . . ebenfalls ◊ . . .} \\
\text{as well}
\]
Control
. . . rückte vor . . .
advanced

Continuation
. . . ohne allerdings die Sicherung seiner Versorgungslinien zu vernachlässigen.
without however the protection of his supply lines to neglect
‘... without, however, neglecting the protection of his supply lines.’

All experimental sentences featured the same structure, namely an antecedent clause connected to another clause via the conjunction *und*, ‘and’. The critical region is the final word of the second clause, which is either the adverb *ebenfalls*, ‘as well’, or an intransitive lexical verb. The adverb signaling the ellipsis remained the same across all items while the verbs in the control conditions differed. Antecedent complexity was manipulated by adding a modal verb or auxiliary and an adjunct to the simple version of the first clause.\(^4\)

The sentence continues after the critical region in order to prevent wrap-up effects due to periods and allow for spillover.

2.2 Participants
Sixty native speakers of German participated in the experiment. These were recruited from the Vasishth Lab’s subject pool at the University of Potsdam, which is administrated and maintained through ORSEE (Greiner 2015). Each subject was either paid 6 € or received course credit. Informed consent from the participant was obtained before each experimental session. The experiment complied with the June 1964 Declaration of Helsinki (carried out by the World Medical Association and entitled “Ethical Principles for Medical Research Involving Human Subjects”), as last revised. In accordance with German NSF (DFG) guidelines, for experiments with unimpaired adult populations, the ethics approval is required by the Principal Investigator (in this case, Prof. Dr. Shravan Vasishth).

2.3 Procedure
The experimental stimuli were presented in a latin-square design using the Linger software written by Douglas Rohde (Rohde 2003), along with the filler items. Presentation order was randomized at runtime. Participants were instructed to read silently at their normal pace. Each trial started with a white screen that was displayed for 1000 ms and that could not be skipped. The sentence was then shown in masked form, that is, with all characters except spaces replaced by underscores (_). Participants pressed the space bar to replace the underscores with the corresponding regions of the sentence, displayed in 20 pt Courier New font. Presentation was non-cumulative, that is, previous regions reverted back to underscores upon continuation. Times between button presses were recorded. After every sentence, a statement was shown that participants were required to judge as being either true or false, based exclusively on the information given by the stimulus. For instance, a subject reading the simple/ellipsis version of (5) would have been required to judge the statement *A clever commander had some important field camps cleared* (true) while a subject reading the complex/control version would have judged

\(^4\) The causative verb *lassen*, ‘let’, is, strictly speaking, neither a modal verb nor an auxiliary, even though it is known to behave like one of the former in most respects (Bader 2014). For the purposes of the present study, the central requirement was that *lassen* embeds an infinitive and is deleted along with it in ellipsis. Other items featured more typical modals such as *wollen*, ‘want’, *müssen*, ‘must’, and *sollen*, ‘should’, or the auxiliary *haben*, ‘have’.
the statement *A clever commander had to clear some important field camps* (false). The ratio of true to false statements was 1:1 across the entire experiment. Out of fifty-fix possible cases (twenty-eight items times two conditions), twenty-one comprehension tests targeted the interpretation of the ellipsis. Other statements targeted either the antecedent or other parts of the stimulus sentences. Participants were given the opportunity to take a break after completing half of the experiment.

2.4 Predictions

If ellipsis is interpreted via a memory pointer mechanism (Frazier & Clifton 2005; Martin & McElree 2008) or, equivalently, a cost-free whole-clause copying mechanism (Frazier & Clifton 2001), we expect no effect of the antecedent complexity at the critical region – that is, the ellipsis site – in the elided conditions. However, under the copying account of Murphy (1985), we expect longer reading times at the critical region for sentences with complex antecedents in the ellipsis conditions only. As no clause intervenes between antecedent and ellipsis site, Murphy’s theory predicts that readers should not fall back on a discourse-based processing mechanism, which would otherwise lead us to expect no effect of antecedent complexity. Finally, if more elaborate antecedents are easier to retrieve from memory, as would be expected given the findings of Hofmeister (2011), reading times at the critical region should be shorter for sentences with complex antecedents in the ellipsis conditions.

Note that both the Murphy (1985) and Hofmeister (2011) accounts predict an interaction between antecedent complexity and elision. This is important because antecedent complexity is completely confounded with the ellipsis site’s position in the sentence. Any main effect of the complexity manipulation could thus be due to changes in participants’ reading speed as they progress through the sentence (Ferreira & Henderson 1993; Demberg & Keller 2008). Martin & McElree (2008) circumvented this problem by adding material between antecedent and ellipsis in the simple antecedent conditions, which, however, increases the distance between the end of the antecedent clause and the ellipsis site, as well as introducing the possibility that the processing of the additional information may interfere with the encoding or retrieval of the antecedent. Being faced with two less-than-optimal alternatives, we opted to stay as close as possible to the designs of Frazier & Clifton (2000) and Murphy (1985), which did not keep sentence length constant across conditions.

Looking more closely at the results of Martin & McElree (2008), it should be noted that according to Foraker & McElree (2011), the failure to find an effect of a manipulation on processing speed in an SAT paradigm by itself does not entail that there should also be no effect on reading times in comparable self-paced reading or eye-tracking studies. Foraker & McElree (2011) argue that even if only the asymptotic accuracy – the highest level of accuracy that participants are able to reach with their grammaticality judgments – is affected in SAT, reading times in self-paced reading or eye-tracking may differ between conditions due to retrieval failures or low-quality interpretations. More specifically, a drop in asymptotic accuracy in SAT may translate to higher reading times due to reprocessing (McElree & Nordlie 1999). Martin & McElree (2008) largely failed to find effects of antecedent complexity on asymptotic accuracy, with the exception of their Experiment 6, where an additional full noun phrase within the antecedent lowered accuracy. Based on this isolated result, higher reading times should be predicted for antecedents containing more full noun phrases. However, in Martin & McElree’s other experiments, which also included an eye-tracking study, the presence of additional noun phrases in complex antecedents did not measurably affect accuracy or reading times, calling the result of Experiment 6 into question. We thus take Martin & McElree’s evidence to point more
strongly in the direction of there being no effect of antecedent complexity on ellipsis processing across paradigms, and indeed this appears to be the position adopted by the authors.

2.5 Data analysis
All data from the first participant were discarded before analysis as this session was considered a trial run, which revealed several minor mistakes. The remaining data were analyzed using the statistics software R (R Core Team 2015). Linear mixed-effect models were fit to reading times and question response accuracies with the package rstanarm (Gabry & Goodrich 2016), which provides an interface between R and the Stan programming language for Bayesian statistical inference (Stan Development Team 2016). The data and code for both experiments will be released with the publication of this article.

One advantage of Bayesian inference in Stan is that a hierarchical linear model can almost always be fit with full variance-covariance matrices for subject and item random effects (Sorensen et al. 2016); this is often difficult to achieve with the lme4 function (Bates et al. 2015b; see Bates et al. 2015a for further discussion). Another advantage is the more straightforward interpretation of results in a Bayesian setting. Instead of computing confidence intervals, which somewhat unintuitively refer to hypothetical repeated sampling (Hoekstra et al. 2014), a Bayesian credible interval specifies plausible values of the parameters given the data at hand. This makes inference much more straightforward compared to Null Hypothesis Significance Testing (see Nicenboim & Vasishth 2016 for a review).

Reading times below 150 ms, which are (arguably) unlikely to be generated by linguistic processes, were removed prior to analysis; this resulted in a loss of less than 1% of data. The experimental factors were sum-coded. For the factor antecedent complexity, the complex conditions were coded as 1 and the simple conditions were coded as −1, respectively. For the factor elision, the ellipsis conditions were coded as 1 and the control conditions were coded as −1. As visual inspection of the reading time distributions suggested some amount of heteroscedasticity in the data, the Box-Cox procedure (Box & Cox 1964) was applied, which suggested reciprocal transformation of reading times (1/RT) and logarithmic transformation of question-response times. Reciprocal reading times were multiplied by a factor of −1000 to allow for easier interpretation. All models included random intercepts and slopes by subjects as well as by items for each estimated parameter, including interaction parameters. The prior distribution for each estimated parameter was a normal distribution with mean zero and a standard deviation of 2.5, except for the intercept, for which a standard deviation of 10 was used. The LKJ prior (Lewandowski et al. 2009) with parameter 1 was used for the variance-covariance matrices of the random effects for subjects and items; this imposes a regularization on the prior distribution of the variance-covariance matrix (see Stan Development Team 2016 for details, and Sorensen et al. 2016 for a tutorial intended for psycholinguists). Besides fitting models to individual regions of interest, as is commonly done in psycholinguistics, we also fitted a model that took into consideration all data points from the second-to-last region leading up to the ellipsis site (crit–2) to the second region after the ellipsis site (crit + 2). The region predictor was coded using a successive differences contrast, meaning that the model is estimating the differences in processing times between each two adjacent regions, starting with region crit–2. The region-by-region analyses can thus be seen as nested comparisons within the overall model (see

---

5 An LKJ prior with parameter 1 assigns equal probability mass to all possible correlation values. An sd(0,10) prior on the intercept gives values between −19.6 on the transformed −1000/RT scale, and values close to ±1600 ms on the original scale. This uninformative prior serves as a sanity check to see if the model can recover a sensible intercept.
Nicenboim et al. 2016). To account for the fact that reading times within the same trial are not independent, we added a random intercept by trial to the model.

Four sampling chains with 4000 iterations each were run for each model, with a warm-up period of 2000 iterations. We report the estimated parameters, along with their 95% credible intervals and the posterior probability that the parameter’s true value is greater than zero. We judge there to be evidence for an effect if zero is not included in the associated 95% interval. We consider there to be weak evidence for an effect – which is to be distinguished from the effect itself being weak – if zero is within the interval but the probability of the parameter being above or below zero is high (> 95%).

2.6 Results
2.6.1 Question responses
Question response accuracy was 88% for all items and 85% for target items. The analysis of response accuracies revealed no effects of the experimental manipulations. However, there is some evidence of response times being elevated for ellipsis versus control sentences ($\hat{\beta} = 0.031$, CrI: $[-0.004, 0.067]$, Pr ($\hat{\beta} > 0$) = 0.96). See Figure 2 for the results.

2.6.2 Reading times
Figure 1 plots back-transformed mean reciprocal reading times (see above) by region, along with 95% confidence intervals. Figure 3 shows the results for individual regions of interest. Analyzing the regions between antecedent and ellipsis site is critically important because of the concern that processing spillover from the antecedent may influence reading times at the critical regions. In region crit–2, sentences with complex antecedents were read faster than sentences with simple antecedents ($\hat{\beta} = -0.029$, CrI: $[-0.056, -0.002]$, Pr ($\hat{\beta} > 0$) = 0.02), indicating that there is no spillover from processing the antecedent. The complexity advantage – which may reflect a speedup due to having processed additional words – persists into region crit–1 ($\hat{\beta} = -0.025$, CrI: $[-0.049, 0.001]$, Pr ($\hat{\beta} > 0$) = 0.03), but disappears as soon as the critical region is encountered. If anything, antecedent complexity increased reading times at the critical region, both for

![Figure 1: Experiment 1 – Mean reading times (back-transformed, on reciprocal scale) by region and condition. Error bars represent 95% confidence intervals.](image-url)
ellipsis and control sentences, but the evidence is very weak ($\hat{\beta} = 0.012$, CrI: $[-0.019, 0.043]$, Pr ($\hat{\beta} > 0$) = 0.78). The critical region shows a main effect of elision, such that ellipsis is processed faster than the lexical verbs in the control conditions ($\hat{\beta} = -0.180$, CrI: $[-0.229, -0.132]$, Pr ($\hat{\beta} > 0$) $\approx 0$). In the region following the ellipsis (crit + 1), there is
again weak evidence for a complexity-induced speedup ($\hat{\beta} = -0.020$, CrI: [-0.048, 0.007], Pr ($\hat{\beta} > 0$) = 0.08). There was no evidence for an interaction between antecedent complexity and elision in any region.

Figure 4 shows the estimated parameters from the model fitted to regions crit–2 through crit + 2 together. In addition to an overall complexity advantage ($\hat{\beta} = -0.029$, CrI: [-0.054, -0.005], Pr ($\hat{\beta} > 0$) = 0.01), sentences with complex antecedents show a smaller difference between region crit–1 and the critical region ($\hat{\beta} = 0.037$, CrI: [0.003, 0.070], Pr ($\hat{\beta} > 0$) = 0.98), but a larger difference between the critical region and region crit + 1 ($\hat{\beta} = -0.065$, CrI: [-0.016, 0.002], Pr ($\hat{\beta} > 0$) = 0.03). This finding matches the patterns observed in the by-region analyses. Elision, meanwhile, increases the difference in processing times between regions crit–1 and the critical region ($\hat{\beta} = -0.170$, CrI: [-0.212, -0.127], Pr ($\hat{\beta} > 0$) ≈ 0), but decreases the difference between the critical region and region crit + 1 ($\hat{\beta} = 0.176$, CrI: [0.133, 0.221], Pr ($\hat{\beta} > 0$) ≈ 1), matching the main effect of elision observed in the critical region itself.

While there was no evidence of an interaction between the elision and complexity manipulations at the critical region, the main effect of complexity that is visible in the overall analysis is of theoretical interest. As we were interested in further investigating the effect of antecedent complexity on reading times for the critical region, we subjected the relevant coefficient from the single-region model, whose estimate showed only very weak evidence for being positive, to a Bayes Factor analysis. A hypothesis test based on the Bayes Factor provides a way to quantify the support for the model under which the observed data are most likely (Wagenmakers et al. 2010). We chose to perform multiple order-restricted analyses, meaning that sampling was restricted to either only positive or only negative coefficient values, respectively, in order to better gauge the amount of evidence for or against the coefficient in question being different from zero in a given direction. By using left- or right-truncated prior distributions,

![Figure 4: Experiment 1 – Caterpillar plot of means and 95% credible intervals for parameters of interest, one model fit across regions crit–2 through crit+2. diff parameters represent successive differences between regions, in linear order. el = elision, comp = complexity.](image)

Both difference parameters are negative, which means that an interaction with a negative sign indicates a larger difference while one with a positive sign indicates a smaller difference.
it is possible to quantify support against the null hypothesis and also in favor of it, relative to a directed alternative hypothesis. Additionally, the conclusions from the Bayes Factor test are more conservative than those based on credible intervals: Even a 95% credible interval that does not include zero does not guarantee a high value of the Bayes Factor, that is, it does not guarantee strong support for the alternative hypothesis (Wagenmakers et al. 2010).

We used the Savage–Dickey density ratio method (Dickey & Lientz 1970) to compute the Bayes Factor, following Wagenmakers et al. (2010). Even though the posterior distributions for the model parameters are generally not sensitive to the prior settings, the Bayes Factor is acutely so. When priors are too wide (too uninformative), the alternative hypothesis assigns too much prior mass to values that yield very low likelihoods. This in turn means that without proper specification of priors, the null hypothesis would be always more likely than the alternative hypothesis, since its prior mass in concentrated in zero. Three normal distributions of different widths were used as priors on the complexity coefficient (on the transformed scale): $N(0, 0.05)$, $N(0, 0.025)$ and $N(0, 0.005)$. Model specifications were otherwise left unchanged. With $N(0, 0.05)$, 95% of the probability mass will be in the interval $[0, 0.1]$ for a left-truncated normal distribution and in the interval $[-0.1, 0]$ for a right-truncated normal distribution. The corresponding values on the original scale are 69 ms, 34 ms and 7 ms, respectively. Figure 5 shows the

![Figure 5: Experiment 1 – Density plots for the Bayes factor analysis. Blue = prior density, red = posterior sample density.](image-url)
calculated Bayes factor values for the different priors, along with density plots for the prior distributions versus posterior samples.\textsuperscript{7} For the right-truncated priors, the value of the Bayes factor depends heavily on the spread of the distribution: For the widest prior, the null hypothesis is more than twelve times as likely as the alternative hypothesis that the complexity effect is negative, while for the narrowest prior it is still between two and three times as likely. For the left-truncated priors, the null hypothesis is between two and three-and-a-half times as likely to be true, depending on the spread – and thus the informativeness – of the prior. Note that unlike for left-truncated priors, the point of maximum probability density for the posterior samples given right-truncated priors is always at zero. On the whole, the analysis shows that for all but the most narrow distributions the prior restriction that the complexity effect should be negative or null leads to more evidence in favor of the null hypothesis compared to when the effect is restricted to be positive or null. There is thus evidence that the effect is probably not negative, and more likely to be null than positive, even though the latter conclusion is only weakly supported if one adheres to common interpretation guidelines for the Bayes factor (Raftery 1995).

2.7 Discussion

Three main results were obtained in the current study:

(I) Ellipsis was processed faster than the lexical verbs used in the control conditions.

(II) Overall, having processed a longer and more complex antecedent led to faster reading times across later regions.

(III) At the critical region, the speedup was temporarily suspended. An analysis based on the Bayes factor yielded evidence in favor of a null effect of the complexity manipulation at the critical region.

Finding (I) may be trivially explained by the fact that the critical region was shorter in the ellipsis compared to the control conditions for most items. The prediction of an interaction between the elision manipulation and antecedent complexity was not borne out in the data, a result that is most consistent with pointer-based accounts of ellipsis resolution (Frazier & Clifton 2001, 2005; Martin & McElree 2008). Furthermore, finding (III) suggests that the overall speedup induced by the complexity manipulation was nullified at the critical region, rather than turning into a slowdown, further supporting pointer-based approaches. Even if there had been evidence of such a slowdown – which, given the Bayes factor results, would need to be of a very small magnitude – we would still have needed to explain why it would appear in both the ellipsis and control conditions (see discussion below).

We believe that finding (II) has a mechanistic explanation: readers tend to read faster if they are deeper into the sentence already. The “complexity”-induced speedup would thus be a length or, equivalently, a linear position effect. Given our initial predictions, we found no evidence that increased antecedent complexity slowed down the processing of the ellipsis, as predicted by Murphy’s (1985) account, or contrariwise led to speedier processing of the ellipsis, as predicted by the account of Hofmeister (2011). Rather, the

\textsuperscript{7} Note that as we are using the logspline package (Kooperberg 2016) in R to estimate the marginal posterior density at zero, there is some variation in the calculated Bayes factors when the computations are run multiple times. In our test runs, each Bayes factor varied within the limits of approximately ±0.5 of the values shown in Figure 5.
Bayes factor analysis showed that the data are largely inconsistent with the assumption that increased complexity leads to faster processing.

### 2.8 A potential influence of within-sentence wrap-up

The results at the critical region warrant closer inspection, as one might argue that the observed temporary suspension of the speedup effect could be due to wrap-up caused by the comma at the end of the second conjunct. If wrap-up reflects integration processes at the end of a clause, since integrating more complex meanings takes longer, readers will possibly spend more time on the final region of the second conjunct if the first conjunct contains more information. This may then momentarily cancel out the speedup that is visible before and after the critical region. When designing the experiment, we avoided having the ellipsis followed by a period, neglecting that commas also create wrap-up effects, albeit of a smaller magnitude (Warren et al. 2009). In our defense, it is quite impossible to study clausal ellipsis without having the end of the elided clause marked somehow in the input. In any case, there is evidence from eye-tracking suggesting that wrap-up at punctuation marks such as commas is not influenced by the complexity of the sentence (Rayner et al. 2000; Warren et al. 2009), which casts doubt on the assumption the complexity effect observed at the critical region is only due to the comma.

If anything, one would need to claim that the position-based speedup in reading that has been observed repeatedly (Ferreira & Henderson 1993; Demberg & Keller 2008) is completely suspended during wrap-up. As a quick check of this assumption, we fitted a Bayesian linear mixed-effects model to the data from our filler items. In this model, linear position of the presentation region within the sentence and the presence or absence of a comma were used as predictors. The comma factor was sum-coded with comma present being coded as 1, and region position was entered as a continuous predictor. The model revealed that there was indeed a position-related speedup ($\hat{\beta} = -0.010$, CrI: $[-0.021, 0.000]$, Pr ($\hat{\beta} > 0$) = 0.027), as well as a comma-induced slowdown ($\hat{\beta} = 0.057$, CrI: $[0.025, 0.091]$, Pr ($\hat{\beta} > 0$) ≈ 1), and an interaction with a negative sign: the speedup effect appears to be stronger rather than weaker when a comma is present ($\hat{\beta} = -0.008$, CrI: $[-0.017, 0.001]$, Pr ($\hat{\beta} > 0$) = 0.038). This implies that the presence of a comma probably did not result in a suspension of the speedup effect observed in our experimental items.

Given these findings, the possibility arises that the speedup was still in effect at the critical region, but was counteracted by a complexity-induced slowdown in the vein of Murphy (1985), resulting in the two effects canceling each other out. Under this assumption, however, one is left asking why the slowdown should also be present in the control conditions.

### 2.9 A possible issue of parallelism

There may be other reasons for not expecting an effect of the manipulation in our materials. Particularly, our use of the conjunction *und*, ‘and’, might be critical to understanding our failure to observe an interaction between antecedent complexity and ellipsis processing. The results of a cross-modal priming study by Callahan et al. (2010) are informative in this regard. In their Experiment 2, Callahan et al. presented sentences like (6) auditorily. Words that were either related or unrelated to the verb *read* in the initial clause (related: *reviewed*, unrelated: *reserved*) appeared on the screen at the positions marked in the example. Subjects were required to read these words aloud.

Results showed that naming responses to related words were faster at probe positions 3 and 4, but not at positions 1 and 2. Experiment 1 used only probe positions 1 and 2, revealing a priming effect at position 2, but not at position 1. Despite the priming effect at the conjunction itself not appearing consistently, Callahan et al. (2010) conclude that material from the first clause is reactivated during the processing of the second clause. The conjunction and arguably induces an expectation of parallelism, causing the retrieval and subsequent maintenance of the verb read, or possibly of the entire associated proposition, allowing for easier integration with the second conjunct. Callahan et al. (2010) suggest that active maintenance of antecedent information may be achieved through repeated retrievals prior to the ellipsis site which are cued by the conjunction. Even though parallelism has long since been known to facilitate the processing of coordinate structures (Frazier et al. 1984; Frazier et al. 2000), Callahan et al. (2010)’s sustained reactivation hypothesis is, to our knowledge, the first account to explicitly link this observation to working memory.

If the presence und, ‘and’, in our stimuli led participants to assume parallelism between the conjuncts, causing them to actively maintain information from the antecedent clause, there is an alternative explanation for the prolonged speedup effect we observed: participants were simply eager to reach the end of the second conjunct, since this is the point where the two propositions can be integrated. Crucially, sustained reactivation also obviates the need for a laborious retrieval at the critical region, since the necessary information is already available, thus predicting no detrimental effect of the complexity manipulation, apart from possible costs associated with discourse integration.

Even without sustained reactivation being a factor our stimuli, the lack of an interaction between antecedent complexity and elision can be explained if one assumes that lexical verbs can also trigger retrievals. This might be true especially in coordinate structures, where parallelism reinforces the semantic association between the conjuncts. Indeed, the control conditions in many of our sentences imply a causal connection between the two propositions, such as the commander advancing after the enemy’s field camps have been cleared in (7).

(7) The army cleared some important field camps and the clever commander of the insurgents advanced.

Pointer-based approaches (Frazier & Clifton 2001; Martin & McElree 2008) can account for the result by claiming that retrieval time is negligible across conditions, and that any complexity-induced slowdown reflects integration difficulty after retrieval. However, one would then need to assume that this integration difficulty is limited to and-conjoined sentences like the ones used in our study: Frazier & Clifton (2001) found no complexity effect for two-sentence discourses – but recall the study’s limitations noted in the introduction – and Martin & McElree (2008) found no complexity-induced change in ellipsis processing times for but-conjoined sentences.

2.10 A more precise notion of complexity-based facilitation is needed

Assuming that retrieval takes place in both the ellipsis and control conditions, the observed processing pattern would be more in line with the reasoning of Murphy (1985), where it takes more time to copy more information from the antecedent, than with that of Hofmeister (2011), where elaboration should lead to facilitation. Indeed, our analyses showed more evidence for the former view than the latter. However, as was pointed out before, Hofmeister (2011: 395) assumes that not all kinds of elaboration aid retrieval; only strongly associated features of a memory trace are predicted to have a facilitatory effect. Uncommon feature combinations (lovable dictator), while increasing encoding time,
will impede retrieval instead of providing easier access to the target. While Hofmeister’s results show that there is no direct connection between encoding time and retrieval time, it is by no means clear whether the elaboration provided by the complexity manipulation in the current study should have yielded any additional facilitatory anchors for memory access. The answer would depend, among other things, on whether the component parts of the antecedent are visible to the retrieval probe. If we assume that the search process that is initiated when a clausal ellipsis is encountered focuses on finding a phrase containing a verb, which is the semantic core of a clause, it might ignore any adjuncts or auxiliaries attached to it. If the search process is serial, the presence of such elements may even result in longer processing times. Taken at face value, however, the theory of Hofmeister (2011) should predict facilitation for our stimuli, given that clausal adjuncts are to sentence meaning what adjectives, as used by Hofmeister, are to a noun phrase, that is, elaborative modifiers. Thus, if the presence of an adjective influences the retrieval process, so should the presence of a clausal adjunct.

2.11 Conclusion

In short, Experiment 1 showed evidence in favor of a null effect of antecedent complexity on ellipsis processing times. The results should, however, be interpreted with a certain amount of caution. On the methodological side, one important shortcoming is that the experiment used sentences conjoined by und, ‘and’, possibly causing the control conditions not to work as intended. Our second study sidesteps the issue of parallelism by using but- instead of and-coordinated sentences. Unlike and, but evokes no expectation of parallelism between the two conjuncts, and indeed parallelism does not facilitate processing for but-conjoined sentences (Knoeferle 2014). The main goal of Experiment 2 was to investigate whether antecedent complexity effects in ellipsis processing are sensitive to task demands, as suggested by Phillips & Parker (2014) and Paape (2016). The design is inspired mainly by Swets et al. (2008)’s investigation of parsing preferences for a temporary syntactic ambiguity.

3 Experiment 2

Drawing from the literature on “good-enough” processing (e.g., Christianson et al. 2001; Ferreira 2003), Swets et al. (2008) explored whether asking different kinds of comprehension questions would influence readers’ on-line processing of syntactically ambiguous sentences in a self-paced reading experiment. The construction in question involves a relative clause whose attachment site is initially not obvious, as shown in (8). The gender of the reflexive himself/herself disambiguates the structure towards attachment to either the first NP (N1) or the second (N2) in (8b, c), but not in (8a).

(8)  
   a. The maid of the princess who scratched herself . . . ambiguous  
   b. The son of the princess who scratched himself . . . N1 attachment  
   c. The son of the princess who scratched herself . . . N2 attachment  
      . . . in public was terribly humiliated.

Subjects were divided into three groups according to the kind and frequency of comprehension questions that appeared along with the experimental sentences. One group of participants was asked questions that targeted the interpretation of the relative clause, such as Did the maid scratch in public? A second group answered questions that did not target the relative clause, and indeed did not require much attention to the sentences’ contents, such as Was anyone humiliated? A third group was also asked these superficial questions, but only on one out of every twelve trials.
Swets et al. (2008) found that participants expecting questions about the relative clause attachment took longer to read the post-disambiguation region if the attachment had been disambiguated toward N1 (8b) than for both of the other conditions. The pattern for readers in the two other groups looked different: they were faster in the ambiguous condition (8a) than in both the N1 and N2 conditions. These results indicate that readers’ syntactic processing strategies may change according to task demands. If participants know that their interpretation of an ambiguous sentence will be probed, they appear to preferentially choose one possibility, namely N2 attachment. If, however, participants do not have to worry about their interpretation being queried explicitly, they enjoy a processing advantage due to the possibility of not making an attachment decision at all. This is commonly referred to as underspecification.

Given that effects of task demands have also been observed in discourse processing (Foertsch & Gernsbacher 1994), it is conceivable that people have more than one strategy available for the resolution of ellipsis. Another possibility is that readers can be somewhat selective in terms of what information they retrieve – or, alternatively, maintain and integrate – at the ellipsis site. If comprehension of the elliptical clause is not probed too deeply, they might even opt to not resolve the anaphor at all. This latter view is rather extreme, given the implication that readers never make an effort to understand experimental stimuli unless explicitly motivated to do so. One might argue that since reliable effects of experimental manipulations can be observed even in studies which feature no or only shallow tests of comprehension, there must be some intrinsic motivation to interpret sentences even when there is no payoff. While this is a valid point, it is by no means clear whether we can rely on the compliance of our subjects in all cases, especially in light of recent findings on “good-enough” processing.

While Experiment 1 investigated bare argument ellipsis (“stripping”) in German, Experiment 2 used English VP ellipsis constructions, much like the aforementioned studies of Frazier & Clifton (2000) and Martin & McElree (2008). As the discussion of Experiment 1 suggested, the control conditions used in the previous study may not have served their purpose as intended, so for Experiment 2 we dispensed with them. Instead, subjects were divided into two groups which received different kinds of comprehension probes during the experiment. Since many of these were directly related to the interpretation of the elided VP, we can assume that any group-specific effects we observe will be connected to the presence of ellipsis, rather than to other aspects of the stimuli.

3.1 Materials

A sample stimulus from Experiment 2, along with two of the associated comprehension probes, is shown in (6). As before, diamonds indicate the boundaries of presentation regions during the experiment. The experimental factors used in this study were antecedent complexity (simple vs. complex) and probe type (superficial vs. detailed). In the current study, simple antecedent clauses always contained only a simple object NP (see below), while in complex antecedent clauses this object NP in turn contained a genitive modifier as well as additional adjectives. Note that unlike in Experiment 1, the antecedent complexity manipulation did not change the number of presentation regions. Probe type remained constant throughout each experimental session and divided subjects into two groups. The study thus employed a 2 (within-subjects) × 2 (between-subjects) design. A total of thirty-six items and one-hundred and sixty fillers were presented in random order during each experimental session. The stimuli are listed in Appendix B.
(9) **Antecedent preamble**
The advanced students ◊ loved ◊ . . .

---

**Simple antecedent**
. . . the afternoon session, ◊ . . .

---

**Complex antecedent**
. . . the late afternoon session’s many illustrative examples, ◊ . . .

---

**Continuation**
. . . but ◊ as of late ◊ it was evident ◊ that ◊ the mathematics lecturer ◊ did not,
◊ as ◊ the time-consuming preparation ◊ really ◊ exhausted her.

---

**Superficial probe**
A mathematics lecturer was mentioned.

---

**Detailed probe**
A lecturer did not love an afternoon session’s examples.

An additional difference in comparison to Experiment 1 is the presence of an extra clausal layer between antecedent and ellipsis. This increases the distance between the loci of encoding and integration of the antecedent, and may make subjects less likely to adopt a strategy based on memory maintenance or ‘sustained reactivation’ as observed by Callahan et al. (2010).

A negation occurred as part of the critical ellipsis region (*did not*) in half of the experimental items, like in (9). For the other half, the negation instead occurred in the antecedent region (*The advanced students did not love . . .* ) and the critical region consisted only of the auxiliary *did*. Comprehension probes appeared after each sentence in both groups, with equal numbers of true and false statements. As in Experiment 1, subjects were required to assess the veracity of the statements given the information in the preceding sentence. Probes in the superficial group always followed the template ___ was mentioned, featuring either an entity that appeared in the preceding sentence or an unrelated entity that had not been mentioned. Probes in the detailed group randomly targeted either the antecedent or the ellipsis, with either unchanged or reversed polarity, and sometimes with parts of the original string replaced by novel terms (*Some students loved a morning session;* correct answer: false). Other aspects of the sentences were never targeted.

### 3.2 Participants

Eighty-one native speakers of English recruited from the University of Massachusetts, Amherst participated in the study. Forty-one subjects were assigned to the superficial probe group, the remaining forty to the detailed probe group. All subjects received course credit for their participation, and informed consent was obtained before each experimental session. The study was approved by the local Institutional Review Board of the Linguistics Department at the University of Massachusetts, Amherst.

### 3.3 Procedure

The procedure was largely the same as in Experiment 1, apart from the changes to the comprehension probes described above. Instead of masked self-paced reading, as described for Experiment 1, Experiment 2 used centered self-paced reading to avoid line breaks occurring inside the antecedent region. In centered self-paced reading, each region is presented in the center of the screen and replaced with the next region when the space bar is
pressed. A fixation cross was presented for 1000 ms before each trial to mark the position of a given region’s first character.

3.4 Predictions

Assuming that the overall speedup in the complex antecedent conditions of Experiment 1 was due to the use of and, which creates an expectation of parallelism, we should see no such effect in the current experiment, given that but was used instead. Should such an effect nevertheless appear, one would need to adopt a more task-oriented explanation, such as readers being anxious to get to the end of the sentence as quickly as possible. This kind of strategy might make sense if readers are afraid they might forget the information they need to answer the comprehension questions. It would then also make sense for readers in the detailed probe group to show a larger speedup, as they can expect to be queried about the sentences’ contents more rigorously.

If a parallelism requirement induced by and was responsible for masking any antecedent complexity effects related exclusively to ellipsis processing in Experiment 1, reading times at the ellipsis site in the current study may increase, decrease or be unaffected as the antecedent becomes more complex. The first possibility would be consistent with the predictions of Murphy (1985), unless the increased distance between antecedent and ellipsis in comparison to Experiment 1 (see materials section) causes subjects to fall back on “discourse-based” processing. A decrease in ellipsis processing time for complex antecedents would support the notion of elaboration-based facilitation along the lines of Hofmeister’s (2011) account. A null result, meanwhile, would lend credibility to approaches in which antecedent complexity is not expected to influence ellipsis processing at all (Frazier & Clifton 2001, 2005; Martin & McElree 2008).

On the other hand, the latter account would be called into question most strongly if the detailed probe group showed evidence of complexity effects at the point of retrieval while the superficial probe group did not. This would imply that task effects are a factor in ellipsis processing, and that the studies of Frazier & Clifton (2000) and Martin & McElree (2008) may have yielded null results due to subjects being insufficiently motivated to interpret sentences carefully.

3.5 Data analysis

Data analysis was carried out in a manner analogous to Experiment 1. The experimental factors antecedent complexity and probe type were sum-coded, with the levels “simple” and “superficial” receiving the value –1 and the levels “complex” and “detailed” receiving the value 1, respectively. Again, all models featured the maximal random effects structure, to the exclusion of a random slope for probe type by subject, since this was a between-subjects factor. As before, models were fit to individual regions of interest as well as to all the data from within two regions around the ellipsis site together.

3.6 Results

3.6.1 Question responses

Mean question response accuracy across groups and conditions was 82%. Subjects in the superficial probe group reached 90% accuracy in both conditions, while subjects in the detailed probe group reached a mean accuracy of 74% in the simple antecedent condition, as compared to 72% in the complex antecedent condition. Results show that both increased antecedent complexity ($\hat{\beta} = 0.036$, CrI: [0.018, 0.053], Pr ($\hat{\beta} > 0$) ≈ 1) and membership in the detailed probe group ($\hat{\beta} = 0.23$, CrI: [0.176, 0.295], Pr ($\hat{\beta} > 0$) ≈ 1) increased response time. There was also an interaction between the factors ($\hat{\beta} = 0.024$, CrI: [0.006, 0.044], Pr ($\hat{\beta} > 0$) = 0.99), such that antecedent complexity led to elevated response
times only in the detailed group (nested comparisons: $\hat{\beta} = 0.06$, CrI: [0.036, 0.085], Pr ($\hat{\beta} > 0$) $\approx 1$). Response accuracy was lower for the detailed group ($\hat{\beta} = -0.428$, CrI: [-0.667, -0.199], Pr ($\hat{\beta} > 0$) $\approx 0$) and dropped with increased response time ($\hat{\beta} = -0.644$, CrI: [-1.000, -0.306], Pr ($\hat{\beta} > 0$) $\approx 0$). The results are shown in Figure 7.

### 3.6.2 Reading times

Figure 6 plots back-transformed mean reciprocal reading times (see above) by region, along with 95% confidence intervals. Figure 8 shows the results for individual regions of

![Figure 6: Experiment 2 – Mean reading times (back-transformed, on reciprocal scale) by region and condition. Error bars represent 95% confidence intervals.](image1)

![Figure 7: Experiment 2 – Question response times and accuracies: caterpillar plot of means and 95% credible intervals for parameters of interest. comp = complexity, p_type = probe type, log_rt = log response time.](image2)
interest. At region crit–2, sentences containing complex antecedents are read more quickly ($\hat{\beta} = -0.032$, CrI: $[-0.056, -0.008]$, Pr ($\hat{\beta} > 0$) ≈ 0), an effect which persists throughout the subsequent regions (crit–1: $\hat{\beta} = -0.031$, CrI: $[-0.057, -0.007]$, Pr ($\hat{\beta} > 0$) = 0.01; critical region: $\hat{\beta} = -0.029$, CrI: $[-0.049, -0.009]$, Pr ($\hat{\beta} > 0$) ≈ 0), until region crit + 1, where there is only weak evidence of a speedup ($\hat{\beta} = -0.014$, CrI: $[-0.036, 0.007]$, Pr ($\hat{\beta} > 0$) = 0.10).

The combined analysis of reading times between regions crit–2 and crit+2 shows an overall facilitatory effect of complexity ($\hat{\beta} = -0.031$, CrI: $[-0.052, -0.010]$, Pr ($\hat{\beta} > 0$) = 0), along with an interaction with probe type ($\hat{\beta} = -0.027$, CrI: $[-0.049, -0.005]$, Pr ($\hat{\beta} > 0$) = 0.01) such that the speedup associated with more complex antecedents was larger in the detailed probe group. Probe type also influenced the changes in reading times between the critical region and region crit + 1 ($\hat{\beta} = 0.026$, CrI: $[-0.002, 0.054]$, Pr ($\hat{\beta} > 0$) = 0.96), as well as between regions crit + 1 and crit + 2 ($\hat{\beta} = 0.037$, CrI: $[-0.068, -0.006]$, Pr ($\hat{\beta} > 0$) = 0.01): The negative difference between the critical region and region crit + 1 was larger in the superficial group, as was the positive difference between regions crit + 1 and crit + 2. Model output is shown in Figure 9.

As for Experiment 1, we conducted an additional analysis based on the Bayes factor, using the same procedure as before. For the current experiment, we were particularly interested in the interaction term of the model fitted at region crit + 1; this is where the probe type manipulation had an effect on reading times, but the complexity manipulation did not appear to affect processing any differently than in the other regions. The lack of a differential influence is visible in the credible intervals of the three-way interactions with the region predictor in Figure 9, which are centered roughly around zero.

Figure 10 shows the results of the Bayes factor analysis. Predictably, left-truncated prior distributions yield evidence in favor of the null hypothesis, leading to the conclusion that the sign of the interaction term is very unlikely to be positive, contra Murphy (1985). While the null hypothesis is still favored with right-truncated prior distributions, the evidence is very weak: for the two tighter priors, it is not even two times as likely as the

---

**Figure 8:** Experiment 2 – Caterpillar plot of means and 95% credible intervals for parameters of interest, separate models fit across regions crit–2 through crit+2. comp = complexity, p_type = probe type.
Figure 9: Experiment 2 – Caterpillar plot of means and 95% credible intervals for parameters of interest, one model fit across regions crit–2 through crit+2. diff parameters represent successive differences between regions, in linear order. comp = complexity, p_type = probe type.

Figure 10: Experiment 2 – Density plots for the Bayes factor analysis. Blue = prior density, red = posterior sample density.
alternative. Therefore, it is possible that the greater overall speedup for sentences with complex antecedents that is visible in the detailed probe group affects region crit + 1 just like the rest of the sentence. The Bayes factor results thus yield ancillary evidence that the probe type manipulation did not interact with the antecedent complexity manipulation in a way that would support either Murphy (1985) or Hofmeister (2011), given that the interaction is either null or otherwise not limited to the predicted region.

3.7 Discussion

Given the results for the comprehension probe responses, we feel confident in claiming that our between-groups manipulation worked as intended: participants in the detailed probe group took longer to give an answer, and disproportionately longer than participants in the superficial group when the probe targeted a complex ellipsis antecedent. It thus appears that the detailed probes were indeed more difficult to answer, and that responding correctly became more difficult if information about either a more complex antecedent or a more complex ellipsis meaning was queried. However, we found no evidence of an interaction between probe type and antecedent complexity that would have been limited to critical ellipsis region. Assuming that participants in the detailed probe group processed the experimental stimuli more deeply, this result implies that the failure of earlier studies to find effects of antecedent complexity on ellipsis processing probably was not due to subjects’ tendency to engage in “good enough” processing. The findings of Experiment 2 are thus in line with the predictions of pointer-based approaches, and most strongly undercut those of Murphy (1985): under Murphy’s account, subjects in the detailed group would have been expected to experience a greater slowdown due to increased antecedent complexity in the critical region, given the assumption that earlier null results were due to superficial processing. We also found no evidence that would have supported the account of Hofmeister (2011), given that there was no indication of speedier retrieval of complex antecedents within as well as across groups.

As in Experiment 1, having read a more complex antecedent was associated with faster reading times for later regions. For all regions of interest taken together, the speedup interacted with the probe type manipulation, such that the reduction in overall reading times was greater for the detailed probe group. This might indicate that members of the detailed probe type were more busy trying to remember the contents of complex antecedents, and thus withdrew resources from processing. We return to this point in the general discussion.

The fact that the complexity- or length-induced speedup appeared prior to encountering the ellipsis site in Experiment 2 as well as in Experiment 1 is interesting from a methodological perspective. Remember that while the complexity manipulation introduced additional presentation regions in Experiment 1, in Experiment 2 simple and complex antecedents had the exact same number of regions. It thus seems to make no difference for the speedup effect how many presentation regions participants have passed. Rather, the quickening of the pace appears to be related to the amount of words that have been read. Keeping the number of presentation regions constant across conditions is thus not a remedy for the word-position confound that is also present in earlier studies, with the exception of Martin & McElree (2008).

The group manipulation did not appear to have any particularly strong effect on reading times for unique regions throughout the sentence, with the exception of some suggestive evidence at the region following the ellipsis. The combined analysis showed that there was a steeper drop in reading times at this position for the superficial compared to the detailed probe group, and that afterwards reading times rose more steeply for the superficial group, returning to almost identical levels across groups. It thus appears that the detailed
probe group did additional processing in this region, possibly due to spillover from the preceding ellipsis region. Indeed, the region-by-region analysis revealed suggestive evidence that the detailed probe group spent more time on region crit+1, irrespective of antecedent complexity. Speculatively, spillover might have been a factor in Experiment 2 as opposed to Experiment 1 due to the switch to centered presentation: the latter mode may increase memory demands due to the absence of visual cues (in the form of underscores) to the surrounding linguistic context. The main effect of probe type may then be due to members of the detailed probe group allowing themselves more time to finish the antecedent-ellipsis integration, knowing that their interpretation would be queried later.

4 General discussion
We have reported two studies on antecedent complexity effects in ellipsis processing. Experiment 1 yielded evidence that increasing antecedent complexity did not influence reading times at the ellipsis site, but showed that if there is such an influence, it is unlikely to be in the form of a speedup, contra Hofmeister (2011). Similarly, the results of Experiment 2 showed no effects of antecedent complexity that would have been limited to the ellipsis site, as well as no interaction between antecedent complexity and the difficulty of the end-of-sentence probe task. Given the persistent overall speedup effect that was visible in Experiment 2, we take the results of this study to be at odds with the predictions of Murphy (1985). However, the pointer model of Frazier & Clifton (2001; 2005) and Martin & McElree (2008) is able to account for both of the findings, as the proposed memory retrieval mechanism is insensitive to antecedent complexity in terms of retrieval time.

For Experiment 1, the analysis of region-by-region data revealed that while increased antecedent complexity generally led to a decrease in reading times for the rest of the sentence, this effect was suspended at the critical region, both for ellipsis and control sentences. We have suggested that the use of and may have caused readers to assume parallelism between the conjuncts and created an expectation of a causal connection between the first and second clauses, leading to either maintenance or retrieval and subsequent integration of material from the first conjunct at the critical region across the board.

With regard to the account of Hofmeister (2011), our current findings show that even if certain kinds of elaboration can aid retrieval, adding genitive modifiers to object noun phrases inside VP antecedents (Experiment 2), and adverbials and modal verbs to clauses (Experiment 1), do not appear to constitute cases of such “helpful” elaboration. Whether this is a desirable corollary for the theory remains to be determined in future work.

In both studies, we observed an overall decrease in reading times in the regions between a longer, more complex antecedent and the ellipsis site. This pattern by itself is not new or surprising (Ferreira & Henderson 1993; Demberg & Keller 2008). Nevertheless, our results indicate that it does not matter in terms of the length-induced speedup if the lengthening occurs within one presentation region, as in Experiment 2, or if extra regions are added to the sentence, as in Experiment 1, which suggests that it is words, not button presses, that make people increase their reading speed over time.

If we take the difference in parallelism requirements between the conjunctions and but seriously, the speedup also does not seem to be related to parallelism, but may have a more mundane explanation. The working memory model of Just & Carpenter (1992) assumes that sentence comprehension involves a constant trade-off between storage and processing. A reader who has already stored more information in his or her working memory will have fewer resources available to devote to the processing of incoming words. The standard view is that reading times should increase, as it takes longer to accomplish the same task with fewer resources. Given previous work on the influence of task demands on linguistic processing, however, one may ask if the reader might not
benefit from speeding up instead of slowing down. The parsing model of Lewis & Vasishth (2005), for example, assumes that linguistic information in working memory is subject to interference and decay effects which diminish the quality of the traces as new material comes in. If the participant strives to keep these traces intact, either in order to be able to answer comprehension questions or to be better able to integrate early- with late-arriving information, it may make sense to increase reading speed up to some threshold.

4.1 Conclusions

Experiment 1 yielded evidence against the assumption that increased antecedent complexity leads to faster processing of ellipsis (Hofmeister 2011). Rather, the effect of antecedent complexity is most likely null, as predicted by pointer-based accounts of ellipsis processing (Frazier & Clifton 2001, 2005; Martin & McElree 2008) or otherwise a numerically very small slowdown, as would be predicted by the account of Murphy (1985). However, the results Experiment 2 call the possibility of a slowdown into question, as no such effect became visible even when task demands were high. Still, several qualifications are in order. Ellipsis is not processed in a vacuum: sentence context and discourse relations between antecedent and ellipsis clause may enhance or mask subtle effects of complexity on retrieval, and/or interact with the manipulation themselves. It might also be that different types of antecedent complexity influence retrieval times at the ellipsis site to different degrees. Murphy’s (1985) assumption of a string-copying procedure would predict the length of the antecedent to be most important, while other accounts assume that the ellipsis gap contains syntactic structure (e.g., Merchant 2001, Frazier & Clifton 2001), which would point towards factors like the number of syntactic phrases being critical. Still other accounts may claim that as ellipsis is a discourse phenomenon, and thus makes reference to a discourse model (e.g., Hardt 1993), the number of unique discourse referents contained in the antecedent may play a role. In future work, we suggest to manipulate these aspects independently in order to distinguish different theories of ellipsis processing more clearly.
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