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Abstract

In this paper, by a new constructive method, the authors reprove the global exact boundary controllability of a class of quasilinear hyperbolic systems of conservation laws with linearly degenerate fields. It is shown that the system with nonlinear boundary conditions is globally exactly boundary controllable in the class of piecewise $C^1$ functions. In particular, the authors give the optimal control time of the system. Finally, a new application is also given.
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1 Introduction

Consider the following quasilinear system in a form of conservation laws

\[
\begin{align*}
\frac{\partial u}{\partial t} + f(u, v)_x &= 0, \\
\frac{\partial v}{\partial t} + g(u, v)_x &= 0,
\end{align*}
\]  

(1.1)

where \( u = u(t, x) \) and \( v = v(t, x) \) are unknown functions and \( f, g \in C^2(\mathcal{N}) \) for some closed bounded domain \( \mathcal{N} \) in \( \mathbb{R}^2 \). Let \( F = (f, g)^T \) and

\[
\nabla F(U) = \begin{pmatrix}
f_u & f_v \\
g_u & g_v
\end{pmatrix},
\]

where \( U = (u, v) \). We assume that

(H1) On the domain \( \mathcal{N} \) under consideration, system (1.1) is strongly strictly hyperbolic, i.e., for any given \( U \in \mathcal{N} \), \( \nabla F(U) \) has two distinct real eigenvalues \( \lambda_1(U), \lambda_2(U) \):

\[
\lambda_1(U) < 0 < \lambda_2(U), \quad \forall \, U \in \mathcal{N}.
\]  

(1.2)

Let \( \vec{l}_i(U) = (l_{i1}(U), l_{i2}(U)) \) (resp. \( \vec{r}_i(U) = (r_{i1}(U), r_{i2}(U))^T \)) be a left (resp. right) eigenvector corresponding to \( \lambda_i(U) \) \( (i = 1, 2) \):

\[
\vec{l}_i(U) \nabla F(U) = \lambda_i(U) \vec{l}_i(U) \quad \text{(resp.} \quad \nabla F(U) \vec{r}_i(U) = \lambda_i(U) \vec{r}_i(U)) \quad .
\]

(H2) System (1.1) is linearly degenerate:

\[
\nabla \lambda_i(U) \cdot \vec{l}_i(U) \equiv 0 \quad (i = 1, 2), \quad \forall \, U \in \mathcal{N}.
\]  

(1.3)

(H3) For any given real number \( a \), let \( H^a_i = \{ U | \lambda_i(U) = a \} \) \( (i = 1, 2) \). For any given \( U_1, U_2 \in H^a_i \), there exists a \( C^1 \) curve segment \( U = U(\tau) \ (\tau \in [\tau_1, \tau_2]) \) in \( \mathcal{N} \) such that

\[
U(\tau_j) = U_j \quad (j = 1, 2) \quad \text{and} \quad U(\tau) \in H^a_i, \quad \forall \, \tau \in [\tau_1, \tau_2]
\]  

(1.4)

and

\[
\nabla \lambda_i(U(\tau)) \neq 0 \quad \forall \, \tau \in [\tau_1, \tau_2] \quad (i = 1, 2).
\]  

(1.5)

(H4) There are global Riemann invariants for the system (1.1)

\[
R_1 = R_1(U), \quad R_2 = R_2(U).
\]  

(1.6)

Remark 1.1 Any quasilinear hyperbolic system with two unknown functions

\[
\frac{\partial u_{i}}{\partial t} + \sum_{j=1}^{2} a_{ij}(u_{1}, u_{2}) \frac{\partial u_{j}}{\partial x} = 0 \quad (i = 1, 2)
\]
can always be reduced to a system with the diagonal form at least in a local domain. This means that for any quasilinear hyperbolic system with two unknown functions, the local Riemann invariants always exist. On the other hand, many physical systems (for example, the system of isentropic gas) always possess global Riemann invariants.

By the assumptions \((H_2)\) and \((H_4)\), in the Riemann invariants, (1.1) can be rewritten as

\[
\begin{align*}
\frac{\partial R_1}{\partial t} + \mu_1 (R_2) \frac{\partial R_1}{\partial x} &= 0, \\
\frac{\partial R_2}{\partial t} + \mu_2 (R_1) \frac{\partial R_2}{\partial x} &= 0,
\end{align*}
\]

where

\[
\mu_1 (R_2 (U)) = \lambda_1 (U) \quad \text{and} \quad \mu_2 (R_1 (U)) = \lambda_2 (U).
\]

Recently, Kong [5] investigates the following Exact Boundary Control Problem for the system (1.1). Consider system (1.1) posed on the domain

\[
D = \{(t, x) | t \geq 0, \ -1 \leq x \leq 1\}
\]

with the following nonlinear boundary conditions

\[
\begin{align*}
B_1(u, v, t) + h_1(t) &= 0 \quad \text{at} \ x = -1, \\
B_2(u, v, t) + h_2(t) &= 0 \quad \text{at} \ x = 1
\end{align*}
\]

and the initial data

\[
t = 0: \ (u, v) = \begin{cases}
(u_0^-(x), v_0^-(x)), & \forall x \in [-1, 0], \\
(u_0^+(x), v_0^+(x)), & \forall x \in [0, 1]
\end{cases}
\]

where \(B_1(u, v, t)\) are given smooth functions, \((u_0^- (x), v_0^-(x)) \in \mathcal{N}\) and \((u_0^+ (x), v_0^+(x)) \in \mathcal{N}\) are \(C^1\) vector functions, defined for \(x \in [-1, 0]\) and \(x \in [0, 1]\) respectively, satisfying

\[
(u_0^- (0), v_0^- (0)) \neq (u_0^+ (0), v_0^+ (0)).
\]

**Exact Boundary Control Problem:** Given

\[
U_z(x) = \begin{cases}
(u_z^-(x), v_z^-(x)) \in C^1([-1, 0]) \times C^1([-1, 0]), \\
(u_z^+(x), v_z^+(x)) \in C^1([0, 1]) \times C^1([0, 1]),
\end{cases} \quad z = 0, T,
\]

we can find a time \(T > 0\) and control inputs \(h_1(t), h_2(t)\) in the class of piecewise \(C^1\) functions defined on \([0, T]\), such that the boundary control system (1.1), (1.9) has a piecewise \(C^1\) solution \(U = U(t, x)\) containing contact discontinuities and satisfying the initial condition (1.10) and the terminal condition

\[
U(T, x) = U_T(x).
\]
Kong [5] proves the following theorem.

**Theorem A** Under the hypotheses (H1)-(H4), for given \( U_z(x) \) \( (z = 0, T) \) (see (1.12)) and for any \( T > \tilde{T}_0 \), there exist piecewise \( C^1 \) control inputs \( h_1(t) \) and \( h_2(t) \) defined for \( t \in [0, T] \) such that system (1.1), (1.9) possesses a piecewise \( C^1 \) solution \( U = U(t, x) \) on the domain

\[ \mathcal{D}(T) = \{(t, x) | 0 \leq t \leq T, \quad -1 \leq x \leq 1\} \quad (1.14) \]

containing 4 contact discontinuities and satisfying

\[ U(0, x) = U_0(x), \quad U(T, x) = U_T(x), \quad \forall x \in [-1, 1], \quad (1.15) \]

where \( \tilde{T}_0 \) is defined by

\[ \tilde{T}_0 = \max \left\{ -\frac{2}{\lambda_1}, \frac{2}{2\delta} \right\} + \max \left\{ -\frac{2}{\lambda_1}, \frac{2}{2\delta} \frac{4}{2\delta - \lambda_1} \right\}, \quad (1.16) \]

in which

\[ \lambda_1 = \max_{|R_i| \leq M} \mu_1(R_2), \quad \lambda_2 = \min_{|R_i| \leq M} \mu_2(R_1), \quad (1.17) \]

here \( M \) is given by

\[ M = \max_{z \in [0, T], t \in [-1, 1]} \left\{ \|R_i(u_i^-(x), \nu_i^-(x))\|_{C^1([-1, 0])}, \quad \|R_i(u_i^+(x), \nu_i^+(x))\|_{C^1([0, 1])} \right\}. \quad (1.18) \]

**Remark 1.2** Theorem A shows that the system (1.1) with nonlinear boundary conditions (1.9) is globally exactly boundary controllable in the class of piecewise \( C^1 \) functions. However, the control time \( \tilde{T}_0 \), defined by (1.16), is not optimal.

In this paper, by a new constructive method, we reprove the global exact boundary controllability of the system (1.1) with the optimal control time. The main result is the following theorem.

**Theorem 1.1** Under the hypotheses (H1)-(H4), for given \( U_z(x) \) \( (z = 0, T) \) (see (1.12)) and for any \( T > T_0 \), there exist piecewise \( C^1 \) control inputs \( h_1(t) \) and \( h_2(t) \) defined for \( t \in [0, T] \) such that system (1.1), (1.9) possesses a piecewise \( C^1 \) solution \( U = U(t, x) \), containing 4 contact discontinuities and satisfying (1.15), on the domain \( \mathcal{D}(T) \), where \( T_0 \) is defined by

\[ T_0 = \max \left\{ -\frac{2}{\lambda_1}, \frac{2}{2\delta} \frac{4}{2\delta - \lambda_1} \right\}. \quad (1.19) \]

**Remark 1.3** Comparing (1.16) with (1.19), we observe that \( \tilde{T}_0 > T_0 \). The condition \( T > T_0 \) in Theorem 1.1 is sharp and \( T_0 \) is optimal in the sense that, if \( T \leq T_0 \), we may find a pair of initial and terminal states such that no matter what control inputs we choose, the system will not go from
the given initial state to the desired terminal state during the time interval $[0, T]$. In this sense, $T_0$
defined by (1.19) is called the optimal control time of the system (1.1).

**Remark 1.4** The hypothesis $(H_3)$ is a technical assumption only for constructing contact discontinuities. Kong [5] gives two examples to show that some physical systems always satisfy it. Moreover, if the initial and terminal data are $C^1$ smooth, then the hypothesis $(H_3)$ is not needed. In this case, Theorem 1.1 is nothing but the result given in Li and Zhang [8].

The paper is organized as follows. Theorem 1.1 will be proved in Section 2 by a new constructive method. Section 3 gives some important remarks as well as a new application to extremal surfaces in the $(1 + n)$-dimensional Minkowski space.

## 2 Proof of Theorem 1.1

For readers’ convenience, before starting the proof of Theorem 1.1, we first recall the definition of contact discontinuity.

**Definition 2.1** $U = U(t, x)$ is called a piecewise $C^1$ solution containing a $k$-th ($k = 1, 2$) contact discontinuity $x = x_k(t)$, if $U = U(t, x)$ satisfies the system (1.1) out of $x = x_k(t)$ in the classical sense and satisfies the Rankine-Hugoniot condition on $x = x_k(t)$, i.e.,

$$\sigma \cdot [U] = [F],$$

$$\sigma = \lambda_k (U^+) = \lambda_k (U^-),$$

where $U^\pm = U(t, x_k(t) \pm 0)$ and $\sigma = x_k'(t)$.

Let

$$A = (0, -1), \quad B = (0, 1), \quad C = (T, 1), \quad D = (T, -1),$$

$$O = (0, 0), \quad N = (T, 0), \quad E = (t_e, x_e), \quad F = (t_f, x_f),$$

where $E$ is the intersection point of the lines

$$L_1: \quad x = \lambda_1 t + 1, \quad \text{and} \quad L_2: \quad x = \lambda_2 t - 1$$

(2.4)

and $F$ is the intersection point of the lines

$$\bar{L}_1: \quad x = \lambda_1 (t - T) - 1 \quad \text{and} \quad \bar{L}_2: \quad x = \lambda_2 (t - T) + 1.$$

(2.5)

Noting (1.19) and $T > T_0$, we observe that

$$t_e < t_f.$$

(2.6)
Step 1: Generalized Riemann problem (1.1), (1.10)

First, we solve the generalized Riemann problem for the system (1.1) with discontinuous initial data (1.10). The following lemma comes from [7].

**Lemma 2.1** Under the hypotheses (H1)-(H4), the generalized Riemann problem (1.1), (1.10) has a unique piecewise $C^1$ solution $(u, v) = (u(t, x), v(t, x))$, containing two $C^1$ contact discontinuities starting from $O$, on the maximum determined domain $\Omega_1$ enclosed by the characteristics $x = x_1(t)$, $x = x_2(t)$ and the $x$-axis:

$$\Omega_1 = \{(t, x) | 0 \leq t \leq t_p, x_2(t) \leq x \leq x_1(t)\},$$

where $x = x_1(t)$ satisfies

$$\frac{dx_1(t)}{dt} = \lambda_1(u, v), \quad x_1(0) = 1,$$

$x = x_2(t)$ satisfies

$$\frac{dx_2(t)}{dt} = \lambda_2(u, v), \quad x_2(0) = -1,$$

and while $t_p$ is the time coordinate of the intersection point, denoted by $P = (t_p, x_p)$, of the characteristic $x = x_1(t)$ with the characteristic $x = x_2(t)$. See Figure 1.

The solution $(u, v)$ of the generalized Riemann problem (1.1), (1.10) is denoted by $U = U_1(t, x)$ on the domain $\Omega_1$, its two contact discontinuities are denoted by $x = \xi_1(t)$ and $x = \xi_2(t)$ respectively. By the definition of contact discontinuity, $x = \xi_i(t)$ ($i = 1, 2$) satisfy

$$\frac{\xi_i(t)}{dt} = \lambda_i(U^\pm_i), \quad \xi_i(0) = 0 \quad (i = 1, 2).$$

Moreover, let $P_1 = (t_{p_1}, x_{p_1})$ (resp. $P_2 = (t_{p_2}, x_{p_2})$) be the the intersection point of the characteristic $x = x_2(t)$ (resp. $x = x_1(t)$) with the contact discontinuity $x = \xi_1(t)$ (resp. $x = \xi_2(t)$). See Figure 1.

Step 2: Backward generalized Riemann problem (1.1), (1.13)

Similar to Step 1, we can solve the backward generalized Riemann problem for the system (1.1) with discontinuous initial data (1.13). We have.

**Lemma 2.2** Under the hypotheses (H1)-(H4), the backward generalized Riemann problem (1.1), (1.13) has a unique piecewise $C^1$ solution $(u, v) = (u(t, x), v(t, x))$, containing two $C^1$ contact discontinuities starting from $N$, on the maximum determined domain $\Omega_2$ enclosed by the characteristics $x = \tilde{x}_1(t)$, $x = \tilde{x}_2(t)$ and the line $t = T$:

$$\Omega_2 = \{(t, x) | t_1 \leq t \leq T, \tilde{x}_1(t) \leq x \leq \tilde{x}_2(t)\},$$

(2.11)
where $x = \tilde{x}_1(t)$ satisfies
\[
\frac{d\tilde{x}_1(t)}{dt} = \lambda_1(u, v), \quad \tilde{x}_1(T) = -1, \tag{2.12}
\]
and $x = x_2(t)$ satisfies
\[
\frac{d\tilde{x}_2(t)}{dt} = \lambda_2(u, v), \quad \tilde{x}_2(T) = 1, \tag{2.13}
\]
and while $t_1$ is the time coordinate of the intersection point, denoted by $Q = (t_1, x_1)$, of the characteristic $x = \tilde{x}_1(t)$ with the characteristic $x = \tilde{x}_2(t)$. See Figure 1.

The solution $(u, v)$ of the backward generalized Riemann problem (1.1), (1.13) is denoted by $U = U_2(t, x)$ on the domain $\Omega_2$, its two contact discontinuities are denoted by $x = \xi_1(t)$ and $x = \xi_2(t)$ respectively. By the definition of contact discontinuity, $x = \xi_i(t)$ $(i = 1, 2)$ satisfy
\[
\frac{\xi_i(t)}{dt} = \lambda_i(U_2^\pm), \quad \xi_i(0) = 0 \quad (i = 1, 2). \tag{2.14}
\]
Moreover, let $Q_1 = (t_{q_1}, x_{q_1})$ (resp. $Q_2 = (t_{q_2}, x_{q_2})$) be the the intersection point of the characteristic $x = \tilde{x}_1(t)$ (resp. $x = \tilde{x}_2(t)$) with the contact discontinuity $x = \tilde{x}_1(t)$ (resp. $x = \tilde{x}_2(t)$). See Figure 1.

**Remark 2.1** From the Steps 1-2, we observe that
\[
0 \leq t_p \leq t_e, \quad t_f \leq t_q \leq T. \tag{2.15}
\]

**Step 3: Mixed initial-boundary value problem for the system (1.1)**

Let $\Omega_3$ be the domain enclosed by the characteristics $PP_2$ and $QQ_2$, and the straight line segments $PQ$ and $P_2Q_2$. It is easy to see that the straight line $PQ$ can be expressed by
\[
x = x_p + \alpha(t - t_p) \overset{\triangle}{=} c(t), \quad t \in [t_p, t_q], \tag{2.16}
\]
where $\alpha$ is the slope of the line $PQ$
\[
\alpha = (x_q - x_p) / (t_q - t_p). \tag{2.17}
\]
Similarly, the straight line $P_2Q_2$ can be expressed by
\[
x = x_{p_2} + \alpha_2(t - t_{p_2}) \overset{\triangle}{=} c_2(t), \quad t \in [t_{p_2}, t_{q_2}], \tag{2.18}
\]
where $\alpha_2$ is the slope of the line $P_2Q_2$
\[
\alpha_2 = (x_{q_2} - x_{p_2}) / (t_{q_2} - t_{p_2}). \tag{2.19}
\]
Noting (1.7), the system (1.1) can be equivalently rewritten as
\[
\begin{align*}
\frac{\partial R_2}{\partial x} + \frac{1}{\mu_1(t_2)} \frac{\partial R_1}{\partial t} &= 0, \\
\frac{\partial R_1}{\partial t} + \frac{1}{\mu_2(t_1)} \frac{\partial R_2}{\partial t} &= 0
\end{align*}
\] (2.20)
for smooth solutions.

Consider the mixed initial-boundary value problem for the system (2.20) (equivalently, (1.1)) on the domain \( \Omega_3 \) with the boundary conditions

- on the characteristic \( PP_2: x = x_1(t), \ (t \in [t_{p_2}, t_p]) \)
  \[
  R_2 = R_2(U_1(t, x_1(t))), \quad t \in [t_{p_2}, t_p],
  \] (2.21)

- on the characteristic \( QQ_2: x = \tilde{x}_2, \ (t \in [t_q, t_{q_2}]) \)
  \[
  R_1 = R_1(U_2(t, \tilde{x}_2(t))), \quad t \in [t_q, t_{q_2}]
  \] (2.22)

and the initial condition on the line segment \( PQ \)
\[
R_1 = s_1(t), \quad R_2 = s_2(t), \quad t \in [t_p, t_q],
\] (2.23)

where \( s_1(t), \ s_2(t) \) are \( C^1 \) functions of \( t \in [t_p, t_q] \). Here we have interchanged the role of \( x \) and \( t \) variables. In order to ensure the mixed initial-boundary value problem (2.20)-(2.23) have a \( C^1 \) solution on \( \Omega_3 \), the initial data \( (s_1(t), s_2(t)) \) must satisfy certain compatibility conditions. First of all, it is required that
\[
s_1(t_p) = R_1(U_1(t_p, x_p)), \quad s_2(t_q) = R_2(U_2(t_q, x_q)).
\] (2.24)

Moreover, it also require that
\[
s_1(t_q) = R_1(U_2(t_q, x_q)) = \tilde{r}_1(t_q), \quad s_2(t_p) = R_2(U_1(t_p, x_p)) = r_2(t_p).
\] (2.25)

Notice that along the characteristic \( QQ_2: x = \tilde{x}_2(t) \)
\[
\dot{\tilde{r}}_1(t_q) = \frac{\partial R_1}{\partial t} + \mu_2(R_1) \frac{\partial R_1}{\partial x} = (\mu_2(R_1) - \mu_1(R_2)) \frac{\partial R_1}{\partial x}.
\]

Then,
\[
\dot{\tilde{r}}_1(t_q) = (\mu_2(R_1(U_2(t_q, x_q))) - \mu_1(R_2(U_2(t_q, x_q)))) \frac{\partial R_1}{\partial x}(t_q, x_q).
\] (2.26)

On the other hand, along the line \( PQ: x = c(t) \)
\[
\dot{s_1}(t) = \frac{\partial R_1}{\partial t} + c \frac{\partial R_1}{\partial x} = (\alpha - \mu_1(s_2)) \frac{\partial R_1}{\partial x}.
\]
Then,

$$s_1'(t_q) = (\alpha - \mu_1(s_2(t_q))) \frac{\partial R_1}{\partial x}(t_q, x_q).$$  \hspace{1cm} (2.27)$$

Therefore we need that

$$s_1'(t_q) = \frac{(\alpha - \mu_1(R_2(U_2(t_q, x_q))))}{(\mu_2(R_1(U_2(t_q, x_q))) - \mu_1(R_2(U_2(t_q, x_q))))} s_1'(t_q).$$  \hspace{1cm} (2.28)$$

Similarly, at \((t_p, x_p)\) we require that

$$s_2'(t_p) = \frac{(\alpha - \mu_2(R_1(U_1(t_p, x_p))))}{(\mu_1(R_2(U_1(t_p, x_p))) - \mu_2(R_1(U_1(t_p, x_p))))} s_2'(t_p).$$  \hspace{1cm} (2.29)$$

On the other hand, we have

\textbf{Proposition 2.1} \hspace{0.5cm} \textit{The angles formed by the line segment PQ and the characteristic QC, by the line segment PQ and the characteristic PB are less than \(\pi\).}

\textbf{Proof.} \hspace{0.5cm} Consider the angle between \(PQ\) and \(QC\). The worst case is given by

$$P = \left(\frac{2}{\lambda_2 - \lambda_1}, \frac{\lambda_1 + \lambda_2}{\lambda_2 - \lambda_1}\right), \quad Q = \left(T - \frac{2}{\lambda_2 - \lambda_1}, -\frac{\lambda_1 + \lambda_2}{\lambda_2 - \lambda_1}\right).$$

In the worst case, the slope of \(PQ\) is

$$\frac{dx}{dt} = \frac{2(\lambda_1 + \lambda_2)}{4 - \lambda_2 - \lambda_1}. $$

In order to ensure the angle formed by the line segment \(PQ\) and the characteristic \(QC\) is less than \(\pi\), it is sufficient to require that the slope of the line segment \(PQ\) is less than the slope of the characteristic \(QC\), i.e.,

$$\frac{2(\lambda_1 + \lambda_2)}{4 - \lambda_2 - \lambda_1} < \lambda_0.$$  \hspace{1cm} (2.30)$$

Noting (1.19) and \(T > T_0\), we have

$$T > \frac{4}{\lambda_0 - \lambda_1}. $$

Hence, in order to guarantee the validity of inequality (2.30), it suffices to require that

$$T > \frac{2}{\lambda_0}. $$

This is true because of (1.19) and the fact \(T > T_0\).

Similarly, consider the angle between \(PQ\) and \(PB\). The worst case is given by

$$P = \left(\frac{2}{\lambda_2 - \lambda_1}, \frac{\lambda_1 + \lambda_2}{\lambda_2 - \lambda_1}\right), \quad Q = \left(T - \frac{2}{\lambda_2 - \lambda_1}, -\frac{\lambda_1 + \lambda_2}{\lambda_2 - \lambda_1}\right).$$
A similar argument yields that
\[ T > \frac{2}{\lambda_1} \]
This is also true because of (1.19) and the fact \( T > T_0 \). Thus, the proof of Proposition 2.1 is completed. \( \square \)

Therefore, using Lemma 2.3 and Remark 2.1 in [8], we obtain

**Lemma 2.3** Under the hypotheses \((H_1)\)-(\(H_4\)), the mixed initial-boundary value problem (2.20)-(2.23) admits a unique \( C^1 \) solution \((R_1, R_2) = (R_1(t, x), R_2(t, x))\) on \( \Omega_3 \), provided that the compatibility conditions (2.24)-(2.25) and (2.28)-(2.29) hold.

By Lemma 2.3, let \( U = U_3(t, x) \) be the solution of the system (1.1) corresponding to \((R_1(t, x), R_2(t, x))\) given by Lemma 2.3 on the domain \( \Omega_3 \).

**Step 4:** Mixed initial-boundary value problem for the system (1.1) — Continuous

Let \( \Omega_4 \) be the domain enclosed by the characteristics \( PP_1 \) and \( QQ_1 \), and the straight line segment \( PQ \): \( x = c(t) = x_p + \alpha(t - t_p), \quad t_p \leq t \leq t_q \) and the straight line segment \( P_1Q_1 \):
\[ x = x_{p1} + \alpha_1(t - t_p) = c_1(t), \quad t \in [t_{p1}, t_{q1}], \quad (2.31) \]
where \( \alpha_1 \) is the slope of the line \( P_1Q_1 \)
\[ \alpha_1 = (x_{q1} - x_{p1})/(t_{q1} - t_{p1}). \]

On the domain \( \Omega_4 \), we consider the mixed initial-boundary value problem for the system (2.20) (equivalently, (1.1)) with the boundary conditions

on the characteristic \( PP_1 \): \( x = x_2(t) \quad (t \in [t_{p1}, t_p]) \)
\[ R_1 = R_1(U_1(t, x_2(t))) \triangleq r_1(t), \quad t \in [t_{p1}, t_p], \quad (2.32) \]
on the characteristic \( QQ_1 \): \( x = \tilde{x}_1(t) \quad t \in [t_q, t_{q1}] \)
\[ R_2 = R_2(U_2(t, \tilde{x}_1(t))) \triangleq \tilde{r}_2(t), \quad t \in [t_q, t_{q1}] \quad (2.33) \]
and the initial condition on the line segment \( PQ \)
\[ R_1 = s_1(t), \quad R_2 = s_2(t), \quad t \in [t_p, t_q]. \quad (2.34) \]

As Step 3, we choose \( s_1(t), \ s_2(t) \) to satisfy the compatibility conditions (2.28)-(2.29) and
\[ s_1(t_p) = \frac{(\alpha - \mu_1(R_1(U_2(t_p, x_p))))}{(\mu_2(R_1(U_1(t_p, x_p))) - \mu_1(R_2(U_1(t_p, x_p))))} r_1(t_p), \] 
\[ s_2(t_q) = \frac{(\alpha - \mu_2(R_2(U_2(t_q, x_q))))}{(\mu_1(R_2(U_2(t_q, x_q))) - \mu_2(R_1(U_2(t_q, x_q))))} \tilde{r}_2(t_q). \quad (2.35) \]
On the other hand, similar to Proposition 2.1, we have

**Proposition 2.2**  The angles formed by the line segment $PQ$ and the characteristic $QD$, by the line segment $PQ$ and the characteristic $PA$ are less than $\pi$.

Therefore, using Lemma 2.3 and Remark 2.1 in [8] again, we have

**Lemma 2.4**  Under the hypotheses $(H_1)-(H_2)$, the mixed initial-boundary value problem (2.20), (2.32)-(2.34) admits a unique $C^1$ solution $(R_1, R_2) = (R_1(t, x), R_2(t, x))$ on $\Omega_4$, provided that the compatibility conditions (2.24)-(2.25), (2.28)-(2.29) and (2.35) hold.

Similar to Step 3, we denote the solution of the system (1.1) corresponding to $(R_1(t, x), R_2(t, x))$, given by Lemma 2.4, on the domain $\Omega_4$ by $U = U_4(t, x)$.

**Step 5: Cauchy problem for the system (2.20)**

Consider the Cauchy problem in the $x$-direction for the system (2.20) with the following initial condition on the line segment $P_2Q_2$:

$$
R_1(t, c_2(t)) = R_1(U_3(t, c_2(t))) \triangleq \sigma_1(t),
R_2(t, c_2(t)) = R_2(U_3(t, c_2(t))) \triangleq \sigma_2(t),
$$

$t \in [t_{p_2}, t_{q_2}]$.

(2.36)

Similar to Proposition 2.1, we have

**Proposition 2.3**  The angles formed by the line segment $P_2Q_2$ and the characteristic $Q_2C$, by the line segment $P_2Q_2$ and the characteristic $P_2B$ are less than $\pi$.

**Proof.**  Consider the angle between $P_2Q_2$ and $Q_2C$. The worst case is given by

$$
P_2 = \left( \frac{1}{\lambda_2 - \lambda_1}, \frac{\lambda_2}{\lambda_2 - \lambda_1} \right), \quad Q_2 = \left( T - \frac{1}{\lambda_2 - \lambda_1}, -\frac{\lambda_1}{\lambda_2 - \lambda_1} \right).
$$

In the worst case, the slope of $P_2Q_2$ is

$$
\frac{dx}{dt} = \frac{\lambda_1 + \lambda_2}{2 - T(\lambda_2 - \lambda_1)}.
$$

In order to ensure the angle formed by the line $P_2Q_2$ and the characteristic $Q_2C$ is less than $\pi$, it is sufficient to require that the slope of the line $P_2Q_2$ is less than the slope of the characteristic $Q_2C$, i.e.,

$$
\frac{\lambda_1 + \lambda_2}{2 - T(\lambda_2 - \lambda_1)} < \lambda_2.
$$

(2.37)

Noting (1.19) and $T > T_0$, we have

$$
T > \frac{4}{\lambda_2 - \lambda_1}.
$$
Hence, in order to guarantee the validity of inequality (2.37), it suffices to require that

\[ T > \frac{1}{\bar{\lambda}_2}. \]

Of course, this is true because of (1.19) and the fact \( T > T_0 \).

Similarly, consider the angle between \( P_2Q_2 \) and \( P_2B \). The worst case is given by

\[ P_2 = \left( \frac{1}{\bar{\lambda}_2 - \bar{\lambda}_1}, \frac{\bar{\lambda}_2}{\bar{\lambda}_2 - \bar{\lambda}_1} \right), \quad Q_2 = \left( T - \frac{1}{\bar{\lambda}_2 - \bar{\lambda}_1}, \frac{\bar{\lambda}_1}{\bar{\lambda}_2 - \bar{\lambda}_1} \right). \]

A similar argument gives

\[ T > -\frac{1}{\bar{\lambda}_1}. \]

Obviously, this is true because of (1.19) and the fact \( T > T_0 \). Thus, the proof of Proposition 2.3 is finished. \( \square \)

Using the Corollary 2.1 in [8], we have

**Lemma 2.5** Under the hypotheses \((H_1)-(H_4)\), the Cauchy problem (2.20), (2.36) admits a unique \( C^1 \) solution \((R_1, R_2) = (R_1(t, x), R_2(t, x))\) on the maximum determined domain \( \Omega_5 \) enclosed by the straight line segment \( P_2Q_2 \), the straight line segment \( P_2Q_3 \), the characteristic \( P_2P_3 \): \( x = \tilde{\varphi}(t) (t \in [t_{p_2}, t_{p_3}]) \) and the characteristic \( Q_2Q_3 \): \( x = \tilde{\zeta}_2(t) (t \in [t_{p_2}, t_{p_3}]) \), where \( P_3 = (t_{p_3}, 1) \) is the intersection point of the characteristic \( x = \tilde{\varphi}(t) \) with the line \( BC \), \( Q_3 = (t_{p_3}, 1) \) is the intersection point of the characteristic \( x = \tilde{\zeta}_1(t) \) with the line \( BC \), while the characteristic \( \zeta = \tilde{\zeta}_1(t) \) satisfies

\[
\frac{d\tilde{\zeta}_1(t)}{dt} = \mu_1(R_2), \quad \tilde{\zeta}_1(t_{p_2}) = x_{p_2} \tag{2.38}
\]

and the characteristic \( \zeta = \tilde{\varphi}(t) \) satisfies

\[
\frac{d\tilde{\varphi}(t)}{dt} = \mu_2(R_1), \quad \tilde{\varphi}(t_{p_2}) = x_{p_2} \tag{2.39}
\]

See Figure 1.

We denote the solution of the system (1.1) corresponding to \((R_1(t, x), R_2(t, x))\), given by Lemma 2.5, on the domain \( \Omega_5 \) by \( U = U_5(t, x) \).

Similarly, we consider the Cauchy problem in the anti-\( x \)-direction for the system (2.20) with the following initial condition on the line segment \( P_1Q_1 \):

\[
R_1(t, c_1(t)) = R_1(U_4(t, c_1(t))) \overset{\Delta}{=} \theta_1(t), \quad t \in [t_{p_1}, t_{p_1}],
\]

\[
R_2(t, c_1(t)) = R_2(U_4(t, c_1(t))) \overset{\Delta}{=} \theta_2(t),
\tag{2.40}
\]

Similar to Proposition 2.3, we have
Proposition 2.4  The angles formed by the line segment $P_1Q_1$ and the characteristic $Q_1D$, by the line segment $P_1Q_1$ and the characteristic $P_1A$ are less than $\pi$. 

By the Corollary 2.1 in [8], we have

Lemma 2.6  Under the hypotheses $(H_1)-(H_4)$, the Cauchy problem (2.20), (2.40) admits a unique $C^1$ solution $(R_1, R_2) = (R_1(t, x), R_2(t, x))$ on the maximum determined domain $\Omega_6$ enclosed by the straight line segment $P_1Q_1$, the straight line segment $P_1Q_1$, the characteristic $P_1P_1$: $x = \zeta_1(t)$ ($t \in [t_{p_1}, t_{p_1}])$ and the characteristic $Q_1Q_1$: $x = \tilde{\zeta}_2(t)$ ($t \in [t_{q_1}, t_{q_1}]$) (see Fig. 1), where $P_4 = (t_{p_4}, 1)$ is the intersection point of the characteristic $\zeta = \zeta_1(t)$ with the line $AD$, $Q_4 = (t_{q_4}, 1)$ is the intersection point of the characteristic $\zeta = \tilde{\zeta}_2(t)$ with the line $AD$, while the characteristic $\zeta = \zeta_1(t)$ satisfies

$$\frac{d\zeta_1(t)}{dt} = \mu_1(t), \quad \zeta_1(t_{p_1}) = x_{p_1} \tag{2.41}$$

and the characteristic $\zeta = \tilde{\zeta}_2(t)$ satisfies

$$\frac{d\tilde{\zeta}_2(t)}{dt} = \mu_2(t), \quad \tilde{\zeta}_2(t_{q_1}) = x_{q_1}. \tag{2.42}$$

See Figure 1.

Let $U = U_0(t, x)$ be the solution of the system (1.1) corresponding to $(R_1(t, x), R_2(t, x))$, given by Lemma 2.6, on the domain $\Omega_6$.

Step 6: Goursat problem for the system (2.20)

We next consider the Goursat problem in the $x$-direction for the system (2.20) with the following characteristic boundary conditions:

on the characteristic $P_2B$: $x = x_1(t)$ ($t \in [0, t_{p_2}]$)

$$R_2 = R_2(U_1(t, x_1(t))), \quad t \in [0, t_{p_2}], \tag{2.43}$$

on the characteristic $P_2P_3$: $x = \zeta_2(t)$ ($t \in [t_{p_2}, t_{p_3}]$)

$$R_1 = R_1(U_3(t, \zeta_2(t))), \quad t \in [t_{p_2}, t_{p_3}], \tag{2.44}$$

By the Lemma 2.2 in [8], we have

Lemma 2.7  Under the hypotheses $(H_1)-(H_4)$, the Goursat problem (2.20), (2.43)-(2.44) has a unique $C^1$ solution $(R_1, R_2) = (R_1(t, x), R_2(t, x))$ on the domain $\Omega_7$ enclosed by the straight
line segment $BP_3$, the characteristic $BP_2$: $x = x_1(t)$ ($t \in [0, t_p]$) and the characteristic $P_3P_4$: $x = x_2(t)$ ($t \in [t_p, t_{p1}]$). See Figure 1. Moreover, it holds that

$$R_1(t, x_1(t)) = \eta_1(t), \quad \forall t \in [t_p, t_{p1}],$$

$$R_2(t, x_1(t)) = \eta_2(t), \quad \forall t \in [0, t_p].$$

(2.45)

Let $U = U_7(t, x)$ be the solution of the system (1.1) corresponding to $(R_1(t, x), R_2(t, x))$, given by Lemma 2.7, on the domain $\Omega_7$.

Similarly, consider the Goursat problem in the $x$-direction for the system (2.20) with the following characteristic boundary conditions:

on the characteristic $Q_2C$: $x = \hat{x}_2(t)$ ($t \in [t_{q2}, T]$)

$$R_1 = R_1(U_2(t, \hat{x}_2(t))), \quad t \in [t_{q2}, T],$$

(2.46)

on the characteristic $Q_2Q_3$: $x = \hat{\zeta}_1(t)$ ($t \in [t_{q3}, t_{q3}]$)

$$R_2 = R_2(U_2(t, \hat{\zeta}_1(t))), \quad t \in [t_{q3}, t_{q3}].$$

(2.47)

Similar to Lemma 2.7, we have

**Lemma 2.8** Under the hypotheses $(H_1)$-$(H_4)$, the Goursat problem (2.20), (2.46)-(2.47) has a unique $C^1$ solution $(R_1, R_2) = (R_1(t, x), R_2(t, x))$ on the domain $\Omega_8$ enclosed by the straight line segment $Q_3C$, the characteristic $Q_2C$: $x = \hat{x}_2(t)$ ($t \in [t_{q2}, T]$) and the characteristic $Q_2Q_3$: $x = \hat{\zeta}_1(t)$ ($t \in [t_{q3}, t_{q3}]$). See Figure 1. Moreover, it holds that

$$R_1(t, \hat{x}_2(t)) = \hat{\eta}_1(t), \quad \forall t \in [t_{q2}, T],$$

$$R_2(t, \hat{\zeta}_1(t)) = \hat{\eta}_2(t), \quad \forall t \in [t_{q3}, t_{q3}].$$

(2.48)

Let $U = U_8(t, x)$ be the solution of the system (1.1) corresponding to $(R_1(t, x), R_2(t, x))$, given by Lemma 2.8, on the domain $\Omega_8$.

On the other hand, we consider the Goursat problem in the anti-$x$-direction for the system (2.20) with the following characteristic boundary conditions:

on the characteristic $Q_1D$: $x = \hat{x}_1(t)$ ($t \in [t_{q1}, T]$)

$$R_2 = R_2(U_2(t, \hat{x}_1(t))), \quad t \in [t_{q1}, T],$$

(2.49)

on the characteristic $Q_1Q_4$: $x = \hat{\zeta}_2(t)$ ($t \in [t_{q4}, t_{q4}]$)

$$R_1 = R_1(U_2(t, \hat{\zeta}_2(t))), \quad t \in [t_{q4}, t_{q4}].$$

(2.50)
Similar to Lemma 2.8, we have

**Lemma 2.9** Under the hypotheses \((H_1)-(H_4)\), the Goursat problem \((2.20), (2.49)-(2.50)\) has a unique \(C^1\) solution \((R_1, R_2) = (R_1(t, x), R_2(t, x))\) on the domain \(\Omega_0\) enclosed by the straight line segment \(Q_4D\), the characteristic \(Q_1D: x = \tilde{x}_1(t) (t \in [t_{q_4}, T])\) and the characteristic \(Q_4Q_1: x = \tilde{\gamma}_2(t) (t \in [t_{q_4}, t_{q_1}])\). See Figure 1. Moreover, it holds that

\[
\begin{align*}
R_1(t, \tilde{\gamma}_2(t)) &= \tilde{\gamma}_1(t), \quad \forall t \in [t_{q_4}, t_{q_1}], \\
R_2(t, \tilde{x}_1(t)) &= \tilde{\gamma}_2(t), \quad \forall t \in [t_{q_4}, T].
\end{align*}
\]

Let \(U = U_0(t, x)\) be the solution of the system \((1.1)\) corresponding to \((R_1(t, x), R_2(t, x))\), given by Lemma 2.9, on the domain \(\Omega_0\).

Finally, we consider the Goursat problem in the anti-x-direction for the system \((2.20)\) with the following characteristic boundary conditions:

on the characteristic \(AP_1: x = x_2(t) (t \in [0, t_{p_1}])\)

\[
R_1 = R_1(U_1(t, x_2(t))) \overset{\triangle}{=} \gamma_1(t), \quad t \in [0, t_{p_1}].
\]

on the characteristic \(P_1P_4: x = \zeta_1(t) (t \in [t_{p_1}, t_{p_4}])\)

\[
R_2 = R_2(U_0(t, \zeta_1(t))) \overset{\triangle}{=} \gamma_1(t), \quad t \in [t_{p_1}, t_{p_4}].
\]

Similar to Lemma 2.9, we have

**Lemma 2.10** Under the hypotheses \((H_1)-(H_4)\), the Goursat problem \((2.20), (2.52)-(2.53)\) has a unique \(C^1\) solution \((R_1, R_2) = (R_1(t, x), R_2(t, x))\) on the domain \(\Omega_{10}\) enclosed by the straight line segment \(AP_1\), the characteristic \(AP_1: x = x_2(t) (t \in [0, t_{p_1}])\) and the characteristic \(P_1P_4: x = \zeta_1(t) (t \in [t_{p_1}, t_{p_4}])\). See Figure 1. Moreover, it holds that

\[
\begin{align*}
R_1(t, x_2(t)) &= \gamma_1(t), \quad \forall t \in [0, t_{p_1}], \\
R_2(t, \zeta_1(t)) &= \gamma_2(t), \quad \forall t \in [t_{p_1}, t_{p_4}].
\end{align*}
\]

Let \(U = U_{10}(t, x)\) be the solution of the system \((1.1)\) corresponding to \((R_1(t, x), R_2(t, x))\), given by Lemma 2.10, on the domain \(\Omega_{10}\).

**Step 7: Piecewise \(C^1\) solution with four \(C^1\) contact discontinuities**

Now we choose \(s_1(t), s_2(t)\) in \((2.23)\) from the space \(C^1[t, t_{q_4}]\) so that the compatibility conditions \((2.24)-(2.25), (2.28)-(2.29)\) and \((2.35)\) are all satisfied and the \(C^0\) norms of \(s_1(t), s_2(t)\) are bounded by \(M\).
Define the piecewise $C^1$ function

$$U = U(t, x) = \begin{cases} 
U_1(t, x), & \text{for } (t, x) \in \Omega_1, \\
\cdots & \cdots \\
U_{10}(t, x), & \text{for } (t, x) \in \Omega_{10}
\end{cases} \quad (2.55)$$

and the piecewise $C^1$ curves

$$\ell_1 = \{ (t, x) | x = \xi_1(t) \text{ for } t \in [0, t_{p_1}]; \quad x = \zeta_1(t) \text{ for } t \in [t_{p_1}, t_{p_4}] \},$$

$$\ell_2 = \{ (t, x) | x = \xi_2(t) \text{ for } t \in [0, t_{p_2}]; \quad x = \zeta_2(t) \text{ for } t \in [t_{p_2}, t_{p_5}] \},$$

$$\tilde{\ell}_1 = \{ (t, x) | x = \tilde{\xi}_1(t) \text{ for } t \in [t_{q_2}, T]; \quad x = \tilde{\zeta}_1(t) \text{ for } t \in [t_{q_2}, t_{q_4}] \},$$

$$\tilde{\ell}_2 = \{ (t, x) | x = \tilde{\xi}_2(t) \text{ for } t \in [t_{q_2}, T]; \quad x = \tilde{\zeta}_2(t) \text{ for } t \in [t_{q_2}, t_{q_4}] \}. \quad (2.56)$$

By the construction of $U_i$ ($i = 1, \cdots, 10$), we observe that $U = U(t, x)$ defined by (2.55) is a $C^1$ function out of curves $\ell_1, \ell_2, \tilde{\ell}_1$ and $\tilde{\ell}_2$; meanwhile $\ell_1$ (i.e., $OP_4$), $\ell_2$ (i.e., $OP_3$), $\tilde{\ell}_1$ (i.e., $NQ_3$) and $\tilde{\ell}_2$ (i.e., $NQ_4$) are $C^1$ smooth curves. See Figure 1.

![Figure 1: Domains $\Omega_i$ ($i = 1, \cdots, 10$); Characteristics: $AP : x = x_2(t)$, $BP : x = x_1(t)$, $CQ : x = \tilde{x}_2(t)$, $DQ : x = \tilde{x}_1(t)$; Contact discontinuities: $OP_1 : x = \xi_1(t)$, $P_1P_4 : x = \zeta_1(t)$, $OP_2 : x = \xi_2(t)$, $P_2P_3 : x = \zeta_2(t)$, $NQ_1 : x = \tilde{\xi}_2(t)$, $Q_1Q_4 : x = \tilde{\zeta}_2(t)$, $NQ_2 : x = \tilde{\xi}_1(t)$, $Q_2Q_3 : x = \tilde{\zeta}_1(t)$](image)

Obviously, $U = U(t, x)$, defined by (2.55), satisfies the system (1.1) on the domain $D(T)$, but out of the curves $\ell_1, \ell_2, \tilde{\ell}_1$ and $\tilde{\ell}_2$, in the class sense. On the other hand, it is clear that $U = U(t, x)$ satisfies the condition (1.15).
In what follows, we show that the curves $\ell_1$ and $\ell_1$ (resp. $\ell_2$ and $\ell_2$) are contact discontinuities corresponding to $\lambda_1(U)$ (resp. $\lambda_1(U)$).

In fact, we only need to prove that the Rankine-Hugoniot conditions (2.1)-(2.2) hold on the curves $x = \zeta_1(t)$ ($t \in [\tau_1, \tau_2]$), $x = \zeta_2(t)$ ($t \in [\tau_1, \tau_2]$), $x = \tilde{\zeta}_1(t)$ ($t \in [\tau_1, \tau_2]$) and $x = \tilde{\zeta}_2(t)$ ($t \in [\tau_1, \tau_2]$).

It follows from (1.8) and (2.53) that

$$\lambda_1(U_0(t, \zeta_1(t))) = \lambda_1(U_{10}(t, \zeta_1(t))) \overset{\Delta}{=} \sigma(t), \quad \forall t \in [\tau_1, \tau_2].$$

This is just the desired (2.2) for the case $k = 1$ and $x = \zeta_1(t)$.

We next show that the Rankine-Hugoniot condition (2.1) holds on $x = \zeta_1(t)$.

By (H3), we know that, for any fixed $t \in [\tau_1, \tau_2]$, there exists a $C^1$ curve segment $U = U(\tau)$ ($\tau \in [\tau_1, \tau_2]$) in $\mathcal{N}$ such that

$$U(\tau_1) = U_0(t, \zeta_1(t)), \quad U(\tau_2) = U_{10}(t, \zeta_1(t))$$

and

$$\lambda_1(U(\tau)) = \sigma(t), \quad \forall \tau \in [\tau_1, \tau_2].$$

Differentiating (2.58) with respect to $\tau$ gives

$$\nabla \lambda_1(U(\tau)) \cdot \frac{dU}{dt}(\tau) = 0, \quad \forall \tau \in [\tau_1, \tau_2].$$

By (1.3), (1.5) and (2.59), we observe that $\frac{dU}{dt}(\tau)$ is proportional to $\bar{r}_2(U(\tau))$. Then we have

$$\sigma(t) \frac{dU}{dt}(\tau) = \nabla F(U(\tau)) \frac{dU}{dt}(\tau), \quad \forall \tau \in [\tau_1, \tau_2].$$

Integrating this yields the Rankine-Hugoniot condition (2.1) on $x = \zeta_1(t)$.

Others are similar.

**Step 8: Control inputs $h_1(t)$ and $h_2(t)$**

Finally, we define $h_1(t)$ and $h_2(t)$ as follows

$$h_1(t) = \begin{cases} -B_1(U_{10}(t, -1), t), & \text{as } t \in [0, t_{p_{1}}], \\ -B_1(U_0(t, -1), t), & \text{as } t \in [t_{p_{1}}, t_{q_{1}}], \\ -B_1(U_0(t, -1), t), & \text{as } t \in [t_{q_{1}}, T]. \end{cases}$$

and

$$h_2(t) = \begin{cases} -B_2(U_7(t, 1), t), & \text{as } t \in [0, t_{p_{1}}], \\ -B_2(U_5(t, 1), t), & \text{as } t \in [t_{p_{1}}, t_{q_{1}}], \\ -B_2(U_5(t, 1), t), & \text{as } t \in [t_{q_{1}}, T]. \end{cases}$$
\( h_1(t) \) and \( h_2(t) \) are just the desired control inputs such that the system (1.1), (1.9) possesses a piecewise \( C^1 \) solution \( U = U(t, x) \), containing 4 contact discontinuities and satisfying (1.15), on the domain \( D(T) \), provided that \( T > T_0 \). Thus, the proof of Theorem 1.1 is completed. \( \square \)

3 Some remarks and a new application

In this section, we give some important remarks as well as a new application of our theory.

Remark 3.1 Some physical systems always satisfy the hypotheses (H1)-(H4), for example, the system of isentropic gas with the Von Kármán-Tsien pressure law, the system of relativistic gas dynamics with the relativistic counterpart of the Chaplygin pressure law, etc. (see [5]).

Remark 3.2 Consider general quasilinear system of conservation laws

\[
\frac{\partial u}{\partial t} + \frac{\partial f(u)}{\partial x} = 0, \tag{3.1}
\]

where \( u = (u_1, \cdots, u_n)^T \) is the unknown vector function of \((t, x)\), \( f: \mathbb{R}^n \rightarrow \mathbb{R}^n \) is a given \( C^2 \) vector function of \( u \). Suppose that on the domain under consideration, (3.1) is a non-strictly hyperbolic system with two characteristics, and each characteristic has a constant multiplicity, say, on the domain under consideration,

\[
\lambda_1(u) \equiv \cdots \equiv \lambda_m(u) \triangleq \lambda(u) < \mu(u) \triangleq \lambda_{m+1}(u) \equiv \cdots \equiv \lambda_n(u),
\]

where \( 1 \leq m \leq n - 1 \). When \( m > 1 \) or \( m < n - 1 \), the system (3.1) is non-strictly hyperbolic.

In particular, when \( n \geq 4 \) and \( 1 < m < n - 1 \), the system (3.1) is rich, and \( \lambda(u), \mu(u) \) must be linearly degenerate (see [9] and [1]-[4]). In this case, the system (3.1) can be rewritten as

\[
\begin{align*}
\frac{\partial R_i}{\partial t} + \lambda(u) \frac{\partial R_i}{\partial x} &= 0 && (i = 1, \cdots, m), \\
\frac{\partial R_j}{\partial t} + \mu(u) \frac{\partial R_j}{\partial x} &= 0 && (j = m + 1, \cdots, n),
\end{align*}
\tag{3.2}
\]

where \( R_i \) (\( i = 1, \cdots, n \)) are Riemann invariants. For the present situation we have a similar result.

Remark 3.3 Hypothesis (H3) is a geometric assumption for constructing contact discontinuities with non-small jumps. It is needed since we do not require that the oscillations of \( u^+_0(x) \), \( u^+_T(x) \), \( v^+_0(x) \), \( v^+_T(x) \) and the jumps \( |u^+_0(0) - u^+_0(0)|, |v^+_0(0) - v^+_0(0)|, |u^+_T(0) - u^+_T(0)|, |v^+_T(0) - v^+_T(0)| \) are small.

If the above jumps are small, then the hypothesis (H3) is not needed. Moreover, in Theorem 1.1, a part of contact discontinuities in the solution \( U = U(t, x) \) may disappear. If the initial and terminal functions are continuous at \( x = 0 \), then the contact discontinuities in \( U = U(t, x) \) degenerate weak
discontinuities. If the initial and terminal functions are $C^1$ smooth on $[-1, 1]$, then the solution $U = U(t, x)$ is also $C^1$ smooth, in this case Theorem 1.1 is nothing but the result given in [8].

**Remark 3.4** The hypothesis $(H_t)$ is also needful since we do not require that the oscillations and jumps of the initial and terminal functions are small. If the oscillations and jumps of the initial and terminal functions are small, then the hypothesis $(H_t)$ is not needed. Moreover, it is also required in the proof of Theorem 1.1 that the mapping defined by (1.6) is inverse, i.e., we can solve $U$ from (1.6).

**Application to the extremal surfaces in $(1 + n)$-dimensional Minkowski space-time**

We next give a new application of Theorem 1.1.

Let $(t, x, y)$ be points on $(1 + 2)$-dimensional Minkowski space-time. A time-like surface takes the form

$$ y = \phi(t, x). \quad (3.3) $$

This surface is called to be *extremal surface* if $\phi$ is the critical point of the area functional

$$ I = \iint \sqrt{1 + \frac{\phi_x^2}{\sqrt{1 + \phi_y^2}}} \, dx \, dt. \quad (3.4) $$

The corresponding Euler-Lagrange equation is as follows

$$ \left( \frac{\phi_y}{\sqrt{1 + \phi_x^2}} \right)_t - \left( \frac{\phi_x}{\sqrt{1 + \phi_y^2}} \right)_x = 0. \quad (3.5) $$

Notice that, if $\sqrt{1 + \phi_x^2} - \phi_y \neq 0$, then (3.5) is nothing but the Born-Infeld equation (see [2]).

Recently, Brenier [3] suggests an equation for extremal surfaces in the 5-dimensional Minkowski space, which is related to classical Electrodynamics. By prescribing $(t, s) \rightarrow (t, s, X(t, s))$ to be an extremal surface in the 5-dimensional Minkowski space $(t, s, x_1, x_2, x_3)$ with the signature $(-, +, +, +, +)$, we know that the area functional is

$$ I = \iint \sqrt{1 + |\partial_s X|^2 - |\partial_t X|^2 - |\partial_s X \times \partial_t X|^2} \, ds \, dt. \quad (3.6) $$

The corresponding Euler-Lagrange equation is

$$ \left( \frac{\phi_y}{\sqrt{1 + |\phi_x|^2}} \right)_t - \left( \frac{\phi_x}{\sqrt{1 + |\phi_y|^2}} \right)_x + \left( \frac{\phi_y}{\sqrt{1 + |\phi_x|^2}} \right)_x \left( \frac{\phi_x}{\sqrt{1 + |\phi_y|^2}} \right)_t \left( \frac{\phi_y}{\sqrt{1 + |\phi_x|^2}} \right)_t = 0, \quad (3.7) $$

where $x$ stands for $s$ in (3.6), and $\phi = (\phi_1, \phi_2, \phi_3)^T$ represents $X$ in (3.6).
More generally, we consider a vector function $\phi = (\phi_1, \ldots, \phi_n)^T$, which is the critical point of the area functional

$$I = \int \int \sqrt{1 + |\phi_x|^2 - |\phi_t|^2 - |\phi_t|^2 |\phi_x|^2 + \langle \phi_t, \phi_x \rangle^2} \, dx \, dt, \quad (3.8)$$

where $\langle \cdot, \cdot \rangle$ stands for the inner product. The corresponding Euler-Lagrange equation is as follows

$$\begin{align*}
\int & \left( \begin{array}{c}
\phi_t \\
\phi_x \\
|\phi_x|^2 \phi_t - \langle \phi_t, \phi_x \rangle \phi_x \\
|\phi_x|^2 \phi_t - \langle \phi_t, \phi_x \rangle \phi_x \\
|\phi_x|^2 \phi_t - \langle \phi_t, \phi_x \rangle \phi_x \\
|\phi_x|^2 \phi_t - \langle \phi_t, \phi_x \rangle \phi_x
\end{array} \right) \\
& \int \left( \begin{array}{c}
1 + |\phi_x|^2 - |\phi_t|^2 - |\phi_t|^2 |\phi_x|^2 + \langle \phi_t, \phi_x \rangle^2 \\
|\phi_x|^2 \phi_t - \langle \phi_t, \phi_x \rangle \phi_x \\
1 + |\phi_x|^2 - |\phi_t|^2 - |\phi_t|^2 |\phi_x|^2 + \langle \phi_t, \phi_x \rangle^2 \\
1 + |\phi_x|^2 - |\phi_t|^2 - |\phi_t|^2 |\phi_x|^2 + \langle \phi_t, \phi_x \rangle^2 \\
1 + |\phi_x|^2 - |\phi_t|^2 - |\phi_t|^2 |\phi_x|^2 + \langle \phi_t, \phi_x \rangle^2
\end{array} \right) \\
& = 0.
\end{align*} \quad (3.9)$$

Remark 3.5  When $n = 1$, the equation (3.9) is nothing but the equation (3.5); when $n = 3$, the equation (3.9) becomes the equation (3.7).

Let

$$u = \phi_x, \quad v = \phi_t. \quad (3.10)$$

Then (3.9) can be equivalently rewritten as

$$\begin{align*}
\begin{cases}
u_t - v_x = 0, \\
\left( \frac{\nu}{\sqrt{1 + |\nu|^2 - |v|^2 - |v|^2 |\nu|^2 + \langle \nu, v \rangle^2}} \right)_x \\
\left( \frac{\nu}{\sqrt{1 + |\nu|^2 - |v|^2 - |v|^2 |\nu|^2 + \langle \nu, v \rangle^2}} \right)_x \\
\left( \frac{\nu}{\sqrt{1 + |\nu|^2 - |v|^2 - |v|^2 |\nu|^2 + \langle \nu, v \rangle^2}} \right)_x \\
\left( \frac{\nu}{\sqrt{1 + |\nu|^2 - |v|^2 - |v|^2 |\nu|^2 + \langle \nu, v \rangle^2}} \right)_x = 0
\end{cases}
\end{align*} \quad (3.11)$$

for smooth solutions. The following lemma comes from [6].

Lemma 3.1  If $\Delta (u, v) \triangleq 1 + |u|^2 - |v|^2 - |v|^2 |u|^2 + \langle u, v \rangle^2 > 0$, then (3.11) is a non-strictly hyperbolic system with two $n$-constant multiple eigenvalues:

$$\lambda_1 \equiv \cdots \equiv \lambda_n \triangleq \lambda_- \triangleq \lambda_{n+1} \equiv \cdots \equiv \lambda_{2n},$$

where

$$\lambda_{\pm} \triangleq \frac{1}{1 + |v|^2} \left( -\langle u, v \rangle \pm \sqrt{1 + |u|^2 - |v|^2 - |v|^2 |u|^2 + \langle u, v \rangle^2} \right),$$

moreover, the system (3.11) is linear degenerate.
Noting Remark 3.2, under suitable assumptions we can obtain the global exact boundary controllability for the system (3.11) (equivalently, the equation (3.9)) in the class of piecewise $C^1$ functions. For the limited space, we omit the details.
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