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Abstract

The inhomogeneous $\bar{\partial}$-equation is an inexhaustible source of locally unsolvable equations, subelliptic estimates and other phenomena in partial differential equations. Loosely speaking, for the analysis on complex manifolds with boundary nonelliptic problems are typical rather than elliptic ones. Using explicit integral representations we assign a Fredholm complex to the Dolbeault complex over an arbitrary bounded domain in $\mathbb{C}^n$. 
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Introduction

Ellipticity of differential (or pseudodifferential) operators is usually formulated as a condition on suitable symbols. It is then expected that the ellipticity entails the Fredholm property in reasonable scales of spaces, e.g., Sobolev spaces.

For operators on a compact closed $C^\infty$ manifold this is a well-known relation. There is a natural analogue for complexes, where ellipticity is the exactness of a corresponding complex of symbols, and the Fredholm problem means the finiteness of the associated Euler characteristic.

Standard complexes such as the de Rham and the Dolbeault complexes belong to the latter category, and it is well known, see Atiyah and Bott [AB67], that they possess a parametrix in the class of elliptic pseudodifferential complexes.

The case of a compact $C^\infty$ manifold with boundary is completely different. If a certain topological obstruction for the principal symbols vanishes, cf. Atiyah and Bott [AB64], there are elliptic boundary conditions in the sense of the Lopatinski\'i condition. Associated boundary value problems are again Fredholm in standard Sobolev spaces, cf. also [BdM71].

On the other hand, the Cauchy-Riemann operator in one complex variable and many other interesting geometric operators on a manifold with boundary are elliptic, but they do not admit any elliptic boundary value problems in that sense.

The program to study boundary value problems without Lopatinski\'i condition has been stimulated by the paper of Atiyah, Patodi and Singer [APS75], who represented the signature of a Riemannian manifold as the index of a Dirac-type operator under nonlocal boundary conditions. The Fredholm theory of such operators was actually well known in another language by the work of Kondrat'ev [Kon67] in the context of operators on a manifold with conical singularities.

It was Calderón [Cal63] who first suggested a more general approach to boundary value problems. Given any elliptic differential operator $A$, the Cauchy data on the boundary for any solution to $Au = 0$ uniquely determine $u$ up to a finite-dimensional effect. Hence it follows that any Fredholm operator in the space of Cauchy data leads to a Fredholm boundary value problem for the initial equation $Au = 0$, too.

In fact, the Cauchy data spaces give rise to various function spaces in the domain, not necessarily to Sobolev spaces. An example are the generalised Hardy spaces.

Also Seeley’s paper [See69] belongs to this development, as well as a calculus of Schulze [Sch01] who completed the set of such problems to a pseudodifferential algebra, where ellipticity does not require the Lopatinski\'i condition.
This algebra contains as a very particular case the algebra of Toeplitz operators on the boundary, cf. [Ven72].

The crucial step in the construction consists of specifying the index element of the virtual index bundle on the cosphere bundle of the boundary, induced by the boundary symbol. In general, this may be a hard problem in concrete cases.

The Dolbeault complex belongs to the examples, where the virtual index bundle from the boundary symbol is not a pull-back under the canonical projection of any bundle on the boundary. In other words, in contrast to Fredholm boundary value problems for complexes with Lopatinskii condition, cf. Dynin [Dyn72], Pillat and Schulze [PS80], or Rempe1 and Schulze [RS82], we may look for alternative constructions of Fredholm complexes associated with the Dolbeault complex.

This is just the program of the present paper. We prove that any homotopy formula for the Dolbeault complex over a bounded domain in $\mathbb{C}^n$ with smooth boundary leads to a Fredholm complex. While using a special convolution homotopy formula of Koppelman [Kop67], we actually show that the same ideas work for more general Leray-type integral formulas in strictly pseudoconvex domains in $\mathbb{C}^n$.

1 Auxilary results

Let us introduce necessary notation. We will consider the space $\mathbb{C}^n$ of complex variables $z = (z_1, \ldots, z_n)$. Write $z_j = x_j + iy_j$ for $j = 1, \ldots, n$. The orientation of $\mathbb{C}^n$ is determined by the order of coordinates $(x_1, \ldots, x_n, y_1, \ldots, y_n)$. Then the volume form in $\mathbb{C}^n$ is

$$dv = dx \wedge dy = \left(\frac{i}{2}\right)^n dz \wedge d\bar{z},$$

where $dz = dz_1 \wedge \ldots \wedge dz_n$.

From now on $\mathcal{D}$ is a bounded domain with $C^\infty$ boundary in $\mathbb{C}^n$, such that $\mathbb{C}^n \setminus \mathcal{D}$ is connected. We give $\mathcal{D}$ by $\mathcal{D} = \{z \in \mathbb{C}^n : \varrho(z) < 0\}$, where $\varrho$ is a real-valued function of class $C^\infty(\mathbb{C}^n)$ with $\nabla \varrho \neq 0$ on $\partial \mathcal{D}$. The function $\varrho$ can be chosen in such a way that $|\nabla \varrho| = 1$ on $\partial \mathcal{D}$.

Recall some properties of the Hodge star operator relative to the usual Euclidean metric in $\mathbb{C}^n$, cf. [Wel73]. Let $u$ be a differential form of bidegree $(p, q)$ having the form

$$u = \sum_i \sum_j u_{i,j}(z) \, dz_i \wedge d\bar{z}_j,$$
where the sums are over all increasing multi-indices

\[ I = (i_1, \ldots, i_p), \]
\[ J = (j_1, \ldots, j_q) \]

of integers \(1, \ldots, n\), i.e.,

\[ 1 \leq i_1 < \ldots < i_p \leq n, \]
\[ 1 \leq j_1 < \ldots < j_q \leq n, \]

and

\[ dz_I = dz_{i_1} \wedge \ldots \wedge dz_{i_p}, \]
\[ dz_J = dz_{j_1} \wedge \ldots \wedge dz_{j_q}. \]

Then

\[ \star u = \sum_I \sum_J u_{I,J}(z) \star (dz_I \wedge dz_J), \]
\[ \star (dz_I \wedge dz_J) = (-1)^{p+q} 2^{p+q} \left( \frac{1}{2} \right)^n \sigma(I) \sigma(J) dz[J] \wedge d\bar{z}[I], \]

where \(dz[J]\) is obtained from \(dz\) by removing the differentials \(dz_{j_1}, \ldots, dz_{j_q}\), and \(\sigma(J) = \pm 1\) is defined by \(dz_I \wedge dz[J] = \sigma(J) dz\).

The form \(\star u\) is thus a differential form of bidegree \((n-q, n-p)\). Moreover, we have

1) \[ \star \star u = (-1)^{p+q} u; \]
2) \[ dz_I \wedge dz_J \wedge \star (dz_I \wedge dz_J) = 2^{p+q}dv. \]

If \(u\) and \(v\) are differential forms of bidegree \((p, q)\) with coefficients of the Lebesgue class \(L^2(D)\) then their Hodge scalar product is defined by

\[ (u, v) = \int_D u \wedge \star v, \]

so that \(\|u\|^2 = (u, u)\).

Using the Hodge star operator one can explicitly write down the operators \(\bar{\partial}^*\) and \(\partial^*\) formally adjoint to \(\bar{\partial}\) and \(\partial\), respectively:

\[ \bar{\partial}^* = - \star \partial^*, \]
\[ \partial^* = - \star \bar{\partial}^*. \]

For \(s \in \mathbb{Z}_+\), we denote by \(H^s(D)\) the Sobolev space of functions whose derivatives up to order \(s\) belong to \(L^2(D)\). More generally, we write \(H^s(D, \Lambda^{p,q})\) for the space of all differential forms \(u\) of bidegree \((p, q)\) in \(D\), whose coefficients lie in \(H^s(D)\). These are Hilbert spaces under standard Hermitian structures. Since the operator \(\bar{\partial}\) does not change the degree of \(u\) in \(z\), we restrict our
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discussion to differential forms of bidegree \((0, q)\). For \(q = 0\) we clearly have
\(H^*(D, \Lambda^{0,0}) = H^*(D)\).

Given any differential form \(u\) of bidegree \((p, q)\) with continuous coefficients
in \(\bar{D}\), one says that the tangential part of \(u\) on \(\partial D\) is equal to zero (write \(\tau(u) = 0\)) if
\[
\int_{\partial D} u \wedge g = 0
\]
for all \((n - p, n - q - 1)\)-forms \(g\) with \(C^\infty\) coefficients in \(\bar{D}\). This just amounts
to saying that \(u \wedge \partial \bar{g} = 0\) on \(\partial D\).

Furthermore, the normal part of \(u\) on \(\partial D\) is said to vanish (write \(\nu(u) = 0\))
if \(\tau(\ast u) = 0\).

**Lemma 1.1**

1) \(\tau(u) = 0\) if and only if \((\partial u, g) = (u, \bar{\partial} g)\) for all \(g \in C^\infty(D, \Lambda^{0,n-q-1})\).
2) \(\nu(u) = 0\) if and only if \((\bar{\partial} u, g) = (u, \partial g)\) for all \(g \in C^\infty(\bar{D}, \Lambda^{0,n+1})\).

**Proof.** This follows from Stokes’ formula. \(\Box\)

2 A homotopy formula

The formula of Koppelman [Kop67] for differential forms will be of crucial role
in our considerations.

Denote by \(g(\zeta, z)\) the standard fundamental solution of the Laplace equa-
tion in \(\mathbb{C}^n\),
\[
g(\zeta, z) = \begin{cases} 
-\frac{(n - 2)!}{(2\pi i)^n} \frac{1}{|\zeta - z|^{2n-2}} & \text{if } n > 1, \\
\frac{1}{2\pi i} \log |\zeta - z|^2 & \text{if } n = 1,
\end{cases}
\]
and set
\[
U_{0,q+1}(\zeta, z) = \sum_j \left( \sum_{j \in J} \sigma(j, J) \frac{\partial g}{\partial \zeta_j} d\zeta[j, J] \wedge d\zeta \right) d\zeta_j
\]
where the sum is over all increasing multi-indices \(J = (j_1, \ldots, j_q)\) of integers
1, \ldots, \(n\), and the constant \(\sigma(j, J) = \pm 1\) is uniquely determined from the equality
\[
d\zeta_j \wedge d\zeta_j \wedge d\zeta[j, J] = \sigma(j, J) d\zeta.
\]

The kernel \(U_{0,q+1}(\zeta, z)\) is interpreted as a double differential form of bidegree
\((n, n - q - 1)\) in \(\zeta\) and bidegree \((0, q)\) in \(z\). For \(q = -1\) and \(q = n\) we put
\(U_{0,q+1}(\zeta, z) = 0\).
By §1 of Aizenberg and Dautov [AD83] the kernel $U_{0,q+1}(\zeta, z)$ can be written in the form

$$U_{0,q+1}(\zeta, z) = \partial \zeta g(\zeta, z) \wedge F_{1,q+1}(\zeta, z),$$

$$F_{1,q+1}(\zeta, z) = (-1)^{n-q-1} \sum_{J} \left( \sum_{j \notin J} \sigma(j, J)(-1)^{j-1} d\zeta[j, J] \wedge d\zeta[j] \right) d\bar{z}_J.$$

(2.1)

We need yet another form of the kernel $U_{0,q+1}(\zeta, z)$. To this end we introduce the double differential form

$$V_{0,q+1}(\zeta, z) = \frac{1}{2} \sum_{J} \sum_{j \notin J} \left( \sigma(j \cup J) g(\zeta, z) d\zeta[j, J] \wedge d\zeta \right) d\bar{z}_{J \cup J},$$

where $j \cup J$ is the increasing multi-index of length $q+1$ that is obtained by placing $j$ within $J$.

**Lemma 2.1** For $\zeta \neq z$, it follows that

$$\partial_z^* V_{0,q+1}(\zeta, z) = U_{0,q+1}(\zeta, z).$$

**Proof.** Given any increasing multi-index $K$ of length $q + 1$, we get

$$\partial_z^* (g(\zeta, z) d\bar{z}_K) = - * \partial_z (g(\zeta, z) d\bar{z}_K)$$

$$= -2^{q+1} \left( \frac{\zeta}{2} \right)^n \frac{\sigma(K) \wedge d\bar{z}[K] \wedge d\bar{z}}{\partial \zeta}$$

$$= 2^{q+1} \left( \frac{\zeta}{2} \right)^n \frac{\sigma(K) \wedge \sum_{k \in K} \frac{\partial g}{\partial \zeta_k} d\bar{z}_k \wedge d\bar{z}[K] \wedge d\bar{z}}.$$  

A trivial verification shows that

$$d\bar{z}_k \wedge d\bar{z}[K] = (-1)^q \sigma(k, K \setminus k) \sigma(K \setminus k) d\bar{z}[K \setminus k],$$

$$(-1)^{q(n-q)} \sigma(K \setminus k) = \sigma(\{1, \ldots, n\} \setminus (K \setminus k))$$

whence

$$\partial_z^* (g(\zeta, z) d\bar{z}_K) = 2\sigma(K) \sum_{k \in K} \sigma(k, K \setminus k) \frac{\partial g}{\partial \zeta_k} d\bar{z}[K \setminus k].$$

For any multi-index $J$ of length $q$ and $j \notin J$, we can represent the multi-index $K = j \cup J$ in the form $K = k \cup (K \setminus k)$ with $k \in K$ by $q + 1$ different
ways. Hence

\begin{align*}
\tilde{\partial}_z^q V_{0,q+1}(\zeta, z) \\
&= \frac{1}{2} \frac{1}{q+1} \sum_{j \in J} \sum_{j \in J} \left( \sigma(j \cup J) d\zeta[k_j, J] \wedge d\zeta \right) \tilde{\partial}_z^q \left( g(\zeta, z) d\zeta_{j \cup J} \right) \\
&= \frac{1}{q+1} \sum_{j \in J} \sum_{k \in (j \cup J)} \left( \sigma(k, (j \cup J) \setminus k) \frac{\partial g}{\partial \zeta_k} d\zeta[k_j, J] \wedge d\zeta \right) d\zeta_{(j \cup J) \setminus k} \\
&= U_{0,q+1}(\zeta, z),
\end{align*}

as desired. \hfill \Box

The \( \tilde{\partial}^* \)-exactness of the kernel \( U_{0,q+1} \) is mentioned in [Tar90, p. 88], however no explicit form of \( V_{0,q+1} \) is given.

**Lemma 2.2** Away from the diagonal of \( \mathbb{C}^n \times \mathbb{C}^n \), we have

\[
\tilde{\partial}_\zeta U_{0,q+1}(\zeta, z) = (-1)^q \tilde{\partial}_z U_{0,q}(\zeta, z).
\]

**Proof.** Cf. §1 in [AD83]. \hfill \Box

In particular, the kernels \( U_{0,1}(\zeta, z) \) and \( U_{0,n}(\zeta, z) \) are \( \tilde{\partial} \)-closed in \( \zeta \) and \( z \), respectively, for \( \zeta \neq z \).

Consider the bounded operators

\[
M : H^s(\mathcal{D}, \Lambda^0) \to H^s(\mathcal{D}, \Lambda^0),
\]

\[
T : H^s(\mathcal{D}, \Lambda^0) \to H^{s+1}(\mathcal{D}, \Lambda^{0,q-1})
\]

defined by

\[
(Mu)(z) = \int_{\partial\mathcal{D}} u(\zeta) \wedge U_{0,q+1}(\zeta, z),
\]

\[
(Tu)(z) = -\int_{\mathcal{D}} u(\zeta) \wedge U_{0,q}(\zeta, z)
\]

for \( z \in \mathcal{D} \). The operators \( M \) and \( T \) are bounded, for the former is a derivative of the simple layer potential and the latter is a derivative of the volume potential in \( \mathbb{C}^n \).

The differential forms \((Mu)(z)\) and \((Tu)(z)\) are defined for \( z \in \mathbb{C}^n \setminus \bar{\mathcal{D}} \), too. We write \((Mu)^\pm\) and \((Tu)^\pm\) for the restrictions of \( Mu \) and \( Tu \) to \( \mathcal{D} \) and \( \mathbb{C}^n \setminus \bar{\mathcal{D}} \), respectively.

Note that the differential form \( Mu \) has harmonic coefficients away from the boundary of \( \mathcal{D} \), and it decreases as \( |z|^{-2n} \) at the point at infinity. The
differential form $T u$ has harmonic coefficients away from the closure of $\mathcal{D}$, and it decreases as $|z|^{-2n}$ at the point at infinity.

Having disposed of these preliminary steps we are in a position to formulate the formula of Koppelman [Kop67], cf. also [AD83].

**Lemma 2.3** For any $u \in H^1(\mathcal{D}, \Lambda^0 \mathcal{D})$, we have

$$Mu + T \bar{\partial} u + \bar{\partial} T u = \begin{cases} u(z) & \text{if } z \in \mathcal{D}, \\ 0 & \text{if } z \in \mathbb{C}^n \setminus \mathcal{D}. \end{cases}$$ (2.2)

**Proof.** For those differential forms $u$ which are smooth in the closure of $\mathcal{D}$ this formula is proved in [AD83]. Given any $u \in H^1(\mathcal{D}, \Lambda^0 \mathcal{D})$, we choose a sequence $\{u_n\}$ of smooth forms approximating $u$ in the Sobolev norm. Writing every $u_n$ by formula (2.2) and letting $n \to \infty$ we get this formula for $u$ by continuity.

When $q = 0$, (2.2) is nothing else than the Bochner-Martinelli formula for smooth functions.

3 Algebraic construction

Let

$$
\begin{align*}
0 & \longrightarrow V^0 \xrightarrow{A} V^1 \xrightarrow{A} \cdots \xrightarrow{A} V^N \longrightarrow 0, \\
0 & \longrightarrow Q^0 \xrightarrow{B} Q^1 \xrightarrow{B} \cdots \xrightarrow{B} Q^N \longrightarrow 0
\end{align*}
$$

be two complexes of Banach spaces. By a *cochain mapping* of these complexes is meant any sequence of mappings

$$C^q : V^q \to Q^q$$

such that the diagram

$$
\begin{align*}
0 & \longrightarrow V^0 \xrightarrow{A} V^1 \xrightarrow{A} \cdots \xrightarrow{A} V^N \xrightarrow{A} 0 \\
0 & \longrightarrow Q^0 \xrightarrow{B} Q^1 \xrightarrow{B} \cdots \xrightarrow{B} Q^N \xrightarrow{B} 0
\end{align*}
$$

commutes, i.e., $C^q A = B C^{q-1}$ for all $q$.

Given any cochain mapping $C = \{C^q\}$, one defines a new complex

$$
\begin{align*}
0 & \longrightarrow V^0 \oplusspace{d^0} V^1 \oplusspace{d^1} \cdots \oplusspace{d^{N-1}} V^N \oplusspace{d^N} 0 \\
0 & \longrightarrow Q^0 \oplusspace{d^0} Q^1 \oplusspace{d^1} \cdots \oplusspace{d^{N-1}} Q^{N-1} \oplusspace{d^N} Q^N \longrightarrow 0
\end{align*}
$$

(3.2)
where

$$d^q = \left( \begin{array}{cc} -A^q & 0 \\ C^q & B^q \end{array} \right).$$

It is called the cone of the cochain mapping $C$ and denoted by $\mathcal{C}(C)$, cf. [Spa66] and elsewhere.

By $C^qA = BC^{q-1}$ we see that $A^q$ restricts to a mapping $\ker C^q \to \ker C^{q+1}$, and $B^q$ lifts to a mapping $\coker C^q \to \coker C^{q+1}$. We thus get two associated complexes

$$
\begin{array}{cccccccc}
0 & \to & \ker C^0 & \xrightarrow{A} & \ker C^1 & \xrightarrow{A} & \ldots & \xrightarrow{A} & \ker C^N & \to & 0, \\
0 & \to & \coker C^0 & \xrightarrow{B} & \coker C^1 & \xrightarrow{B} & \ldots & \xrightarrow{B} & \coker C^N & \to & 0
\end{array}
$$

(3.3)

denoted by $\ker C$ and $\coker C$, respectively.

**Lemma 3.1** Complex (3.2) is Fredholm if and only if so are both the complexes (3.3). In this case

$$\chi_{\mathcal{C}(C)} = \chi_{\ker C} - \chi_{\coker C}.$$ 

Given a (cochain) complex $V$, we write $\chi_V$ for the Euler characteristic of $V$, i.e., for the alternating sum of dimensions of the cohomology spaces of $V$, if defined.

**Proof.** A trivial verification shows that

$$
\begin{align*}
H^0(\mathcal{C}(C)) &= H^0(\ker C), \\
H^q(\mathcal{C}(C)) &= H^q(\ker C) \oplus H^{q-1}(\coker C), \\
H^{N+1}(\mathcal{C}(C)) &= H^N(\coker C),
\end{align*}
$$

and the lemma follows (cf. Proposition 5 in [RS82, 3.2.3.1]).

$\Box$

In particular, complex (3.2) is exact if and only if so are both the complexes (3.3).

We apply the construction of $\mathcal{C}(C)$ in the case when

$$Q^q = V^q / U^q,$$

$U^q$ being closed subspaces of $V^q$, such that $A$ maps $U^q$ to $U^q$ for each $q$. Then $A$ lifts in a natural way to a mapping $Q^q \to Q^{q+1}$ which we denote by $A_Q$.

By the very definition it fulfills $C^qA = A_QC^{q-1}$ where $C^q$ are the canonical mappings. Hence we arrive at the complex

$$
\begin{array}{cccccccc}
0 & \to & V^0 & \oplus & d^0 & \oplus & d^1 & \ldots & d^{N-1} & \oplus & V^N & \to & 0 \\
0 & \to & V^0 / U^0 & \to & V^1 / U^0 & \to & \ldots & \to & V^{N-1} / U^{N-1} & \to & V^N / U^N & \to & 0
\end{array}
$$

(3.4)
with 

\[ d^q = \begin{pmatrix} -A^q & 0 \\ C^q & A_Q^{-1} \end{pmatrix}. \]

**Theorem 3.2** The complex (3.4) is Fredholm if and only if so is the complex

\[ 0 \longrightarrow U^0 \xrightarrow{A} U^1 \xrightarrow{A} \ldots \xrightarrow{A} U^N \longrightarrow 0. \quad (3.5) \]

In this case the Euler characteristic of (3.4) is equal to that of the complex (3.5).

**Proof.** It suffices to combine Lemma 3.1 with the observation that in our case the complex \( \ker C \) reduces to (3.5), and the complex \( \text{coker} C \) is zero.

\[ \square \]

## 4 An exact complex

Given any \( s = 1, 2, \ldots \), we introduce the spaces

\[ U^s(\mathcal{D}, \Lambda^0) = \{ u \in H^s(\mathcal{D}, \Lambda^0) : MT^j u = 0 \text{ in } \mathcal{D} \text{ for all } j \in \mathbb{Z}_+ \}. \]

Since both \( M \) and \( T \) are continuous mappings \( U^s(\mathcal{D}, \Lambda^0) \) is a closed subspace of \( H^s(\mathcal{D}, \Lambda^0) \), hence a Hilbert space. We give a description of these spaces later.

In the meanwhile we note that the operator \( T \) decreases the degree of the form in \( z \) by 1. It follows \( T^j u \equiv 0 \) for \( j > q \). Hence the equalities \( MT^j u = 0 \) for all \( j \in \mathbb{Z}_+ \) can be formally summarised by saying that \( M(I - T)^{-1} u \equiv 0 \) in \( \mathcal{D}, I \) being the identity operator.

**Theorem 4.1** Suppose \( s \geq n \). The following sequence of Hilbert spaces is an exact complex:

\[ 0 \longrightarrow U^s(\mathcal{D}, \Lambda^0) \xrightarrow{\bar{\partial}} U^{s-1}(\mathcal{D}, \Lambda^{0,1}) \xrightarrow{\bar{\partial}} \ldots \xrightarrow{\bar{\partial}} U^{s-n}(\mathcal{D}, \Lambda^{0,n}) \longrightarrow 0. \quad (4.1) \]

**Proof.** We begin by verifying that the operator \( \bar{\partial} \) preserves the above spaces, i.e., it restricts to a mapping \( U^{s-q}(\mathcal{D}, \Lambda^0) \rightarrow U^{s-q-1}(\mathcal{D}, \Lambda^{0,q+1}) \) for all \( q \).

Let \( u \in U^{s-q}(\mathcal{D}, \Lambda^0) \). Then \( MT^j u = 0 \) in \( \mathcal{D} \) for all \( j = 0, 1, \ldots, q \). Set \( f = \bar{\partial} u \).

The operators \( \bar{\partial} \) and \( M \) commute. Indeed, for \( z \notin \partial \mathcal{D} \) we get

\[ \bar{\partial} (Mu)(z) = \int_{\partial \mathcal{D}} u(\zeta) \wedge \bar{\partial}_{\bar{z}} U_{0,q+1}(\zeta, z). \]
\[
\begin{align*}
&= (-1)^{q+1} \int_{\partial D} u(\zeta) \wedge \bar{\partial}_\zeta U_{0,q+2}(\zeta, z) \\
&= \int_{\partial D} \bar{\partial} u(\zeta) \wedge U_{0,q+2}(\zeta, z) \\
&= (M\bar{\partial}u)(z),
\end{align*}
\]
the second equality being due to Lemma 2.2. Hence it follows that
\[
Mf = \bar{\partial}Mu = 0
\]
in \(\mathcal{D}\).

Consider \(MTf\). By formula (2.2) we get \(u = T\bar{\partial}u + \bar{\partial}Tu\) in \(\mathcal{D}\). It follows that
\[
0 = Mu = MT\bar{\partial}u + M\bar{\partial}Tu = MTf + \bar{\partial}MTu
\]
whence \(MTf = 0\) in \(\mathcal{D}\).

We next show that
\[
MT^j\bar{\partial}u = -MT^{j-1}\bar{\partial}Tu
\]
for each \(j = 1, \ldots, q+1\). To this end, we apply the operator \(T^{j-1}\) to both sides of formula (2.2). This gives
\[
T^{j-1}u = T^j\bar{\partial}u + T^{j-1}\bar{\partial}Tu
\]
whence
\[
MT^{j-1}u = MT^j\bar{\partial}u + MT^{j-1}\bar{\partial}Tu.
\]

Since \(MT^{j-1}u \equiv 0\) in \(\mathcal{D}\), we get (4.2), as desired.

We now proceed by induction
\[
\begin{align*}
MT^j f &= MT^j\bar{\partial}u \\
&= -MT^{j-1}\bar{\partial}Tu \\
&= \ldots \\
&= (\bar{\partial}MT^j u
\end{align*}
\]
for \(j = 2, \ldots, q+1\). Since \(MT^j u \equiv 0\) in \(\mathcal{D}\), we deduce that \(MT^j f \equiv 0\) for all \(j \in \mathbb{Z}_+\).
We have thus proved that \( \tilde{\partial}u \in U^{s-q-1}(\mathcal{D}, \Lambda^0q+1) \). In other words, the complex (4.1) is well defined.

Let us prove that (4.1) is exact. Suppose \( u \in U^s(\mathcal{D}, \Lambda^{0,0}) \) and \( \tilde{\partial}u = 0 \) in \( \mathcal{D} \). Then \( u \) is a holomorphic function in \( \mathcal{D} \). Since \( Mu = 0 \) in \( \mathcal{D} \), the Bochner-Martinelli formula yields \( u = Mu = 0 \) in \( \mathcal{D} \). Hence (4.1) is exact at step \( q = 0 \).

Let \( 0 < q < n \) and let \( f \in U^{s-q}(\mathcal{D}, \Lambda^{0,q}) \) satisfy \( \tilde{\partial}f = 0 \) in \( \mathcal{D} \). By formula (2.2) we get

\[
\begin{align*}
\tilde{\partial}f &= Mf + T\tilde{\partial}f + \partial Tf \\
&= \tilde{\partial}u
\end{align*}
\]

where \( u = Tf \). The boundedness of \( T \) implies \( u \in H^{s-q+1}(\mathcal{D}, \Lambda^{0,q-1}) \). On the other hand, from \( MT^j f = 0 \) in \( \mathcal{D} \) for all \( j \in \mathbb{Z}_+ \) it follows that the same is true for \( u = Tf \). Hence \( u \in U^{s-q+1}(\mathcal{D}, \Lambda^{0,q-1}) \), which shows the exactness of (4.1) at step \( q \).

Finally, pick \( f \in U^{s-n}(\mathcal{D}, \Lambda^{0,n}) \). The conditions \( Mf = 0 \) and \( \tilde{\partial}f = 0 \) in \( \mathcal{D} \) are automatically fulfilled in this case. By formula (2.2) we obtain \( f = \tilde{\partial}u \) with \( u = Tf \). Analysis similar to that at step \( q \) shows that \( u \in U^{s-n+1}(\mathcal{D}, \Lambda^{0,n-1}) \), and the proof is complete.

\[\square\]

5 Fredholm problems

For \( q = 0, 1, \ldots, n \) and \( s \geq n \), we consider the quotient spaces

\[Q^{s-q}(\mathcal{D}, \Lambda^{0,q}) = \frac{H^{s-q}(\mathcal{D}, \Lambda^{0,q})}{U^{s-q}(\mathcal{D}, \Lambda^{0,q})}\]

under the quotient topology. Using the Hilbert structure in \( H^{s-q}(\mathcal{D}, \Lambda^{0,q}) \) we might specify \( Q^{s-q}(\mathcal{D}, \Lambda^{0,q}) \) as the orthogonal complement of \( U^{s-q}(\mathcal{D}, \Lambda^{0,q}) \) in \( H^{s-q}(\mathcal{D}, \Lambda^{0,q}) \).

Denote by \( \mathcal{C} \) the canonical mapping \( H^{s-q}(\mathcal{D}, \Lambda^{0,q}) \to Q^{s-q}(\mathcal{D}, \Lambda^{0,q}) \). Since \( \tilde{\partial} \) fulfills

\[
\begin{align*}
\tilde{\partial} : & H^{s-q}(\mathcal{D}, \Lambda^{0,q}) \to H^{s-q-1}(\mathcal{D}, \Lambda^{0,q+1}) \\
\tilde{\partial} : & U^{s-q}(\mathcal{D}, \Lambda^{0,q}) \to U^{s-q-1}(\mathcal{D}, \Lambda^{0,q+1}),
\end{align*}
\]

the second property being a consequence of Theorem 4.1, it lifts to a continuous mapping

\[
\tilde{\partial}_0 : Q^{s-q}(\mathcal{D}, \Lambda^{0,q}) \to Q^{s-q-1}(\mathcal{D}, \Lambda^{0,q+1})
\]

for every \( q \). Obviously,

\[
\tilde{\partial}_0 \circ \tilde{\partial}_0 = 0, \\
\mathcal{C} \tilde{\partial} = \tilde{\partial}_0 \mathcal{C}.
\] (5.1)
The algebraic construction of the operator $\bar{\partial}_Q$ is actually the same as that of the tangential Cauchy-Riemann operator $\bar{\partial}_b$, cf. [KR65].

Applying the algebraic construction (3.4) we thus obtain a complex of Banach spaces

\[
0 \to H^s(\mathcal{D}, \Lambda^{0,0}) \oplus H^{-s}(\mathcal{D}, \Lambda^{0,1}) \to H^{-s+1}(\mathcal{D}, \Lambda^{0,n-1}) \oplus Q^{s+1}(\mathcal{D}, \Lambda^{0,n-1}) \to 0
\]

with

\[
\mathcal{A} = \begin{pmatrix}
-\bar{\partial} & 0 \\
C & \bar{\partial}_Q
\end{pmatrix}.
\]

**Theorem 5.1** Suppose $n > 1$. Then for each $s \geq n$ the sequence (5.2) is an exact complex.

**Proof.** The sequence (5.2) is a complex, for

\[
\mathcal{A} \circ \mathcal{A} = \begin{pmatrix}
-\bar{\partial} & 0 \\
C & \bar{\partial}_Q
\end{pmatrix} \begin{pmatrix}
-\bar{\partial} & 0 \\
C & \bar{\partial}_Q
\end{pmatrix}
= \begin{pmatrix}
\bar{\partial} \circ \bar{\partial} & 0 \\
-\bar{\partial} \bar{\partial}_Q + \bar{\partial}_Q C & \bar{\partial}_Q \circ \bar{\partial}_Q
\end{pmatrix}
= 0
\]

by (5.1).

Let $u_1 \in H^s(\mathcal{D}, \Lambda^{0,0})$ and

\[
\mathcal{A} \begin{pmatrix}
u_1 \\
0
\end{pmatrix} = 0,
\]

then $-\bar{\partial} u_1 = 0$ and $u_1 \in U^s(\mathcal{D}, \Lambda^{0,0})$. This just amounts to saying that $u_1$ is holomorphic in $\mathcal{D}$ and $Mu_1 = 0$ in $\mathcal{D}$. By the Bochner-Martinelli formula, $u_1 \equiv 0$ in $\mathcal{D}$, showing the exactness of (5.2) at step $q = 0$.

Consider the intermediate fragments of the complex (5.2). Suppose

\[
\begin{pmatrix}
f_1 \\
f_2
\end{pmatrix} \in H^{s-q}(\mathcal{D}, \Lambda^{0,q}) \oplus Q^{s-q+1}(\mathcal{D}, \Lambda^{0,q-1})
\]

satisfies

\[
\begin{cases}
-\bar{\partial} f_1 = 0, \\
C f_1 + \bar{\partial}_Q f_2 = 0
\end{cases}
\]

(5.3)
in $\mathcal{D}$. To shorten notation, we use the same letters for equivalence classes and their representatives. Then an equivalent formulation of the compatibility condition (5.3) is
\[
\begin{cases}
-\partial f_1 &= 0, \\
 f_1 + \bar{\partial} f_2 &\in U^{s-q}(\mathcal{D}, \Lambda^{0,q}).
\end{cases}
\]
Since $f_1 + \bar{\partial} f_2$ is $\bar{\partial}$-closed, by Theorem 4.1 there exists a differential form $u_1 \in U^{s-q+1}(\mathcal{D}, \Lambda^{0,q-1})$ such that $\bar{\partial} u_1 = f_1 + \bar{\partial} f_2$ in $\mathcal{D}$. Setting $u_2 = 0$ we thus obtain
\[
\begin{cases}
-\bar{\partial} (f_2 - u_1) &= f_1, \\
C (f_2 - u_1) + \partial_0 u_2 &= f_2,
\end{cases}
\]
showing the exactness of (5.2) at step $q$.

Finally we prove the exactness of (5.2) at step $q = n + 1$. To this end we pick any $f_2 \in Q^{s-n}(\mathcal{D}, \Lambda^{0,n})$, the compatibility conditions are missing. Passing to the representatives of equivalence classes, we rewrite the inhomogeneous equation
\[
\mathcal{A} \begin{pmatrix} u_1 \\ u_2 \end{pmatrix} = \begin{pmatrix} 0 \\ f_2 \end{pmatrix}
\]
in the form
\[
\begin{cases}
-\partial u_1 &= 0, \\
u_1 + \bar{\partial} u_2 - f_2 &\in U^{s-n}(\mathcal{D}, \Lambda^{0,n})
\end{cases}
\]
in $\mathcal{D}$. By formula (2.2) we get $f_2 = \bar{\partial} u_2$ where $u_2 = T f_2$ belongs to the space $H^{s-n+1}(\mathcal{D}, \Lambda^{0,n-1})$. Setting $u_1 = 0$ and $u_2 = T f_2$ we thus derive a solution of the system, as desired.

\section{The case $n = 1$}

Consider complex (5.2) in the complex plane, i.e., for $n = 1$,
\[
\begin{array}{cccccc}
0 & \rightarrow & H^s(\mathcal{D}, \Lambda^{0,0}) & \oplus & H^{s-1}(\mathcal{D}, \Lambda^{0,1}) & \rightarrow & 0 \\
& \rightarrow & Q^s(\mathcal{D}, \Lambda^{0,0}) & \oplus & Q^{s-1}(\mathcal{D}, \Lambda^{0,1}) & \rightarrow & 0
\end{array}
\]
where
\[
\mathcal{A} = \begin{pmatrix} -\bar{\partial} & 0 \\ C & \bar{\partial}_0 \end{pmatrix}.
\]

Let us describe the spaces of this complex. By the Cauchy formula for smooth functions, any $u \in H^s(\mathcal{D}, \Lambda^{0,0})$ has the form $u = Mu + T \bar{\partial} u$ in $\mathcal{D}$. Hence it follows that
\[
Q^s(\mathcal{D}, \Lambda^{0,0}) = \{ Mu + T \bar{\partial} u : u \in H^s(\mathcal{D}, \Lambda^{0,0}) \}
\]
and
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$$\{ Mu : u \in H^s(D, \Lambda^{0,0}) \},$$

which is in fact a generalised Hardy space of holomorphic functions in the domain $D$.

Consider the space

$$U^{s-1}(D, \Lambda^{0,1}) = \{ u \in H^{s-1}(D, \Lambda^{0,1}) : MTu = 0 \},$$

the condition $Mu = 0$ being automatically fulfilled for all forms $u$ of bidegree $(0,1)$. If $n = 1$, both $M$ and $T$ are integral operators with the Cauchy kernel in the complex plane. Therefore, $Tu$ is a holomorphic function in the complement of $\bar{D}$, and it decreases like $1/|z|$ when $z \to \infty$. It follows that $MTu = 0$ in $D$ for all $u \in H^{s-1}(D, \Lambda^{0,1})$. We have thus proved that

$$U^{s-1}(D, \Lambda^{0,1}) = H^{s-1}(D, \Lambda^{0,1})$$

whence $Q^{s-1}(D, \Lambda^{0,1}) = 0$.

Summarising, we arrive at an exact complex

$$0 \rightarrow H^s(D, \Lambda^{0,0}) \rightarrow H^{s-1}(D, \Lambda^{0,1}) \rightarrow Q^s(D, \Lambda^{0,0}) \rightarrow 0$$

to be obviously interpreted as a Fredholm boundary value problem for the Cauchy-Riemann system on $\mathbb{C}$.

7 Identification of $Q^s(D, \Lambda^{0,0})$

We now turn to a description of the spaces $U^{s-q}(D, \Lambda^{0,q})$ in order to identify the quotients $Q^{s-q}(D, \Lambda^{0,q})$.

Theorem 7.1 Suppose $n > 1$ and $u \in H^s(D, \Lambda^{0,0})$. Then $Mu = 0$ in $D$ if and only if $u$ vanishes on $\partial D$. In particular,

$$Q^s(D, \Lambda^{0,0}) \cong H^{s-\frac{1}{2}}(\partial D).$$

Proof. If $u$ vanishes on $\partial D$ then obviously $Mu = 0$. Conversely, suppose $u \in H^s(D, \Lambda^{0,0})$ and $Mu = 0$ in $D$. By Corollary 15.6 of [Kyt95] we deduce that $u = Mu$ on $\partial D$, and so $u$ vanishes on the boundary. To prove the second part of the theorem we observe that $H^s(D, \Lambda^{0,0})$ is the direct sum of two subspaces. The first of the two is the subspace of $H^s(D, \Lambda^{0,0})$ consisting of harmonic functions. The second subspace consists of those functions in $H^s(D, \Lambda^{0,0})$ which vanish on the boundary. As the Dirichlet problem in $D$ is uniquely solvable, the first subspace is topologically isomorphic to $H^{s-1/2}(\partial D)$. Hence the theorem follows.
8 Description of $U^{s-n}(D, \Lambda^{0,n})$

In the sequel we need a jump theorem for the boundary integral $Mu$ in the formula of Koppelman.

**Theorem 8.1** For any differential form $u \in H^{s-q}(D, \Lambda^{0,q})$, $s \geq n$, it follows that

\[
\tau(Mu)^+ - \tau(Mu)^- = \tau(u), \\
\nu(Mu)^+ - \nu(Mu)^- = 0
\]

on $\partial D$.

**Proof.** Cf. [Kyt95, Tar90].

Pick a differential form $u \in H^{s-n}(D, \Lambda^{0,n})$. It has the form $u = c(z)dz$, with $c \in H^{s-n}(D)$. Denote by $Gu$ the volume potential of $u,$

\[
Gu(z) = \int_D u(\zeta) \wedge g(\zeta, z)d\zeta = \int_D c(\zeta) g(\zeta, z)d\zeta \wedge d\zeta
\]

defined for $z \in \mathbb{C}^n$.

**Theorem 8.2** Given any form $u \in H^{s-n}(D, \Lambda^{0,n})$, the following are equivalent:

1) $u \in U^{s-n}(D, \Lambda^{0,n})$.  
2) $MTu = 0$ in $D$.  
3) $T^2u = 0$ in $\mathbb{C}^n$.  
4) $Gu \mid_{\partial D}$ extends to an antiholomorphic function in $D$.  
5) $c = \Delta v$ in $D$, where $v \in H^{s-n+2}(\mathbb{D}) \cap H^2(\mathbb{C}^n)$ is harmonic in $\mathbb{C}^n \setminus \mathbb{D}$ and $v \mid_{\partial D}$ extends to an antiholomorphic function in $D$.

The proof falls naturally into a number of lemmas.

**Lemma 8.3** In order that $MTu = 0$ in $D$ it is necessary and sufficient that the restriction of $Gu$ to $\partial D$ might be extended to an antiholomorphic function in $D$.

**Proof.** Set

\[
P(Tu)(z) = \int_{\partial D} (Tu)(\zeta) \wedge g(\zeta, z)d\zeta
\]

for $z \in \mathbb{C}^n$. 
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We first show that $M(Tu) = 0$ in $\mathcal{D}$ if and only if $P(Tu)$ is antiholomorphic in $\mathcal{D}$. Indeed,

$$M(Tu)(z) = \int_{\partial D} (Tu)(\zeta) \wedge U_{0,n}(\zeta, z)$$

$$= \int_{\partial D} (Tu)(\zeta) \wedge \sum_{j=1}^{n} (-1)^{j-1} \frac{\partial g}{\partial \zeta_j}(\zeta, z) d\zeta d\bar{\zeta}[j]$$

$$= \sum_{j=1}^{n} (-1)^{j} \frac{\partial}{\partial \zeta_j} \left( \int_{\partial D} (Tu)(\zeta) \wedge g(\zeta, z) d\zeta \right) d\bar{\zeta}[j]$$

$$= \sum_{j=1}^{n} (-1)^{j} \frac{\partial}{\partial \zeta_j} (P(Tu)(z)) d\bar{\zeta}[j]$$

for $z \in \mathcal{D}$. If $M(Tu) = 0$ in $\mathcal{D}$ then $P(Tu)$ is antiholomorphic in $\mathcal{D}$, and conversely, as desired.

Consider now the form $P(Tu)$. An easy calculation shows that

$$(Tu)(\zeta) \wedge d\zeta = -\int_{\partial D} u(w) \wedge U_{0,n}(w, \zeta) \wedge d\zeta$$

$$= -\int_{\partial D} c(w) \sum_{j=1}^{n} (-1)^{j-1} \frac{\partial g}{\partial w_j}(w, \zeta) d\bar{\zeta} \wedge dw d\bar{\zeta}[j] \wedge d\zeta$$

$$= \sum_{j=1}^{n} (-1)^{j-1} \frac{\partial}{\partial \zeta_j} \left( \int_{\partial D} c(w) g(w, \zeta) d\bar{\zeta} \wedge dw \right) d\bar{\zeta}[j] \wedge d\zeta$$

$$= \sum_{j=1}^{n} (-1)^{j-1} \frac{\partial}{\partial \zeta_j} (Gu)(\zeta) d\bar{\zeta}[j] \wedge d\zeta$$

for all $\zeta \in \mathbb{C}^n$. The function $Gu$ is of class $H^2(\mathbb{C}^n)$ and harmonic in $\mathbb{C}^n \setminus \mathcal{D}$, hence the differential form $(Tu) \wedge d\zeta$ is closed in $\mathbb{C}^n \setminus \mathcal{D}$, for

$$d(Tu) \wedge d\zeta = \Delta (Gu) d\bar{\zeta} \wedge d\zeta$$

$$= 0$$

in $\mathbb{C}^n \setminus \mathcal{D}$.

If $z \in \mathcal{D}$ then

$$P(Tu)(z) = \int_{\partial D} g(\zeta, z) (Tu)(\zeta) \wedge d\zeta$$

$$= -\int_{\mathbb{C}^n \setminus \mathcal{D}} \sum_{j=1}^{n} \frac{\partial g}{\partial \zeta_j}(\zeta, z) \frac{\partial (Gu)}{\partial \zeta_j}(\zeta) d\bar{\zeta} \wedge d\zeta$$
\[
\begin{align*}
&= \int_{\partial \mathcal{D}} (G u)(\zeta) \sum_{j=1}^{n} (-1)^{j-1} \frac{\partial g}{\partial \zeta_j}(\zeta, z) \, d\zeta \wedge d[\zeta] \\
&= \int_{\partial \mathcal{D}} (G u)(\zeta) \hat{U}_{0,1}(\zeta, z)
\end{align*}
\]

by Stokes’ formula.

By Corollary 15.6 of [Kyt95] it follows that \( P(Tu) \) is antiholomorphic in \( \mathcal{D} \) if and only if \( P(Tu) = Gu \) on \( \partial \mathcal{D} \). Thus, the equality \( MTu = 0 \) in \( \mathcal{D} \) just amounts to saying that the restriction of \( Gu \) to \( \partial \mathcal{D} \) extends to an antiholomorphic function in \( \mathcal{D} \).

\[ \square \]

**Lemma 8.3** The equality \( MTu = 0 \) holds in \( \mathcal{D} \) if and only if \( T^2u = 0 \) in all of \( \mathbb{C}^n \).

**Proof.** We first rewrite the kernel \( U_{0,n-1}(\zeta, z) \) in a slightly different way. Namely, we put all increasing multi-indices \( J \) of length \( n-2 \) in order

\[
J = (1, \ldots, j+1, k-1, j+1, \ldots, k-1, k+1, \ldots, n)
\]

where \( 1 \leq j < k \leq n \). Then

\[
U_{0,n-1}(\zeta, z) = \sum_{j<k} \left( (-1)^{n+j+k-1} \frac{\partial g}{\partial \zeta_j} \frac{\partial}{\partial \zeta_j} + (-1)^{n+j+k} \frac{\partial g}{\partial \zeta_k} \frac{\partial}{\partial \zeta_k} \right) d\zeta \wedge d\zeta \wedge d[\zeta, k],
\]

as is easy to check.

Hence it follows that

\[
Tu(\zeta) \wedge U_{0,n-1}(\zeta, z)
\]

\[
= \sum_{j<k} (-1)^{j+k} \left( \frac{\partial g}{\partial \zeta_j} \frac{\partial}{\partial \zeta_j} - \frac{\partial g}{\partial \zeta_k} \frac{\partial}{\partial \zeta_k} \right) d\zeta \wedge d\zeta \wedge d[\zeta, j, k]
\]

\[
= - \sum_{j<k} (dg(\zeta, z) \wedge d(Gu)(\zeta) \wedge d\zeta \wedge d[\zeta, j, k]) \wedge d[\zeta, j, k],
\]

for

\[
dg(\zeta, z) \wedge d(Gu)(\zeta) \wedge d\zeta \wedge d[\zeta, j, k]
\]

\[
= \left( \frac{\partial g}{\partial \zeta_j} \frac{\partial}{\partial \zeta_j} + \frac{\partial g}{\partial \zeta_k} \frac{\partial}{\partial \zeta_k} \right) \wedge \left( \frac{\partial}{\partial \zeta_j} \frac{\partial g}{\partial \zeta_j} \wedge d\zeta_j + \frac{\partial}{\partial \zeta_k} \frac{\partial g}{\partial \zeta_k} \wedge d\zeta_k \right) \wedge d\zeta \wedge d[\zeta, j, k]
\]

\[
= (-1)^{j+k-1} \left( \frac{\partial g}{\partial \zeta_j} \frac{\partial}{\partial \zeta_j} - \frac{\partial g}{\partial \zeta_k} \frac{\partial}{\partial \zeta_k} \right) \wedge d\zeta \wedge d\zeta.
\]
whenever \( 1 \leq j < k \leq n \).

We thus get

\[
T^2 u(z) = \sum_{j<k} \left( \int_{\mathcal{D}} dg(\zeta, z) \wedge d(Gu)(\zeta) \wedge d\bar{\zeta} \wedge d\zeta[j, k] \right) d\bar{z}[j, k]
\]

for all \( z \in \mathbb{C}^n \). For \( z \in \mathbb{C}^n \setminus \bar{\mathcal{D}} \) we can moreover invoke Stokes’ formula, thus obtaining

\[
T^2 u(z) = -\sum_{j<k} \left( \int_{\partial \mathcal{D}} (Gu)(\zeta) \, dg(\zeta, z) \wedge d\bar{\zeta} \wedge d\zeta[j, k] \right) d\bar{z}[j, k].
\]

If \( MTu = 0 \) in \( \mathcal{D} \) then the restriction of \( Gu \) to \( \partial \mathcal{D} \) extends, by Lemma 8.3, to an antiholomorphic function in \( \mathcal{D} \). Hence \( T^2 u(z) = 0 \) for all \( z \in \mathbb{C}^n \setminus \bar{\mathcal{D}} \), because \( Gu \) is orthogonal to the \( \partial \)-closed differential forms \( dg(\zeta, z) \wedge d\bar{\zeta} \wedge d\zeta[j, k] \) by Stokes’ formula.

Let \( z \in \mathcal{D} \). Then

\[
\int_{\mathcal{D}} dg \wedge d(Gu) \wedge d\bar{\zeta} \wedge d\zeta[j, k]
\]

\[
= \lim_{\varepsilon \to 0} \int_{\mathcal{D} \setminus \{ \zeta : |\zeta - z| = \varepsilon \}} dg \wedge d(Gu) \wedge d\bar{\zeta} \wedge d\zeta[j, k]
\]

\[
= -\int_{\partial \mathcal{D}} (Gu) \, dg \wedge d\bar{\zeta} \wedge d\zeta[j, k] + \lim_{\varepsilon \to 0} \int_{\{ \zeta : |\zeta - z| = \varepsilon \}}(Gu) \, dg \wedge d\bar{\zeta} \wedge d\zeta[j, k]
\]

\[
= -\int_{\partial \mathcal{D}} (Gu) \, dg \wedge d\bar{\zeta} \wedge d\zeta[j, k],
\]

the latter equality being due to the fact that the restriction of the form \( d\zeta g(\zeta, z) \) to \( \{ \zeta : |\zeta - z| = \varepsilon \} \) vanishes, for \( g(\zeta, z) \) is constant on this sphere. Once again we invoke the condition \( MTu = 0 \) in \( \mathcal{D} \) and Lemma 8.3 to conclude that \( T^2 u(z) = 0 \) for \( z \in \mathcal{D} \). Since \( T^2 u \) is of class \( H^1(\mathbb{C}^n, \Lambda^{0,n-2}) \) we deduce that \( T^2 u \) vanishes in all of \( \mathbb{C}^n \).

Conversely, let us show that if \( T^2 u = 0 \) in \( \mathbb{C}^n \) then \( Gu |_{\partial \mathcal{D}} \) extends to an antiholomorphic function in \( \mathcal{D} \). By the above \( Gu \) is orthogonal under integration over \( \partial \mathcal{D} \) to the differential forms

\[
(8.1)
\]

\[
\begin{align*}
&dg(\zeta, z) \wedge d\bar{\zeta} \wedge d\zeta[j, k]
\end{align*}
\]

for \( z \notin \partial \mathcal{D} \). Since \( g(\zeta, z) \) is a fundamental solution of the Laplace equation in \( \mathbb{C}^n \) (up to a constant factor), differential forms of the type (8.1) are dense in the space of all \( \partial \)-exact forms of bidegree \( (n - 2, 2) \). By the Hartogs theorem for antiholomorphic functions the restriction \( Gu |_{\partial \mathcal{D}} \) extends to an antiholomorphic function in \( \mathcal{D} \). We have thus proved the equivalence of assertions 2) and 3), as desired.

\[ \square \]

The equivalence of assertions 1), 2), 3) and 4) follows from Lemmas 8.3 and 8.4 and from the definition of \( U^{n-n}(\mathcal{D}, \Lambda^{0,n}) \).
**Lemma 8.5** The assertions 4) and 5) of Theorem 8.2 are equivalent.

**Proof.** Suppose \( Gu \big|_{\partial \mathcal{D}} \) extends to an antiholomorphic function in \( \mathcal{D} \). The potential \( Gu \) possesses the following properties:

a) \( Gu \in H^{s-n+2}(\mathcal{D}) \cap H^2(\mathbb{C}^n); \)

b) \( Gu \) is a harmonic function in \( \mathbb{C}^n \setminus \mathcal{D}; \)

c) \( \Delta Gu = c \) in \( \mathcal{D} \), \( \Delta \) being the 1/4 multiple of the usual Laplace operator in \( \mathbb{C}^n \).

It follows that we can take

\[
v = Gu.
\]

Conversely, suppose \( u \) fulfills 5). Write \( v \) by the Green formula in a complex form (cf. Theorem 1.1 in [Kyt95])

\[
v(z) = \int_{\partial \mathcal{D}} v(\zeta) \overline{U_{0,1}(\zeta, z)} - g(\zeta, z) \sum_{j=1}^{n} (-1)^{j-1} \frac{\partial v}{\partial \zeta_j} d\zeta_j \wedge d\zeta + \int_{\mathcal{D}} g(\zeta, z) \Delta v \ d\zeta
data\zeta
\]

for \( z \in \mathcal{D} \). Since \( v \in H^2(\mathbb{C}^n) \) is harmonic in \( \mathbb{C}^n \setminus \overline{\mathcal{D}} \), we get from the proof of Lemma 8.3

\[
\int_{\partial \mathcal{D}} v(\zeta) \overline{U_{0,1}(\zeta, z)} = \int_{\partial \mathcal{D}} g(\zeta, z) \sum_{j=1}^{n} (-1)^{j-1} \frac{\partial v}{\partial \zeta_j} d\zeta_j \wedge d\zeta
\]

for any \( z \in \mathcal{D} \). Hence

\[
v(z) = \int_{\mathcal{D}} g(\zeta, z) \Delta v(\zeta) \ d\zeta \wedge d\zeta
\]

\[
= (Gu)(z),
\]

and so \( Gu \big|_{\partial \mathcal{D}} \) extends to an antiholomorphic function in \( \mathcal{D} \).

This proves the theorem.

**9 Regular domains**

In contrast to the extreme cases \( q = 0 \) and \( q = n \), where the domain \( \mathcal{D} \) is arbitrary, we describe the spaces \( U^s(\mathcal{D}, \Lambda^0); 1 \leq q \leq n-1 \), for a more restricted class of \( \mathcal{D} \). We call them “regular” domains.

By a regular domain we mean any domain \( \mathcal{D} \) in \( \mathbb{C}^n \), such that the cohomology \( H^q(\mathbb{C}^n \setminus \mathcal{D}, \mathcal{O}) \) vanishes for every \( q = 1, \ldots, n-2 \), and for any \( \overline{\partial} \)-closed form.
$f \in H^1(\mathbb{C}^n \setminus \bar{D}, \Lambda^{0,q})$ the equation $\bar{\partial}u = f$ has a solution $u \in H^1(\mathbb{C}^n \setminus \bar{D}, \Lambda^{0,q-1})$ satisfying
\[
\|u\|_{H^1(\mathbb{C}^n \setminus \bar{D}, \Lambda^{0,q-1})} \leq C \|f\|_{H^1(\mathbb{C}^n \setminus \bar{D}, \Lambda^{0,q})}
\]
with $C$ a constant independent of $f$. It is well known that strictly pseudoconvex domains in $\mathbb{C}^n$ meet these conditions, cf. Theorem 8.7 in [Khe85].

**Theorem 9.1** Suppose $\mathcal{D}$ is a regular domain. For any $u \in H^{s,q}(\mathcal{D}, \Lambda^{0,q})$ with $0 \leq q \leq n-2$, the condition $Mu = 0$ in $\mathcal{D}$ is equivalent to $\tau(u) = 0$ on $\partial\mathcal{D}$.

**Proof.** We first show a condition for the $\bar{\partial}$-closedness of the form $Mu$.

**Lemma 9.2** The form $(Mu)^+$ is $\bar{\partial}$-closed in $\mathcal{D}$ if and only if the form $(Mu)^-$ is $\bar{\partial}$-closed in $\mathbb{C}^n \setminus \bar{D}$.

**Proof.** Let $\bar{\partial}(Mu)^- = 0$. Then $\nu(\bar{\partial}(Mu)^+) = 0$ by Theorem 8.1, for
\[
\nu(\bar{\partial}(Mu)^+) = \nu((Mu)^+) = \nu((Mu)^-) = \nu((Mu)^-) = 0
\]
on $\partial\mathcal{D}$. Since $(Mu)^+$ is harmonic and, by Lemma 2.1, $\bar{\partial}^*$-closed in $\mathcal{D}$, we get
\[
\|\bar{\partial}(Mu)^+\|^2 = (\bar{\partial}(Mu)^+, \bar{\partial}(Mu)^+)
\]

\[
= ((Mu)^+, \bar{\partial}^*(\bar{\partial}(Mu)^+))
\]

\[
= ((Mu)^+, (\Delta - \bar{\partial}\bar{\partial}^*)(Mu)^+)
\]

\[
= 0
\]
whence $\bar{\partial}(Mu)^+ = 0$ in $\mathcal{D}$. The proof of the converse assertion is quite analogous. \[\square\]

**Lemma 9.3** In order that $(Mu)^+ = 0$ in $\mathcal{D}$ it is necessary and sufficient that $\tau(u) = -\tau(Mu)^-$ and $\bar{\partial}(Mu)^- = 0$ in $\mathbb{C}^n \setminus \bar{D}$.

**Proof.** Suppose that $(Mu)^+ = 0$ in $\mathcal{D}$. By Theorem 8.1 we see that $\tau(u) = -\tau(Mu)^-$ because $\tau(Mu)^+ = 0$. Since $\bar{\partial}(Mu)^+ = 0$, Lemma 9.2 yields $\bar{\partial}(Mu)^- = 0$, as desired.

Conversely, let $\tau(u) = -\tau(Mu)^-$ and $\bar{\partial}(Mu)^- = 0$. By Lemma 9.2 we then get $\bar{\partial}(Mu)^+ = 0$, and Theorem 8.1 gives $\tau(Mu)^+ = 0$. Moreover, Lemma 2.1 shows that $(Mu)^+ = \bar{\partial}^* f$ where

\[
f(z) = \int_{\partial\mathcal{D}} u(\zeta) \wedge V_{0,q+1}(\zeta, z)
\]
for \( z \in \mathcal{D} \). Applying Lemma 1.1 we thus obtain
\[
\| (Mu)^+ \|^2 = \left( (Mu)^+, (Mu)^+ \right) = \left( (Mu)^+, \bar{\partial}^s f \right) = \left( \bar{\partial}(Mu)^+, f \right) = 0
\]
whence \((Mu)^+ = 0\), as desired.

We emphasize that Lemmas 9.2 and 9.3 hold for arbitrary domains \( \mathcal{D} \) and differential forms \( u \) of any bidegree.

**Lemma 9.4** Suppose \( f \in H^1(\mathcal{C}^n \setminus \bar{\mathcal{D}}, \Lambda^{0,q}) \) satisfies \( \bar{\partial} f = 0 \), \( \bar{\partial}^s f = 0 \) and \( \nu(f) = 0 \). Then \( f \equiv 0 \).

**Proof.** Since the domain \( \mathcal{D} \) is regular, there is a form \( u \in H^1(\mathcal{C}^n \setminus \bar{\mathcal{D}}, \Lambda^{0,q-1}) \) such that \( \bar{\partial} u = f \). Considering the Hodge scalar product in \( \mathcal{C}^n \setminus \bar{\mathcal{D}} \) we obtain
\[
\| f \|^2 = (f, f) = (\bar{\partial} u, f) = (u, \bar{\partial}^s f) = 0
\]
whence \( f = 0 \).

**End of the proof of Theorem 9.1.** Suppose \((Mu)^+ = 0\). From Lemma 9.3 it follows that \( \tau(u) = -\tau(Mu)^- \) and \( \bar{\partial}(Mu)^- = 0 \) in \( \mathcal{C}^n \setminus \bar{\mathcal{D}} \). Furthermore, Theorem 8.1 implies \( \nu(Mu)^- = \nu(Mu)^+ = 0 \). By Lemma 2.1 we deduce \( \bar{\partial}^s (Mu)^- = 0 \). Applying Lemma 9.4 to the form \( f = (Mu)^- \) we derive \( (Mu)^- = 0 \) in \( \mathcal{C}^n \setminus \bar{\mathcal{D}} \). Hence \( \tau(u) = -\tau(Mu)^- = 0 \), as desired. Conversely, if \( \tau(u) = 0 \) then \( Mu \equiv 0 \) by the very definition of the boundary integral \( Mu \). The proof is complete.

**Theorem 9.5** Let \( \mathcal{D} \) be a regular domain in \( \mathcal{C}^n \) and \( 1 \leq q \leq n - 1 \). If \( u \in H^s-q(\mathcal{D}, \Lambda^{0,q}) \) satisfies \( Mu = 0 \) and \( MTu = 0 \) in \( \mathcal{D} \) then \( u \in U^{s-q}(\mathcal{D}, \Lambda^{0,q}) \).

The proof of this theorem will follow from two lemmas.

**Lemma 9.6** Suppose that \( 1 \leq q \leq n - 1 \). If \( u \in H^s-q(\mathcal{D}, \Lambda^{0,q}) \) satisfies \( MTu = 0 \) in \( \mathcal{D} \) then \( Tu = 0 \) in \( \mathcal{C}^n \setminus \bar{\mathcal{D}} \).
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**Proof.** Suppose $MTu = 0$ in $\mathcal{D}$. Since the degree of the form $MTu$ in $\bar{z}$ is equal to $q - 1 < n - 1$, we obtain $\tau(Tu) = 0$ on $\partial\mathcal{D}$ by Theorem 9.1. We now invoke Lemma 2.1 to see that

$$Tu(z) = -\int_{\mathcal{D}} u(\zeta) \wedge U_{0,q}(\zeta, z)$$

$$= -\int_{\mathcal{D}} u(\zeta) \wedge \bar{\partial}_z V_{0,q}(\zeta, z)$$

$$= -\bar{\partial}^i \int_{\mathcal{D}} u(\zeta) \wedge V_{0,q}(\zeta, z)$$

$$= -\bar{\partial}^i Vu$$

for any $z \in \mathbb{C}^n$.

The differential form $Vu$ has harmonic coefficients in $\mathbb{C}^n \setminus \mathcal{D}$ since the kernel $V_{0,q}(\zeta, z)$ is harmonic in the external variable $z$. Let us show that $\bar{\partial} Tu = 0$ in $\mathbb{C}^n \setminus \bar{\mathcal{D}}$.

The form $\bar{\partial} Tu$ has the following properties:

a) $\tau(\bar{\partial} Tu) = 0$, for $\tau(\bar{\partial} Tu) = \bar{\partial}_b \tau(Tu) = 0$;

b) $\bar{\partial}_b (\bar{\partial} Tu) = 0$;

c) $\bar{\partial} Tu = -\bar{\partial}^i V u = \bar{\partial}^i \bar{\partial} V u$ in $\mathbb{C}^n \setminus \bar{\mathcal{D}}$.

Considering the Hodge inner product over $\mathbb{C}^n \setminus \bar{\mathcal{D}}$, we now obtain

$$\|\bar{\partial} Tu\|^2 = (\bar{\partial} Tu, \bar{\partial} Tu)$$

$$= (\bar{\partial} Tu, \bar{\partial}^i \bar{\partial} V u)$$

$$= (\bar{\partial} \bar{\partial} Tu, \bar{\partial} V u)$$

$$= 0$$

whence $\bar{\partial} Tu = 0$ in $\mathbb{C}^n \setminus \bar{\mathcal{D}}$.

On the other hand, the form $Tu$ has the following properties:

a) $\tau(Tu) = 0$;

b) $\bar{\partial}_b Tu = 0$;

c) $Tu = -\bar{\partial}^i V u$ in $\mathbb{C}^n \setminus \bar{\mathcal{D}}$.

It follows that

$$\|Tu\|^2 = (Tu, Tu)$$

$$= (Tu, -\bar{\partial}^i V u)$$

$$= - (\bar{\partial} Tu, V u)$$

$$= 0$$

whence $Tu = 0$ in $\mathbb{C}^n \setminus \bar{\mathcal{D}}$, as desired. □
Lemma 9.7 Let $1 \leq q \leq n - 1$. If $u \in H^{s-q}(\mathcal{D}, \Lambda^{0,q})$ satisfies $M Tu = 0$ in $\mathcal{D}$ then $T^2 u = 0$ in $\mathbb{C}^n$.

Proof. As mentioned in the proof of Lemma 9.6, we have

$$Tu = -\bar{\partial}^* V_u$$
$$= \ast \partial \ast V_u$$

for all $z \in \mathbb{C}^n$. Hence the differential form $Tu \wedge F_{1,q-1}(\cdot, z)$ is $\partial$-closed, for

$$Tu \wedge F_{1,q-1}(\cdot, z) = \ast (\partial \ast V_u) \wedge F_{1,q-1}(\cdot, z)$$
$$= (\partial \ast V_u) \wedge \ast F_{1,q-1}(\cdot, z)$$

where $\ast F_{1,q-1}(\cdot, z)$ is a differential form with constant coefficients. The equality (2.1) thus gives

$$T^2 u (z) = - \int_{\mathcal{D}} Tu(\zeta) \wedge U_{0,q-1}(\zeta, z)$$
$$= - \int_{\mathcal{D}} Tu(\zeta) \wedge \partial g(\zeta, z) \wedge F_{1,q-1}(\zeta, z)$$
$$= (-1)^q \int_{\mathcal{D}} (Tu(\zeta) \wedge g(\zeta, z) F_{1,q-1}(\zeta, z))$$
$$= (-1)^q \int_{\mathcal{D}} (d Tu(\zeta) \wedge g(\zeta, z) F_{1,q-1}(\zeta, z))$$
$$= (-1)^q \int_{\partial \mathcal{D}} Tu(\zeta) \wedge g(\zeta, z) F_{1,q-1}(\zeta, z)$$
$$= 0$$

for any $z \in \mathbb{C}^n$, because $\tau(Tu) = 0$ on $\partial \mathcal{D}$. In the fourth equality we replaced $\partial$ by the total exterior derivative $d$ since the differential form in parentheses has already $n$ differentials in $\zeta$.

Theorem 9.5 has thus been proved.

10 Characterisation of $U^{s-q}(\mathcal{D}, \Lambda^{0,q})$

We proceed to describe the spaces $U^{s-q}(\mathcal{D}, \Lambda^{0,q})$ for $1 \leq q < n - 1$. The case $q = n - 1$ still falls out the common schema.

Theorem 10.1 Suppose $\mathcal{D}$ is a regular domain in $\mathbb{C}^n$ and $1 \leq q < n - 1$. In order that $u \in U^{s-q}(\mathcal{D}, \Lambda^{0,q})$ it is necessary and sufficient that $\tau(u) = 0$ and $u = \Delta v$ in $\mathcal{D}$, where $v \in H^{s-q+2}(\mathcal{D}, \Lambda^{0,q}) \cap H^2(\mathbb{C}^n, \Lambda^{0,q})$ satisfies $\bar{\partial}^* v = 0$ and $\bar{\partial}^* \bar{\partial} v = 0$ in $\mathbb{C}^n \setminus \mathcal{D}$.
In particular, \( v \) is obviously a harmonic form away from the closure of \( \mathcal{D} \) in \( \mathbb{C}^n \).

**Proof.** Write

\[
u(z) = \sum_j c_J(z) d\bar{z}_J\]

where the sum is over all increasing multi-indices \( J = (j_1, \ldots, j_q) \) of integers \( 1, \ldots, n \). Let us transform the integral \( Tu(z) \) for \( z \in \mathbb{C}^n \setminus \bar{\mathcal{D}} \). By Lemma 2.1 we get

\[
Tu(z) = -\int_{\mathcal{D}} u(\zeta) \wedge V_{\bar{\omega}}(\zeta, z) = -\partial^* \int_{\mathcal{D}} u(\zeta) \wedge V_{\bar{\omega}}(\zeta, z).
\]

Set

\[
Vu(z) := \int_{\mathcal{D}} u(\zeta) \wedge V_{\bar{\omega}}(\zeta, z)
\]

\[
= \sum_j \left( \frac{1}{2} \int_{\mathcal{D}} c_j(\zeta) g(\zeta, z) d\bar{\zeta} \wedge d\zeta \right) d\bar{z}_J
\]

for \( z \in \mathbb{C}^n \). Then \( Tu = -\partial^* Vu \). The form \( Vu \) possesses the following properties:

a) \( Vu \in H^{s-a+2}(\mathcal{D}, \Lambda^0, a) \cap H^2(\mathbb{C}^n, \Lambda^0, a) \);

b) \( Vu \) is a harmonic form in \( \mathbb{C}^n \setminus \bar{\mathcal{D}} \);

c) \( \Delta Vu = \frac{1}{2} u \) in \( \mathcal{D} \).

If \( Mu = 0 \), \( MTu = 0 \) and \( q < n - 1 \), then Theorem 9.1 and Lemma 9.6 imply that \( t(u) = 0 \) and \( Tu = 0 \) in \( \mathbb{C}^n \setminus \bar{\mathcal{D}} \). Hence \( \partial^* Vu = 0 \) in \( \mathbb{C}^n \setminus \bar{\mathcal{D}} \).

Summarising we conclude that the differential form \( v = 2Vu \) meets the conclusion of Theorem 10.1, for

\[
0 = \Delta v = \partial^* \partial^* v + \partial^* \bar{\partial} v = \partial^* \bar{\partial} v
\]

in \( \mathbb{C}^n \setminus \mathcal{D} \).

Conversely, if \( \tau(u) = 0 \) and \( u = \Delta v \) where \( v \) satisfies the conditions of the theorem, then \( Mu = 0 \) and \( v = 2 Vu \). We show the latter equality by the Green formula in a complex form, applied to the coefficients of \( v \).

Namely, write

\[
v(\zeta) = \sum_J v_J(\zeta) d\bar{\zeta}_J
\]
where the sum is over all increasing multi-indices $J$ of length $q$. By Theorem 1.1 of [Kyt95]

$$v_J(z) = \int_{\partial D} (v_J u_{0,1}(\cdot, z) - g(\cdot, z)\mu(v_J)) + \int_D g(\cdot, z) \Delta v_J d\zeta \wedge d\zeta \quad (10.1)$$

for $z \in D$, where

$$\mu(v) = \sum_{j=1}^{n} (-1)^{n+j-1} \frac{\partial v}{\partial \zeta_j} d\zeta \wedge d\zeta[j].$$

Since $v_J \in H^2(\mathbb{C}^n)$ are harmonic functions in $\mathbb{C}^n \setminus \bar{D}$ we get by Stokes' formula

$$\int_{\partial D} v_J u_{0,1}(\cdot, z) = \int_D g(\cdot, z)\mu(v_J)$$

for $z \in D$. Hence it follows that

$$v_J(z) = \int_D g(\cdot, z) \Delta v_J d\zeta \wedge d\zeta = \int_D c_J g(\cdot, z) d\zeta \wedge d\zeta,$$

c$_J$ being the coefficient of $u$ by $d\bar{z}_J$. The latter integral is the coefficient of $d\bar{z}_J$ in the differential form $\nabla u$ multiplied by 2. Hence $v = 2\nabla u$.

From the properties of $\nu$ we deduce that

$$\bar{\partial}^\ast V_u = \frac{1}{2} \bar{\partial}^\ast v = 0$$

in $\mathbb{C}^n \setminus \bar{D}$. Therefore, $Tu = -\bar{\partial}^\ast V_u = 0$ in $\mathbb{C}^n \setminus \bar{D}$, showing the theorem. 

\square

11 The case $q = n - 1$

In the section we describe the remaining spaces $U^{s-n+1}(D, \Lambda^{0,n-1})$ for regular domains.

**Theorem 11.1** Assume that $D$ is a regular domain in $\mathbb{C}^n$. In order that $u \in U^{s-n+1}(D, \Lambda^{0,n-1})$ it is necessary and sufficient that

1) $u = \Delta v$ in $D$, where $v \in H^{s-n+3}(D, \Lambda^{0,n-1}) \cap H^2(\mathbb{C}^n, \Lambda^{0,n-1})$ satisfies \(\bar{\partial}v = 0\) and $\bar{\partial}^\ast v = 0$ in $\mathbb{C}^n \setminus \bar{D}$;

2) $\bar{\partial}u = \Delta g \, d\bar{z}$ in $D$, where $g \in H^{s-n+2}(D) \cap H^2(\mathbb{C}^n)$ is harmonic in $\mathbb{C}^n \setminus \bar{D}$ and $g|_{\partial D}$ extends to an antiholomorphic function in $D$. 
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**Proof.** Let \( u \in H^{s-n+3}(\mathbb{D}, \Lambda^{0,n-1}) \) satisfy \( MTu = 0 \) in \( \mathbb{D} \). Applying Lemma 9.6 gives \( Tu = 0 \) in \( \mathbb{C}^n \setminus \bar{\mathbb{D}} \). Writing \( u \) in the form

\[
    u(z) = \sum_{j=1}^{n} c_j(z)d\bar{z}[j]
\]

we thus get

\[
    Tu(z) = -\int_{\mathbb{D}} u(\zeta) \wedge U_{0,n-1}(\zeta, z) \]

\[
    = -\int_{\mathbb{D}} \sum_{j<k} \left( (-1)^{j-1} c_k(\zeta) \frac{\partial g}{\partial \zeta_j} - (-1)^{k-1} c_j(\zeta) \frac{\partial g}{\partial \zeta_k} \right) d\bar{\zeta} \wedge d\zeta \wedge d\bar{z}[j,k] \]

\[
    = \sum_{j<k} \left( (-1)^{j-1} \frac{\partial}{\partial z_j} (Gc_k)(z) - (-1)^{k-1} \frac{\partial}{\partial z_k} (Gc_j)(z) \right) d\bar{z}[j,k] \]

\[
    = 0 \quad (11.1)
\]

for all \( z \in \mathbb{C}^n \setminus \bar{\mathbb{D}} \), where

\[
    (Gc_j)(z) = \int_{\mathbb{D}} c_j(\zeta) g(\zeta, z) d\bar{\zeta} \wedge d\zeta.
\]

For the differential form \( v(z) = \sum_{j=1}^{n} (Gc_j)(z) d\bar{z}[j] \) the equality (11.1) reduces to \( \bar{\partial}^* v = 0 \) in \( \mathbb{C}^n \setminus \bar{\mathbb{D}} \). Indeed,

\[
    \bar{\partial}^* v(z)
    = \frac{1}{2}(-i)^n \star \sum_{j=1}^{n} (-1)^{j-1} (Gc_j) d z_j \wedge d \bar{z}
    = \frac{1}{2}(-i)^n \sum_{j<k} \left( (-1)^{k-1} \frac{\partial}{\partial z_j} (Gc_k) - (-1)^{j-1} \frac{\partial}{\partial z_k} (Gc_j) \right) (d z_j \wedge d z_k) \wedge d \bar{z}
    = 2 \sum_{j<k} \left( (-1)^{k-1} \frac{\partial}{\partial z_k} (Gc_j) - (-1)^{j-1} \frac{\partial}{\partial z_j} (Gc_k) \right) d \bar{z}[j,k]
    = 0
\]

by (11.1).

Our next goal is to establish the equality \( \bar{\partial} v = 0 \) in \( \mathbb{C}^n \setminus \bar{\mathbb{D}} \). Indeed, the equality \( \bar{\partial}^* v = 0 \) means that \( \partial \star v = 0 \). Thus, the differential form \( \star v \) is of bidegree \((1,n)\) and \( \partial \)-closed in the complement of \( \bar{\mathbb{D}} \). Since the domain \( \mathbb{D} \) is regular this differential form is \( \partial \)-exact for \( n > 2 \). Hence there exists a form
\[ w \in H^1(\mathbb{C}^n \setminus \mathring{D}, \Lambda^{n,n}) \text{ such that } \partial w = *v. \] This form \( w \) is actually harmonic in \( \mathbb{C}^n \setminus \mathring{D} \). Indeed, we have

\[
\begin{align*}
\partial(\Delta w) &= \Delta(\partial w) \\
&= \Delta(\ast w) \\
&= 0
\end{align*}
\]

in \( \mathbb{C}^n \setminus \mathring{D} \), for the coefficients of \( v \) are harmonic functions away from \( \mathring{D} \). It follows that \( \Delta w \) is an antiholomorphic form in the complement of \( \mathring{D} \). By the Hartogs theorem it extends to an integrable antiholomorphic form in all of \( \mathbb{C}^n \). We now invoke the Liouville theorem for integrable antiholomorphic forms which is proved in much the same way as the Liouville theorem for bounded holomorphic functions. This gives \( \Delta w = 0 \) or \( \Delta(\ast w) = 0 \). Since \( \ast \partial w = (-1)^{n-1}v \) we get

\[
\begin{align*}
\bar{\partial}^\ast v &= (-1)^{n-1} \bar{\partial} \ast \partial w \\
&= -\bar{\partial}^\ast (\ast w) \\
&= \Delta(\ast w) \\
&= 0
\end{align*}
\]

in \( \mathbb{C}^n \setminus \mathring{D} \), as desired.

If \( n = 2 \) then (11.1) implies

\[
\frac{\partial}{\partial z_2} (G_{c_1}) + \frac{\partial}{\partial z_1} (G_{c_2}) = 0
\]

and both \( G_{c_1} \) and \( G_{c_2} \) are harmonic functions in \( \mathbb{C}^n \setminus \mathring{D} \). It follows that

\[
\begin{align*}
\frac{\partial^2}{\partial z_1 \partial z_2} (G_{c_1}) &= -\frac{\partial^2}{\partial z_1 \partial z_2} (G_{c_2}) \\
&= \frac{\partial^2}{\partial z_2 \partial z_2} (G_{c_2})
\end{align*}
\]

i.e.,

\[
\frac{\partial}{\partial z_2} \left( \frac{\partial}{\partial z_1} (G_{c_1}) - \frac{\partial}{\partial z_2} (G_{c_2}) \right) = 0
\]

in \( \mathbb{C}^n \setminus \mathring{D} \). Pick any complex line \( z_1 = z_1^0 \) which does not meet \( \mathring{D} \). On this line the function

\[
\frac{\partial}{\partial z_1} (G_{c_1}) - \frac{\partial}{\partial z_2} (G_{c_2})
\]

is antiholomorphic and it tends to zero at the point at infinity. By the Liouville theorem it vanishes on this line. Since the function is real analytic it is equal
to zero everywhere in the complement of $\bar{D}$. This just amounts to saying that $v$ is $\bar{\partial}$-closed, i.e., $\bar{\partial}v = 0$.

By the properties of the volume potential we see that $v \in H^2(\mathbb{C}^n, \Lambda^{0,n-1})$ and $\Delta v = \chi_D u$ in $\mathbb{C}^n$, where $\chi_D$ is the characteristic function of $D$.

We have thus proved that if $u \in H^{s-n+1}(D, \Lambda^{0,n-1})$ and $MTu = 0$ in $D$, then $u = \Delta v$ in $D$, where $v \in H^{s-n+3}(D, \Lambda^{0,n-1}) \cap H^2(\mathbb{C}^n, \Lambda^{0,n-1})$ satisfies $\bar{\partial}v = 0$ and $\bar{\partial}^*v = 0$ in $\mathbb{C}^n \setminus \bar{D}$.

Conversely, let $u = \Delta v$ with $v$ satisfying the conditions of Theorem 11.1. Write

$$v(z) = \sum_{j=1}^n v_j(z) \, d\bar{z}[j]$$

where $v_j \in H^{s-n+3}(D) \cap H^2(\mathbb{C}^n)$. By the Green formula in a complex form (cf. (10.1)) we get

$$v_j(z) = \int_{\partial D} \left( v_j U_{0,1}(\cdot, z) - g(\cdot, z) \mu(v_j) \right) + \int_D g(\cdot, z) \Delta v_j \, d\bar{\zeta} \wedge d\zeta$$

for all $z \in D$ and $j = 1, \ldots, n$. Since $v_j \in H^2(\mathbb{C}^n)$ are harmonic functions in $\mathbb{C}^n \setminus \bar{D}$ we obtain by Stokes’ formula

$$\int_{\partial D} v_j U_{0,1}(\cdot, z) = \int_{\partial D} g(\cdot, z) \mu(v_j)$$

for $z \in D$. Hence it follows that

$$v_j = Gc_j$$

in $D$ for any $j = 1, \ldots, n$.

Recall that $c_j$ is the coefficient of $d\bar{z}[j]$ in the form $u$. By the above, the equality $\bar{\partial}^*v = 0$ in the complement of $\bar{D}$ is equivalent to $Tu = 0$ there. Since $Tu \in H^2(\mathbb{C}^n, \Lambda^{0,n-2})$ the equality $Tu = 0$ in $\mathbb{C}^n \setminus \bar{D}$ implies $\tau(Tu) = 0$ whence $MTu = 0$ in $D$.

We have thus proved that the condition $MTu = 0$ in $D$ is equivalent to the assumption 1) of Theorem 11.1.

We now turn to the condition $Mu = 0$ in $D$. Namely, we have

$$Mu(z) = \int_{\partial D} u(\zeta) \wedge U_{0,n}(\zeta, z)$$

$$= \int_{\partial D} \left( \sum_{k=1}^n c_k(\zeta) d\bar{\zeta}[k] \right) \wedge \left( \sum_{j=1}^n (-1)^{j-1} \frac{\partial}{\partial \zeta_j} d\zeta_j \, d\bar{z}[j] \right)$$

$$= \sum_{j=1}^n (-1)^j \frac{\partial}{\partial \bar{z}_j} \int_{\partial D} \left( \sum_{k=1}^n c_k(\zeta) \, g(\zeta, z) \, d\bar{\zeta}[k] \wedge d\zeta \right) \, d\bar{z}[j]$$

$$= 0$$
for \( z \in \mathcal{D} \). Hence the condition \( Mu = 0 \) in \( \mathcal{D} \) is equivalent to the fact that the function

\[
\int_{\partial \mathcal{D}} \sum_{k=1}^{n} c_k(\zeta) g(\zeta, z) d\bar{\zeta}^k \wedge d\zeta
\]

is antiholomorphic in the domain \( \mathcal{D} \). Applying Stokes’ formula to this integral we get

\[
\int_{\partial \mathcal{D}} \sum_{k=1}^{n} c_k(\zeta) g(\zeta, z) d\bar{\zeta}^k \wedge d\zeta = \int_{\mathcal{D}} \sum_{k=1}^{n} (-1)^{k-1} \frac{\partial}{\partial \zeta_k} (c_k(\zeta) g(\zeta, z)) d\bar{\zeta}^k \wedge d\zeta
\]

\[
= \int_{\mathcal{D}} \sum_{k=1}^{n} (-1)^{k-1} \frac{\partial}{\partial \zeta_k} c_k(\zeta, z) d\bar{\zeta}^k \wedge d\zeta
\]

for any \( z \in \mathbb{C}^n \setminus \bar{\mathcal{D}} \), since the integral

\[
\int_{\mathcal{D}} \sum_{k=1}^{n} (-1)^{k-1} c_k(\zeta) \frac{\partial}{\partial \zeta_k} g(\zeta, z) d\bar{\zeta}^k \wedge d\zeta = \sum_{k=1}^{n} (-1)^{k} \frac{\partial}{\partial \zeta_k} (Gc_k)(z)
\]

vanishes by the closedness of the differential form

\[
v(z) = \sum_{j=1}^{n} (Gc_j)(z) d\bar{\zeta}[j].
\]

Summarising we deduce that the condition \( Mu = 0 \) in \( \mathcal{D} \) just amounts to saying that the potential

\[
(G \partial \bar{u})(z) = \int_{\mathcal{D}} \sum_{k=1}^{n} (-1)^{k-1} \frac{\partial}{\partial \zeta_k} g(\zeta, z) d\bar{\zeta}^k \wedge d\zeta
\]

\[
= \int_{\mathcal{D}} \partial \bar{u}(\zeta) \wedge g(\zeta, z) d\zeta,
\]

when restricted to \( \partial \mathcal{D} \), extends to an antiholomorphic function in \( \mathcal{D} \). We can thus take \( g = G \partial \bar{u} \) in all of \( \mathbb{C}^n \). Obviously, this function meets all assumptions of 2).

Conversely, if \( \partial \bar{u} = \Delta g \, d\bar{\zeta} \) in \( \mathcal{D} \), where \( g \in H^{n+2}(\mathcal{D}) \cap H^2(\mathbb{C}^n) \) is harmonic in \( \mathbb{C}^n \setminus \bar{\mathcal{D}} \) and \( g|_{\partial \mathcal{D}} \) extends to an antiholomorphic function in \( \mathcal{D} \), then \( g = G \partial \bar{u} \) in \( \mathcal{D} \) by the Green formula. It follows that the restriction of \( G \partial \bar{u} \) to \( \partial \mathcal{D} \) extends to an antiholomorphic function in \( \mathcal{D} \). Hence \( Mu = 0 \) in \( \mathcal{D} \), showing the theorem.

\(\square\)
12 Concluding remarks

The exact subcomplex of the Dolbeault complex introduced in Section 4 is by no means unique. It is of interest because of its link to the integral formula of Koppelman, cf. Lemma 2.3.

As but one example of other exact subcomplexes of the Dolbeault complex we show here a subcomplex closely related to the $\bar{\partial}$-Neumann problem. While this latter problem is subelliptic only in strictly pseudoconvex domains on complex manifolds, the subcomplex is exact in any domain with smooth boundary.

More precisely, for $s = 2, 3, \ldots$, we introduce the space $\mathcal{H}'(\mathcal{D}, \Lambda^{0,s})$ to consists of all $u \in H^s(\mathcal{D}, \Lambda^{0,s})$ such that

$$\begin{align*}
\tau(u) &= 0, \\
\nu(u) &= 0, \\
\nu(\bar{\partial}u) &= 0
\end{align*}$$

(12.1)
on $\partial\mathcal{D}$, and $\bar{\partial}^s u = \Delta v$ in $\mathcal{D}$, with $v \in H^{s+1}(\mathcal{D}, \Lambda^{0,s-1}) \cap \tilde{H}^2(\mathcal{D}, \Lambda^{0,s-1})$.

**Lemma 12.1** As described above, the differential form $v$ satisfies $\bar{\partial}^s v = 0$ in $\mathcal{D}$.

**Proof.** Indeed, from $\bar{\partial}^s u = \Delta v$ it follows that $\bar{\partial}^s \bar{\partial} \bar{\partial}^s v = 0$ in $\mathcal{D}$. Combining this with $\tau(\bar{\partial}^s v) = 0$ on $\partial \mathcal{D}$ we get $\bar{\partial} \bar{\partial}^s v = 0$ in $\mathcal{D}$. Using once again the condition $\tau(\bar{\partial}^s v) = 0$ on $\partial \mathcal{D}$ we in turn obtain $\bar{\partial}^s v = 0$ in $\mathcal{D}$, as desired. \[\square\]

**Lemma 12.2** Suppose that $u \in \mathcal{H}'(\mathcal{D}, \Lambda^{0,s})$ is $\bar{\partial}$-closed in $\mathcal{D}$. Then we have $u = \bar{\partial} v$, $v$ being as above.

**Proof.** Indeed, the equality $\bar{\partial}^s u = \Delta v$ implies, by Lemma 12.1, that $\bar{\partial}^s(u - \bar{\partial} v) = 0$ in $\mathcal{D}$. On the other hand, we have $\bar{\partial}(u - \bar{\partial} v) = 0$ in $\mathcal{D}$, for $u$ is $\bar{\partial}$-closed in $\mathcal{D}$. Since both $\tau(u - \bar{\partial} v)$ and $\nu(u - \bar{\partial} v)$ vanish on the boundary of $\mathcal{D}$, it follows from the uniqueness theorem that $u - \bar{\partial} v \equiv 0$ in $\mathcal{D}$, which completes the proof. \[\square\]

Invoking these lemmas we easily arrive at the following theorem analogous to Theorem 4.1.

**Theorem 12.3** Suppose $s > n$. The following sequence of Hilbert spaces is an exact complex:

$$
0 \longrightarrow \mathcal{H}'(\mathcal{D}, \Lambda^{0,0}) \longrightarrow \mathcal{H}'(\mathcal{D}, \Lambda^{0,1}) \longrightarrow \cdots \longrightarrow \mathcal{H}'(\mathcal{D}, \Lambda^{0,n}) \longrightarrow 0.
$$
Since \( u \mapsto \{ \tau(u), \nu(\bar{\partial}u) \} \) is a Dirichlet system of order 1 on \( \partial \mathcal{D} \), we obviously have
\[
\begin{align*}
U^\alpha(\mathcal{D}, \Lambda^{0,0}) &= H^\alpha(\mathcal{D}) \cap H^1(\mathcal{D}), \\
\mathcal{U}^\alpha(\mathcal{D}, \Lambda^{0,0}) &= H^\alpha(\mathcal{D}) \cap \overset{\circ}{H}^2(\mathcal{D}).
\end{align*}
\]
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