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Abstract

Sedimentary valley fills are a widespread characteristic of mountain belts around the world. They transiently store material over time spans ranging from thousands to millions of years and therefore play an important role in modulating the sediment flux from the orogen to the foreland and to oceanic depocenters. In most cases, their formation can be attributed to specific fluvial conditions, which are closely related to climatic and tectonic processes. Hence, valley-fill deposits constitute valuable archives that offer fundamental insight into landscape evolution, and their study may help to assess the impact of future climate change on sediment dynamics.

In this thesis I analyzed intermontane valley-fill deposits to constrain different aspects of the climatic and tectonic history of mountain belts over multiple timescales. First, I developed a method to estimate the thickness distribution of valley fills using artificial neural networks (ANNs). Based on the assumption of geometrical similarity between exposed and buried parts of the landscape, this novel and highly automated technique allows reconstructing fill thickness and bedrock topography on the scale of catchments to entire mountain belts.

Second, I used the new method for estimating the spatial distribution of post-glacial sediments that are stored in the entire European Alps. A comparison with data from exploratory drillings and from geophysical surveys revealed that the model reproduces the measurements with a root mean squared error (RMSE) of 70 m and a coefficient of determination ($R^2$) of 0.81. I used the derived sediment thickness estimates in combination with a model of the Last Glacial Maximum (LGM) icecap to infer the lithospheric response to deglaciation, erosion and deposition, and deduce their relative contribution to the present-day rock-uplift rate. For a range of different lithospheric and upper mantle-material properties, the results suggest that the long-wavelength uplift signal can be explained by glacial isostatic adjustment with a small erosional contribution and a substantial but localized tectonic component exceeding 50% in parts of the Eastern Alps and in the Swiss Rhône Valley. Furthermore, this study reveals the particular importance of deconvolving the potential components of rock uplift when interpreting recent movements along active orogens and how this can be used to constrain physical properties of the Earth’s interior.

In a third study, I used the ANN approach to estimate the sediment thickness of alluviated reaches of the Yarlung Tsangpo River, upstream of the rapidly uplifting Namche Barwa massif. This allowed my colleagues and me to reconstruct the ancient river profile of the Yarlung Tsangpo, and to show that in the past, the river had already been deeply incised into the eastern margin of the Tibetan Plateau. Dating of basal sediments from drill cores that reached the paleo-river bed to 2–2.5 Ma are consistent with mineral cooling ages from the Namche Barwa massif, which indicate initiation of rapid uplift at ~4 Ma. Hence, formation of the Tsangpo gorge and aggradation of the voluminous valley fill was most probably a consequence of rapid uplift of the Namche Barwa massif and thus tectonic activity.

The fourth and last study focuses on the interaction of fluvial and glacial processes at the southeastern edge of the Karakoram. Paleo-ice-extent indicators and remnants of a more than 400-m-thick fluvi-lacustrine valley fill point to blockage of the Shyok River, a main tributary of the upper Indus, by the Siachen Glacier, which is the largest glacier in the Karakoram Range. Field observations and $^{10}$Be exposure dating attest to a period of recurring lake formation and outburst flooding during the penultimate glaciation prior to ~110 ka. The interaction of Rivers and Glaciers all along the Karakoram is considered a key factor in landscape evolution and presumably promoted headward erosion of the Indus-Shyok drainage system into the western margin of the Tibetan Plateau.
The results of this thesis highlight the strong influence of glaciation and tectonics on valley-fill formation and how this has affected the evolution of different mountain belts. In the Alps valley-fill deposition influenced the magnitude and pattern of rock uplift since ice retreat approximately 17,000 years ago. Conversely, the analyzed valley fills in the Himalaya are much older and reflect environmental conditions that prevailed at ~110 ka and ~2.5 Ma, respectively. Thus, the newly developed method has proven useful for inferring the role of sedimentary valley-fill deposits in landscape evolution on timescales ranging from $10^3$ to $10^7$ years.
Zusammenfassung


Im dritten Teil berechnete ich die Mächtigkeitsverteilung der sedimentären Talverfüllung des Yarlung Tsango Tales oberhalb des Namche Barwa Massivs am östlichen Rand des Tibet Plateaus. Dies ermöglichte meinen Kollegen und mir das ehemalige Flusslängsprofil zu rekonstruieren und zu zeigen, dass sich der Yarlung Tsango in der Vergangenheit bereits tief in den östlichen Rand des Tibet Plateaus einschnitt. Die Basis der Sedimente wurde erbohrt und beprobt und deren Ablagerung auf 2–2.5 Ma datiert was konsistent mit Abkühlungsaltern von Mineralen des Namche Barwa Massivs ist, die auf den Beginn einer beschleunigten Hebung vor ~4 Ma hindeuten. Dies führte zu der Schlussfolgerung, dass die Bildung der Tsango Schlucht und die Aggradation der Talsedimente hochstwahrscheinlich in Folge der schnellen Hebung des Namche Barwa Massivs geschah, welche letztendlich auf tektonische Aktivität zurück geht.

gekommen ist. Das Zusammenwirken von Flüssen und Gletschern entlang des Karakorums war maßgeblich für die Landschaftsentwicklung und führte möglicherweise zum Einschneiden von Tälern in den westlichen Rand des Tibet Plateaus.

Die vorliegende Arbeit unterstreicht die Bedeutung von Vergletscherung und Tektonik bei der Bildung von intermontanen Sedimentspeichern und deren Einwirken auf die Entwicklung zweier Gebirge. In den Alpen beeinflusst die Ablagerung von Talfüllungen die Raten und das Muster der Gesteinshebung seit Rückzug des Eises vor ca. 17,000 Jahren. Demgegenüber sind die in dieser Arbeit betrachteten Talfüllungen des Himalayab west älter und geben Aufschluss über die Umweltbedingungen vor jeweils 110 ka und 2.5 Ma. Es zeigt sich, dass die neue Methode zur Abschätzung von Mächtigkeiten und Volumina intermontaner Talverfüllungen dazu beiträgt, die Landschaftsentwicklung über Zeiträume von $10^3$ bis $10^7$ Jahren zu rekonstruieren.
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Chapter 1

Introduction

Crustal shortening, thickening and uplift expose rocks at the Earth’s surface that are subject to climate-driven weathering and erosion processes. The eroded sediments get transported by water, wind and ice to sedimentary basins where they are ultimately buried and diagenetically altered to become rocks again. Influenced by plate-tectonic processes and the superposed effects of climate and climate change, these processes constitute the rock cycle. Exhumation of rock and sediment burial are rather slow processes, typically with rates of mm kyr\(^{-1}\), while the transport of sediments on the Earth’s surface is rather fast. Today and throughout Earth’s history, these sedimentary sinks have included ocean basins, rifts, foreland basins straddling tectonically active mountain belts, or slowly subsiding cratonic interiors. However, within mountain belts with temporarily severed fluvial connectivity with the adjacent forelands sediments may be transiently stored in intermontane valleys for prolonged time spans, often forming thick valley fills. Such severed fluvial conditions may be caused by valley impoundment by voluminous mass movements or glacial activity, lowered stream power resulting from orographic barrier uplift and aridification or an increase in tectonic rates. Accordingly, the resulting intermontane deposits may be preserved on timescales spanning several millennia to several millions of years, and they are therefore a common phenomenon in many mountain belts around the world. As such the sedimentary fills represent important archives that offer valuable insights into past climatic and erosional conditions, and thus, landscape evolution. Understanding these sedimentary fills thus helps to assess the impact of present and future climate change and tectonic processes on Earth surface dynamics. In this study I focus on the formation of valley-fill deposits in orogenic settings and analyze their complex relationship with glaciation and tectonics.

1.1 The formation of valley fills

In the following the term “valley fill” is a generic term that refers to all kinds of unconsolidated terrestrial sediments residing on the floor of topographic depressions within mountain belts. Hence, for the creation of valley fills, topography, relief and a sediment source are required. Irrespective of the process, which is responsible for the emergence of topography, subaerially exposed rocks are subject to erosion, which is eventually focused by the combined effects of streams or glaciers and the degree of tectonic activity creating valleys and ridges. Erosion itself is a function of weathering and transport, which both are sensitive to climate and tectonics (Gilbert, 1877). Combined, these processes constitute denudation, which over long timescales, is responsible for the complete downwearing of mountain belts. The eroded material, constituting the potential valley fill, is usually transported by water, wind or glaciers from higher to lower elevations until it is deposited in the intermontane basins, thereby depriving the foreland and ocean basins of sediment. In general, deposition occurs when the transport capacity of the moving medium is exceeded by the supply of eroded material (Gilbert and Murphy, 1914). In the case of rivers the transport capacity is strongly dependent on the slope of the river (S) and its discharge (\(Q_w\), Fig. 1.1). Considering a graded river, which has a slope that is everywhere adjusted to allow the supplied sediment to be transported (Mackin, 1948), valley-fill formation would not be possible unless the base level of the river (sensu Davis, 1902, p. 84), is located within the mountains or at their margin.

Figure 1.1 illustrates the relation of controlling factors for aggradation and incision, i.e., for perturbations of the equilibrium river profile. From this relation it can be easily recognized that a decrease in discharge or
slope as well as an increase in sediment supply ($Q_s$) or median grain size ($D_{50}$) would shift the balance of the system towards a state of aggradation. Because $S$, $Q_w$, $Q_s$ and $D_{50}$ are themselves functions of tectonics, climate and lithology, a wide spectrum of mechanisms may be responsible for the formation of valley fills of which the most important are briefly outlined below.

**Differential uplift/subsidence.** Tectonic movements along faults can directly impact the slope and the course of a stream. In extreme cases this may lead to an inversion of the flow direction, drainage reorganization and the formation of endorheic basins. Tectonically controlled valley fills typically have a preservation potential on the order of $10^6 - 10^7$ yr (Burbank and Johnson, 1982; Cronin et al., 1989; Hain et al., 2011; Wang et al., 2014). Apart from their tectonic origin, uplift and subsidence can also be driven by flow within the mantle (Becker et al., 2015) or by mass redistribution on the Earth’s surface related to glaciation or erosion/deposition which can lead to large scale reorganization of river networks (e.g., Wickert et al., 2013; Calais et al., 2010).

**River damming.** The blockage of a river course is often accompanied by the formation of a lake, whose size and longevity is determined by the process responsible for the damming (Korup and Schlunegger, 2007). In the longitudinal river profile a lake causes an abrupt decrease in slope and transport capacity, which forces even very fine grains to settle, making lakes efficient sediment traps (Hinderer, 2001). The most important causes for river damming are landslides and glaciers (Baker, 2002; O’Connor and Costa, 2004). While damming caused by landslides is followed by aggradation, erosion of the dam and re-incision (Costa and Schuster, 1988), blockage by glaciers is more complicated (Tweed and Russell, 1999). Because of the low density of ice compared to water, ice dams are inherently unstable as they tend to float when the lake level reaches a certain threshold, leading to drainage of the lake until dam stability is reestablished. Apart from this short term ($10^2 - 10^3$ yr) pattern of recurring lake drainage and backfilling, the climate dependency of glacier size, i.e. the potential for river damming, introduces a long term ($10^4 - 10^5$ yr) and potentially global control on the formation of ice-dam related valley fills. Therefore we may expect cyclicity in the remnants of these deposits reflecting fluctuating lake levels and multiple phases of aggradation and incision (Bretz, 1969; Barber et al., 1999; Scherler et al., 2014).

**Glacial overdeepening.** In contrast to rivers, whose erosional power dissipates when they approach their base level, glaciers can erode their beds below the local fluvial base level or even below sea level creating subglacial basins, called overdeepenings (e.g., Gutenberg et al., 1956; Linton, 1963; Frank, 1979; van Husen, 1979; Van Husen, 1987; Van Der Beek and Bourbon, 2008; Cook and Swift, 2012). Because ice transmits
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longitudinal and transverse stresses there is a non-local control on basal sliding, which determines erosion rates (Harbor, 1989; Cuffey and Paterson, 2010). Therefore, glacial valley profiles depart considerably from their fluvial, smooth and concave-up, counterparts. Besides overdeepenings, the glacial valley profile displays cirques, steps, flats, and hanging valleys (e.g. Penck, 1905; Iverson, 2002; Evans, 2008). After ice retreat, overdeepenings usually host lakes which act as sediment traps (see previous Paragraph). Depending on the size of the overdeepening, retention of sediment can lead to the formation of very large valley fills with thicknesses of $100 - 1000$ m and volumes in excess of $100 \text{km}^3$ (e.g., Pfiffner et al., 1997; Hinderer, 2001; Brückl et al., 2010b; Jordan, 2010; Preusser et al., 2010; Mey et al., 2015). Due to the fact that fluvial erosion cannot remove sediment out of overdeepenings that go deeper than the corresponding base level, these valley-fills have a preservation potential equivalent to at least the duration of one interglacial interval ($10^4 \text{yr}$; Scherler et al., 2014).

Climate change Because climate exerts a strong control on weathering rates and mass wasting processes (e.g., Büdel, 1981; Bull, 1991; Tucker and Slingerland, 1997) it affects the amount of material that is available to the fluvial system. Transport of this material depends on the shear stress at the river bed (Bagnold, 1966), which is a function of slope and discharge with the latter being directly linked to precipitation (e.g., Bookhagen and Burbank, 2010). Thus, an increase in temperature and moisture availability may increase sediment supply through enhanced weathering and mass wasting but at the same time higher precipitation will lead to more runoff and an increase in transport capacity (Lane, 1955). How the fluvial system eventually responds to climate perturbations is largely determined by the landscape preconditions, e.g. soil mantled or threshold hillslopes, the amount of available sediment, the degree of glacial overprint or vegetation cover (e.g., Langbein and Schumm, 1958; Burbank et al., 1993; Tucker and Slingerland, 1997; Bookhagen et al., 2005; Hu et al., 2012; Torres Acosta et al., 2015; Scherler et al., 2015) and might exhibit non-linear behavior (Godard et al., 2013; Simpson and Castelltort, 2012; Tucker and Slingerland, 1997). Valley-fills that were formed by river aggradation in the course of climate change are typically regionally distributed (Bull, 1991) and can therefore be distinguished from dam-related valley fills (e.g., Scherler et al., 2016). Because rivers are sensitive to fluctuations in sediment supply and runoff, they often alternate between states of incision and aggradation, which might result in the formation of fluvial terraces (e.g., Pazzaglia et al., 1998; Schildgen et al., 2002). Dating the terrace surfaces provides the age of onset of incision, which is typically on the order of $10^3 - 10^4$ years (e.g., Repka et al., 1997; Schaller et al., 2002; Bookhagen et al., 2006; Steffen et al., 2010; Scherler et al., 2015; Schildgen et al., 2016; Dey et al., in revision). Comparison with paleoclimate proxy records from e.g., pollen or $\delta^{18}O$ from speleothems, ice- or sediment cores, eventually allows for inferring the impact of climate change on landscape evolution.

Because the above controlling factors can be assumed to interfere with each other to various degrees (e.g., Suresh et al., 2007), valley-fill deposits might be polygenetic (e.g., Scherler et al., 2014; Dey et al., in revision), which complicates their interpretation. Here I focus on the description of valley-fills in terms of their geometry. Because valley fills constitute a substantial component of transiently stored material in the intermontane sediment cascade, knowing their thickness distribution helps to assess the long-term mass budgets of mountain belts (e.g., Straumann and Korup, 2009; Hain et al., 2011). Previous studies, which attempted to determine fill thicknesses and volumes by using geophysical methods were rather limited to individual valleys (e.g., Hoffmann and Schrott, 2002; Schrott et al., 2003; Otto et al., 2009; Götz et al., 2013) and therefore also limited in furnishing models regarding entire mountain belts. A similar issue arises with the scaling of area-volume relationships (Straumann and Korup, 2009), which assumes a self-similar landscape, not accounting for differences in e.g., lithology, structural fabric and erosional mechanism. Conventional morphometric methods on the other hand that rely on the extrapolation of slope angles into the subsurface, require significant amounts of manual digitization, which is hardly reproducible and simply not feasible for catchment- or orogen-wide studies. In light of these problems and a lacuna in reliable methodological approaches suitable for assessing sediment thicknesses at the scale of mountain belts, the first part of this PhD project was devoted to the development of an efficient methodology to determine the spatial distribution of intermontane valley-fill sediments using readily available topographic data. The second step involved the identification of suitable applications of this new method and the following research questions guided me in this process:
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1. What is the role of intermontane valley-fills in modulating the isostatic response to deglaciation and erosional unloading in the European Alps?

2. How can the relatively simple metrics of thickness and volume of valley-fill deposits be used to decipher the climatic and/or tectonic history of mountain belts? What kind of additional data is required?

3. What are the factors controlling valley-fill deposition and removal in the high, semi-arid environment of the Eastern Karakoram? What are the implications for long-term landscape evolution?

I have addressed these questions in several chapters that constitute manuscripts that have either been published or that are currently in review/revision. Chapter 2 introduces an approach that uses artificial neural networks (ANNs) to quantify intermontane valley fills in terms of their thickness and hence, volume. I investigated the potential of this novel technique by conducting experiments on synthetic, semi-synthetic, and finally real-world valley fills, where results can be compared with data from geophysical measurements.

The method’s applicability to large spatial scales is exemplified in Chapter 3 where I made an assessment of the volume of intermontane sedimentary valley fills for the entire European Alps. These deposits are inferred to reflect a large fraction of the material which has been eroded and stored since ice-retreat at the end of the Last Glacial Maximum (LGM; Hinderer, 2001; Dürst Stucki et al., 2010; Preusser et al., 2010; Jordan, 2010). In combination with estimates of postglacially exported material volumes (Hinderer et al., 2013), this allows to infer a mean post-LGM denudation rate of the Alpine mountain belt of \( \approx 0.7 \text{ mm yr}^{-1} \). The derived map of bedrock elevations was then used in a multi-model approach to answer the question of how much of the measured present-day rock uplift in the European Alps can be attributed to the Earth’s isostatic adjustment to glacial and erosional unloading since the LGM. I suggest that the uplift signal is dominated by the response to ice-melting rather than erosional unloading, which contradicts current hypotheses. This study highlights the connection between surface- and upper mantle-processes, which is manifested on relatively short timescales of \( 10^3 \) – \( 10^4 \) years. Moreover, the changing loads may affect the crustal stress field, which might trigger considerable intraplate seismicity (e.g., Grollimund and Zoback, 2001; Møller, 1993; Stewart et al., 2000; Calais et al., 2010) and thus have to be taken into account in seismic hazard assessment.

Chapter 4 analyzes the eastern margin of the Tibetan plateau where the Yarlung Tsangpo River has cut an exceptionally steep gorge through the young massifs of the eastern Himalayan syntaxis. Upstream of this gorge the river flows for \( \approx 300 \text{ km} \) within a wide alluvial valley, where exploratory drilling reached bedrock at consistently greater depths when approaching the confluence with the Nyang River. I used the ANN approach developed in Chapter 2 to create a map of valley-fill thicknesses for the alluvial reaches of the Yarlung Tsangpo and Nyang rivers upstream of the Namche Barwa massif. The very good correlation of estimated and measured fill thicknesses helped reconstructing the longitudinal profile of the paleo Yarlung Tsangpo River. In combination with cosmogenic nuclide burial dating of material from the base of the deepest drill core using \textit{in situ}-produced \( ^{10}\text{Be} \) and \( ^{26}\text{Al} \), it was shown that at \( \approx 2.5 \text{ Ma} \) the Yarlung Tsangpo River had achieved a nearly graded profile, and eroded back into the Tibetan plateau. Furthermore, the onset of aggradation just before \( \approx 2.5 \text{ Ma} \) is consistent with the young mineral cooling ages from the Namche Barwa and Gyala Peri massifs indicating initiation of rapid exhumation after \( \approx 4 \text{ Ma} \), which points to a tectonically controlled formation of the Yarlung Tsangpo gorge. Thus, the formation of intermontane valley fill is a direct consequence of this tectonic uplift, which largely affected the gradient and transport capacity of the fluvial system.

Chapter 5 focuses on the interaction between glaciers, rivers and sediments in the remote eastern Karakoram mountains. Surface-exposure dating of glacial deposits and fluvial fill terraces using cosmogenic \( ^{10}\text{Be} \) allowed for a reconstruction of the aggradation and incision history of the Shyok River, which is located at the western margin of the Tibetan Plateau. The distribution of lateral moraines and lacustrine sediments indicates a former impoundment of the Shyok River by the Siachen Glacier, one of the largest glaciers of the Karakoram. A pronounced cyclicity in the lake deposits, consisting of more than 25 fining upward sequences can be observed. These probably reflect oscillating lake levels, which in turn are interpreted to be related to individual flood events that initiated farther upstream and were blocked by the Siachen Glacier dam. The study further suggests that glacial erosion outpaced fluvial incision in setting the base level for many of the tributaries draining the Karakoram. Glacial damming and associated outburst flooding thus were important, and rather frequent processes in the Quaternary evolution of these valleys and possibly have promoted headward incision into the western margin of the Tibetan Plateau.
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Chapter 2

Estimating the fill thickness and bedrock topography in intermontane valleys using artificial neural networks

Abstract

Thick sedimentary fills in intermontane valleys are common in formerly glaciated mountain ranges but difficult to quantify. Yet knowledge of the fill-thickness distribution could help to estimate sediment budgets of mountain belts and to decipher the role of stored material in modulating sediment flux from the orogen to the foreland. Here we present a new approach to estimate valley-fill thickness and bedrock topography based on the geometric properties of a landscape using artificial neural networks. We test the potential of this approach following a four-tiered procedure. First, experiments with synthetic, idealized landscapes show that increasing variability in surface slopes requires successively more complex network configurations. Second, in experiments with artificially filled natural landscapes, we find that fill volumes can be estimated with an error below 20%. Third, in natural examples with valley-fill surfaces that have steeply inclined slopes, such as the Unteraar and the Rhône Glaciers in the Swiss Alps, for example, the average deviation of cross-sectional area between the measured and the modeled valley fill is 26% and 27%, respectively. Finally, application of the method to the Rhône Valley, an overdeepened glacial valley in the Swiss Alps, yields a total estimated sediment volume of $97 \pm 11 \text{ km}^3$ and an average deviation of cross-sectional area between measurements and model estimates of 21.5%. Our new method allows for rapid assessment of sediment volumes in intermontane valleys while eliminating most of the subjectivity that is typically inherent in other methods where bedrock reconstructions are based on digital elevation models.

2.1 Introduction

The sedimentary fills of intermontane basins and adjacent forelands have been considered underutilized archives (DeCelles, 2012) that potentially yield information on the interaction between tectonic, erosive, and depositional processes and on economically relevant deposits. In addition, human population centers in mountainous regions are usually located on the floor of intermontane valleys, with sedimentary fills of spatially variable thickness. These sedimentary fills usually host aquifers that are important for human water consumption, agriculture, and geothermal energy production (Margat and der Gun, 2013). The thickness of unconsolidated valley fills also influences seismic wave propagation, with greater thicknesses promoting higher surface-wave amplitudes, hence increasing earthquake hazards associated with liquefaction and landsliding in tectonically active mountain belts (e.g., Aki and Richards, 2002; Allen and Wald, 2009; Mugnier et al., 2013). Intense shaking of soils and unconsolidated terrace deposits in the intermontane basin close to the epicenter of the 2015 $M7.8$ earthquake of Nepal is dramatic example of the relationships between valley fills and increased seismic hazards (http://earthquake.usgs.gov/earthquakes/shakemap/global/shake/20002926/).
Finally, knowing the distribution of sediment thicknesses in intermontane valleys further helps to assess the long-term sediment budgets of mountain belts (e.g., Straumann and Korup, 2009; Hain et al., 2011) and to understand the role of stored material in the sediment cascade from the orogen to foreland basins and beyond (e.g., Caine and Swanson, 1989; Ingersoll, 2011; Scherler, 2014; Wang et al., 2014).

However, direct measurements of sediment thicknesses are complex and time consuming and typically require sophisticated geophysical tools, infrastructure, and logistics that are often not available. This is the reason for a general scarcity of sediment-thickness data, especially in remote areas of mountain belts such as the intermontane valleys of the Eastern Cordillera of the Andes, the Pamir of Central Asia, or the Himalaya-Karakoram orogen. Moreover, direct measurements are always restricted to a limited number of points or profiles that require significant interpolation to achieve more complete coverage. Unlike in the case of valley glaciers, where a number of reasonably well performing, ice-physics-based methods for estimating ice thicknesses exist (Huss et al., 2008; Farinotti et al., 2009; Li et al., 2012; Linsbauer et al., 2012; Clarke et al., 2013), no corresponding approach for estimating sediment thicknesses is available. Therefore, previous studies that attempted to determine sediment volumes in intermontane valleys have largely used empirically based volume-area scaling, a method that is readily applicable to entire mountain belts (Straumann and Korup, 2009; Blöthe and Korup, 2013) but does not yield the spatial distribution of sediment thicknesses. Furthermore, this approach assumes universal self-similarity that is most certainly an oversimplification of natural systems, particularly when considering differences in lithology or geomorphic history, e.g., fluvial versus glacial sculpting or combinations thereof. Studies that explicitly address the distribution of valley-fill thicknesses or bedrock elevations have mainly used morphometric methods combined with geophysical measurements and are therefore spatially restricted to areas where such data are available (e.g., Hinderer, 2001; Schrott and Adams, 2002; Schrott et al., 2003; Otto et al., 2009).

Alternative approaches that do not depend on geophysical constraints involve, for instance, a simple geometric projection of hillslopes into the subsurface along cross-valley profiles (e.g., Brooks, 1992; Hinderer, 2001) or surface interpolation using splines (Smith and Wessel, 1990). The former method requires users to make a number of rather arbitrary decisions concerning profile locations, the distance over which hillslope angles are determined, and the method that is used for interpolation. The latter method on the other hand tends to result in smooth, minimum curvature surfaces and makes the reconstruction of a V-shaped valley morphology virtually impossible (e.g., Sulebak and Hjelle, 2003). Similarly, the sloping local base-level method (Jaboyedoff and Derron, 2005) was specifically developed to estimate the fill thickness in glacial U-shaped valleys, assuming parabolic cross sections. The aim of this study is to develop a method that allows predicting the bedrock topography beneath valley fills, eliminates the subjectivity as much as possible, and can be applied to glacial as well as to fluvial valleys from catchment to mountain-belt scale. Inspired by the work of Clarke et al. (2009), who used artificial neural networks (ANNs) to estimate glacier-bed topography and ice volumes, we present a modified version of this approach, which is based on the assumption of morphological similarity between exposed and buried parts of the landscape.

In the remainder of this study, we first provide a brief introduction to the principles of ANNs before we describe our approach in detail. To explore the general functionality of ANNs with respect to our research question, we first run experiments with four synthetic landscapes of different complexity, followed by tests on five natural valley sites that were artificially filled. Subsequently, we apply the method to the Unteraar and the Rhône Glaciers in the European Alps, which we consider as special cases of valley fills with steeply inclined surfaces. The available ground-penetrating radar measurements of ice thicknesses (Funk et al., 1994; Bauder et al., 2003, 2007) allow for an analysis of the predictive performance under natural conditions. In a third case study, we estimate the sediment-fill thickness in the Rhône Valley, one of the largest intermontane valleys in the Central Alps, and use seismic reflection data (Finckh and Frei, 1991; Pfiffner et al., 1997) to assess the method’s performance on a large spatial scale. Finally, we discuss limits, uncertainties, advantages, and promising applications of our method.

### 2.2 Methods

#### 2.2.1 Principles of ANNs

ANNs are mathematical models that can perform supervised learning. They comprise artificial neurons called nodes, which are organized in layers as shown in Fig. 2.1a. The nodes of adjacent layers receive and
transmit signals through a number of weighted connections, ultimately leading to a response of the entire system, the desired output. The layer between inputs and output is called hidden layer, and the corresponding nodes are called hidden nodes (Bishop, 1995). The actual processing (Equation 2.1) takes place at the hidden nodes and the output node. Each processing node is assigned a layer-specific activation function \( f \), which takes the weighted sum of the inputs plus a bias and produces the node’s response or activation value \( y_j \), according to:

\[
y_j = f \left( \sum_i w_{ij} x_i + \theta_i \right) = f \left( s_j \right)
\]

where \( x_i \) is the \( i \)-th input, \( w_{ij} \) is the weight for the connection from the \( i \)-th input to the \( j \)-th node, and \( \theta_i \) is a bias for node \( j \). The activation values of hidden nodes represent the inputs for the node of the output layer (Fig. 2.1a). It has been shown (Hornik et al., 1989) that an ANN that consists of one hidden layer with a nonlinear activation function \( f \) is able to approximate any continuous function to arbitrary precision, provided that the number of hidden nodes is sufficiently large. One of the most common choices for \( f \) is the hyperbolic tangent \( f \left( s_j \right) = \tanh \left( s_j \right) \) (Bishop, 1995; LeCun et al., 1998). In this study, we only investigated ANNs using a hyperbolic tangent activation function, at a single hidden layer, a linear activation function, \( f \left( s_j \right) = s_j \) at the output layer, and a scaled conjugate gradient learning algorithm (Møller, 1993).

The ability to learn and generalize from training data is the central property of ANNs. In the training phase, the ANN processes a number of independently constrained input-output examples and iteratively

![Figure 2.1: Schematic illustration of the presented method.](image-url)
adjusts the weights to minimize the residual error between observed and predicted output of the training data. This recursive procedure, the learning, is continued until a predefined stop criterion is met. The resulting training error is influenced by the learning algorithm, the number of iterations or training cycles, and the number of training examples and hidden nodes. The number of training examples determines how well the underlying function, which relates inputs to outputs, is represented during the learning, whereas the number of hidden nodes controls the network’s ability to approximate functions of different “complexity”. More hidden nodes are needed for fluctuating functions than for smooth functions. A crucial requirement for ANN-based predictions is that the training data form a representative subset of all the cases we wish to predict. Predictions that fall outside the ranges of input and output values defined by the training data require extrapolation and hence are unreliable (Haley and Soloway, 1992). We used the ANN implementation provided by the free MATLAB toolbox NETLAB (Nabney, 2002).

### 2.2.2 Input data

For successful predictions with an ANN, the identification of appropriate inputs is essential (Wolpert, 1994, 1996b,a); i.e., there has to be a functional relationship between the input variables and the prediction target or output. In our case, the output is the thickness of the valley fill or, when subtracted from the elevation of the fill surface, the bedrock topography beneath the valley fill. For the choice of input data we followed Clarke et al. (2009), who found that the distance to the nearest hillslope above the valley fill, calculated for different directions by applying an angular sector mask (Fig. 2.1c), provides the most useful geometric information for the ANN. This choice can be based on the geometrical argument that the width of the valley floor is positively correlated with the valley-fill thickness (Wang et al., 2014). For a given point, P, in the center of the valley floor, an increase of the distance to the nearest hillslope is accompanied by an increase in the valley-fill thickness at P, provided that constant hillslope angles exist (Fig. 2.1b). If we consider only one distance, the prediction will likely result in rather symmetrical valley cross sections. Therefore, we need to include at least one additional distance input to better account for the asymmetry of natural valleys. The relationship between these distances and the valley-fill thickness can be learned and generalized by an ANN, provided that a sufficiently large pool of training examples can be acquired. Obviously, the perfect training data set would consist of a large number of valley-fill thickness measurements, e.g., obtained by drilling, which cover the entire range of valley morphologies. Every possible combination of input and output would have an optimal representation in a subset of this data set, which could be used for the training process. Unfortunately, direct observations are rare and spatially discontinuous, as mentioned earlier, so we cannot recruit our training data from field measurements. However, if there exists morphological similarity between hillslopes above the valley fill and the bedrock surface beneath the valley fill, we can use a digital elevation model (DEM) to create a large number of training examples. This morphological similarity could be assumed if we argue that the entire landscape was once subjected to the same surface-shaping processes prior to the deposition of the valley fills as in the case of the European Alps (e.g., Kelly et al., 2004) and presumably other mountain belts that were affected by Pleistocene glaciations (see Discussion Section 2.5). We consider the effect of a deviation of subaerial and subsurface morphologies on the prediction at the end of Section 2.3.

To test the validity of our approach under ideal conditions, i.e., with preset morphological similarity, we carried out experiments using synthetic landscapes of different complexity (see Section 2.3). We created our training data according to the following procedure (Figs. 2.1b, 2.1c).

1. First, we create a mask of the valley fill by manually digitizing the valley-floor deposits using a geological map. In regions for which no or only synoptic geological maps are available, the creation of the mask can be done based on aerial images combined with a shaded relief map. Alternatively, in steep landscapes, one may use a slope threshold and further processing to automatically detect valley-fill surfaces (e.g., Blöthe and Korup, 2013). All unmasked cells constitute a pool of potential training cells.

2. A predefined number ($N$) of cells are randomly chosen from the training pool and constitute the actual training cells.

3. For each training cell, located at an elevation $z_t$, a randomly chosen value, $h_t$, is added and the entire DEM is artificially filled to the elevation $z_t + h_t$. Pixels below this fill are masked out. The
value $h_t$ is restricted to lie within the interval $[1 \text{ m}, z_t']$, where $z_t'$ is the elevation of the nearest ridge cell satisfying the condition $z_t' > z_t$. This constraint ensures that a sufficient fraction of the topography remains exposed after artificially filling the DEM. Ridge cells are defined as all cells that are characterized by a flow accumulation of zero; that is, there exist no cells in the DEM that belong to the contributing area of the ridge cells. This zero-flow accumulation condition is satisfied not only by cells representing ridge crests but also by isolated cells on the hillslopes. We consider these scattered cells as noise and remove them with a $3 \times 3$ median filter. The value $h_t$ represents the training output.

4. The training inputs are assembled by calculating the Euclidean distances to the valley walls for $n$ directions, using an angular sector mask (Fig. 2.1c) as proposed by Clarke et al. (2009). The above procedure results in $N$ vectors that consist of the input and output data, which are used for training the network. DEM cells, which were not selected in Step 2, are used to generate a validation data set (again by applying Steps 2 to 4) that is used to estimate the generalization error. Besides modifying the initial mask (Step 1) and thereby limiting the training data to a particular range of variable values, the parameters that can be varied to explore network performance are the number of inputs (sectors, $n$), hidden nodes ($p$), and training examples ($N$) and the number of training cycles. The hidden nodes represent small processors that perform the calculation defined in Equation (2.1). As such they do not have a representation on the map and their number can arbitrarily be chosen. Before we apply our ANN to real landscapes, we first systematically benchmark different network configurations in terms of the number of inputs, hidden nodes, and training examples by using synthetic data sets, which provide insight into the input-output relationship. By following the above split-sample approach, where the data are divided into a training set and a validation set that are both based on the same landscape above the valley fill, we can automatically and objectively determine the optimal network configuration (Weiss and Kulikowski, 1991).

In our experiments on natural landscapes we used a 30-m-resolution DEM that was generated by J. de Ferranti (http://www.viewfinderpanoramas.org) by digitizing the elevation contours of local topographic maps from the year 1997, with scales of 1:25,000 and 1:50,000. In the case of the Rhône Valley, we resampled the DEM to 90-m-resolution to increase computational efficiency. For processing the digital elevation data we used the MATLAB-based TopoToolbox 2 (Schwanghart and Scherler, 2014).

2.3 Synthetic landscapes

We created four different synthetic landscapes that have radial symmetric shapes, as we want to exclude effects that arise from valley asymmetry. The first two of these landscapes have V-shaped and U-shaped idealized cross sections resembling those of fluvial and glacial valleys, respectively (Fig. 2.2). We additionally prepared a third landscape that has a smooth sinusoidal cross section, similar to that expected for a composite valley. To explore the effect of random deviations from ideal shapes, we included another landscape where we added noise to the U-shaped example, which we refer to as U-noise hereafter. In each of these landscapes a valley fill is created that separates the data into two subsets. All cells that lie above the fill surface are used to generate the training and validation data sets, and the cells below the fill surface are used to generate the test data set. To avoid extrapolation, we chose the elevation of the valley fill so that the maximum fill thickness lies well within the elevation range of the training data. The difference between the estimated and the observed valley-fill thicknesses is used to calculate the root-mean-square error (RMSE):

$$\text{RMSE} = \sqrt{\frac{1}{M} \sum_{i=1}^{M} (h_f - h_e)^2} \quad (2.2)$$

where $h_f$ is the observed valley-fill thickness, $h_e$ is the estimated valley-fill thickness, and $M$ is the total number of predictions, i.e., the number of fill cells. To facilitate comparison between different experiments and landscapes, we normalized the RMSE by the range of observed thicknesses ($h_f$) according to:

$$\text{NRMSE} = \frac{\text{RMSE}}{h_{\text{max}} - h_{\text{min}}} \quad (2.3)$$

where $h_{\text{min}}$ is the minimum and $h_{\text{max}}$ the maximum observed valley-fill thickness. In the following, the NRMSE of the validation and the test data sets are simply termed $E_v$ and $E_t$, respectively. In principle, we
can sample very large numbers of training examples \((N)\) from the pool of potential training cells, i.e., from the landscape above the valley fill. However, the computation time increases with \(\sim 0.75N\), and therefore, we tested the behavior of our ANN as we systematically increase \(N\). We chose the number of training examples \(N\) depending on the number of predictions \((M)\). In a first series of runs we keep \(N\) at approximately 0.01 times the number of predictions and systematically increase the number of hidden nodes and sectors from 1 to 20. Each of the resulting 400 different network architectures passes through 100 training cycles and is applied to the validation set. To obtain statistically more reliable results, we perform four of these parameter tests for each synthetic landscape and use the mean of the corresponding minimum error on the validation set, \(\bar{E}_{v,min}\), as an estimate for the generalization error for each network configuration (Bishop, 1995). This procedure is repeated as we increase \(N\) to 0.1, 0.5, 1, and 2 times the number of predictions. The following results can be observed. All landscapes show a decrease of \(\bar{E}_{v,min}\) when \(N/M\) is raised from 0.01 to 0.1 (Fig. 2.3a). Any further increase of \(N/M\) has only minor effects on \(\bar{E}_{v,min}\). Because \(N\) only needs to be high enough to represent the variation in the data, any further increase of \(N\) leads to higher redundancy in the inputs and does not significantly improve the estimates.

![Figure 2.2: Synthetic landscapes used to investigate the general network functionality. Each example is shown in map view and in the corresponding cross-sectional view, respectively. (a) V-shape, (b) U-shape, (c) a sinusoidal landscape, and (d) U-shape with added noise. Contours in map view are drawn at intervals of 0.2. The thin horizontal line in the cross-sectional view indicates the artificial fill level which is chosen to be constant and at an elevation of 0.2 units for all synthetic examples.](image)

![Figure 2.3: Sensitivity of minimum validation error \((\bar{E}_{v,min})\) to network architecture. (a) Influence of number of training cells relative to number of test cells. The number of training cycles is fixed at 100. (b) Influence of number of training cycles. The \(N/M\) ratio is fixed at 0.1. Vertical dashed lines indicate \(N/M\) ratio and number of training cycles used for all subsequent experiments. Legend in (b) refers to the synthetic data sets shown in Fig. 2.2.](image)

Next, we kept the \(N/M\) ratio equal to 0.1 and increased the number of training cycles stepwise from 100 to 500, 1000, and 3000. In case of the sinusoidal and the U-shaped landscapes \(\bar{E}_{v,min}\) is reduced by half at
1000 training cycles, whereas increasing the number of training cycles to more than 100 has no effect on $\bar{E}_{v,min}$ for the other two landscapes (Fig. 2.3b). We conclude that with $N/M = 0.1$ and with 1000 training cycles, we have reached a good compromise between prediction accuracy and computational effort.

With the number of training examples and training cycles fixed, we next determined which combination of hidden nodes and sectors results in the lowest validation error and we used this combination for the prediction phase (Fig. 2.4). Based on our assumption of morphological similarity between the landscape above and below the valley fill, we expect that errors on the training/validation data set and the test data set follow a similar trend; i.e., network configurations that yield low validation errors should also lead to low test errors. This expectation is generally confirmed for all the synthetic landscapes, and for each, a distinctive pattern in the distributions of $\bar{E}$ and $\bar{E}_v$ (averaged over four model runs) is apparent. For the V-shaped landscape the errors are more sensitive to changes in the number of sectors than to changes in the number of hidden nodes, with more sectors resulting in higher errors. All network configurations that use only one sector (one input), including the simplest configuration of one sector and one hidden node, result in virtually perfect predictions. This can be attributed to the radial symmetry and straight slopes.

**Figure 2.4:** Synthetic data model results. (a) Mean validation error ($\bar{E}_v$) and mean test error ($\bar{E}$) as a function of the network configuration in terms of the number of sectors ($n$) and hidden nodes ($p$) for the four synthetic landscapes. Stars indicate the minimum error network configurations, i.e., number of sectors—number of hidden nodes for the validation data set (V-shape: 1–9, U shape: 16–17, sinusoidal: 16–20, and U noise: 8–4, (top row)) and the test data set (V shape: 1–18, U shape: 19–3, sinusoid: 15–19, and U noise: 8–4, (bottom row)). Zones of low $\bar{E}_v$ coincide with depressions in $\bar{E}$ for all cases. (b) Cross sections showing the observed and the estimated thicknesses when minimum $\bar{E}_v$ configuration is used for prediction. Orange regions represent the $2\sigma$ envelope. Statistics are calculated from four runs with $N/M = 0.1$ and 1000 training cycles.

In contrast, the U-shaped and sinusoidal landscapes reach their minimum validation errors at considerably higher numbers of sectors and hidden nodes and have also higher corresponding test errors. Network configurations with only one to two hidden nodes result in relatively high validation errors, and at least four sectors are required to adequately account for the input-output relationship. We note that for both of these landscapes it is possible that even better results could be obtained by further increasing the number of hidden nodes and/or sectors. However, the prediction accuracy already reached is sufficiently high and does not
seem to warrant extra computation time. The pattern of $\overline{E}$ in the U-noise landscape is more complex, with both errors increasing with the number of sectors and hidden nodes. Minimum errors are achieved with eight sectors and four nodes. It is important to note that the predicted topography beneath the valley fill is smooth and reflects projection of the U-shaped topography, without the added noise (Fig. 2.4b). We furthermore observe a higher variation in the output of the individual networks, as indicated by the $2\sigma$ envelope of the predicted valley beneath the fill in Fig. 2.4b.

In summary, our experiments have shown that it is in principle possible to train an ANN for predicting valley-fill thicknesses if a morphological relationship between the training and test data sets exists. With an independent validation data set, the validation error can be used to constrain the optimal network configuration. Furthermore, if short-wavelength undulations in the training data can be considered noise, the method will predict rather smooth surfaces, devoid of this noise. However, if the geometries of the training and test data sets depart from each other due to, for instance, breaks in the slope angle below the fill surface, larger errors might be encountered. Theoretically, an abrupt increase of the slope angle beneath the valley fill would lead to an underestimation, whereas an abrupt decrease would lead to an overestimation of the valley-fill thickness.

In our synthetic landscapes, the relative magnitude of this error depends on the magnitude of the break in slope angle and the depth below the fill surface at which this break occurs. Figure 2.5 shows the functional relationship between the difference in slope angle, $\gamma$, between hillslopes above ($\alpha$) and below ($\beta$) the valley fill surface with $\gamma = \beta - \alpha$. For a given $\gamma$, both $\Delta A$ and $\Delta H$ decrease with increasing slope angles in the training region. If we consider hillslope angles of 20–40° and breaks in slope of -20° to +20° as reasonable values in mountainous terrain, $\Delta A$ would range between -100% and +130% and $\Delta H$ between -2000% and +70%.

However, these errors only reflect the worst case in which the break in slope occurs directly at the elevation of the valley fill surface. With increasing depth of the break in slope below the fill surface, the magnitudes of $\Delta A$ and $\Delta H$ decrease further.

![Figure 2.5](image_url)

**Figure 2.5:** The effect of a violation of the main assumption of morphological similarity between exposed and buried parts of the landscape. (a) The deviation in cross-sectional area ($\Delta A$), as a function of the difference in slope angle ($\gamma$) between hillslopes above ($\alpha$) and below ($\beta$) the valley fill surface with $\gamma = \beta - \alpha$. (b) Deviation of the maximum fill thickness ($\Delta H$) as a function of $\gamma$. The grey shaded area in (a) and (b) represents likely combinations of $\alpha$ and $\beta$ in high mountain environments. Positive and negative ($\Delta A$) and ($\Delta H$) indicate underestimation and overestimation, respectively.

### 2.4 Natural landscapes

#### 2.4.1 Natural landscapes with artificial fills

To test the method’s performance in natural settings, we next applied it to three glacial (U1–U3) and two fluvial (V1 and V2) valleys in the Central European Alps that contain no visual, morphologic, or geologic evidence for substantial sediment infill (Fig. 2.6). The sizes of the corresponding catchments range between 10 km$^2$ and 150 km$^2$ (see Table 2.1). We followed the same procedures as in the case of the synthetic landscapes and defined the training/validation and test data sets by artificially filling each valley to a constant elevation. Again, to avoid extrapolation, the fill elevation was chosen so that the maximum valley-fill...
2.4. Natural landscapes

Figure 2.6: Overview of study areas in the Central European Alps. Our method was tested on artificially filled fluvial (V1 and V2) and glacial (U1–U3) valleys. Experiments on natural fills were carried out for the Unteraar Glacier, the Rhône Glacier, and the Rhône Valley. White areas are present-day glaciers after Arendt et al. (2012).

Table 2.1: Experiment Results for Natural Valleys with Artificial Fills

<table>
<thead>
<tr>
<th>ID</th>
<th>Type</th>
<th>Area (km²)</th>
<th>Volume (km³)</th>
<th>Mean Thickness (m)</th>
<th>Best Configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td>V1</td>
<td>fluvial</td>
<td>20</td>
<td>65.7</td>
<td>2.6</td>
<td>0.205</td>
</tr>
<tr>
<td>V2</td>
<td>fluvial</td>
<td>100</td>
<td>52.6</td>
<td>3.4</td>
<td>0.325</td>
</tr>
<tr>
<td>U1</td>
<td>glacial</td>
<td>20</td>
<td>114</td>
<td>12</td>
<td>0.115</td>
</tr>
<tr>
<td>U2</td>
<td>glacial</td>
<td>50</td>
<td>152.1</td>
<td>6.3</td>
<td>0.810</td>
</tr>
<tr>
<td>U3</td>
<td>glacial</td>
<td>150</td>
<td>95.6</td>
<td>81</td>
<td>1.365</td>
</tr>
</tbody>
</table>

a Experiments were carried out with $N/M=0.1$ and 1000 training cycles; values in parentheses refer to experiments where threshold $h^*$ was applied to the training/validation set (see text for details).
b For location of valleys V1, V2, and U1–U3, see Fig. 2.6.
c Negative sign indicates an overestimation of the observed fill volume.
d Best configuration with respect to the number of sectors/hidden nodes.

thicknesses fell into the range of the possible training thicknesses. In contrast to the synthetic landscapes, the artificial valley fill of the natural landscapes is in direct contact with the DEM boundaries on at least one side, and for some DEM cells, the distance to unmasked hillslopes is not defined within certain sectors. Cells in the training data set for which this is the case were excluded from the training. In consequence, the maximum number of training cells decreases, as the number of sectors $n$ increases. The same applies to the number of cells in the valley fill for which predictions are possible: with progressively more sectors, the area of the test data set shrinks from the DEM boundaries inward. We thus constrained $n$ to be not greater than eight, as otherwise the size of the test data set would be too small and there would be too few training cells to provide a good spatial representation of the surrounding hillslopes. Using a larger DEM is a way to minimize the impact of the above-described edge effects. However, due to the higher computational costs, we preferred to use rather small test scenarios at this stage of our investigation.

We used the same number of training examples ($N/M = 0.1$) and training cycles (1000) as in our experiments with synthetic landscapes, and for each of the valleys the network configuration with the lowest mean error in the validation phase ($\bar{E}_v$) was chosen for the prediction of the test data set. In addition to the mean test error $\bar{E}$, we also included the volume difference $AV$ of the valley fill as another prediction criterion.
The results show that for all valleys the mean prediction error $\bar{E}$ is close to 0.1, that is, 10% of the maximum fill thickness, and the volume difference ranges from approximately -2% to +10% (Table 2.1). Due to the fact that we underestimated the true valley-fill volumes in four out of five valleys and that in each of these cases the mean fill thickness in the training data was smaller than the corresponding mean fill thickness in the test data, we investigated the effect of adjusting the sampling range of training cells so that the mean training thickness is similar to the mean fill thickness. To do so, we introduced a threshold $h^\ast$ to limit the training/validation data set to those cells, which meet the condition $(z_i' - z_i) > h^\ast$. Effectively, we constrain the samples in the training/validation data set to meet a certain thickness criterion. In this case, we provide a lower bound for the possible training thicknesses $h_i$. Although this modification is somewhat ambiguous, a consistent lowering of $\Delta V$ can be observed and leads to a slight overestimation of the total volumes in three of the five valleys (numbers in parentheses in Table 2.1). The entire error distribution in the numbers of sectors and hidden nodes space and comparison between estimated and observed thicknesses are provided in Figs. A.1–A.5 in the supporting information. Although a priori knowledge of the mean valley-fill thickness is unlikely, there may exist ways of inferring the magnitude of $h^\ast$, which we address in the discussion below (see Section 2.5.4). For now, we refer to the results without any threshold imposed and show that the best network configuration appears to be affected by valley type. The optimal network configuration from the validation phase consists of only one or two sectors in the case of V-shaped valleys (V1 and V2), which is consistent with the respective optimal network configuration in the test phase and with our results from the synthetic landscapes. In contrast to this, the best network configurations in the glacially sculpted, U-shaped valleys consist of more sectors, in both the validation and the test phase. This is in general agreement with our results from the synthetic landscapes.

The main findings from our experiments with natural valleys and artificial fills are as follows. First, our main assumption that we can use existing morphological similarities between training and target regions to reconstruct the bedrock topography remains valid. The results suggest that we can estimate fill volumes with an error well below 20%. Second, if we can tune our sampling of training examples to account for the frequency distribution of the valley-fill thicknesses, our estimates improve. This represents a possibility to incorporate a priori knowledge about the valley fill of interest (e.g., from borehole data or seismic profiling) into the model. Third, for spatially extensive valley fills that stretch beyond the region of interest defined by the DEM boundaries, the possibility that one or more of the sectors remain undefined increases with the number of sectors. This can be accounted for by either limiting the number of sectors, as we did above, or by simply increasing the spatial dimension of the DEM to ensure that edge effects do not affect the region of interest. The latter, however, requires that the surrounding mountains are sufficiently high, which may be difficult to achieve for valley fills that grade into foreland basins. Finally, we acknowledge that natural valley fills are not perfectly horizontal but rather exhibit gently sloping surfaces, unless they are located in intramontane orogenic plateaus that have been subjected to protracted internal drainage conditions, such as in the Andes (e.g., Strecker et al., 2009) or parts of the Anatolian Plateau (e.g., Schildgen et al., 2014). We address the question of how the model outcome is influenced by the inclination of the fill surface in the following section.

### 2.4.2 Glaciers

From the somewhat unrealistic horizontal fills of the last section, we proceeded in our investigation of natural landscapes to present-day glaciers, which represent another type of valley fill, usually associated with more steeply inclined surfaces. We apply our method to the Unteraar and the Rhône Glaciers in the European Alps (Fig. 2.6). Both are moderately large valley glaciers with surface areas of 23 km² and 15 km², respectively (see Table 2.2), and were chosen due to their distinct shapes (Fig. 2.7). The Unteraar Glacier has three main branches and is confined by very steep hillslopes (mean slope angle $\sim$38°), whereas the Rhône Glacier has a more compact geometry and the surrounding hillslopes are less steep (mean slope angle $\sim$31°). The glaciers themselves have highly variable surface slopes of 0–65° (mean 11°) for the Unteraar Glacier and 0–46° (mean 13°) for the Rhône Glacier. Furthermore, there exist several ice-thickness measurements, based on ground-penetrating radar (GPR) data that we used for ground control. These measurements have yielded a maximum ice thickness of approximately 440 m for both glaciers. Borehole studies on the rheological properties of the substratum beneath the lower part of Unteraar Glacier show that at least partly, the ice rests on a layer of unconsolidated material (Fischer et al., 2001). While the thickness and extent of subglacial
sedi-ments remain speculative (Röthlisberger and Vögli, 1967; Funk and Rothlisber-ger, 1989), similar investigations on other Alpine glaciers have shown that the thickness of basal till typically is in the range of meters (e.g., Kava-nough and Clarke, 2006; Hart et al., 2011). The recent retreat of the Rhône Glacier exposes bedrock. Farinotti et al. (2009) estimated the total ice volume of the Unteraar Glacier to be \( \sim 4 \text{ km}^3 \) and the volume of the Rhône Glacier to be \( \sim 1.97 \text{ km}^3 \), using bedrock reconstructions based on mass-balance fields and ice-mechanical principles. In contrast, volume estimates derived from volume-area scaling (after Bahr et al., 1997) are much lower with 2.3 km\(^3\) for the Unteraar Glacier and 1.3 km\(^3\) for the Rhône Glacier (see Table 2.2).

For the ANN-based approach, we used the glacier outlines provided in Farinotti et al. (2009) to create our fill masks. On the Unteraar Glacier we tested network architectures encompassing 1–20 sectors and 1–20 hidden nodes, whereas on the Rhône Glacier we limited the number of sectors to eight because of the low number of potential training cells at higher numbers of sectors, which would also result in a low spatial extent of the training region. Because we do not know the true ice thickness for each DEM cell that is part of the ice fill, we determined the test error using the GPR data shown in Fig. 2.7 according to Equation 2.3 with \( h_{\text{min}} \) and \( h_{\text{max}} \) being the minimum and the maximum measured thickness, respectively.

As we are dealing with actively evolving subglacial terrain, we expect U-shaped valley cross sections beneath the ice, which is confirmed by GPR data. Thus, we also expect similarly complex optimal network configurations as for the U-shaped valleys in Section 2.4.1. Indeed, the minimum validation error for both glaciers is achieved with network configurations of six sectors and a relatively high number of hidden nodes (Unteraar Glacier: 20; Rhône Glacier: 17; Table 2.2). The magnitude of the mean errors for the validation and test data sets, as a function of numbers of sectors and hidden nodes, is shown in the supporting information Fig. A.6. Comparison of our estimates with measured ice thicknesses along the GPR profiles yields acceptable results (Fig. 2.7) with test errors of 0.21 (21%) for the Unteraar Glacier and 0.22 (22%) for the Rhône Glacier. In general, however, the ANN tends to underestimate the measured ice thicknesses (Fig. 2.8a). For both glaciers the mean misfit is approximately 40 m with a standard deviation of \( \sim 70 \) m (Fig. 2.8b). An explanation for this underestimation could be the presence of breaks in slope beneath the ice surface (e.g., profile vi in Fig. 2.7b) or gently sloping lateral moraines at the base of hillslopes in the ablation area (e.g., profile v in Fig. 2.7b).

The mean absolute deviation of cross-sectional areas is \( 5.8 \times 10^4 \) m\(^2\) for the Unteraar Glacier and \( 4.1 \times 10^4 \) m\(^2\) for the Rhône Glacier which corresponds to 26% and 27% of the areas measured by GPR, respectively. The higher standard deviation of the individual network outputs for the Rhône Glacier (Fig. 2.7b) is most likely due to a relatively small training region compared to the ice-covered area. Larger discrepancies particularly occur in areas where the ice is steeply inclined (Unteraar Glacier: vi and vii; Rhône Glacier: i and ii). In general, ice thicknesses tend to be low where surface gradients are large (e.g., Paterson, 1994), but our network only considers horizontally measured distances as inputs, while any information on the slope of the fill cells is not considered. This could be overcome by invoking a physically based estimator that accounts for ice plasticity and the basal shear stress to approximate the thickness of steep ice, which has been done by Clarke et al. (2009). In the case of sedimentary deposits, however, there exists no physical basis to generalize that steeper surfaces correspond to shallower valley fills. In our study, we aim at estimating the thickness of sedimentary deposits on the floors of large valleys and for now explicitly exclude steep storage landforms such as talus slopes or debris cones, which are volumetrically less significant. Nevertheless, we provide a possible solution on how to include these landforms into the prediction in Section 2.5 below.

Concerning the estimation of glacier-ice thicknesses, there exist several methods, based on ice-mechanical principles that are superior to the ANN approach (Huss et al., 2008; Farinotti et al., 2009; Li et al., 2012;
Figure 2.7: Model results for (a) the Unteraar Glacier and (b) the Rhône Glacier in the Swiss Alps (see Fig. 2.6 for location) showing shaded relief maps of both glaciers with the respective ice extents after Farinotti et al. (2009) and the locations of the available ice thickness measurements (small roman numerals). Elevation contours are drawn in 100 m intervals illustrating the variable ice surface inclination. Model-derived ice thickness maps for network configuration 6/20 (Unteraar Glacier) and 6/17 (Rhône Glacier) are shown in color. Cross sections show a comparison of estimated (grey solid lines) and measured (black dashed lines) ice thicknesses along profiles i–viii and i–vii, respectively. Grey shadings indicate 1σ intervals calculated from four model runs with identical network configuration. Ice thickness measurements are based on ground-penetrating radar (GPR) surveys (Funk et al., 1994; Bauder et al., 2003, 2007) and digitized from Figs. 6 and 9 in Farinotti et al. (2009).
2.4. Natural landscapes

Linsbauer et al., 2012; Clarke et al., 2013). In our final experiment we deal with the estimation of the sediment thickness of a large intermontane valley fill, where no corresponding method is available.

2.4.3 Rhône Valley

The Rhône Valley is one of the largest intermontane valleys of the Central Alps, extending for ∼150 km from the terminus of the Rhône Glacier at ∼2250 m above sea level (asl) to Lake Geneva at ∼380 masl. The Rhône River first flows southwestward, along regional tectonic structures, before it abruptly turns ∼90°, near the city of Martigny, and follows a northwesterly course. From the ensemble of landforms (e.g., hanging valleys and cirques) and the sedimentary record of the valley fill, it has been proposed that during the Last Glacial Maximum and presumably also earlier, the Rhône Valley was occupied by glacial ice with a thickness exceeding 1000 m (Florineth, 1998; Kelly et al., 2004). After deglaciation, a strong but short-lived sedimentary pulse (Hinderer, 2001) resulted in partial burial of the glacially sculpted valley. The present-day valley floor has a mean surface gradient of ∼2°. Previous volume estimates of the sedimentary fill in the Rhône Valley were based on seismic (Besson et al., 1991; Finckh and Frei, 1991; Pfiffner et al., 1997), gravimetric (Rosselli and Raymond, 2003), and borehole measurements (Wildi, 1984; Pugin, 1988). Estimated sediment volumes range from 80–100 km³ (Rosselli and Raymond, 2003) to ∼106 km³ (Hinderer, 2001), with the latter based on the existing geophysical data in conjunction with a geomorphological approach that involved the extrapolation of hillslope angles into the subsurface. Based on the assumption of parabolic valley-cross sections, Jaboyedoff and Derron (2005) proposed a volume of 118 km³. In our study we focus on a ∼120-km-long section that extends from the city of Brig (700 m asl) to Lake Geneva and features a continuous alluvial plain with an area >260 km² and a maximum width of approximately 6 km at its downstream end (Fig. 2.6).

For generating the valley-fill mask we first applied a slope threshold to the DEM and assigned all cells with a slope angle below 10° to the valley fill. The slope threshold was iteratively determined by comparing the extent of the resulting fill mask with that of mapped alluvium in a 1:500,000 geological map of Switzerland (Swisstopo, 2005). Subsequently, we manually refined the valley-fill mask using the same map. During the training phase we excluded all cells with a distance of more than 5 km to the valley fill to maintain spatial coherence between the training data set and the seismic profiles, which we used as our test data set. To avoid edge effects, we limited the number of sectors to six and varied the number of hidden nodes between 1 and 20. Prediction of the validation data set yielded an optimal network configuration of three sectors and 20 hidden nodes, which is close to the optimal network configuration of five sectors and 19 hidden nodes as determined from the test data set. Our model predicts a maximum sediment thickness of approximately 1400 m near Lake Geneva (Fig. 2.9a), which probably is an overestimation when considering nearby geophysical measurements that indicate a depth to bedrock of ∼700 m below the lake level (Vernet et al., 1974). This overestimation can be attributed to the fact that at the margin of the orogen the valley
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Figure 2.9: Model results for the Rhône Valley, Switzerland. (a) Sediment thickness distribution as predicted by the ANN superimposed on a shaded relief map of the region. (b) Comparison between the model output (red line) and seismic interpretation (dashed line) (Finckh and Frei, 1991; Pfiffner et al., 1997). In addition, results from a model run using prior knowledge about the fill thickness are indicated with blue lines (see text for details). The ANN using prior knowledge produces more U-shaped valley cross sections at the downstream part of the valley thus resulting in a slightly better fit to the measurements especially for profiles “i” and “ii”. Total estimated sediment volumes are $97 \pm 11 \text{ km}^3$ ($1\sigma$) for the ANN and $106 \pm 15 \text{ km}^3$ ($1\sigma$) for the ANN using prior knowledge.

Fill transitions into the foreland basin and the valley width can no longer be used to estimate the valley-fill thickness. Our estimated bedrock topography at the position of profile i has a rather V-shaped morphology and clearly departs from the seismic interpretation, which has steep flanks and a flat valley bottom. This leads to a maximum error along profile i of around 500 m. Profile iii is another example for abrupt changes in slope beneath the valley floor that lead to higher errors in the prediction (Fig. 2.5). Most other profiles (iv–vii) are in very good agreement with the geophysical observations. Our total estimated valley-fill volume is $97 \pm 11 \text{ km}^3$ and falls in the range of previously published values (see above). The uncertainty represents the standard deviation calculated from four model runs with identical network configurations.

In a second run, we attempted to incorporate prior constraints on the fill thickness as briefly introduced in Section 2.4.1. By averaging the seismically derived thicknesses, we estimated the mean fill thickness to be $\sim 360 \text{ m}$. Compared to this number, the mean training thickness of $100 \text{ m}$ in our first estimation appears too low. Therefore, we arbitrarily imposed a sampling threshold of $h^* = 500 \text{ m}$, which resulted in an increase of the mean training thickness to $320 \text{ m}$. At yet higher thresholds, the number and the spatial coverage of the potential training cells decrease rapidly. The resulting valley-fill thickness of this run shows a better fit to the seismic interpretation (Fig. 2.9b) and yields a higher estimated sediment volume of $106 \pm 15 \text{ km}^3$. The mean absolute deviation in cross-sectional area is $2.6 \times 10^5 \text{ m}^2$ in our first estimate and $1.9 \times 10^5 \text{ m}^2$ in our second estimate, which corresponds to 21.5% and 15.2%, respectively. The mean errors in the validation and test data sets, as a function of the numbers of sectors and hidden nodes, are shown in the supporting information Fig. A.7.
2.5 Discussion

2.5.1 Optimal network configuration

Despite the fact that in most of our experiments the optimal network configurations for the validation and test data sets are different, there exists general similarity between the error distributions in the validation and test data sets. Thus, network configurations that yield low validation errors also tend to result in low test errors (Fig. 2.10a). In most of the above experiments the optimal number of sectors was lower than the maximum tested number of sectors, respectively. Moreover, we could observe an increase of edge effects with larger numbers of sectors, which poses a limit to the possible number of sectors in the network. The maximum number of hidden nodes on the other hand is theoretically only limited by the computational cost. Practically, however, we found that the additional gain in the prediction accuracy for more than 20 hidden nodes is rather limited. Figure 2.10b shows the relative average sensitivity of the prediction error, $\bar{E}$, on both parameters. Considering all of the tested landscapes, a higher sensitivity of $\bar{E}$ to changes in the number of sectors can be observed in two thirds of the experiments. For the natural landscapes with artificial fills and the Rhône Valley, however, variations in the number of hidden nodes have about the same effect on $\bar{E}$ as variations in the number of sectors (Fig. 2.10b). In the case of the studied glaciers, $\bar{E}$ is twice as sensitive to changes in the numbers of hidden nodes as compared to changes in the number of sectors. Although our experiments with natural landscapes certainly do not encompass all possible valley morphologies, we suggest that typical network configurations with low errors consist of 6–8 sectors and 4–16 hidden nodes for glacial valleys and one to two sectors and one to five hidden nodes for fluvial valleys.

To give a rough estimate of the computational demands, testing network configurations encompassing 1–8 sectors and 1–10 hidden nodes, 4000 training examples ($N$), 40,000 predictions ($M$), and 1000 training cycles takes $\sim 25$ h on an Intel Core i7-4770 processor with 3.4 GHz, running on four cores simultaneously.

2.5.2 Uncertainties

For a given network configuration, that is, a given number of training examples, training cycles, hidden nodes, and sectors, the method’s inherent uncertainty depends on the degree of overlap between the ranges of training and prediction inputs, i.e., the horizontal distance to unmasked cells within each sector. Hence, the variation in the outputs of consecutively applied networks increases with the number of prediction inputs that fall outside the training-data range. For the volume estimates of the Unteraar Glacier, the Rhône Glacier, and the Rhône Valley this uncertainty is approximately 11%, 19%, and 11%, respectively. For an assessment of the absolute uncertainty with respect to the geophysical data we used the averaged absolute differences in cross-sectional area between the measurements and mean estimates. This uncertainty adds up to $5.8 \times 10^4 \text{ m}^2$, $4.1 \times 10^4 \text{ m}^2$, and $2.6 \times 10^5 \text{ m}^2$, which equals 26%, 27%, and 21.5% of the total cross-sectional areas, respectively.

2.5.3 Advantages of the method and its application

Compared to previous methods for inferring sediment thicknesses (e.g., extrapolation of hillslopes along cross-valley profiles), the only manual input in the ANN approach is the generation of the valley-fill mask. If sufficiently detailed digital geological maps are available, no extra effort may be involved. Because the algorithm is specifically designed to automatically detect the best out of a pool of different network configurations using an independent validation-data set, the objectivity of the method is maintained and it can be applied to fluvial as well as glacial valleys. Together with the required minimum input of a DEM and the mask of the valley fill, the results are easy to reproduce. Furthermore, the method results in a continuous output of valley-fill thicknesses that can be easily transformed into a map of bedrock elevations.

The achieved accuracy of the results with respect to the geophysical data encourages us to propose using the model to derive the bedrock topography as a boundary condition in numerical landscape evolution models. For example, an increasing number of studies use ice-flow models to reconstruct paleoclimatic conditions based on glacier extents (e.g., Anderson and Mackintosh, 2006; Golledge et al., 2012; Rowan et al., 2014). So far, these necessarily disregarded the effect of potentially thick valley-fill deposits on glacier-bed elevation and hence on glacier-mass balances. Quantitative estimates of the sediment-thickness distribution can therefore be used to include and quantify these effects. Moreover, the postglacial formation of thick
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sedimentary fills, like that of the Rhône Valley, for example, might have modulated the flexural response of the lithosphere due to the ice unloading after deglaciation, and the replacement of ice by sediments could have attenuated the glacial isostatic adjustment (Champagnac et al., 2009). When knowing the distribution of the sedimentary load, this effect could be quantified. In combination with constraints on the timing of deposition, denudation rates in the sediment-source areas (Hinderer, 2001), as well as spatial and temporal patterns of mass redistribution in the orogen, can be studied. In a recent application of our method by Wang et al. (2014), the reconstruction of the bedrock topography beneath a thick sedimentary fill in the Yarlung Tsangpo Valley helped to constrain the tectonic history in the eastern Himalayan syntaxis.

Quantitative estimates on the distribution of intermontane sediments can also help to understand the feedbacks between crustal loading and seismicity. On timescales of several 10^5 years, for example, the deposition and removal of sedimentary fills may impact the tectonic activity of fault arrays that bound intermontane basins, leading to out-of-sequence thrusting, when sedimentary fills are removed (Dahlen, 1984; Hilley and Strecker, 2005). Conversely, faulting may be suppressed when lithostatic stresses increase due to the formation of voluminous valley fills (Sobel et al., 2003; Pingel et al., 2013). Knowledge about the involved sedimentary loads could be useful for quantifying these lithostatic stresses and might reveal potential thresholds for the activity of the associated faults. For a detailed analysis of earthquake hazards in a valley-fill setting, however, additional information on, e.g., fill density, grain size, or pore-fluid pressure are required (e.g., Wald and Allen, 2007) to be of use on shorter timescales. Nevertheless, in this context, our new method could provide first-order thickness estimates that can be used for planning field measurements or as complementary information to the spatially restricted primary data.

2.5.4 Limitations of the method

Estimating bedrock beneath valley fills with ANNs relies on the assumption that landscapes below and above valley fills are morphologically similar. This may not be the case if the surface-shaping processes that were once acting on the landscape changed after the infilling of valleys. Whereas the sedimentary fills are subsequently shielding the bedrock from further modification, the subaerial hillslopes continue to evolve and may gradually adjust to changed conditions (Norton et al., 2010). Thus, we would expect differences between the morphology of the buried and exposed parts of the landscape to increase with time. The European Alps have acquired their distinct surface morphology over the course of several glacial cycles during the Quaternary (e.g., Kelly et al., 2004). At least in some places, sediment-filled, U-shaped valleys and overdeepenings are thought to have been repeatedly excavated and enhanced during glacial advances, followed by backfilling upon glacial recessions (Dürst Stucki et al., 2010; Jordan, 2010; Preusser et al., 2010). Compared to this long-lasting period of glacial sculpting and given millennial-scale Holocene erosion rates of ~1 mm yr^{-1} (Wittmann et al., 2007), the period of deglaciation and paraglacial adjustment after the Last
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Glacial Maximum (e.g., Schlüchter, 1988; Reitner, 2007) did not erase the inherited glacial imprint on the landscape. Buried valleys in the European Alps are therefore morphologically similar to nonburied ones, and this condition probably applies to other mountain belts that were affected by significant valley glaciations during the Quaternary. Unless arguments exist that indicate no change in process, or if erosion rates are very low, estimating the thickness of older valley fills involves higher uncertainties that are not entailed in the results.

For generating the training-data set we use a horizontal artificial fill surface to sample horizontal distances and corresponding thicknesses (Step 3 in Section 2.2.2), although real valley-floor deposits are generally not perfectly horizontal. However, if we consider a distance of 5000 m on an alluvial plain inclined with 1°, the projection on the horizontal would only be 0.75 m shorter. We therefore conclude that errors due to our use of a horizontal artificial fill surface for sampling the training data are negligible. Due to the method’s shortcoming with respect to steeply inclined valley-fill surfaces, estimates of sediment-storage volumes are primarily focused on the valley floors. However, on medium to large spatial scales valley-floor deposits represent the bulk amount of total stored material in the landscape (Otto et al., 2008, 2009). In small catchments, where sediments that are stored in talus slopes can dominate (Schrott et al., 2003), in its current form, the proposed method will most likely fail to provide reasonable estimates. Nevertheless, a possible approach to enable the model to adequately deal with steep storage landforms could be to create an artificial fill surface that lies above the talus deposits. After the application of the method to this artificial fill, subtraction of the added height from the resulting prediction would give an estimate of the real fill thickness including steep storage landforms as illustrated in Fig. 2.11.

Figure 2.11: Approach to estimate the thickness of steep storage landforms with the presented method. (a) In valleys with extensive colluvial wedges, valley fill thicknesses can be underestimated. (b) Creating an artificial fill surface above the colluvial wedges may allow to recover the true bedrock surface.

The requirement that the training data are a representative subset of all the cases that we wish to predict (Section 2.2.1) implies that exposed hillslopes, where the training is based on, need to have larger horizontal and vertical dimensions than their subfill continuations. Hence, if the relief of the buried topography exceeds that of the above-fill topography, there will be an increased need for extrapolation, which leads to higher uncertainties. But even under optimal conditions where all predictions fall within the range of the training data, and with given similarity between buried and exposed topography, our method is not able to predict complex subfill topography and tends to smooth out any existing small-wavelength bedrock undulations (Fig. 2.4).

Because the outcome of any prediction strongly depends on the extent and accuracy of the fill mask, the precision with which the valley-fill boundaries can be mapped represents a fundamental limitation to the method. Preferably, delineation of valley fills should be done manually and supported by as many observations as possible, e.g., from geological maps. At larger spatial scales, however, it may be more practical to use DEM-based approaches like the one proposed by Straumann and Purves (2008) who used a region-growing algorithm that is based on thresholds in gradients to map flat areas in the vicinity of stream cells. The latter has been shown to yield results that are in good agreement with independently constrained areas of sediment storage in the European Alps (Straumann and Korup, 2009).

In its current form our method integrates over potentially existing lithological, structural, and geomorphic differences in the training data, and therefore, it has no ability to resolve spatial heterogeneity in composite landscapes. In principal, however, additional inputs can be easily introduced to account for spatial
heterogeneity as long as they can be linked to numerical values. Potential geomorphic differences between
glacially influenced areas at higher elevations and relatively lower regions with fluvial signatures, for
example, could be accounted for by incorporating the absolute elevation as an additional input into the
model. Initial tests we performed show that in the European AlpS, doing so does not significantly affect
the results, which we think may be related to negligible altitudinal differences in the geomorphic character.
Similarly, morphologic differences that are caused by variations in lithology and/or structural properties
could potentially be accounted for by including geographic coordinates or metrics of erosional resistance
as given by geological strength indices (Kühni and Pfiffner, 2001; Korup and Schlunegger, 2009; Dürst
Stucki and Schlunegger, 2013). The key is that the additional input has to convey the morphologic similarity
between training and target areas. When applying the method on a regional scale, like an entire mountain
belt, for instance, these modifications could allow processing the data altogether rather than dividing it into
distinct subsets. However, the maximum size of the data set that can be processed at once is limited by the
available primary memory of the computer.

A priori knowledge about the fill thickness is not required for a successful application of our method.
However, as shown in Sections 2.4.1 and 2.4.3, the incorporation of such constraints potentially leads to
more accurate valley reconstructions (Fig. 2.9b) and thus storage-volume estimates (Table 2.1). In the above
examples we simply used an iteratively determined sampling threshold to adjust the mean training thickness
to the mean fill thickness, which, in the case of the Rhône Valley, was inferred from the seismic profiles. In
cases where only point measurements are available, a mean thickness could be inferred based on a presumed
frequency distribution of thicknesses, which ought to be related to the valley morphology. For example, if the
maximum fill thickness $h_{\text{max}}$ is known from borehole measurements, the approximate mean fill thickness
would be $h_{\text{max}}/2$ for a V-shaped valley and $2h_{\text{max}}/3$ for a U-shaped valley.

2.6 Conclusion

We have explored the potential of artificial neural networks to estimate the thickness of valley fills and the
bedrock topography, based on the assumption of morphological similarity between the bedrock topography
below and above a valley fill. Our experiments suggest that the optimal network configuration is controlled
by the bedrock morphology and that differences in this configuration exist between different landscapes
and fills. We used a split-sample approach that allows automatically and objectively estimating the optimal
network configuration (Weiss and Kulikowski, 1991). With tests on artificially filled valleys we demonstrated
the validity of this approach and achieved errors in the estimated fill volumes that are consistently below
20%. Our predictions of the ice thickness of the Unteraar Glacier and the Rhône Glacier are in reasonable
agreement with independent measurements but inferior to methods, which are based on ice-mechanical
principles (Farinotti et al., 2009). Moreover, these predictions revealed limitations concerning steeply inclined
fills, and we find that the method performs best when estimating the thickness of valley-floor deposits. For
the sedimentary fill of the Rhône Valley in Switzerland, our new method predicts bedrock elevations, which
are consistent with independent ground measurements, and yields a total fill volume of $97 \pm 11 \text{ km}^3$ that is in
the range of previously published values. Our approach eliminates most of the subjectivity that is typically
associated with methods where bedrock reconstructions are based on digital elevation models. The minimal
input consists of a digital elevation model and a mask of the valley fill, which makes the method easily
applicable and a useful contribution for quantifying sediment storage on the scale of catchments to entire
mountain belts.
Chapter 3

Glacial isostatic uplift of the European Alps

Abstract

The demise of large continental ice sheets at the end of the last glacial period induced crustal rebound in tectonically stable regions of North America and Scandinavia that is still ongoing. Unlike the ice sheets, the Alpine icecap developed on a relatively young mountain belt where the measured uplift is potentially a composite signal of tectonic shortening (Brückl et al., 2010a), lithospheric delamination (Lippitsch et al., 2003), and unloading due to deglaciation and erosion (Champagnac et al., 2009). Here we show that virtually all of the geodetically measured surface uplift in the European Alps can be explained by the Earth’s viscoelastic response to ice unloading after the last glacial maximum (LGM), provided an upper mantle viscosity of $\sim 10^{20}$ Pas. We reconstructed the geometry of the Alpine LGM icecap with a numerical ice-flow model, taking into account post-glacial erosion and sediment redeposition within the mountain belt, and spatial variations in lithospheric flexural rigidity. We observe residual uplift in the Swiss Rhône Valley, where seismicity and fault scarps indicate recent tectonic activity. In the Eastern Alps residual uplift as well as subsidence are likely due to ongoing eastward lateral extrusion of fault-bounded blocks (Grenerczy, 2005).

3.1 Introduction

Recent vertical movements of the Earth’s crust are mostly due to tectonic deformation, volcanism, and changes in crustal loading from water, ice and sediments (Watts, 2001). The decay of large continental ice masses was the primary cause for the Holocene eustatic sea level rise, and is one of the main concerns of the impacts of global warming on coastal communities worldwide (IPCC, 2014). Changes in the ice load of tectonically active mountain ranges, such as the Alps, Alaska, or the Himalaya, although much smaller, nevertheless trigger an isostatic response. The resulting stress changes in the Earth’s crust can influence crustal deformation and seismicity (Stein et al., 2009) and are thought to have caused changes in fluvial networks and some of the largest intraplate earthquakes following LGM deglaciation (Stewart et al., 2000). The key controls on how the Earth responds to changes in crustal loading are the viscosity of the upper mantle and the lithospheric effective elastic thickness (EET) — a geometric measure of the flexural rigidity of the lithosphere, which describes the resistance to bending under the application of vertical loads (Watts, 2001). Most previous estimates of mantle viscosity come from old and tectonically stable continents, where the vertical motion can almost entirely be attributed to post-glacial rebound (Mitrovica, 1996). In contrast, the complexity of the uplift signal in tectonically active mountain belts requires the relative contribution of different potential driving mechanisms to be disentangled.

For half a century, the cause for recent uplift of the European Alps has been debated. Possible drivers of uplift include post-glacial rebound (Gudmundsson, 1994), erosional unloading (Champagnac et al., 2009), tectonic deformation (Persaud and Pfiffner, 2004), lithospheric slab dynamics (Lippitsch et al., 2003), and combinations thereof (Fig. 3.1). Some of these processes, such as lithospheric delamination, manifest themselves on timescales of $\sim 10^6 - 10^7$ yr, whereas others, such as post-glacial rebound, occur relatively rapidly ($\sim 10^3$ yr). New approaches to modelling orogen-scale sediment storage (Mey et al., 2015), glaciation
Figure 3.1: Processes contributing to rock uplift. The individual components are interdependent and their relative contribution to the rock uplift changes over time.

(Egholm et al., 2011), and spatial variations in EET (Tesauro et al., 2009) provide new constraints for estimating the contribution of glacial isostatic adjustment (GIA) to present-day uplift rates in the European Alps.

3.2 Study area

Mountain building in the European Alps is due to the convergence of Africa and Eurasia beginning in the Mesozoic with continental collision culminating in the Eo-Oligocene, and a late phase of outward tectonic growth in the Early Miocene, creating the Jura Mountains and thrusting of the Swiss Plateau (Schmid et al., 1996) (Fig. 3.2a). Further tectonic shortening was accompanied by eastward extrusion of the Eastern Alps and exhumation of metamorphic domes in the Central Alps (Ratschbacher et al., 1991). The cessation of outward tectonic expansion of the Western and Central Alps during the Late Miocene likely reflects an increase in the ratio of erosional to accretionary material flux and the onset of orogenic decay (Willett et al., 2006). During the Pleistocene, the Alps were repeatedly glaciated with icecaps that covered almost the entire mountain belt and substantial parts of the northern foreland (Ehlers and Gibbard, 2004).

3.3 Results

Among the most prominent features of the Alpine landscape are overdeepened valleys that were carved by glaciers and are now partially buried by thick sedimentary deposits. The isostatic adjustment to deglaciation was likely attenuated by the postglacial accumulation of sediments in these valleys (Champagnac et al., 2009). We used an artificial neural network algorithm (Mey et al., 2015) to estimate the sediment thickness within all Alpine valleys (see Methods; Fig. 3.2a). Our estimates agree well with fill thicknesses observed in boreholes or estimated from seismic and gravimetric surveys (Table 3.2), and they yield consistently similar or higher thicknesses where boreholes did not reach bedrock (Fig. 3.2b). Very shallow valley fills (<200 m) show the largest relative discrepancies, which can be attributed to distances between observation sites and valley walls that are smaller than the spatial resolution of the model. According to our estimate, the total volume of valley-filling sediments is 1,800 ± 202 km$^3$. A large fraction of this volume was trapped in a closed system of overdeepened valleys and marginal lake basins, where only small amounts of material were efficiently exported (Hinderer, 2001). To account for catchments that were only temporarily closed, we added another 10% to our volume estimate (Hinderer, 2001), resulting in 1,980 ± 222 km$^3$. By distributing this volume evenly over the Alps (~123,000 km$^2$, excluding valley fill area) and assuming a mean density of 2,000 kg m$^{-3}$ for unconsolidated sediments and 2,700 kg m$^{-3}$ for bedrock, we compute a total surface
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lowering of 11.9 ± 1.3 m. As the valley fill must have formed following ice retreat ∼17 kyr BP (Hinderer, 2001), this corresponds to a mean postglacial denudation rate of 0.7 ± 0.08 mm yr⁻¹. To create a mass conserving topographic basis for modelling the Alpine icecap, we redistributed the calculated sediment volume catchment-wise and as a power-law function of local relief (Montgomery and Brandon, 2002) back onto the hillslopes.

Based on mapped ice extent and thickness indicators, such as terminal moraines (Ehlers and Gibbard, 2004) and trimline elevations (Kelly et al., 2004; Florineth and Schlüchter, 1998), we reconstructed the LGM ice cover using a numerical ice-flow model (Egholm et al., 2011). Because it is not our aim to derive paleoclimatic conditions during the LGM, we used modern precipitation maps and an Alpine-wide average glacial mass balance profile together with an iteratively adjusted equilibrium line altitude (ELA) to fit the observations (see Methods). The steady-state icecap, which best fits ice extent indicators (Fig. 3.2c, 3.2d) has a mean and a maximum ice thickness of 423 m and 2,448 m, respectively. The maximum ice thickness is higher than previously reported values of ∼2,000 m (Florineth and Schlüchter, 1998; Kelly et al., 2004) due to our removal of thick post-LGM valley fills from the underlying topography. The total ice mass is 65 × 10³ Gt, which is ∼16 times the mass of the eroded sediments.

The LGM Alpine ice cap started growing before 30 kyr BP and reached its maximum ∼21 kyr BP, followed by rapid deglaciation with ∼80% ice loss over the course of 3 kyr (Ivy-Ochs et al., 2008). This chronology is consistent with the dated onset of marginal lake formation, which indicates ice retreat to the mountain interior at 16–18 kyr BP (Hinderer, 2001). In our rebound modelling, we therefore assume that the LGM ice mass rapidly shrunk to a much smaller size by 17 ± 2 kyr BP. Because durations of ice-cap growth are long (>10 kyr) compared to maximum expected viscoelastic relaxation times of 3–6 kyr (Mitrovica, 1996), we assume that the Alpine icecap reached full isostatic compensation. We calculated the lithospheric equilibrium deflection (Wickert, 2015), by combining ice loading, sediment loading, and erosional unloading, while accounting for a variable EET (Tesauro et al., 2009). Although relative spatial variations in EET are well constrained (Tesauro et al., 2009), the absolute values are not, since they strongly depend on the assumed rheology and geothermal gradient. For the Alps, a range of 10–50 km has been reported (Watts, 2001). Therefore, we solve for a range of possible average EETs while maintaining the spatial pattern (see Methods). An increase of the EET results in a smaller amplitude but a larger wavelength of the deflection. Whereas the ice invokes an additional loading of the crust, the redistribution of sediments induces spatially variable loading and unloading. The deflection of the crust approximately follows the ice extent with a maximum depression of 143–223 m near the centre of the icecap and an elevated forebulge of 5–6 m, depending on the assumed EET (Fig. 3.5). The effect of spatial variations of EET decreases with an increasing average EET. Compared to the flexural pattern that results from a constant EET of 50 km, the deflection using a variable EET of 39–58 km is up to 6 m higher in the centre, and 3 m lower at the periphery (Fig. 3.6).

Because of the relatively small dimensions of the Alpine icecap, the upper mantle viscosity determines isostatic uplift and relaxation rates. For a range of mantle viscosities of 10¹⁹–10²¹ Pas, we calculated the corresponding uplift rates and compared them with measurements obtained from precise levelling (Schlatter et al., 2005; Ruess and Mitterschiffthaler, 2015), which were adjusted to a common reference frame using data from permanent GPS stations (Brünninx, 2004) (see Methods). Using an average EET of 50 km and an upper mantle viscosity of 2.2 ± 0.5 × 10²⁰ Pas, we are able to reproduce virtually all of the geodetically measured uplift (Fig. 3.2f). This viscosity value is reasonable, as it is lower than that estimated for an old craton (3–10 × 10²⁰ Pas, Fennoscandia), but higher than that for a region with recent crustal thinning (0.18 × 10²⁰ Pas, Basin and Range province, Table 3.1).
Figure 3.2: Effect of deglaciation and sediment redeposition on rock uplift rates. (a) Present-day topography of the Alps, ice cover (white), and distribution of sedimentary valley-fills. Stars indicate locations of the reference points for uplift rate measurements. The LGM ice extent is shown in blue. (b) Comparison of estimated and measured valley-fill thicknesses. See Table 3.2 for data sources. (c, d) Steady-state ice geometry and comparison of trimline elevations with modelled ice surface elevations. (e, f) Inferred and measured (Schlatter et al., 2005; Ruess and Mitterschiffthaler, 2015; Bruyninx, 2004) uplift pattern assuming instantaneous deglaciation at 17 ± 2 kyr and an upper mantle viscosity of 2.2 ± 0.5 × 10^{20} Pa s.
3.4 Discussion and conclusion

It has previously been argued that the geodetically measured uplift of the Alps is dominated by its isostatic response to erosional unloading (Champagnac et al., 2009) that is supposed to have increased threefold from Pliocene to Quaternary times (Kuhlemann et al., 2002), although some of this increase may be an artefact of incomplete preservation (Willenbring and von Blanckenburg, 2010). Our models show that the LGM ice load (∼65 × 10^3 Gt) was much larger than post-glacially eroded sediments (∼4 × 10^3 Gt) and suggest the dominance of ice melting over erosional unloading in contributing to the total recent uplift rate, even if sub-glacial erosion rates had been several times higher than post-glacial erosion rates.

### Table 3.1: Estimates of upper mantle viscosity (µ).

<table>
<thead>
<tr>
<th>Region</th>
<th>µ (×10^20 Pa s)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Antarctica</td>
<td>5</td>
<td>(Argus et al., 2014)</td>
</tr>
<tr>
<td>Hudson Bay</td>
<td>4</td>
<td>(Mitrovica and Forte, 2004)</td>
</tr>
<tr>
<td>Fennoscandia</td>
<td>3–10</td>
<td>(Nordman et al., 2015)</td>
</tr>
<tr>
<td>Great Britain</td>
<td>3–4</td>
<td>(Lambeck et al., 1998)</td>
</tr>
<tr>
<td>European Alps</td>
<td>1.5–3</td>
<td>this study</td>
</tr>
<tr>
<td>Australian coastline</td>
<td>2</td>
<td>(Nakada and Lambeck, 1989)</td>
</tr>
<tr>
<td>Basin and Range</td>
<td>0.18</td>
<td>(Bills et al., 1994a)</td>
</tr>
<tr>
<td>Central Andes</td>
<td>0.01–1</td>
<td>(Bills et al., 1994b)</td>
</tr>
<tr>
<td>Japan</td>
<td>0.5</td>
<td>(Okuno and Nakada, 1998)</td>
</tr>
<tr>
<td>Cascadia margin</td>
<td>0.05–0.5</td>
<td>(James et al., 2000)</td>
</tr>
<tr>
<td>Iceland</td>
<td>0.01–0.5</td>
<td>(Sigmundsson and Einarsson, 1992)</td>
</tr>
</tbody>
</table>

The most sensitive parameter in our modelling that is not well constrained is the average EET. A lower average EET does not change the best-fit viscosity by much (1.8–2.2 × 10^20 Pa s), but leads to systematically lower modelled uplift rates in the northwest periphery of the Alps (Fig. 3.7b). However, active tectonic shortening across that region is less than 1 mm yr\(^{-1}\), which would result in only small rock uplift (<0.2 mm yr\(^{-1}\), Champagnac et al., 2009). If other processes, such as lithospheric delamination (Lippitsch et al., 2003) or ongoing tectonic shortening (Persaud and Pfiffner, 2004) were to account for some of the observed uplift in the periphery of the Alps, these would have to generate the same uplift pattern as the ice unloading, which is unlikely. Nonetheless, we observe a conspicuous cluster of residual uplift in the Swiss Rhône Valley, which is close to a zone of enhanced seismicity and may thus have a tectonic origin (Fig. 3.3). Furthermore, the mismatch of our model with respect to parts of the Austrian levelling data could be explained by the ongoing eastward extrusion of the Eastern Alps involving strike-slip tectonics with a complex pattern of transtensional and transpressional zones (Grenerczy, 2005; Ratschbacher et al., 1991). Therefore we suggest that the recent uplift rate is predominantly determined by glacial isostatic adjustment and that any residuals are due to local tectonic activity.
Figure 3.3: Model error in a seismotectonic context. (a) Seismogenic faults (red solid lines, http://diss.rm.ingv.it/share-edsf/), seismicity (grey dots, NEIC, 1973–2008) and focal plane solutions from the global Centroid-Moment-Tensor catalogue (Ekström et al., 2012) superimposed on a hillshade map of the study area. (b) Inset focusing on the cluster of excess uplift in the Swiss Rhône Valley. Red arrows show horizontal motion of permanent GPS stations relative to a fixed Eurasian Plate (Bruyninx, 2004).

3.5 Methods

3.5.1 Estimation of valley-fill thicknesses

Based on the assumption of geometric similarity between the exposed and the buried parts of the landscape, we used an artificial neural network (ANN) algorithm (Mey et al., 2015) and a 90-m-resolution digital elevation model (DEM) to explicitly estimate the depth to bedrock for grid cells that include valley fill. We expect geometric similarity of the bedrock surface, because the entire landscape was subject to glacial erosion prior to deposition of the valley fill. For each cell in the DEM that is part of a valley fill, the depth to bedrock is estimated from the horizontal distance to the nearest hillslope, calculated for different directions. Training and validation of the ANN was initially performed on the presently exposed topography using synthetic fills. We created a mask of all valley fills by a combination of slope thresholds and manual digitization using geological maps with a scale of 1:25,000 (https://map.geo.admin.ch) and 1:50,000 (https://www.geologie.ac.at, http://infoterre.brgm.fr, http://www.geoviewer.isprambiente.it).

Table 3.2: Data sources for measurements of valley-fill thicknesses.

<table>
<thead>
<tr>
<th>River catchment</th>
<th>Reference</th>
<th>Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aare</td>
<td>(GEOSOND, 2014)</td>
<td>drilling</td>
</tr>
<tr>
<td>Adige</td>
<td>(Faccioli and Vanini, 2003; Bassetti and Borsato, 2005)</td>
<td>drilling, seismic</td>
</tr>
<tr>
<td>Drau</td>
<td>(Brückl et al., 2010b; Heinz and Walach, 1979)</td>
<td>drilling, seismic</td>
</tr>
<tr>
<td>Inn</td>
<td>(Aric and Steinhauser, 1976; Preusser et al., 2010; Steinbrener, 2011)</td>
<td>drilling, seismic</td>
</tr>
<tr>
<td>Isar, Loisach, Lech</td>
<td>(Frank, 1979)</td>
<td>drilling</td>
</tr>
<tr>
<td>l’Isère</td>
<td>(Nicoud et al., 2002)</td>
<td>drilling</td>
</tr>
<tr>
<td>Reuss, Seez, Linth</td>
<td>(Wildi, 1984)</td>
<td>drilling, seismic</td>
</tr>
<tr>
<td>Rhine</td>
<td>(Eberle, 1987; Wildi, 1984; Pfiffner et al., 1997)</td>
<td>drilling, seismic</td>
</tr>
<tr>
<td>Rhône</td>
<td>(Finckh and Frei, 1991; Pfiffner et al., 1997)</td>
<td>seismic</td>
</tr>
<tr>
<td>Salzach</td>
<td>(Bleibinhaus et al., 2010; van Husen, 1979)</td>
<td>drilling, seismic</td>
</tr>
<tr>
<td>Sarca</td>
<td>(Faccioli and Vanini, 2003)</td>
<td>seismic</td>
</tr>
<tr>
<td>Tagliamento</td>
<td>(Barnaba et al., 2010)</td>
<td>drilling, gravimetric</td>
</tr>
<tr>
<td>Ticino</td>
<td>(Pfiffner et al., 1997)</td>
<td>seismic</td>
</tr>
<tr>
<td>Traun, Ens</td>
<td>(van Husen, 1979)</td>
<td>drilling</td>
</tr>
<tr>
<td>Ubaye</td>
<td>(Jongmans and Campillo, 1993)</td>
<td>seismic</td>
</tr>
</tbody>
</table>
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### 3.5.2 Icecap reconstruction

To reconstruct the Alpine icecap during the LGM, we employed a numerical ice flow model (Egholm et al., 2011) to solve the shallow ice approximation (Hutter, 1983), which simplifies ice dynamics but allows for computational efficiency at sufficiently high spatial resolution (3 km). The ice rheology is thereby governed by Glen’s flow law,

\[ \epsilon_{ij} = A \tau_{ij}^2 e^{\tau_{ij}} \]

where \( \epsilon_{ij} \) are the components of the strain rate tensor, and \( \tau_{ij} \) are the components of the deviatoric stress tensor. \( \tau_e \) is the effective stress and \( A = 1 \times 10^{-16} \text{ Pa}^{-3} \text{ yr}^{-1} \). The sliding velocity is assumed to be proportional to the basal shear stress, \( \tau_s \), and of magnitude given by:

\[ u_s = A_s \tau_{ij}^2 \]

Here \( A_s \) is a sliding coefficient depending inversely on the bed roughness, and \( N \) is the effective pressure at the base of the ice set to 40% of the ice overburden pressure. The surface mass balance is modelled with an accumulation/ablation gradient of 0.7 m snow-water equivalent yr\(^{-1} \) (100 m\(^{-1} \)) (Dyurgerov et al., 2002) and a spatially variable maximum accumulation rate, using the recent pattern of mean annual precipitation (Isotta et al., 2014) (Fig. 3.4a). To reach the best match between modelled and mapped ice extent and thickness, we iteratively adjusted equilibrium line altitudes (ELAs) for each catchment that drains the Alps according to the areal misfit determined after each model run (Fig. 3.4b). This adjustment was repeated for \( A_s = 25, 75, 100, 150, \) and \( 200 \times 10^{-10} \text{ Pa}^{-2} \). The best agreement between mapped trimline elevations and the modelled ice-surface was reached with \( A_s = 100 \times 10^{-10} \text{ Pa}^{-2} \). Furthermore, we increased \( A_s \) stepwise within the foreland to prevent Alpine ice from overtopping the Jura Mountains. Field observations clearly document that two branches of ice were flowing to the northeast and to the southwest of the Jura Mountains (Jäckli, 1962). This pattern was reproduced when \( A_s \) in the foreland was increased by a factor of 15. We attribute differences in the sliding coefficient between the foreland and mountain interior to deformable sediments (Kamb, 2001) and higher amounts of meltwater (Herman et al., 2011), which both are likely associated with higher sliding velocities.

![Figure 3.4: Mean annual precipitation and equilibrium altitudes.](image)

#### 3.5.3 Flexure of the lithosphere

Because the lithospheric deflection due to glacier growth has a direct effect on the slope and elevation of the ice-surface and hence on the ice-flow and mass balance, we reconstructed the icecap for uniform EETs of 20, 30, 40 and 50 km, respectively. We calculated the flexural isostatic adjustment, \( W_f (x, y) \), for every 10 model time steps (~30 days) using the two dimensional elastic thin-plate equation:

\[ \frac{\partial^4 W_f}{\partial x^4} + 2 \frac{\partial^4 W_f}{\partial x^2 \partial y^2} + \frac{\partial^4 W_f}{\partial y^4} = L(x, y) \frac{D_f}{D_f} \]

Here \( D_f = YEET^3/12(1 - \nu) \) denotes the flexural rigidity, where \( EET \) is the effective elastic thickness of the lithosphere, \( Y = 100 \text{ GPa} \) is the Young’s modulus and \( \nu = 0.25 \) is the Poisson ratio. \( L(x, y) = \)
\[ \rho_i g H(x, y) - \rho_a g W_f(x, y) \] is the vertical load where \( \rho_i = 917 \text{ kg m}^{-3} \) is the density of ice, \( H(x, y) \) is the ice thickness in each model cell and \( \rho_a = 3,300 \text{ kg m}^{-3} \) is the density of the compensating asthenosphere. The variation in total ice volume and maximum ice thickness due to an increase of the EET from 20 to 50 km is less than 5%. To further investigate the effect of a laterally heterogeneous lithosphere, we introduced variations in EET (Tesauro et al., 2009), and calculated the isostatic depression due to the combined loads of the steady-state icecap and the sediments using the algorithm gFlex (Wickert, 2015), which uses finite difference solutions for the problem of elastic plate bending under arbitrarily shaped surface loads. To account for the effect of the differences in the resulting flexural patterns on the ice geometry, we adjusted the glacier bed according to the results from gFlex and continued running the ice model to find the new steady-state ice geometry (Fig. 2c). Imposing a variable EET results in \( 1 \times 10^3 \text{ km}^3 \) more ice, which is small when compared to the total ice volume of \( 70 \times 10^3 \text{ km}^3 \). The larger ice volume can be attributed to thicker ice (up to 160 m) in the foreland lobes.

![Figure 3.5](image_url)

**Figure 3.5:** Deflection of a heterogeneous Alpine lithosphere. Subsidence due to the load of the LGM icecap and redeposited sediments for (a), a low rigidity (Tesauro et al., 2009) and (b), a high rigidity lithosphere.

### 3.5.4 Effective elastic thickness

The effective elastic thickness of the lithosphere exerts a primary control on the plate’s flexural rigidity, which in turn determines the magnitude and pattern of the isostatic response. Reflecting the long-term and often complex history of the continental plate, the EET depends mostly on the combined effects of rheological and thermal heterogeneity. In this study we use EET estimates (Tesauro et al., 2009) obtained by following the approach of Burov and Diamant (1995). The crustal rheology, corresponding to quartzite in the upper crust and diorite in the lower crust (Tesauro et al., 2013), was thereby assigned using the velocity distribution of the crustal model EuCRUST-07, which is based on integration of several hundred seismic profiles and receiver-function data (Tesauro et al., 2008). For the mantle lithosphere, a “dry” olivine rheology was used. Lithospheric temperatures were derived from the inversion of a seismic velocities tomographic model of Europe (Koulakov et al., 2009). The EET ranges from 14 to 27 km in the Alpine region, with overall higher values in the Eastern Alps compared to the Central and Western Alps (Fig. 3.5a). However, these values reflect only a lower bound endmember, assuming a high geothermal gradient and a “soft” rheology (“dry” quartzite and “wet” diorite) (Tesauro et al., 2009). Therefore, we modified the corresponding EET by adding 10, 20, 30, 40 and 50 km to the absolute values, respectively, to account for lower geothermal gradients and harder rheologies.

### 3.5.5 Rebound model

The viscoelastic decay of the lithospheric deflection after removal of the surface load results in uplift at a rate \( u \), which we calculated using the exponential function:

\[ u = -w_0/\tau + e^{-t/\tau} \]  

(3.2)
Figure 3.6: Effect of variations in EET (Tesauro et al., 2009). Deflection difference relative to a lithosphere with a uniform EET of (a), 20 km and (b), 50 km.

where $w_0$ is the equilibrium deflection, $\tau$ is a characteristic timescale of relaxation, and $t$ is the time since unloading (Turcotte and Schubert, 2002). The timescale of relaxation is defined as:

$$\tau = \frac{4\pi \mu}{\rho g \lambda}$$  \hspace{1cm} (3.3)

where $\mu$ is the mantle viscosity, $\rho = 3,300$ kg m$^{-3}$ is the mantle density, $g$ is the gravitational acceleration, and $\lambda = 320$ km is the wavelength of the load, which we calculated from the average transverse extent of the LGM icecap. We used uplift rates determined by precise levelling in Switzerland (Schlatter et al., 2005; Kahle et al., 1997) and Austria (Ruess and Mitterschiffthaler, 2015), obtained from repeated measurements of benchmarks since the beginning and the middle of the 20th century, respectively. Thus, they represent vertical velocities in relation to arbitrarily chosen reference points. The reference point for the Swiss data is located near the city of Aarburg on the Swiss Plateau and the Austrian data refer to a point near the city of Horn ~70 km northwest of Vienna (Fig. 3.2a). Direct comparison of both datasets requires that the vertical velocities of the respective reference points can be determined. For this purpose, we used data from the permanent GPS stations Zimmerwald (Z) and Linz (L), which are located on the Swiss Plateau and the Bohemian Massif, respectively. Both stations provide continuous time series of ground motion from 1998–2015 (17 yr) and from 2005–2013 (8 yr), with vertical velocities of $1 \pm 0.08$ mm yr$^{-1}$ (Z) and $0.8 \pm 0.15$ mm yr$^{-1}$ (L) in the global reference frame IGb08 (Bruyninx, 2004). To adjust the measurements to a common reference frame we subtracted the GPS-rates with the uplift rates of the nearest levelling benchmarks, which resulted in uplift of $0.94 \pm 0.08$ mm yr$^{-1}$ for the Swiss reference point and $1 \pm 0.15$ mm yr$^{-1}$ for the Austrian reference point. We inverted the adjusted uplift rates for the mantle viscosity using Equation (3.2) with $t = 17 \pm 2$ kyr, resulting in a viscosity of $1.8 – 2.8 \pm 0.5 \times 10^{20}$ Pas, depending on the assumed EET, with larger EETs leading to higher viscosities (Fig. 3.7c).
Figure 3.7: Sensitivity of viscosity and modelled uplift rates to changes in EET. (a) Mean absolute error as a function of the average EET. A minimum error occurs with an EET of 50 km. (b) Modelled versus measured uplift rates for 20, 30, 40, 50, 60, and 70 km of EET. Blue circles = Swiss levelling data (Schlatter et al., 2005; Kahle et al., 1997). Orange triangles = Austrian levelling data (Ruess and Mitterschiffthaler, 2015). Green rectangles = permanent GPS data (Bruyninx, 2004). Avg. = average. (c) Estimated viscosity as a function of the average EET.
Chapter 4

Tectonic control of Yarlung Tsangpo Gorge revealed by a buried canyon in Southern Tibet

Abstract

The Himalayan mountains are dissected by some of the deepest and most impressive gorges on Earth. Constraining the interplay between river incision and rock uplift is important for understanding tectonic deformation in this region. We report here the discovery of a deeply incised canyon of the Yarlung Tsangpo River, at the eastern end of the Himalaya, which is now buried under more than 500 meters of sediments. By reconstructing the former valley bottom and dating sediments at the base of the valley fill, we show that steepening of the Tsangpo Gorge started at about 2 million to 2.5 million years ago as a consequence of an increase in rock uplift rates. The high erosion rates within the gorge are therefore a direct consequence of rapid rock uplift.

4.1 Introduction

The topographic evolution of mountain ranges results from the competition between tectonic and erosive forces (Tapponnier et al., 2001; Sobel et al., 2003; Liu-Zeng et al., 2008) and controls the organization of drainage and atmospheric-circulation systems (Brookfield, 1998; Clark et al., 2004; Molnar et al., 2010). Although tectonics and erosion act in opposing directions, there may be feedbacks that couple the two (England and Molnar, 1990; Avouac and Burov, 1996). Prominent candidates for such coupling comprise the syntaxes regions (Zeitler et al., 2001; Koons et al., 2013), at either end of the Himalaya, where the two biggest rivers draining Tibet, the Indus and Yarlung Tsangpo, have cut deep gorges into very young metamorphic massifs (Fig. 4.1a) (Burbank et al., 1996; Burg et al., 1998; Finnegan et al., 2008; Seward and Burg, 2008; Crowley et al., 2009; Enkelmann et al., 2011; Larsen and Montgomery, 2012). In the so-called tectonic aneurysm model, it has been proposed that rapid incision within these gorges has thermally weakened the crust and now sustains a positive feedback between uplift and erosion (Zeitler et al., 2001; Koons et al., 2013), but how and when this happened remains elusive.
4.2 Study area

Deeply incised gorges exist along the entire Himalaya and always coincide with very steep river gradients that have been related to zones of rapid rock uplift and incision (Seeber and Gornitz, 1983; Hodges et al., 2001; Lavé and Avouac, 2001). The most spectacular and emblematic gorge in the Himalaya, and probably on Earth, is the Tsangpo Gorge, where the Yarlung Tsangpo drops by 2 km in elevation as it cuts through the ∼50-km-wide eastern Himalayan syntaxis where erosion rates are exceptionally high (Fig. 4.2b). The contorted and generally steep course of the gorge is often considered evidence for relatively young capture of the Yarlung Tsangpo by the headward incising Brahmaputra River, from a former course connecting it to the Parlung and Yigong rivers, which themselves might have been connected to rivers farther to the east (Seeber and Gornitz, 1983; Brookfield, 1998; Zeitler et al., 2001; Clark et al., 2004). Provenance studies from the Himalayan foreland, however, indicate that a connection between the Yarlung Tsangpo and Brahmaputra River was already established before the Middle Miocene (Cina et al., 2009; Chirouze et al., 2013; Lang and Huntington, 2014), emphasizing the stability of the gorge. More recently, the discovery of extensive lake deposits that have accumulated behind a river-blocking glacial dam upstream of the Tsangpo Gorge (Montgomery et al., 2004) has spurred the idea that glacial damming during the Quaternary inhibited headward incision of the Brahmaputra River and might have contributed to initiating rapid rock uplift (Korup and Montgomery, 2008).

Before entering its narrow gorge, the Yarlung Tsangpo flows for ∼300 km across a broad alluvial plain that increases gradually in width toward the confluence with the Nyang River (Fig. 4.2a). Such downstream widening is typical for lakes that have drowned valleys upstream of dams. Five drillings recently conducted along the Yarlung Tsangpo (Fig. 4.1c) provide evidence of a thick sedimentary valley fill upstream of the gorge. The drillings were located near the valley center and reached bedrock at depths that increase from 70 m at the most upstream site (no. 1), to a maximum depth of 567 m (no. 3) at ∼80 km upstream from the Nyang River confluence. Two more sites at distances of ∼40 and 20 km upstream from the gorge yielded depths to bedrock of 510 (no. 4) and 230 m (no. 5), respectively.

Hillslopes bordering the valley floor are generally steep, with uniform slope angles of ∼30°, comparable to hillslopes downstream of the Tsangpo Gorge (Fig. 4.2b) and suggestive of threshold hillslopes that are at
their critical angle of stability (Burbank et al., 1996). Simple projection of hillslopes into the subsurface predicts a depth to bedrock of \( \sim 1000 \) m near the Yarlung Tsangpo-Nyang River confluence (Fig. 4.2a), where the valley floor is widest. Based on the assumption that hillslopes below and above the valley fill are similar, we reconstructed the depth to bedrock (Figs. 4.1c and 4.2a) using an artificial neural network approach (Clarke et al., 2009). Close correspondence of estimated and observed depths in drill cores provide us with confidence in the reconstruction, which confirms our initial notion of a steadily decreasing elevation of the former valley floor toward the Yarlung Tsangpo-Nyang River confluence. Downstream of the confluence, the valley floor remains \( \sim 4 \) km wide and deeply filled with sediments (Fig. 4.2a) until the river leaves the Indus-Yarlung Tsangpo Suture Zone and abruptly narrows to \( < 2.5 \) km. Because no obvious spill-over toward other valleys exists near the deepest reach of the valley fill, we argue that the former Yarlung Tsangpo was following its present-day course and that uplift of the Namche Barwa and Gyala Peri massifs resulted in steepening of the river where it crosses the gorge and concurrent backfilling of upstream reaches (Fig. 4.6).

### 4.3 Results

Valley-fill sediments from the three sites closest to the Tsangpo Gorge (no. 3 to no. 5) (Figs. 4.1c and 4.2a) consist of clastic, mainly fluvial deposits that are dominated by pebbly gravel and sand (figs. 4.3 to 4.5). The cores from sites no. 3 and no. 4 both have coarse grain sizes in the lower half, including boulders up to 50 cm in diameter, and fine grain sizes in the upper half, including silt and clay that probably stems from lake periods (Fig. 4.2A and table S1). This fining upward sequence indicates a decrease in stream competency, consistent with lowered river gradients during backfilling upstream of the Tsangpo Gorge. The lack of upward fining in drill core no. 5, which is closer to the gorge and located \( \sim 120 \) m lower, may be related to erosion of its upper part during uplift and incision of the gorge (Fig. 4.6). We collected three samples from near the base of drill core no. 3 for cosmogenic nuclide burial dating with in situ–produced \(^{10}\)Be and \(^{26}\)Al (see Material and Methods). Our samples yield consistent results that overlap within uncertainties (table S2) and indicate that deposition at this site initiated between \( \sim 2 \) and 2.5 million years ago (Ma) (Figs. 4.7 and 4.8). Because site no. 3 is \( \sim 150 \) km upstream of the gorge and deposition may not have started immediately, it is likely that uplift and steepening of the gorge was initiated somewhat earlier.
Figure 4.2: Tsangpo Gorge and valley fill. (a) Longitudinal river profile showing present-day elevation (black; red where passing through Tsangpo Gorge), location of drill cores with observed depth to bedrock (vertical black bars), estimated depth to bedrock from artificial neural network (yellow area), and reconstructed valley bottom before uplift of Tsangpo Gorge (dashed line). IYSZ, Indus-Yarlung Tsangpo Suture Zone. Inset figures show present-day valley bottom width (lower left) and simplified drill core stratigraphy (upper right), with grain size variations (see Fig. 4.3 for details) and sample locations (red points). (b) Hillslope angles within a 10-km-distance from the river (mean ± 1σ), specific stream power (Finnegan et al., 2008), and landslide erosion rates (Larsen and Montgomery, 2012). (c) Mineral cooling ages (Burg et al., 1998; Finnegem et al., 2008; Seward and Burg, 2008) within a 10-km-distance from the river. See Fig. 4.9 for spatial distribution of cooling ages.
4.4 Discussion and conclusion

Steepening of the Tsangpo Gorge requires either an increase in rock uplift rate or a decrease in erosional efficiency. Young crystallization and mineral cooling ages from bedrock within the gorge are consistent with an increase in rock uplift rates after \( \sim 4 \) Ma (Figs. 4.2c) (Burg et al., 1998; Finnegan et al., 2008; Seward and Burg, 2008). If rock uplift rates were constant and all surface uplift was due to changes in specific stream power (product of gravity, water density, channel slope, and discharge per unit width; (Finnegan et al., 2008)), discharge would have to have decreased by more than a factor of four as channel slopes increased in the gorge (Fig. 4.2a). No observations exist to support discharge reductions of this magnitude, either due to climate change or drainage capture. River-blocking glacial dams (Korup and Montgomery, 2008) can also be excluded as causes of lowered erosional efficiency because the uplifted river reach was below \( \sim 2 \) km elevation, far from any glacial influence. Furthermore, the presence of \( > 200 \) m of sediments beneath the moraines considered responsible for glacial damming (Montgomery et al., 2004) is incompatible with the reduced bedrock incision proposed previously (Korup and Montgomery, 2008).

Our results clearly show that \( \sim 2.5 \) Ma the Yarlung Tsangpo was able to erode back into the Tibetan Plateau and develop a nearly graded profile (Fig. 4.2a), which is consistent with provenance data from Miocene to Quaternary sediments in the Himalayan foreland of the Tsangpo Gorge (Lang and Huntington, 2014). The reported increase of Eurasian-plate detritus in deposits of the Brahmaputra River between 7 and 3 Ma (Chirouze et al., 2013) could reflect the headward incision of the Yarlung Tsangpo into Tibet until uplift of the Namche Barwa and Gyala Peri massifs focused erosion to Indian-plate rocks within the Tsangpo Gorge (Finnegan et al., 2008). This scenario is consistent with an independently estimated onset of accelerated incision of the adjoining Parlung River at 4 to 9 Ma, based on detrital cooling ages (Duvall et al., 2012), which most likely occurred as a result of capture by the Yarlung Tsangpo-Brahmaputra.

Striking similarities between the Indus and Tsangpo gorges have been noted previously (Burg et al., 1998; Zeitler et al., 2001; Koons et al., 2013) and suggest that the tectonic framework of the Himalayan syntaxes sets the stage for the exceptionally high rates of rock uplift (Burg et al., 1998; Seeber and Pêcher, 1998). Even if positive feedbacks between erosion and uplift nowadays help to maintain these gorges in their current location (Zeitler et al., 2001; Koons et al., 2013), our results suggest that rapid incision within the Tsangpo Gorge is the result rather than the cause of rock uplift. A similar evolution could have taken place in the Indus Gorge, where mineral cooling and metamorphic ages (Burbank et al., 1996; Zeitler et al., 2001; Koons et al., 2013) suggest equally high erosion rates, with some evidence for order-of-magnitude acceleration in exhumation by \( \sim 1.7 \) Ma (Crowley et al., 2009). Notably, ponding of the Indus River up-stream of the gorge and deposition of \( \sim 1200 \) m of fluvial and glacial deposits (Cronin et al., 1989) apparently started before \( \sim 2.6 \) Ma (Seong et al., 2007) and might also reflect an increase in rock uplift in the western Himalayan syntaxis. Because new data are warranted, we leave it to future studies to test the suggested similarity and investigate the cause for synchronous initiation of rapid rock uplift of both Himalayan syntaxis.

4.5 Material and methods

4.5.1 Yarlung Tsangpo shallow drilling

To investigate the nature and amount of trapped sediments along the Yarlung Tsangpo, a series of exploratory shallow drillings were undertaken along the trunk river on point bars, riverbanks, and high terraces. The drillings (Fig. 4.3) were located on modern riverbanks, no more than 20 m above the current river level. Each site consisted of an array of drillings, tens of meters apart, which reached bedrock (Figs. 4.4, 4.5) and from which the deepest drill core was selected for analysis. However, there is no guarantee that the deepest position has been reached and thus the measured depth to bedrock should be considered a minimum estimate of the true depth to bedrock. Grain size data for cores #3–5, which were accessible for scientific analysis, is based on estimation during on-site visual inspection of the drill cores (Fig. 4.3). A stratigraphic division of the deposits in the drill core from site #3 is provided in Table S1.
Figure 4.3: Simplified stratigraphic columns of the drill cores at sites #3–#5.
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4.5.2 Depth to bedrock

Ground-truth point measurements of the depth to bedrock are given by the drill cores. We obtained a first estimate of the depth to bedrock between the core locations by projecting hillslopes into the subsurface at a constant angle of 30°, which corresponds to the average hillslope angle within the Yarlung Tsangpo Valley (Fig. 4.2b). Reasonable agreement with the drill core data motivated us to reconstruct the bedrock beneath the valley fill using an artificial neural network (ANN), based on the approach in Clarke et al. (2009). We used a 2-layer ANN with 10 hidden nodes and estimated the depth to bedrock at each valley-fill pixel in a 180-m-resolution digital elevation model (DEM) based on the distance to hillslopes within 2 different sectors. The ANN was initially trained on hillslopes above the valley fill and within a maximum distance of 5 km from the valley floor. The valley-fill mask was based on manual digitization using Google Earth and local slope angles. We extended our depth to bedrock estimation not farther upstream than core location #1, where the depth to bedrock is 70 m and where the channel width equals the valley floor width.

4.5.3 Cosmogenic nuclide sample preparation

Three samples, each of 2–3 kg sand, were collected from the drill core at a depth of 561–564 m directly overlying a 2-m-thick cobble layer that rests on bedrock. After washing and cleaning, the sand was sieved and the grain size fraction of 250–500 µm was used for further analysis. Subsequent procedures for purifying quartz separates are based on the methods described in Kohl and Nishiizumi (1992): First, the samples were soaked overnight in HCl/H₂O₂ to remove carbonate, iron oxide coating and organic matter. The samples were then leached for at least 9 hours at a constant temperature of 80°C in diluted HF/HNO₃ solution in an ultrasonic bath to remove meteoric ¹⁰Be and other minerals except for quartz. The leaching and subsequent drying was repeated five times. Residual impurities were removed by heavy-liquid and hand separation under the microscope and the samples were once more treated with diluted HF/HNO₃ solution and dried. Aliquots of two grams were taken from each sample, dissolved in concentrated HF/HNO₃ and analyzed by Inductively Coupled Plasma Optical Emission Spectrometer (ICP-OES) measurements for ²⁷Al and other elements to assure purity. The remaining quartz was spiked with 0.25 mg of ⁹Be in a weak HNO₃ carrier solution, and then heated and dissolved. Fluorides were removed by fuming with HNO₃/HClO₄.
resulting samples were dissolved in pure water and HClO₄, heated and dried two times, then rinsed out with HCl. Al³⁺ and Be²⁺ were isolated using ion exchange resin, and neutralized by ammonia water to yield Al(OH)₃ and Be(OH)₂. The oxides were separated gravitationally, transferred to quartz crucibles, and dried. The samples were baked at 750°C, yielding powder of Al₂O₃ and BeO. These samples were sent to the Cosmogenic Nuclide Laboratory of the European Center for Earth Sciences, Environment Research and Education (CEREGE) in France for target preparation and measurement of the \(^{10}\text{Be}/^{9}\text{Be}\) and \(^{26}\text{Al}/^{27}\text{Al}\) ratios (Table S2). The ratios were measured relative to the standard NIST4325 with a nominal \(^{10}\text{Be}/^{9}\text{Be}\) ratio of \(2.79 \times 10^{-11}\), and SM-Al-11, with a nominal \(^{26}\text{Al}/^{27}\text{Al}\) ratio of \(7.401 \times 10^{-12}\). Our process blank \(^{10}\text{Be}/^{9}\text{Be}\) ratio was \(2.7 \times 10^{-15}\) and the corresponding \(^{10}\text{Be}\) atoms were subtracted from the reported sample results. Analytical uncertainties as well as uncertainties in the carrier and blanks were propagated using standard error-propagation methods. The lab-specific standard uncertainty (standard deviation) of the ICP-OES measurement of Al, regularly calibrated using standard blanks, is 5%.

4.5.4 Burial dating

In steadily eroding landscapes, rocks are moving towards the Earth’s surface with time and accumulate both \(^{10}\text{Be}\) and \(^{26}\text{Al}\) at a rate that depends on the depth below the surface, the density of the overlying material and the geographic position (Lal, 1991). For \(^{10}\text{Be}\) and \(^{26}\text{Al}\), three main production mechanisms exist. At shallow depths, most of the production occurs by spallation, but the production rate decreases rather rapidly with depth. At greater depths (>several meters in most materials), the production of cosmogenic nuclides is dominated by negative and fast muons, with the production rates being much lower compared to spallation and decreasing with depth at a slower rate (Gosse and Phillips, 2001). Because transport on hillslopes and in rivers is usually fast compared to exhumation on hillslopes, the cosmogenic nuclide concentration of river sediment can be used to calculate catchment-averaged hillslope erosion rates (Granger et al., 1996). When river sediment is deposited and gets successively buried to greater depths, at first, cosmogenic nuclides will continue to build up at a rate that depends, similar to hillslope erosion, on the rate of burial and the density of the deposited sediment. At sufficiently large depths, production rates are negligible and as time proceeds, the \(^{10}\text{Be}\) and \(^{26}\text{Al}\) atoms in the sediment will decay at a rate defined by the radioactive half-life (Granger and Muzikar, 2001). The half-life of \(^{10}\text{Be}\) is 1.387 ± 0.012 Ma (Chmeleff et al., 2010; Korschinek et al., 2010) while the half-life of \(^{26}\text{Al}\) is 0.705 ± 0.024 Ma (Norris et al., 1983). Burial dating with \(^{10}\text{Be}\) and \(^{26}\text{Al}\) relies
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Figure 4.6: Schematic illustration showing the response of a nearly graded river to localized uplift. $t_0$ at bottom shows initial state, prior to uplift, and $t_3$ at the top shows final state with steep river reach centred on zone of high rock uplift. During river steepening, sediments accumulated upstream of the zone of high rock uplift.

on the fact that both, the production rates and the half-lives of $^{10}$Be and $^{26}$Al are known, so that deviations from the steady exposure $^{26}$Al/$^{10}$Be ratio of $\sim 7:1$ can be converted to a burial age.

We modelled the concentration of cosmogenic nuclides, $N$ (atoms g$^{-1}$), as a function of depth below the surface, $z$, which we made to be a function of time since deposition, $t$, according to (Granger and Smith, 2000):

$$N(z, t) = N_{inh} e^{-\lambda t} + \int_0^t \left[ P_n(z(t')) + P_\mu(z(t')) \right] e^{-\lambda t} dt'$$  \hspace{1cm} (4.1)

where, $N_{inh}$ is the inherited concentration, $\lambda$ is the decay constant, and $P_n$ and $P_\mu$ are the depth-dependent production rates by neutrons and muons, respectively. The decline of cosmogenic nuclide production by neutrons with depth depends on the material density, $\rho$, and follows an exponential decline with an attenuation length scale, $\Lambda$, of $\sim 160$ g cm$^{-2}$ (Gosse and Phillips, 2001)

$$P_n(z) = P_0 e^{-z \rho / \Lambda}.$$  \hspace{1cm} (4.2)

The depth-dependency of cosmogenic nuclide production by muons is more complicated and we use the formulation of Heisinger et al. (2002a,b), as adopted by Balco et al. (2008), and provided in the numerical functions of the CRONUS Earth online calculator.$^1$ Different analytical approximations exist to capture the depth-dependency of cosmogenic nuclide production by muons with a series of exponentials. We use the formulation of Granger and Smith (2000) to account for the inherited component in Equation 4.1 ($N_{inh}$), which corresponds to the cosmogenic nuclides that were produced during hillslope exhumation. At steady state, the concentration of cosmogenic nuclides at the Earth’s surface is a function of the erosion rate, $\epsilon$ (Granger and Riebe, 2007):

$$N(\epsilon) = \sum_{i=0}^3 \frac{P_i(0)}{\lambda + \frac{e^{z \rho / \Lambda}}{\Lambda_i}}$$  \hspace{1cm} (4.3)

where $P_i(0)$ are the surface production rates due to neutrons ($i = 0$), negative muons ($i = 1, 2$) and fast muons ($i = 3$), and $\Lambda_i$ are the effective attenuation length scales ($\Lambda_0 = 160$ g cm$^{-2}$, $\Lambda_1 = 738.6$ g cm$^{-2}$, $\Lambda_2 = 2688$ g cm$^{-2}$, and $\Lambda_3 = 4360$ g cm$^{-2}$). Using the MATLAB® functions of the CRONUS-Earth online calculator (v. 2.2, Balco et al., 2008), we calculated site specific surface production rates due to spallation based on a time-dependent version of the scaling model by Lal (1991) and Stone (2000), which is denoted “Lm” in the CRONUS-Earth online calculator (Balco et al., 2008). Muogenic production rates are compensated for local air pressure following Stone (2000).

For calculating the cosmogenic nuclide concentrations acquired during hillslope exhumation using Equation 4.3, we computed average surface production rates for areas that are upstream of the sampling

---

$^1$http://hess.ess.washington.edu/math/al_be_v22/functionlist.html
site. As these areas are very large and it may well be that different parts of this area did not contribute to our sample at all, we tested the influence of different upstream areas on average production rates. For upstream areas of ~300-1900 km² that successively entail larger areas upstream from the sampling point (drill core #3), average surface production rates vary between 10.3 and 12.3 atoms (g qz)⁻¹ yr⁻¹, and are thus relatively insensitive to the exact extent of the contributing areas. However, our uncertainty in the extent of the contributing area means that we cannot use the paleo-erosion rates to estimate sediment fluxes from upstream. For the pre-burial production, we assume a rock density of 2.7 g cm⁻³.

One requirement for burial dating is that the pre-burial ²⁶Al/¹⁰Be ratio is known. For samples that have been continuously exposed to cosmic radiation this ratio reflects the differences in the production rates of ²⁶Al and ¹⁰Be. However, if the grains in our samples have experienced burial and exhumation prior to deposition in the valley fill, the ²⁶Al/¹⁰Be ratio may be lower than for continuous exposure. This would result in an overestimated burial age. However, we don’t think that this effect is particularly important for the following reasons. First, significant shifts in the ²⁶Al/¹⁰Be ratio requires rather long (>10⁵ yrs) burial at sufficiently great depths (>10 m). Although temporary storage may be quite common, for longer and deeper burial histories, it is less likely that the sediment is remobilized. In other words, the number of grains with low ²⁶Al/¹⁰Be ratios to start with is likely small relative to the number of grains that have not undergone deep prior burial. Second, remobilizing deeply buried grains requires that they get exhumed to the surface, during which they will again accumulate cosmogenic nuclides that shift the ratios to higher values. For example, if our samples had been buried with a starting ²⁶Al/¹⁰Be ratio of ~7:1 to their current depth at a constant rate for 2 Myr, the ²⁶Al/¹⁰Be ratio would be ~2.7:1. If they would then exhume again at the same rate over the next 2 Myr, the ²⁶Al/¹⁰Be ratio would be ~5.3:1 when they reach the surface, yielding an apparent burial age of ~0.5 Ma. Third, although the upstream area of the Yarlung Tsangpo near the gorge is huge, the areas contributing material to the sediment transported by the river is most likely much smaller. By definition, depositional areas do not contribute any material. Eroding hillslopes contribute relatively more for increasing hillslope angles. Hence, it can be expected that the areas close to the sampling location, where hillslopes are steep (Fig. 4.2b), had been contributing relatively more material compared to the many flat areas farther upstream. Therefore, we think that recycled, previously buried material with ²⁶Al/¹⁰Be ratios lower than ~7:1 is not a significant source of uncertainty.

Because we don’t exactly know the burial history, i.e., the time-depth history of our samples, we explored different burial scenarios (Figs. 4.7, 4.8). In all scenarios, we assume a wet bulk density of the sediment of 2.1 g cm⁻³, which corresponds to sediment with a particle density of 2.7 g cm⁻³ and 35% saturated pore space. The first scenario serves for illustrative purposes and assumes instantaneous burial to depths where no
Figure 4.8: Predicted combinations of burial age and paleo-erosion rate for the four burial scenarios shown in Fig. 4.6. Note that the concentrations correspond to the measured concentrations, that is, they have not been normalized by the site-specific scaling factors.
Figure 4.9: Published bedrock cooling and crystallization ages. AFT = Apatite Fission Track (Burbank et al., 1996; Crowley et al., 2009); ZHe = Zircon U/Th-He (Malloy, 2004); ZFT = Zircon Fission Track (Burbank et al., 1996; Crowley et al., 2009); Ar-Ar = $^{40}$Ar/$^{39}$Ar (Ding et al., 2001; Quanru et al., 2006; Zeitler et al., 2006); U-Pb = Zircon Uranium-Lead (Crowley et al., 2009; Booth et al., 2004). Contour lines show rapidly exhuming areas with young (<2 Ma) Zircon U/Th-He (orange), and Biotite Ar-Ar ages (yellow) centered on the Tsangpo Gorge (Seeber and Gornitz, 1983). Dashed white line extents 10 km to either side of Yarlung Tsangpo River and marks boundary for measuring hillslope angles shown in Fig. 4.2b and sampling cooling ages shown in Fig. 4.2c.

more production of cosmogenic nuclides occurs (“A” in Figure 4.7, Fig. 4.8a). In this case, the burial age lies between ~2 and 2.5 Ma and the corresponding cosmogenic nuclide-derived erosion rate is $\sim$0.1-0.2 mm yr$^{-1}$. In the second scenario we assume that burial occurred at a constant rate throughout the entire burial history (“B” in Fig. 4.7, Fig. 4.8b). This scenario is also rather unlikely, as we would assume that surface uplift rates and thus burial rates decreased with time as the Tsangpo Gorge was uplifted and river incision rates increased due to steepening of river gradients. Obviously, the additional production of cosmogenic nuclides during burial affects the total concentration of the sample. However, because most of the additional cosmogenic nuclide accumulation takes place in the upper few meters, that is, during the initial stages of the burial history, it mostly affects the inferred paleo-erosion rate but has only minor effect on the burial ages. The additional cosmogenic nuclide accumulation becomes important only for rather high paleo-erosion rates ($>$0.2 mm yr$^{-1}$), that is, when the inherited cosmogenic nuclide concentration is rather low. In the remaining two scenarios, we assumed burial rates that started out faster and slowed down with time (“C” and “D” in Fig. 4.7, Fig. 4.8c and d). Both scenarios predict concentrations that lie in between the first two scenarios, but have only little effect on the burial ages of our samples. Thus, we conclude that for a range of burial scenarios, our samples yield consistent results, with burial ages of ~2-2.5 Ma and paleo-erosion rates of ~0.1-0.2 mm yr$^{-1}$. Because our three samples stem from the same 3-m-thick sand unit, we treat them as different estimates of the same depositional age and refer to the weighted mean concentration for our best estimate of the depositional age.
Chapter 5

Ice dams, outburst floods, and glacial incision at the western margin of the Tibetan Plateau: A >100 k.y. chronology from the Shyok Valley, Karakoram

Abstract

Some of the largest and most erosive floods on Earth result from the failure of glacial dams. While potentially cataclysmic ice dams are recognized to have repeatedly formed along ice-sheet margins, much less is known about the frequency and longevity of ice dams caused by mountain glaciers, and their impact on landscape evolution. Here we present field observations and results from cosmogenic nuclide dating that allow reconstructing a >100-kyr-long history of glacial damming in the Shyok Valley, eastern Karakoram (South Asia). Our field observations provide evidence that Asia’s second-longest glacier, the Siachen, once extended for over 180 km and blocked the Shyok River during the penultimate glacial period, leading to upstream deposition of a more than 400-m-thick fluvio-lacustrine valley fill. $^{10}$Be-depth profile modeling indicates that glacial damming ended with the onset of the Eemian interglacial and that the Shyok River subsequently incised the valley fill at an average rate of $\sim$4–7 m kyr$^{-1}$. Comparison with contemporary ice-dammed lakes in the Karakoram and elsewhere suggests recurring outburst floods during the aggradation period, while over 25 cycles of fining-upward lake deposits within the valley fill indicate impounding of floods from farther upstream. Despite prolonged damming, the net effect of this and probably earlier damming episodes by the Siachen Glacier is dominated by glacial erosion in excess of fluvial incision, as evidenced by a pronounced overdeepening that follows the glaciated valley reach. Strikingly similar overdeepened valleys at all major confluences of the Shyok and Indus Rivers with Karakoram tributaries indicate that glacial dams and subsequent outburst floods have been widespread and frequent in this region during the Quaternary. Our study suggests that the interaction of Karakoram glaciers with the Shyok and Indus Rivers promoted valley incision and headward erosion into the western margin of the Tibetan Plateau.

5.1 Introduction

The significance of rare but catastrophic events in Earth’s history relative to steady but uniform processes is an important topic in the Earth sciences [e.g., Wolman and Miller, 1960]. Amongst the most impressive examples of catastrophic landscape-shaping events are dam-related megafloods, many of which appear to be intimately related to glacial climates and environments (e.g., Baker, 2002; O’Connor and Costa, 2004). For example, the Missoula floods (northwestern U.S., Bretz, 1969) and the flood that emptied Lake Agassiz (north-central North America, Barber et al., 1999) were due to failure of ice dams at the margins of the Laurentide ice sheet, and had far-reaching environmental consequences (e.g., Clarke et al., 2003). In mountainous landscapes, and
in response to present-day warming, moraine-dammed lakes frequently develop in front of retreating glaciers, and their catastrophic outbursts pose a significant hazard for downstream communities (e.g., Clague and Evans, 2000; Hewitt and Liu, 2010; Benn et al., 2012). In contrast to moraine-dammed lakes, ice-dammed lakes commonly form when a tributary glacier has detached from the main trunk glacier, and the resulting lakes commonly drain subglacially on a relatively frequent basis (Costa and Schuster, 1988). Merzbacher Lake, for example, is an ice-dammed lake associated with the Inylchek Glacier, Tien Shan (Central Asia), which drains almost every summer (Ng and Liu, 2009). More dangerous situations occur when the valley where damming occurs is largely ice free itself, so that a substantial amount of water can be impounded by the dam before failure (Costa and Schuster, 1988). Clearly, the higher and more stable the dam and the shallower the dammed valley, the greater the ice-dammed lake volume and the potential flood discharge. Examples from the European Alps (Haebelri, 1983), Alaska (Post and Mayo, 1971), the Karakoram (South Asia, Hewitt and Liu, 2010), and many other regions world-wide (Costa and Schuster, 1988) underscore the importance of glacial dams on modulating flood frequency and peak discharges. Because these factors could be of primary importance for the long-term efficiency of sediment transport and bedrock incision (e.g., Wolman and Miller, 1960; Snyder, 2003; Tucker, 2004; Lague, 2005), glacial dams may have a far greater impact on landscape evolution in mountainous regions than their areal footprint and representation in the depositional record would suggest.

Depositional evidence for very large (up to 2,835 km$^2$) glacially dammed Holocene lakes upstream of the Tsango River gorge, on the southeastern edge of the Tibetan Plateau, led Montgomery et al. (2004) to suggest that catastrophic failure of these lakes may have resulted in the most erosive events in recent Earth history. Furthermore, Korup and Montgomery (2008) argued that repeated glacial damming of major rivers in this region substantially impeded headward river incision into the Tibetan Plateau and has helped preserve a distinct plateau edge through protracted sediment accumulation and storage upstream from the barriers (e.g., Montgomery et al., 2004). These studies bring glacial dams to the forefront of processes shaping the edges of Cenozoic orogenic plateaux that are impacted by glacial climates. However, the longevity of glacier dams and the damming frequency are generally not well constrained (Korup and Tweed, 2007), which makes assessing their geomorphic relevance in the long term difficult. Although historically active glacier dams tend to fail frequently (Costa and Schuster, 1988), examples of larger glacier dams are rare and their hydrology may be more complex, potentially rendering them more stable. We address these issues in our study of one of the most impressive examples of Pleistocene glacial damming in the Karakoram and demonstrate that ice dams and associated outburst floods were likely frequent and important processes in the Quaternary evolution of the Shyok and Indus Valleys.

Glacier Dams in the Karakoram Mountains  The Karakoram Mountains, at the north-western edge of the Tibetan Plateau, have the greatest concentration of glaciers in the Himalayas and feature some of the longest glaciers in Central Asia (Fig. 5.1). They also host one of the world’s largest assemblages of presently or historically active glacier dams, many of which have failed catastrophically (Cunningham, 1854; Mason, 1929; Gunn et al., 1930; Hewitt, 1982; Korup et al., 2010). The historically most devastating floods were related to lakes that formed by glaciers coming from tributaries (Hewitt and Liu, 2010). At present, there are more than 90 reports of ice dam-related outburst floods that occurred during the past 200 years in rivers draining the Karakoram Mountains (Hewitt and Liu, 2010). The Kyagar Glacier, for example, is blocking the upper Shaksgam River (Fig. 5.1), a tributary of the Yarkand River that repeatedly forms an up to 7-km-long lake (Fig. 5.2). During the past 50 years, this lake drained at least 19 times catastrophically, resulting in 7 major or destructive floods. Two times, peak discharges measured at Kaqun, China, located some 500 km downstream from the ice dam, exceeded 6,000 m$^3$ s$^{-1}$ (Hewitt and Liu, 2010). In other places without direct flood or lake reports, strandlines behind glaciers can be seen in satellite images (e.g., Google Earth http://www.google.com/earth/), and provide indirect evidence for the existence of ice-dammed lakes in the past.

Several Karakoram valleys stand out with an unusual abundance of active or historic glacier dams: the Shaksgam, Shimshal, Karambar, and uppermost Shyok. All of these valleys are parallel to mountain ranges that host several large, ice-covered tributaries. On a larger spatial and longer temporal scale, the same applies to the entire Karakoram and its main drainages. While the aforementioned valleys have been ice covered, glacial morphology and deposits in the Gilgit, Hunza, Shigar, and Nubra Valleys (Fig. 5.1)
indicate that Pleistocene glaciers reached the Indus and Shyok Valleys (Derbyshire et al., 1984; Shroder et al., 1989; Phillips et al., 2000; Owen et al., 2006; Seong et al., 2007; Dortch et al., 2010), where they probably formed ice-dammed lakes. However, distinguishing between fluvio-lacustrine deposits related to glacial or landslide processes can be difficult, and it has been argued that many previously identified moraines and ice dam-related lake deposits are due to large rock avalanches (Hewitt, 1999; Hewitt et al., 2011). Here, we report field observations that document one of the largest known glacier dams in the Karakoram. Cosmogenic nuclide exposure dating together with published data allow reconstruction of a >100-k.y.-long history of glacial damming, and associated upstream aggradation and subsequent incision in the upper Shyok River.

5.2 Study area

The Shyok River is the largest tributary of the upper Indus River and drains much of the high and rugged eastern Karakoram, the Transhimalaya, and low-relief areas on the western Tibetan Plateau (Fig. 5.1). Its drainage area is currently \(\sim 15,000 \text{ km}^2\), but may have been \(\sim 80,000 \text{ km}^2\) when Lake Pangong Tso spilled over its north-western edge and was hydrologically connected with the Shyok River in the early Holocene (Gasse et al., 1996) and probably during earlier times in the last glacial cycle (Shi et al., 2001). In the heart of the eastern Karakoram lies the presently 70-km-long Siachen Glacier. Its terminus is at 3,600 m above sea level (asl) and sources the Nubra River, which flows \(\sim 80 \text{ km}\) southeast along the Karakoram fault before it enters the Shyok suture zone and joins the WNW-flowing Shyok River (Rolland et al., 2000). From the glacier terminus down to \(\sim 3,000 \text{ m asl}\), the Nubra and Shyok Valleys are wide and alluviated, with widths that reach >5 km at their confluence. At the mouths of most of their tributaries, large alluvial fans extend far into the valley and testify to a period of aggradation that appears to be still ongoing (Fig. 5.3a) (Drew, 1873). Active aggradation is also evident at the Shyok-Nubra confluence, where the Shyok River is currently building a fan that forces the Nubra River to the downstream side of the valley (Fig. 5.3a).

Near the Shyok-Nubra confluence, well preserved wave-cut lake shorelines occur up to \(\sim 150 \text{ m}\) above the present-day valley bottom, and have been related to a lake that formed due to Siachen Glacier’s damming of the Shyok River (Dortch et al., 2010). Although the shorelines have not been dated chronometrically, based
on regional stratigraphic and geomorphic relationships their formation has been bracketed by dated moraines to between $41 \pm 2$ ka and $81 \pm 6$ ka (Dortch et al., 2010). Furthermore, till-mantled hillslopes that occur up to $\sim 900$ m above the valley floor indicate that the Siachen Glacier may once have been much thicker, but these deposits have not been dated so far. In contrast, Phartiyal et al. (2005) assigned lake sediments at various elevations near the confluence to a phase when an extensive paleolake stretched for $\sim 100$ km along the Shyok Valley and $\sim 30$ km upstream into the Nubra Valley. Their interpretation, the stratigraphic relationship with dated moraines, and calibrated $^{14}$C ages from these lake sediments of ca. 25–27 ka (Phartiyal and Sharma, 2009) are in conflict with the glacial-damming hypothesis and merit further investigation. We combine the previous results by Dortch et al. (2010) with our own field data and cosmogenic nuclide dating to decipher the glacial damming history at the Shyok-Nubra confluence.
5.2. Study area

![Image of Kyagar Glacier terminus and lake in the upper Shaksgam River.](a–e) Landsat ETM+ satellite images (band 8), acquired March to October 2002. (f) Evolution of lake area obtained from Landsat TM and ETM+ satellite images, together with reported flood dates from Hewitt and Liu (2010). Estimated uncertainty in lake area is \(\sim 15\%\), and up to \(\sim 30\%\) after 31 May 2003, when the scan line corrector instrument of the ETM+ sensor failed.
5.3 Methods

5.3.1 Mapping and remote-sensing analysis

We conducted field work in the Shyok Valley between the villages of Chasthang and Agham, and in the Nubra Valley up to the village of Panamik, where we mapped Quaternary deposits and landforms and collected samples for cosmogenic nuclide surface-exposure dating. Because there have been controversies about inferred glacial origins of Quaternary deposits in several parts of the Karakoram (Hewitt, 1999; Hewitt et al., 2011), we employed a conservative approach of mapping glacial deposits and looked specifically for glacial striations and their association with lateral moraine ridges. Spatial references were obtained using a handheld GPS and topographic maps. We supplemented our field mapping with analysis of optical satellite imagery and 90-m-resolution Shuttle Radar Topography Mission digital elevation models (DEM). Specifically, we identified and mapped terraces and moraines in areas we could not access in the field, e.g., farther upstream from Agham and on steep hillslopes, based on surface morphology, extent, appearance in high-resolution optical imagery in Google Earth, and similarity with landforms that we mapped in the field. We again used the same cautious mapping approach in the sense that any landform identified in this way would have to be between landforms of the same type that we mapped in the field.

5.3.2 Surface-exposure dating

We dated aggradation surfaces in the study area using in situ-produced cosmogenic nuclides. Specifically, we measured $^{10}\text{Be}$ in amalgamated samples from two depth profiles and at one location from a surface sample alone. Each sample consisted of ~30–40 well-rounded, granitic and gneissic pebbles of ~5 cm diameter or equally sized chunks from slightly larger cobbles (<10 cm), which were taken from the same depth (±5 cm) or the surface. After standard physical and chemical preparatory steps (e.g., Kohl and Nishiizumi, 1992; von Blanckenburg, 2004), we measured the in situ-produced $^{10}\text{Be}/^{9}\text{Be}$ ratios in our samples at the Ion Beam Facility of the ETH Zürich, Switzerland, and the Centre for Accelerator Mass Spectrometry of the University of Cologne (CologneAMS) (Dewald et al., 2013), Germany (Table 1).

We calculated exposure ages from $^{10}\text{Be}$ concentrations based on a time-dependent version of the production rate scaling model by Lal (1991), updated by Stone (2000), as provided in the CRONUS online calculator (v.2.2, Balco et al., 2008, denoted there by "Lm"), and using a $^{10}\text{Be}$ half-life of 1.387 ± 0.016 m.y. (Chmeleff et al., 2010; Korschinek et al., 2010). At two sites, we modeled the total in situ $^{10}\text{Be}$ production as due to the fractional production by neutron spallation ($n$, 97.85%), slow muons ($m_1$, 1.5%) and fast muons ($m_2$, 0.65%), with attenuation lengths of 160 g cm$^{-2}$ ($\Lambda_n$), 1,500 g cm$^{-2}$ ($\Lambda_{m_1}$), and 5,300 g cm$^{-2}$ ($\Lambda_{m_2}$), respectively (Braucher et al., 2003, 2009):

$$C(x, t) = \frac{P_{0n}}{\epsilon/\Lambda_n + \lambda} e^{(-x)/\Lambda_n} \left[ 1 - e^{-t(\epsilon/\Lambda_n + \lambda)} \right] + \frac{P_{0m_1}}{\epsilon/\Lambda_{m_1} + \lambda} e^{(-x)/\Lambda_{m_1}} \left[ 1 - e^{-t(\epsilon/\Lambda_{m_1} + \lambda)} \right] + \frac{P_{0m_2}}{\epsilon/\Lambda_{m_2} + \lambda} e^{(-x)/\Lambda_{m_2}} \left[ 1 - e^{-t(\epsilon/\Lambda_{m_2} + \lambda)} \right],$$

where $C$ is the $^{10}\text{Be}$ concentration (atoms g$^{-1}$), $x$ is depth below the surface (cm), $t$ is the exposure time (yr), $P_0$ is the surface production rate (atoms g$^{-1}$ yr$^{-1}$), $\epsilon$ is the erosion rate (g cm$^{-2}$ yr$^{-1}$), and $\lambda$ is the decay constant. Note that $\epsilon$ used here reflects an erosion rate given in cm yr$^{-1}$ multiplied by density, $\rho$ (g cm$^{-3}$). We derived the scalar surface production rate, $P_0$, by averaging the decay-weighted, time-dependent instantaneous surface production rates, $P_{0i}$, over the model time according to:

$$P_0 = \frac{\sum P_{0i} e^{\lambda t_i}}{\sum e^{-\lambda t_i}}$$

where the subscript $i$ refers to the discrete times for which production rates are calculated, typically at increments of 1 k.y. Following Braucher et al. (2009) we obtained best-fit results with an estimated uncertainty for our depth-profile data using a Monte Carlo inversion method. For each depth profile, we randomly sampled 200 concentration profiles from our $n$ samples, which lie within the range defined by the measured
Table 5.1: Cosmogenic nuclide sample data

<table>
<thead>
<tr>
<th>Sample name</th>
<th>Latitude (°N)</th>
<th>Longitude (°E)</th>
<th>Elevation above sea level (m)</th>
<th>Depth below surface (cm)</th>
<th>Topographic shielding</th>
<th>Sample weight (g)</th>
<th>$^{10}\text{Be}$ concentration (atoms [g qz]$^{-1}$)</th>
<th>$^{10}\text{Be}$ concentration uncertainty (atoms [g qz]$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shyk-1</td>
<td>34.3158</td>
<td>77.8185</td>
<td>3710</td>
<td>0</td>
<td>0.998</td>
<td>23.00</td>
<td>5.687E+06</td>
<td>1.804E+05</td>
</tr>
<tr>
<td>Shyk-6</td>
<td>34.3204</td>
<td>77.8187</td>
<td>3700</td>
<td>0</td>
<td>0.998</td>
<td>23.58</td>
<td>5.764E+06</td>
<td>1.828E+05</td>
</tr>
<tr>
<td>Shyk-7_60</td>
<td>34.3204</td>
<td>77.8187</td>
<td>3700</td>
<td>40</td>
<td>0.998</td>
<td>47.59</td>
<td>4.631E+06</td>
<td>1.467E+05</td>
</tr>
<tr>
<td>Shyk-7_80</td>
<td>34.3204</td>
<td>77.8187</td>
<td>3700</td>
<td>60</td>
<td>0.998</td>
<td>41.03</td>
<td>3.813E+06</td>
<td>1.296E+05</td>
</tr>
<tr>
<td>Shyk-7_100</td>
<td>34.3204</td>
<td>77.8187</td>
<td>3700</td>
<td>80</td>
<td>0.998</td>
<td>47.93</td>
<td>3.995E+06</td>
<td>9.815E+04</td>
</tr>
<tr>
<td>Shyk-7_120</td>
<td>34.3204</td>
<td>77.8187</td>
<td>3700</td>
<td>100</td>
<td>0.998</td>
<td>58.23</td>
<td>2.429E+06</td>
<td>7.702E+04</td>
</tr>
<tr>
<td>Shyk-7_140</td>
<td>34.3204</td>
<td>77.8187</td>
<td>3700</td>
<td>120</td>
<td>0.998</td>
<td>50.64</td>
<td>1.937E+06</td>
<td>6.152E+04</td>
</tr>
<tr>
<td>Shyk-7_160</td>
<td>34.3204</td>
<td>77.8187</td>
<td>3700</td>
<td>140</td>
<td>0.998</td>
<td>55.33</td>
<td>1.433E+06</td>
<td>4.556E+04</td>
</tr>
<tr>
<td>WP016-0cm</td>
<td>34.5699</td>
<td>77.6535</td>
<td>4048</td>
<td>0</td>
<td>0.997</td>
<td>28.31</td>
<td>6.475E+06</td>
<td>2.048E+05</td>
</tr>
<tr>
<td>WP016-20cm</td>
<td>34.5699</td>
<td>77.6535</td>
<td>4048</td>
<td>20</td>
<td>0.997</td>
<td>27.14</td>
<td>5.099E+06</td>
<td>1.599E+05</td>
</tr>
<tr>
<td>WP016-50cm</td>
<td>34.5699</td>
<td>77.6535</td>
<td>4048</td>
<td>50</td>
<td>0.997</td>
<td>30.19</td>
<td>3.929E+06</td>
<td>1.251E+05</td>
</tr>
<tr>
<td>WP016-75cm</td>
<td>34.5699</td>
<td>77.6535</td>
<td>4048</td>
<td>75</td>
<td>0.997</td>
<td>30.20</td>
<td>2.853E+06</td>
<td>9.081E+04</td>
</tr>
<tr>
<td>WP016-100cm</td>
<td>34.5699</td>
<td>77.6535</td>
<td>4048</td>
<td>100</td>
<td>0.997</td>
<td>30.45</td>
<td>1.903E+06</td>
<td>6.112E+04</td>
</tr>
<tr>
<td>WP014</td>
<td>34.5768</td>
<td>77.6307</td>
<td>3389</td>
<td>0</td>
<td>0.992</td>
<td>35.00</td>
<td>3.016E+06</td>
<td>9.535E+04</td>
</tr>
<tr>
<td>WP020</td>
<td>34.4853</td>
<td>77.7104</td>
<td>3483</td>
<td>0</td>
<td>0.992</td>
<td>29.42</td>
<td>4.563E+06</td>
<td>1.461E+05</td>
</tr>
</tbody>
</table>

\[ \chi^2 = \sum_{i=1}^{n} \left( \frac{C_i - C(x_i, t_i, \rho, \epsilon, C_0)}{2\sigma_i} \right)^2. \] (5.3)

We emphasize that $^{10}\text{Be}$ production rates are poorly constrained in the study area and that instantaneous production rates, calculated with different existing scaling models, vary by up to 60% during the past 100k.y. (e.g., Balco et al., 2008). The absolute ages presented in this study are therefore subject to greater uncertainty, with respect to chronologies obtained with other dating methods, than indicated by the analytical and modeling uncertainties that we provide. To allow comparison with our new ages, we recalculated the exposure ages published by Dortch et al. (2010) based on the same production-rate scaling model used for our samples and refer to the recalculated ages from here on and in all of our figures. Additional details on the $^{10}\text{Be}$-depth profile modeling, the recalculated published $^{10}\text{Be}$ exposure ages, and data on glacial striation measurements are located in the Supplementary Data (Appendix B).
Figure 5.3: Geomorphology of the Shyok-Nubra confluence. (a) Hillshade image with glaciers (white), major depositional landforms (colored polygons), ice-flow directions from glacial striae and roches moutonnées (black arrows), sample locations (stars), and traces of surface elevation profiles (a–a’ through h–h’). Dashed lines in profiles a–a’ through e–e’ give top of reconstructed valley fill. Elevations of Shyok and Nubra valley bottoms are colored, repeating every 20 m to highlight low gradients and alluvial fans. White arrows give flow direction of rivers. (b) Longitudinal profiles of the Shyok River and major tributaries (solid black lines); the Nubra River is dashed (a.s.l.–above sea level). Colored lines and polygons give moraine ridges (red), terrace surfaces (blue), shorelines (green), and lake deposits (yellow). Triangle near Chasthang indicates a landslide.
5.4 Results

5.4.1 Fluvial and lacustrine deposits in the Upper Shyok Valley

The upper Shyok River, i.e., upstream of the Nubra confluence, flows mostly on >1-km-wide alluviated valley bottoms, but approaches bedrock between the villages of Agham and Shyok, where the valley is more confined and steeper (Fig. 5.3). Where valley bottoms are wide, the valley is riddled with remnants of an up to ~400-m-thick sequence of fluvio-lacustrine deposits that are frequently topped by flat terrace surfaces. These terrace surfaces have top elevations between ~3600 and ~3700 m asl and can be traced >20 km along the upper Shyok Valley, and several kilometers into major tributaries (Figs. 5.4a, 5.4b). Between Khalsar and Agham the top elevation drops ~5.5 m per kilometer, which is similar to the present-day gradient of the Shyok River. We could not access areas much farther upstream from Agham, but sub-horizontal surfaces, which could correspond to fill or strath terraces, can be identified in the DEM (Fig. 5.3a).

![Figure 5.4: Field photographs of fluvial-lacustrine valley fill in the upper Shyok Valley. (a) Fill terrace near Agham village. Note bright-colored lake sediments. View is southeast, upstream the Shyok River. (b) Valley fill in a tributary near Khardung. View is north, toward confluence with the Shyok River. (c) Lake sediments exposed at a terrace near Agham. Height of outcrop is ~16 m. Note cyclic repetition of dark to light-colored sediments. (d) Pit for sampling $^{10}$Be-depth profile on a terrace near Agham. Note fine-grained loess deposits between desert pavement and fluvial cobbles.](image)

Where accessible, the upper and lower parts of the valley fill are dominated by relatively homogenous cobble and gravel deposits with occasional boulders and sand lenses typical for a braided-river depositional environment (Fig. 5.4a). The middle part comprises a ~150–200-m-thick lacustrine unit (Fig. 5.4b) that is exposed between Agham (~3450–3600 m asl) and Khalsar (~3400–3600 m asl) and easily visible on satellite images. No comparable lake-sediment outcrops were seen farther upstream in satellite images or farther downstream in the field (Fig. 5.3a). Within the tributary joining the Shyok at profile a-a’ in Fig. 5.3a, the lake
deposits pinch out at a distance of ∼4.5 km from the Shyok, whereas their extent appears to be more restricted in the tributary near Agham. In these two tributaries, the fluvo-lacustrine valley fills grade upstream into glacial facies at a distance of ∼10 and 7 km from the Shyok, respectively. At a well-exposed lake-sediment outcrop near Agham, we observed 25 upward-fining units, with a few more obscured by colluvium (Fig. 5.4c). In this location, each unit is ∼1–5 m thick and starts with rippled fine sands at the base that grade into massive silts, and finally laminated silty clays at the top. Throughout these deposits, isolated small droptones can be found. Samples that were taken from these lake sediments (Figs. 5.4c, 5.6) are devoid of any ostracods (S. Mischke, 2012, personal commun.), and unfortunately not suitable for optically stimulated luminescence (OSL) dating due to signal saturation (J. Bloethe, 2012, personal commun.).

5.4.2 The Khalsar deposit

A conspicuous deposit occupies ∼10 km² in the upper Shyok Valley near Khalsar village, close to the Shyok-Nubra confluence (Fig. 5.5; termed here the Khalsar deposit). At the downstream end of this deposit, well-developed lake shorelines that have been related to glacial damming at the Shyok-Nubra confluence occur up to an elevation of 3250 m asl, that is, ∼100 m above the present-day river, and less well developed shorelines occur up to ∼200 m above the present-day river (Dortch et al., 2010). The origin and timing of deposition is important because of this stratigraphic relationship, but has been debated in previous studies. Pant et al. (2005) and Dortch et al. (2010) interpreted the Khalsar deposit as a moraine and therefore as evidence for glaciers in the upper Shyok Valley reaching all the way to the confluence. We agree with Phartiyal et al. (2005), interpreting it as a landslide deposit, based on several criteria. Although most of the deposit is currently inaccessible for civilians, accessible outcrops near its downstream limit, and close to the present valley bottom, reveal a disturbed contact between monomict, intensely fragmented granitic material and convoluted fluvial cobble beds below, which resemble present-day Shyok cobbles (Fig. 5.5, inset).

A rock avalanche is furthermore corroborated by a large (∼4 m) boulder with extension fractures that radiate from a point on its upper end and create a jigsaw pattern (Fig. 5.5, inset), suggesting a large and sudden in situ loading, as well as clastic dikes of sand and pebbles that intrude several meters into the overlying material (Shreve, 1987; Owen et al., 2008). The tributary coming from the south makes a 1.8 km southeast, i.e., upstream, detour around most of the deposit before it flows northeast again and joins the northwest-flowing Shyok (Fig. 5.5). The tributary dissects the deposit at Khalsar village and exposes a sharp basal contact with an up to 300-m-thick section of underlying fluvial cobbles that are identical to those previously described and in continuity with a terrace surface extending another ∼1 km upstream at an elevation of ∼3480 m asl. On the southwestern edge of the terrace surface, perched between the southern hillslopes and the monomict granitic deposits, are a few meters of exposed lake sediments. Our observations suggest that at least part of the deposit, if not all, is related to a rock avalanche that originated from the northern granitic valley walls and fell partly onto a fluvial terrace, causing upstream deflection and ponding of the tributary. We note that we found no indicators in the field or on satellite images that the ∼1.5 km offset of the tributary could be due to movement on a previously unrecognized strand of the Karakoram fault, which traces the northern side of the upper Shyok Valley in this location (Phillips, 2008).

5.4.3 Glacial marks and deposits in the Nubra and Lower Shyok Valleys

In the lower Shyok Valley, i.e., downstream of the Nubra confluence, terraces associated with fluvo-lacustrine deposits are absent. Instead, like in the adjoining Nubra Valley (Dortch et al., 2010), hillslopes are commonly mantled with glacial deposits that mostly consist of rounded to sub-angular, unsorted allochthonous boulders in a sand-silt matrix (Fig. 5.7). These deposits are commonly capped with long, valley-parallel lateral moraines that occur on both sides of the Nubra confluence up to >4000 m asl (Figs. 5.3a, 5.7). At three locations in the lower Shyok Valley, where hillslope angles are relatively gentle, abundant and closely spaced lateral moraines can be observed (Fig. 5.3a, profiles f–f’, g–g’, h–h’). The elevation of lateral moraines in the lower Shyok Valley systematically decreases downstream, for both individual moraines as well as sets of moraines (Fig. 5.3b). Glacial striations and roches moutonnées are widespread in the Nubra and lower Shyok Valleys and consistently indicate down-valley ice movement (Fig. 5.3a). On some bedrock ridges in front of confluences in the lower Shyok Valley we found striations documenting ice transport toward the tributaries.
Yet, within these tributaries, close to their mouths, we also observed remnants of valley fills that appear to be of fluvial origin. Farther up in these tributaries, tills and moraines are widespread.

At the lower end of our study area, near the village of Yagulung, two large and smooth whaleback-shaped bedrock bumps protrude up to 200 m over the valley floor. These features closely resemble roches moutonnées, but we did not find any glacial striations on them. Yet farther downstream, at the village of Chastang (34.822°N, 77.081°E), a landslide deposit with surface elevations between 3200 and 3500 m asl abuts the river (Fig. 5.3). The northern hillslope above this landslide deposit appears to be still in motion. Apart from the well-developed shore-lines near the confluence (Fig. 5.7) (Dorch et al., 2010), we also found shorelines between Kharu and Hunder, occurring up to an elevation of ~3250 m asl, that is, ~200 m above the present-day river (Fig. 5.8). These shorelines and those at the confluence are characterized by staircase morphologies with rhythmic downhill variations in slope angle and grain size that can be laterally traced and appear perfectly horizontal.

5.4.4 Surface-exposure dating

We collected five samples along a depth profile that extends from the surface to a depth of 100 cm that we obtained from a relatively flat till plain found at ~4000 m asl at the Nubra-Shyok confluence (Fig. 5.3a, site WP016). Because we were not able to measure densities in the field, and because density can vary spatially in tills over very short distances depending on the presence of boulders or fines, we applied Equations 5.1 and 5.2 and the previously described model with erosion rate and exposure age as free parameters and tested results for average densities of 1.9, 2.0, and 2.1 g cm\(^{-3}\) (Fig. B.2). These densities are within the range of dry bulk densities (average ~2.0 g cm\(^{-3}\)) that have been measured in tills from the UK (Fülöp, 2012) and Minnesota, South Dakota, and Iowa (http://depts.washington.edu/cosmolab/projects/summary_density.html) (Balco, 2004). We refer to dry bulk densities, instead of wet bulk densities, because the environment in the Shyok Valley is arid and the sample location is located on a diffluent surface, rendering it unlikely that water stays in the uppermost 1 m of the ground for a long time period. Despite insufficient data to accurately model the exposure age or the amount of surface erosion, our results suggest a minimum exposure age of ca. 100 ka, assuming a dry bulk till density of 2.0 g cm\(^{-3}\) and no erosion (Fig. 5.9a). For more likely erosion rates of 2–6 mm k.y.\(^{-1}\), best-fit exposure ages are between 124 and 200 k.a. At erosion rates of ~7 mm k.y.\(^{-1}\), the modeled concentrations approach steady state and yield good fits with our measurements only for higher assumed densities (Fig. B.2).

We further obtained \(^{10}\)Be concentrations from two surface samples (>1 km apart) and seven samples along a 160-cm deep profile at an extensive terrace (~4-5 km\(^2\)) near the village of Agham (Fig. 5.3, samples Shyk-1 to Shyk-7). On this terrace, dark-coated pebbles of the surficial desert pavement overlie a fine-grained layer, 38 cm thick at the sampling location, which we infer to be inflated loess (aeolian dust) that has buried the samples at depth while the surface samples were passively uplifted and continuously exposed (e.g., McFadden et al., 1987; Wells et al., 1995; Hancock et al., 1999). We therefore included loess accumulation in our depth-profile modeling, while exposure age, density, and inheritance are free parameters. Because we have no constraints on loess-accumulation rates apart from its final thickness, we explore several scenarios. Assuming that no erosion has taken place before loess accumulation, the end-member scenarios are instant accumulation of the entire loess deposit either right after deposition of our samples, or just before our sampling. Both scenarios are unlikely and yield \(^{10}\)Be concentration profiles that do not match the entire profile. In particular, the \(^{10}\)Be concentrations of the surface samples are too low for an early rapid loess deposition, and too high for a late-stage rapid deposition.

The simplest reasonable scenario is continuous and constant loess accumulation, i.e., a negative erosion rate that is set by the exposure time divided by the thickness of the loess layer. The model results are in good agreement with our measurements (Fig. 5.9b) and yield 107–116 ka surface-exposure ages, with an inheritance of 50,000 atom g\(^{-1}\) and for densities of 1.85–2.0 g cm\(^{-3}\) (best fit: 112 ka and 1.9 g cm\(^{-3}\)). Tests with higher inherited concentrations show that best-fit densities vary within reasonable ranges (~1.9–2.1 g cm\(^{-3}\)) for inherited concentrations <700,000 atom g\(^{-1}\), whereas exposure age is relatively insensitive (107–117 ka; Fig. B.3). We explored other, more variable loess-accumulation scenarios, by modeling the \(^{10}\)Be accumulation (Equation 5.1) numerically (Fig. 5.10). In these cases, we did not perform Monte Carlo experiments to estimate the uncertainties. We furthermore assumed 50,000 atoms g\(^{-1}\) inheritance and a fixed density equal to our best-fit density from the first scenario (1.9 g cm\(^{-3}\)), and varied the exposure duration manually until
a visually good fit was obtained. We do not expect that a full parameter search would add any accuracy at this stage, because an unlimited number of possible dust-accumulation scenarios exist. While many scenarios yield model results that fit the samples at depth reasonably well, reproducing the surface-sample concentrations requires that accumulation of dust occurred mostly during the glacial period. Furthermore, variable loess-accumulation scenarios that yield good fits with our data indicate an exposure age that is similar to the simple model of constant and continuous dust accumulation during the duration of exposure (∼110 k.y.).

We also collected one amalgamated surface sample from a terrace near the village of Khalsar (sample WP020; cf. Fig. 5.5). Because loess underlies the desert pavement on this flat terrace surface too, we assume a formation similar to the terrace surface at Agham, and obtained a maximum exposure age based on simple continuous exposure of the surface sample and zero inheritance. The resulting maximum exposure age, calculated with the CRONUS online calculator (v. 2.2, Balco et al., 2008), is 100.3 ± 9.3 ka. For an assumed inheritance of 50,000 atoms g⁻¹, the exposure age would reduce to 99.3 ± 9.2 ka. Finally, we collected one sample (WP014) from an erratic granitic boulder located on a moraine at an elevation of 3389 m asl at the confluence, which yielded an exposure age of 69.6 ± 6.4 ka, assuming no surface erosion.

Figure 5.5: Perspective aerial view of the Shyok Valley near Khalsar (Google Earth, http://www.google.com/earth/). View to the northwest, downstream the Shyok Valley. Nubra Valley joins from the upper right corner. Field of view at the bottom of the figure is ~5 km. Inset photo shows basal contact of granitic fragmented material (top) with fluvial cobbles and boulders (below). Note the >4-m-tall boulder with transgranular extension fractures radiating from a point on its upper end.
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Figure 5.6: Stratigraphic column of valley fill exposed at the terrace near Agham village (asl–above sea level). Lower-right plot shows cumulative grain-size distributions from lake sediment samples indicated at the lower end of the stratigraphic column.
5.5 Discussion

5.5.1 Timing and extent of glacial damming

The distribution of glacial striations and deposits in the lower Shyok Valley indicate glacial coverage over a length of at least 45 km. When considering the highest occurrence of moraine ridges and extrapolating their downstream decrease in elevation, the ice may even have extended much farther. Although U-shaped valley morphologies suggest ice reaching farther downstream, we currently lack direct evidence based on striations and unequivocal deposits. Because glacial marks and deposits are highest near the confluence and extend down-valley but not up-valley, it appears most reasonable to connect this ice cover to the Siachen Glacier in the Nubra Valley, which would have extended over a total length of >180 km, that is, >120 km from its present-day terminus.

The fluvio-lacustrine deposits in the upper Shyok Valley adjoining the glacial marks and deposits in the lower Shyok Valley provide compelling evidence that the Siachen Glacier blocked the Shyok River at its confluence with the Nubra River, resulting in extensive upstream aggradation and lacustrine deposition. The mapped succession of fluvial and lacustrine deposits is similar to a 450-m-thick sequence of fluvial and lacustrine deposits in the French Alps, which have been related to aggradation behind glacial dams during the last glacial cycle (Brocard et al., 2003). We found no direct contacts between glacial and fluvio-lacustrine deposits, but the highest glacial striations at the confluence suggest that the Siachen Glacier would have flowed a short distance up into the upper Shyok Valley (Fig. 5.3a, profile f–f’), although certainly not farther than where the lacustrine deposits are found. The spatial distribution of our mapped deposits indicates that a continuous valley fill extended at least to the village of Agham. Horizontal, low-relief surfaces, which slightly increase in elevation farther upstream from the extensive fill terrace near Agham, indicate a possible extent close to the village of Shyok. However, this greater extent must not have prevailed throughout the entire aggradation period. Instead, given the extensive ice coverage in the headwaters of the Shyok today (Fig. 5.1), it appears more plausible that these glaciers advanced farther downstream and temporarily occupied the more distal parts of the upper Shyok Valley.

Our $^{10}$Be-depth profile data from the till plain above the Shyok-Nubra confluence suggest that the Siachen Glacier retreated from an elevation of more than 900 m above the present-day river (Fig. 5.3b) most likely no later than ca. 124 ka, and probably at the beginning of the Eemian/Sangamon interglacial. Such an elevation is sufficient for the glacier to have blocked the Shyok River and to account for the observed valley fill. Furthermore, the timing is in accordance with cessation of damming and an onset of fluvial incision into the valley fill by ca. 107–116 ka, constrained by the terrace surface near Agham. However, for higher inferred erosion rates, it is possible that the till plain we dated is older than 124 ka and even unrelated to the valley fill. We note, however, that morphostratigraphically younger moraine ridges occurring at lower elevations at the confluence indicate ice elevations that would have been high enough (>3600 m asl) to block the Shyok and account for the observed valley fill (Figs. 5.3, 5.7). These moraines must be older than the ca. 75 ± 3 ka moraines that occur at elevations of ~3250–3400 m asl ([Dortch et al., 2010]; and our sample WP014). The ca. 100 ± 9 ka maximum surface-exposure age of the terrace that hosts the Khalsar deposit and which is at an elevation of ~3480 m asl is also compatible with an incision of the valley fill that started ca. 107–116 ka.

Our interpretation contrasts with that of Dortch et al. (2010) who inferred that glaciers occupied the upper Shyok Valley down to the Shyok-Nubra confluence during the suggested aggradation period. Their argument for ice coverage is based on inferred roches moutonnées in the upper Shyok and a glacial origin of the Khalsar deposit, for which we do not find any supporting evidence. First, we could not find any glacial striations on bedrock in the area of the valley fill, and no observations to this extent are provided by Dortch et al. (2010). This is in stark contrast to the many striated bedrock surfaces in the lower Shyok and at the Shyok-Nubra confluence. Second, as outlined above, we interpret the Khalsar deposit to have formed by a rock avalanche, which occurred after formation of the ca. 100 ± 9 ka terrace that hosts part of the deposit. Third, the age constraints for ice cover-age provided by Dortch et al. (2010) are based on exposure ages from cobbles, boulders, and a bedrock surface, located just upstream of the terrace near Khalsar, and range from ca. 100 to 140 ka. Because these samples stem from elevations (3534–3557 m asl) that would have been buried by the valley fill (top elevation >3600 m asl) and because we did not find any convincing evidence for a former glacier in this part of the upper Shyok Valley during the time of aggradation, we suggest that these
ages most likely reflect a complex exposure history related to the time before burial and after excavation of the valley fill.

Figure 5.7: Field photographs of glacial deposits and marks. (a) Lateral moraines, till, and ice-polished bedrock at the Shyok-Nubra confluence. Note dissected, light-colored till covering dark-colored (striated) bedrock, with sub-horizontal lateral moraine ridges dipping from left to right. Note also horizontal shorelines near the valley bottom. Depth-profile samples (WP016) were collected from the till plain near the vertical arrow, ∼900 m above the valley bottom. View to the northeast. (b) Till-mantled hillslope near the Nubra-Shyok confluence, dissected by a tributary. Note light-colored tills on staircase-cut bedrock. View to the north. (c) Glacial striations on the upglacier side of a roche moutonnée in Nubra Valley.

5.5.2 Aggradation and incision history

The thick and extensive valley fill in the upper Shyok Valley testifies to a period of protracted upstream sediment deposition. Unfortunately, we were not able to date the onset or duration of the aggradation period, but with the geometry of the valley fill and published erosion-rate estimates, we can derive first-order estimates of the time scales of aggradation. From the DEM and the topmost valley-fill surface, we calculated the minimum volume removed by erosion to be 30.7 km$^3$, corresponding to an extent of the valley fill just beyond Agham. Approximately 10 km$^3$ of this valley fill are lake sediments. Estimates of subglacial erosion
rates beneath the Siachen Glacier that are based on proglacial river-gauging data span 0.11–0.46 mm yr\(^{-1}\) (Bhutiyanı, 2000), whereas cosmogenic nuclide–derived catchment-wide erosion rates from Shyok tributaries draining the Ladakh batholith range from ∼0.05 to 0.07 mm yr\(^{-1}\) (Dortch et al., 2011b). Hence, assuming erosion rates of 0.1–0.5 mm yr\(^{-1}\) across all areas upstream of the confluence but downstream of Pangong Tso (Fig. 5.1), and acknowledging a lower density of sediment (2.0 g cm\(^{-3}\)) as compared to bedrock (2.7 g cm\(^{-3}\)), yields aggradation times of 6–27 k.y. This is based on the assumption that all incoming material is retained behind the dam. If we consider that the fluvial deposits reflect only the bedload, which is typically ∼10% (e.g., Hinderer, 2001) but could be as high as ∼33% (Pratt-Sitaula et al., 2007) of the eroded material upstream, these numbers increase to ∼13–196 k.y., and include ∼2–9 k.y. of lacustrine deposition, during which trapping of all the bed and suspended load occurred.

Given these estimates and considering that they pertain only to the valley fill that has been eroded since incision, it is reasonable to assume that the aggradation of the valley fill occurred over several tens of thousands of years, most likely starting during the previous glacial period when glaciers south of the Ladakh Range (Owen et al., 2006), in Zanskar (Hedrick et al., 2010), and in the central Karakoram (Seong et al., 2007) were also more extensive than subsequently. The aggradation period was likely accompanied by concurrent changes in Siachen Glacier’s length and thickness and thus the ice-dam height, which probably affected the depositional environments (Figs. 5.12a–5.12c). The apparent lack of lake deposits upstream of Agham, along with the recognition of terrace-like surfaces at elevations near 3700 m asl between Agham and the Shyok village (see Fig. 5.3, profiles d–d′ and e–e′), suggest that higher parts of the upper Shyok Valley had been ice covered during deposition of the lacustrine units, but may have been ice free thereafter (Fig. 5.12b).

Our data show that the aggradation period ended at ca. 107–116 ka, when the Shyok River started to incise the valley fill. The ca. 100 ± 9 ka exposure age of the terrace near Khalsar is statistically indistinguishable from this age, but its lower position argues that it is truly younger, possibly related to a period of lateral planation, which shaped this terrace and another cut terrace near Agham (Fig. 5.3b). Such stalling of incision could be due to readvance of the Siachen Glacier and associated damming at the beginning of the last glacial period (Fig. 5.12d). Further dissection of the valley fill might have halted again for some time during readvance of the Siachen Glacier that terminated at ca. 75 ± 3 ka (Fig. 5.12e) at the confluence (Dortch et al., 2010), but there is no indication in form of cut terraces.

The Khalsar deposit, which is stratigraphically younger than the ca. 100 ± 9 ka terrace surface it partly rests on, is in contact with fluvial gravels 20 m above the present-day valley bottom (3180 m asl), and hosts well-developed shorelines at its northern edge (Fig. 5.3). Dated nearby moraines with and without shorelines at the same elevation apparently constrain their formation to between ca. 41 ± 2 and ca. 75 ± 3 ka (Dortch et al., 2010), indicating that the Shyok had already incised to near its present-day level by this time (Fig. 5.12f). Although the formation of these shorelines by a glacier-dammed lake appears reasonable (Dortch et al., 2010), the shorelines near Kharu (Fig. 5.8) that also occur up to an elevation of 3250 m asl could be related to the same lake. In this case, the Siachen Glacier could not have impounded the lake. An alternative explanation links lake formation to the landslide near Chasthang, which may once have blocked the Shyok River (Fig. 5.3), but this hypothesis needs further investigation. In any case, this lake period appears to have been brief, as no associated lacustrine deposits were found. Another readvance of the Siachen Glacier that ended at ca. 41 ± 2 ka (Dortch et al., 2010) had the potential for further damming of the Shyok River, while thereafter the confluence appears to have been mostly ice free (Figs. 5.12g, 5.12h).

The currently available age constraints therefore suggest that the Shyok River incised the valley fill with an average rate of ∼4–7 m k.y.\(^{-1}\) and reached its present level between ca. 41 ± 2 and ca. 75 ± 3 ka (Fig. 5.11). Postglacial incision rates of a similarly thick glacially dammed valley fill in the French Alps were initially about an order of magnitude higher (>60 m k.y.\(^{-1}\)) but dropped to ∼10 m k.y.\(^{-1}\) after 5 ka (Brocard et al., 2003). Because retreat of the Siachen Glacier would have exposed a steep knickpoint in the profile of the Shyok River, we expect that incision rates were also much higher initially, but were slowing down as the step in the profile got progressively leveled. Given the extent of damming before incision and the apparently incomplete dissection during the interglacial, it is quite likely that readvances of the Siachen Glacier during the earlier part of the last glacial period, e.g., ca. 75 ± 3 ka, slowed or temporarily stopped incision of the valley fill.
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5.5.3 Catastrophic outburst floods from ice-dammed lakes

Aggradation of the fluvial deposits in the Shyok valley fill was likely accompanied by frequent formation and drainage of an ice-dammed lake, perhaps resembling the lake that repeatedly forms and drains behind the Kyagar Glacier dam (Fig. 5.2). Alternatively, the Shyok River could have passed by the ice laterally, without any ponding, similar to the Shimshal River, which currently passes the Khurdopin Glacier over a length of ~3 km, in the eastern Hunza watershed (Fig. 5.1). We do not know how the Shyok eventually discharged its waters past the ice-covered confluence, but lateral passage is more conceivable when the glacier’s extent downstream from the confluence was short and the up-glacier supply of ice low, so that the Shyok could have maintained connectivity with downstream areas. When the glacier stretched far beyond the confluence, however, and the upstream supply of ice was much higher due to thicker ice with higher velocities, keeping a passage open would have been more difficult, especially during winter when discharge is low.

In analogy to the dynamics of historically active glacier dams in the Karakoram (Fig. 5.2) (Mason, 1929; Hewitt, 1982) and elsewhere (Roberts, 2005, and references therein), it therefore seems most likely that blocking of the Shyok River by the Siachen Glacier resulted in a hydraulically fragile system with high potential for frequent outburst flooding from ephemeral lakes. If lake drainage occurred through a subglacial tunnel, the discharge at the glacier terminus would be expected to increase exponentially over hours to days due to melt widening of the water-filled conduit (e.g., Nye, 1976), resulting in peak-flood discharges that greatly exceed regular discharges. Yet ice dams formed by tributary glaciers often fail by subaerial breaching, which usually results in more rapid discharge increases (Walder and Costa, 1996) and more catastrophic outburst floods (Haeberli, 1983). We note however that breaching of a very long ice dam would require greater work expenditure by the passing waters so that discharge increases may be slower, which would prolong flood duration at the expense of peak-flood discharges. We argue that the lake formation and most likely rapid lake drainage on an annual basis would not have provided conditions stable enough for continuous lacustrine deposition, while the resulting flood discharges upstream of the dam would still have allowed for transport and deposition of fluvial gravels up to the dam.
In contrast, the lacustrine deposits of the valley fill document the existence of a lake that must have stretched over at least 20 km, approximately between Khalsar and Agham. The cyclic fining-upward units are best explained by periodically changing water depths (Fig. 5.6). Because the units are relatively thick (~1–5 m), and for the same argument as above, it appears unlikely that deposition occurred during lake-level changes on a regular annual basis. On the other hand, the >25 units make a link with long-term climatic changes, e.g., due to orbital variations with $10^4–10^5$-year periodicities, also unlikely. From the present-day discharge of the Shyok River at its confluence with the Indus River (Faran Ali and de Boer, 2008, Table 5.2) we estimate the Shyok discharge upstream of its confluence with the Nubra to be $\sim 200$ m$^3$ s$^{-1}$, or $\sim 6$ km$^3$ yr$^{-1}$. For this discharge, for lake bottoms between 3450 and 3600 m asl elevation, and for an assumed maximum water depth of 100–200 m, lake volumes estimated from the DEM are between 9 and 48 km$^3$, assuming the lake extended just beyond the village of Agham. Given these estimates, it would have required from about one to eight years for filling up the lake if all water from upstream areas were retained in the lake. Considering model-based estimates of annual evaporation from lake surfaces in the high and arid western part of Tibet (Avouac and Burov, 1996), we conclude that evaporation would have prolonged the infilling insignificantly, because of the relatively small area compared to the high inflow rate.

Despite our crude estimate, such short time periods for lake filling leave two basic alternatives of lake behavior. In the first scenario, lake sedimentation was relatively slow, perhaps occurring at rates of $\sim 10$ mm yr$^{-1}$, resulting in a $\sim 15$-k.y. lacustrine period. Deposition of the meter-thick lake units at gradually increasing water depths would thus have required a significant amount of leakage during lake-level rise in order to avoid flotation of the ice dam. Although we deem this scenario not very likely, we acknowledge that an ice dam rimmed by significant amounts of glacial sediments could have been more stable and allowed for a spill-way between lateral moraines and the adjacent hillslopes. In this scenario, periodic lake-level changes on centennial time scales could have occurred due to final dam flotation or possibly glacier surges, i.e., recurring periods of rapid basal sliding that are particularly common amongst Karakoram glaciers (Copland et al., 2011) and which have surge periods of several decades to $> 100$ years (Hewitt, 1998).

In the second scenario, the lake was ephemeral and sedimentation was rapid. In this case, each cyclic lake unit may represent the deposits of an individual flood event that initiated farther upstream and got ponded by the Siachen Glacier dam at the Shyok-Nubra confluence. An analogy can be made with the well-studied glacial Lake Missoula outburst-flood deposits that accumulated in back-flooded valleys of Washington, USA, and which are commonly referred to as rhythmites (Waitt, 1985). These rhythmites are typically fining upwards, have thicknesses ranging from centimeters to several meters (Atwater, 1986), and were deposited at intervals spanning several decades (Waitt, 1985; Clague et al., 2003). In the upper Shyok Valley, potential sources of catastrophic floods are located in the headwaters of the Shyok River, where historic failures of tributary ice dams (Fig. 5.1) have repeatedly resulted in destructive catastrophic outburst floods (Mason, 1929). During glacial periods, however, the upper Shyok glaciers most likely advanced farther down in the trunk valley and potentially reached the Shyok village (Fig. 5.3), where they would have blocked the tributary that is coming from Pangong Tso. The $\sim 2$ km downstream displacement of the confluence of this tributary may actually be the vestige of such blocking. Dortch et al. (2011a) reported evidence for catastrophic partial drainage of Pangong Tso at ca. 11 ± 1 ka through this tributary, which they relate to lake spillover during a more humid period (Gasse et al., 1996). When Pangong Tso is hydrologically connected to the Shyok River, the drainage area of this tributary increases from $\sim 2000$ to 46,000 km$^2$. The resulting increase in discharge may very well increase the hydraulic pressure on any ice that blocks this tributary and initiate a period of

### Table 5.2: Shyok River water discharge

<table>
<thead>
<tr>
<th>Sample Location</th>
<th>Mean discharge (m$^3$ s$^{-1}$)</th>
<th>Upstream area (km$^2$)</th>
<th>Specific runoff (mm yr$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shyok-Indus confluence $^b$</td>
<td>333</td>
<td>33,382</td>
<td>314</td>
</tr>
<tr>
<td>Shyok-Nubra confluence $^c$</td>
<td>199</td>
<td>14,941</td>
<td>314</td>
</tr>
</tbody>
</table>

$^a$ Mean discharge values from Faran Ali and de Boer (2008).

$^b$ Mean discharge was back-calculated by assuming the same specific runoff as at the Shyok-Indus confluence.

$^c$ Upstream area excluding areas draining into Pangong Tso.
outburst flooding that is archived in the lacustrine deposits. In light of these considerations, the scenario of
upstream flood-related lake deposition appears to provide better support of the current data and observations.

5.5.4 Glacial damming and the Quaternary evolution of the Shyok Valley

The reconstructed period of glacial damming and associated upstream aggradation and incision occurred
for several tens of thousands of years and directly affected ~100 km of the Shyok Valley. Yet, the current
landscape and morphodynamics in the Shyok Valley appear to be largely controlled by the results of glacial
erosion. Numerous alluvial fans along the previously glaciated, kilometer-wide valley floors (Fig. 5.3b) and
active aggradation of the Shyok River at the confluence testify to the current incapacity of the Shyok and
Nubra Rivers to evacuate the material that is supplied by their tributaries. The most obvious interpretation of
this gentle-sloping valley reach is that of a glacial overdeepening that was carved by the Siachen Glacier
and subsequently back-filled with alluvium (e.g., Penck, 1905; Gutenberg et al., 1956). This interpretation
is supported by tributaries to the Shyok and Nubra, which are often seen hanging above the main stem
rivers, suggesting differential incision as is typical for glacial valleys (e.g., Amundson and Iverson, 2006).
Furthermore, simple backfilling behind a landslide dam (e.g., Hewitt et al., 2011) can be excluded, because
no active dam exists near the downstream end of the alluviated valley reach, which is widest at the confluence
as opposed to its downstream end. We also note that we found no evidence in the field or in published studies
(Phillips, 2008; Taylor and Yin, 2009) that differential uplift along active tectonic structures contributes to
this overdeepening, but it may be that the rocks in the lower Shyok and Nubra Valleys are more erodible than
elsewhere, due to their proximity to the Shyok suture zone and Karakoram fault, respectively (Fig. 5.13a). In
this context it is also worth mentioning that we have not seen any obvious signs of recent deformation, e.g.,
disrupted or displaced depositional surfaces, along the Karakoram fault in our study area.

Our results furthermore show that the Siachen Glacier had been much more extensive prior to the last
interglacial as compared to the last glacial period. A similar pattern has been observed in the Ladakh Range
to the south, leading Owen et al. (2006) to speculate about a long-term aridification of the region. It is also
conceivable, however, that progressive glacial incision during more extensive periods successively forced
the Siachen Glacier to smaller extents (e.g., Oerlemans, 1984; Kaplan et al., 2009), because any lowering
of the bed that is not sufficiently compensated by uplift would have led to a successively lower ablation
area, smaller accumulation area, and thus a shorter glacier with time (Anderson et al., 2012). This idea is
compatible with the valley overdeepening as a product of subglacial erosion. But even if this were not the case and rock uplift did at least balance valley incision, unless previous times had been significantly drier, for which there is currently no evidence (cf. Owen et al., 2006), we see no reason why similar damming episodes would not have occurred during earlier times and possibly throughout much of the Quaternary. We therefore suggest that extensive glacial damming and associated processes have not been extraordinary, rare events, but occurred rather frequently during earlier episodes during the Quaternary period.

It has been recently argued that repeated glacial damming of the Tsango-Brahmaputra River during the Quaternary might have stabilized the Tibetan Plateau edge by impeding headward fluvial incision (Korup and Montgomery, 2008). In the Shyok Valley, however, the inferred valley overdeepening suggests that incision by the Siachen Glacier has been higher than fluvial incision farther downstream, rendering the net effect of blocking fluvial incision not very important. It follows that the base level of the upper Shyok River is actually controlled by glacial erosion at the confluence and therefore decoupled from its downstream areas. This tributary control of local base level has prevailed for at least the last two glacial cycles, but likely much longer. Our reconstruction also suggests that the valley fill was not fully dissected before further, although minor, damming occurred, and that the upper Shyok River in our study area has probably not been flowing on bedrock for the same amount of time, i.e., the last two glacial cycles. However, no major knick zone is developed along the upper Shyok River, which could indicate either efficient glacial incision during periods when potentially the entire upper Shyok was ice covered or fluvial incision to below the current level whenever bedrock was exposed in between previous damming periods. In any case, our data suggest that the influence of glaciers in the Shyok Valley has been to promote rather than delay the incision of the plateau edge. Future studies should examine the apparent contrasting role of glaciers for the evolution of the Tibetan Plateau margins more closely.

5.5.5 Signatures of glacial damming and erosion along the Karakoram

The courses of the Indus and Shyok Rivers, both of which have vast catchment areas in low-relief regions of the Tibetan Plateau and run for hundreds of kilometers parallel to the Karakoram, make these rivers particularly prone to interacting with large glaciers that originate in the Karakoram. Indeed, signs of ice coverage have been identified at all major confluences of the Indus and Shyok with rivers draining the Karakoram (Burgisser et al., 1982; Derbyshire et al., 1984; Shroder et al., 1989; Cornwell, 1998; Phillips et al., 2000; Seong et al., 2007; Hewitt et al., 2011), which suggests that the formation of ice dams, upstream aggradation, and catastrophic outburst flooding have been widespread in this region and probably common during much of the Quaternary. However, ample evidence as found at the Shyok-Nubra confluence is often missing from farther downstream, and some of the deposits previously cited as evidence for glacial dams along the Indus River may actually be related to younger rock avalanches (Hewitt, 1999; Hewitt et al., 2011).

There exist several accounts of historical floods related to glacier or landslide dams in the Shyok and Indus Valleys that had devastating effects on local communities (e.g., Cunningham, 1854; Shroder, 1998; Hewitt and Liu, 2010). Cornwell and Hamidullah (1992) reported the distribution of boulder beds, plunge pools, and chutes along the middle Indus Valley (between Gilgit River and the Tarbela dam), which they interpret as geomorphic evidence of such floods. More evidence appears farther downstream in the Peshawar Basin, which is located just west of the Tarbela dam, where the Indus exits the mountains (Fig. 5.1). Throughout this basin, several tens of decimeter- to meter-scale rhythmites are interpreted to represent deposits of repeated catastrophic floods in the Indus Valley that occurred during the Bruhnes geomagnetic chron, i.e., <730 ka (Burbank and Tahirkheli, 1985). Cornwell (1998) suggested that ice-dammed lakes located along the middle Indus Valley, downstream of Nanga Parbat, were the likely sources of such floods, but this is difficult to test and at least some historical floods are clearly related to landslide dams (e.g., Shroder, 1998).

Based on our discussion about the origin of the lacustrine deposits in the upper Shyok, and because Karakoram glaciers appear to respond synchronously to climatic changes (Hewitt, 2005; Scherler et al., 2011b), we emphasize that glacier-dammed lakes along the Indus and Shyok Valleys could have acted as both sources of outburst floods as well as impounding basins for floods from farther upstream. In general, the farther downstream the ice or landslide dam, the higher the annual discharge and the greater the likelihood of catastrophic floods from farther upstream. Moreover, the volume of ephemeral lakes and therefore the potential flood magnitude increase as valley gradients upstream of the dam decrease, which is expected for farther downstream reaches. To what extent this partly explains fewer well-preserved valley fills farther
downstream is currently, due to the limited amount of data, difficult to tell. But it is notable that historical
floods in the Indus Valley have scoured valley walls up to several tens of meters above the valley floor
(Cunningham, 1854). Instead of depositional evidence, we identify striking similarities between all other
major confluences of the Indus and Shyok Rivers with Karakoram tributaries (i.e., Gilgit-Hunza-Indus,
Shigar-Indus, Hushe-Shyok) and the Shyok-Nubra confluence that involve (Fig. 5.13): (1) a high degree of
present-day ice coverage in the tributaries that serves to source far-reaching glacier advances, (2) alluviated
valley reaches that are widest at the confluence and extend far into the tributaries where they are commonly
more gently sloping than the Indus or Shyok trunk streams (Fig. 5.13b), and (3) a systematic pattern of
valley gradients being low where the valleys are wide but the gradients gradually increase upstream of the
confluences, concurrent with a valley narrowing. It is also worth noting that all major tributaries appear more
deeply incised than the trunk Shyok or Indus valleys near the confluences, especially when considering that
bedrock in these tributaries is most likely significantly lower than the alluviated valley floors. In addition,
the fact that the alluviated reaches are gradually widening upstream, just to the confluences where they occur,
argues against a single landslide origin, which would show the opposite pattern, i.e., widest at the barrier and
narrowing upstream. Note, however, that this argument does not preclude landslides or rock avalanches from
occurring within these reaches (e.g., Hewitt, 1999; Hewitt and Liu, 2010). In fact, the glacial preconditioning
of the landscape may enhance both the susceptibility to large slope failures (Hewitt, 2009) as well as the
preservation potential due to the shallow valley floors.
5.5.6 Implications for the Quaternary evolution of the Western Tibetan Plateau Margin

The glacial overdeepenings along the Shyok and Indus Valleys clearly testify to a greater long-term efficiency of glacial erosion compared to fluvial incision, which has been noted elsewhere (e.g., Brocklehurst and Whipple, 2002, 2006). Although damming-related upstream aggradation locally protects the bedrock from erosion (Korup and Montgomery, 2008), the long-term effects of such shielding appear to be subordinate in these valleys, compared to either glacial incision during periods of more extensive glaciation or fluvial incision whenever bedrock was exposed. Areas located downstream of glacial dams, on the other hand, have likely been subjected to repeated outburst floods, whose main effect is to concentrate the total discharge into a few high-magnitude events. In the presence of thresholds for sediment transport (e.g., Snyder, 2003; Tucker, 2004) and considering that sediment provides the tools for bedrock erosion (e.g., Sklar and Dietrich, 1998), such floods are most likely highly erosive events that have the potential to incise valley fills, or bedrock in areas of no valley fill, at a higher rate than under non-flood discharge conditions (cf. Wulf et al., 2010).

We therefore suggest that glacially controlled local base-level lowering together with catastrophic outburst flooding are important processes in the Quaternary evolution of these valleys, and possibly the margins of the Tibetan Plateau in general (cf. Montgomery et al., 2004; Lang et al., 2013). Variable glacial extents during the Quaternary could focus erosion along different segments of a glaciated catchment, thereby deepening the tributary valleys. Concurrently, the confluences with the Shyok and Indus Rivers would have alternated between periods of glacial incision and fluvial damming with associated outburst flooding, which would have promoted headward incision into the western margin of the Tibetan Plateau (van der Beek et al., 2009). During this process, concurrent changes in catchment morphology and supra-glacial debris cover (Scherler et al., 2011b) may influence glacial mass balances and extents such that flood-effective glacial dams could still occur long after a valley has been deeply incised. In the lower Indus Valley, for example, Nanga Parbat glaciers apparently reached the Indus at an altitude of ~1200 m asl during the last glacial cycle (Phillips et al., 2000). Similar processes may also operate along other orogenic plateaus, such as the Pamir Plateau with its deeply entrenched valley systems and extensive glaciers, glacial overprint of lower valley reaches, and stream captures along its western and northwestern flanks (v. Ficker and Rickmers, 1932; Strecker et al., 2003). These examples emphasize the potentially destructive role of glacial systems with respect to the preservation and longevity of orogenic plateau margins, particularly in environments where snowlines and precipitation allow for the formation of extensive and fast-moving glaciers, such as in the Karakoram (Scherler et al., 2011a). Where snowlines are higher and glaciers much smaller, as for instance along the eastern margin of Tibetan Plateau, the extent of glacial incision is certainly much lower, but the formation of glacial dams with associated outburst flooding may nevertheless be an important process (Lang et al., 2013).

5.5.7 Significance of glacial dams for mountainous landscape evolution

The thick valley fill at the Shyok-Nubra confluence clearly shows that large glacial dams can be efficient barriers for sediment transport (Korup and Tweed, 2007), probably over time scales that are mostly dictated by glacial dynamics and mass balances, and thus climate. Therefore, glacial dams can strongly modulate the sediment dispersal from partly glaciated mountainous regions, which will inevitably affect the rates and patterns of sediment accumulation in intermontane or foreland depositional basins. At the same time, however, their tendency to fail catastrophically leads to concentrating the upstream available discharge into highly erosive flood events downstream (e.g., Haeberli, 1983; Costa and Schuster, 1988; Walder and Costa, 1996; Tweed and Russell, 1999; Roberts, 2005), which lowers the preservation potential of previous glacigenic deposits. It is important to realize that unless the climatic or topographic boundary conditions change, glacial dams will reform after each failure, thus resulting in recurring annual to decadal flood events. Although more depositional evidence is needed, the available data and observations suggest that in the Shyok and Indus Rivers, catastrophic flood discharges may have been frequent rather than exceptional events throughout much of the Quaternary period.

The impact of glacial dams on modulating discharge is in contrast to that of landslide or moraine dams, which in most cases will fail only once or, as in the case of voluminous landslides, may have long recurrence intervals when they affect slopes repeatedly. In addition, a fraction of the ice itself can contribute to elevating the flood discharge, whereas the material of debris dams tends to be spread out downstream during and after
5.5. Discussion

Figure 5.11: Incision history of the Shyok River into the valley fill. Error bars reflect Monte Carlo best-fit model results for the Agham terrace age and external uncertainties from CRONUS online calculator (Balco et al., 2008) for other ages. Shaded areas indicate likely incision paths. Dashed lines and numbers give possible average incision rates. See text for details.

dam failure, often leading to long-lasting valley floor aggradation (Korup, 2004; Korup and Tweed, 2007) on the order of several thousands of years (Trauth et al., 2000; Bookhagen et al., 2005; Ouimet et al., 2007). The coarse material, typical of many landslide dams, can subsequently also affect channel roughness and promote aggradation (Brummer and Montgomery, 2006). We note, however, that bedrock erosion during floods may delicately depend on the availability of tools, in the form of boulders, which are certainly more abundant in debris dams as compared to ice dams. Whether tools are in short supply at repeatedly failing glacier dams, or whether the supply of debris by the glacier and from ice-free downstream reaches is sufficient, needs to be tested. The above differences between ice and debris dams have in any case important consequences for the erosive impact of catastrophic floods from natural dams that are so far poorly understood.
Figure 5.12: Conceptual model of the aggradation and incision history of the valley fill in the vicinity of the Shyok-Nubra confluence (a.s.l.—above sea level). See text for details and compare with Fig. 5.3.
Figure 5.13: Morphologic characteristics of formerly glaciated confluences along the Shyok and Indus Rivers. (a) Catchments of major rivers that drain the Karakoram Mountains, along with the distribution of present-day glaciers (gray) and valley flats (yellow). RF–Raikhot fault; MKT–Main Karakoram thrust; KKF–Karakoram fault. (b) Longitudinal profiles following the Shyok and Indus Rivers (black line) where they are adjacent to the Karakoram and major Karakoram tributaries (colored lines) shown in A (NP–Nanga Parbat). Filled circles show termini of glaciers >5 km². Size of circle indicates glacier area and color whether it drains into a Karakoram tributary (colored) or directly into the Shyok or Indus (black). Gray line shows maximum elevation within a 80-km-wide swath profile that follows the Shyok and Indus Rivers adjacent to the Karakoram. All positions along the x-axis refer to the distance from the Tarbela dam along the channel network, even if the channel network is not shown, as in the case of the glacier termini. (c) Valley width and (d) valley gradient along the trunk stream profile shown in (b). Numbers in parenthesis refer to (1) Derbyshire et al. (1984), (2) Seong et al. (2007).
Chapter 5. Ice dams and outburst floods

5.6 Conclusion

We presented evidence that the Siachen Glacier formed a long-lived glacier dam in the Shyok Valley, which resulted in aggradation of a thick valley fill. Cosmogenic nuclide dating constrains the damming episode to the penultimate glacial cycle with its incision starting during the last interglacial. Our new data allow refining the glacial chronology of the Shyok-Nubra confluence and demonstrate that the Siachen Glacier had been much more extensive during the penultimate glacial cycle compared to the last glacial cycle, while the Shyok Valley upstream of the confluence with the Nubra had been ice free over at least 20 km. Frequent formation and catastrophic drainage of ice-dammed lakes during the time of aggradation is likely, whereas lake deposits within the valley fill suggest that the ice dam might also have impounded floods from farther upstream. Subglacial erosion by the Siachen Glacier has produced a pronounced valley overdeepening and suggests a glacial control of local base level along the Shyok River.

Existing glacial reconstructions and chronologies from other parts of the Karakoram allude to similar ice dams along the Indus and Shyok Rivers at confluences with major Karakoram tributaries. As a result, the present-day longitudinal profile of the Shyok and Indus Rivers adjacent to the Karakoram resembles a staircase of filled-up, overdeepened valleys that are separated by narrower and steeper valley reaches. Whereas the overdeepenings and the previously glaciated tributaries show that glacial incision has been outpacing fluvial incision along the trunk streams, the lack of significant knick zones upstream of the damming sites suggests that the net result of glacial interaction with the Shyok and Indus Rivers was to promote incision of these valleys into the western margin of the Tibetan Plateau. Key factors in this process have probably been widespread and frequent catastrophic outburst floods from glacially dammed lakes throughout much of the Quaternary.
Chapter 6

Discussion

The primary aim of this thesis was to find an efficient way to estimate the thickness and distribution of intermontane valley-fill deposits and to demonstrate how such knowledge can be used to constrain the tectonic/climatic history of mountain belts. It was shown that valley-fill deposits play an important role in landscape evolution on various timescales. The Tsangpo study (Chapter 4) deals with a fill that formed in response to long-term tectonic forcing and whose stratigraphy and geometry reflect the uplift of the Namche Barwa and Gyal Peri massifs since at least 2.5 Ma. Intermontane valley fills in the European Alps (Chapter 3) substantially buffer the mass flux from the orogen on timescales of $\sim 10^4$ yr, which eventually inhibits erosional unloading. The work on the Shyok and Nubra rivers (Chapter 5) revealed that their large and widespread valley fills reflect the influence of glacial erosion on landscape evolution. Since sediment dynamics is strongly influenced by glacier fluctuations, it is sensitive to orbital forcing on the timescale of $\sim 10^4$–$10^5$ yr of Milankovic cycles. These short- to intermediate-term processes are superimposed by very short-term cycles, which involve the repeated catastrophic drainage of lakes. The first two studies show that retrieving the geometry of valley-fill deposits provides new possibilities for e.g. the reconstruction of paleo-streams or derivation of boundary conditions in landscape-evolution models. In the following I will discuss important aspects of the above studies and in particular of Chapter 3 that were only briefly addressed in the manuscripts due to journal-specific length limits, but which deserve further attention. This will be followed by a survey of the findings from the previous chapters in light of the main objective of this thesis and an outlook concerning potential future work.

6.1 Timing of valley-fill deposition

A fundamental contribution of Chapters 3 and 4 is the quantification of valley-fill thicknesses. However, this data would have been of little use without some kind of age control that ultimately allowed for the interpretation of the valley-fills in the spatiotemporal context of regional climate and tectonics. Timing of fill formation in the Alps has previously been indirectly constrained by radiocarbon dating of the Quaternary marginal lakes (Hinderer, 2001, and references therein). Accordingly, lake formation began 16–18 ky BP. Since this time, sediment export from the corresponding catchments was low in relation to the amount of material that was trapped, e.g. 8% and 5% in case of Rhine and Rhône valleys, respectively (Hinderer, 2001). In some places in the Alps (e.g., Rhône and Rhine valleys) the fill deposits are thought to be the result of one single glacial retreat. Regarding the very deep successions however, this is often based only on seismo-stratigraphic interpretation (Pfiffner et al., 1997) and direct observations from boreholes are scarce. A review of data from deep drilling in the Inn Valley on the other hand points to the possibility that there are pre-LGM and even Tertiary valley fills preserved (Preusser et al., 2010). However, in this specific case the reconstructed bedrock elevation used here is consistent with the top of these older fills and I assume that most of the derived volume reflects post-LGM deposition. While underestimation of the amount of older material within the estimate would reduce the proposed post-LGM mean erosion rate of 0.7 mm yr$^{-1}$, an underestimation of the exported material would lead to an increase of the erosion rate. To what degree both factors influence the final estimate is uncertain. In contrast to the indirect age constraints employed in Chapter 3, CRN burial- and exposure-age dating as in Chapters 4 and 5 provides direct age estimates for the onset of aggradation and incision, respectively.
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6.2 Deconvolving factors that lead to rock uplift

The potential drivers of rock uplift in a contractional orogen are tectonics (e.g., Lavé and Avouac, 2001; Wang et al., 2014), erosional unloading (e.g., Small and Anderson, 1995; Champagnac et al., 2009), deglaciation (Gudmundsson, 1994) and deeper rooted processes like slab detachment (e.g., Davies and von Blanckenburg, 1995; Duret et al., 2011), crustal/lithospheric delamination (e.g., Meissner and Mooney, 1998; Göğüş and Pysklywec, 2008) or mantle upwelling (Fig. 3.1, Lyon-Caen and Molnar, 1989). Since data on the latter processes are scarce, Chapter 3 focused on tectonics, erosion and glacial isostasy. By modeling the LGM ice cover and the post-LGM sediment budget of the Alps I determined their relative contribution to the recent rock uplift and interpreted the residuals in terms of tectonics.

Erosion can lead to isostatic uplift if the eroded material is transported far enough away from the source (Watts, 2001). How far this must be is strongly governed by lithospheric strength. Considering a zero-strength lithosphere, i.e. assuming local isostasy (Airy, 1855; Pratt, 1855), redistribution of mass from the ridges to the neighboring valleys would trigger isostatic uplift of the ridges and subsidence of the valleys according to the density contrast between crustal rocks and the mantle. With an increasingly stronger lithosphere however, changes of lithospheric loading can be supported and the isostatic response becomes non-local (Vening Meinesz, 1931). Under these conditions the area that is affected by isostatic uplift/subsidence grows at the expense of the maximum lithospheric deflection. Therefore, redistribution of mass from hillslopes into adjacent valleys or even to the margins of the orogen might not lead to any measurable isostatic response. In the European Alps, Quaternary glacial erosion created accommodation space in the form of glacial troughs and overdeepenings that had to be filled before sediments could effectively be exported out of the orogen. In contrast, meltwater could leave the system much more easily making the ice load disappear almost completely.

Effective elastic thickness. Estimates of the effective elastic thickness in the Alps range from 5 to 50 km (Karner and Watts, 1983; Sinclair et al., 1991; Royden, 1993; Steward and Watts, 1997) with generally lower values in the west than in the east. Using an EET of 14–24 km (average EET of 20 km) in the optimization procedure yields a best-fit viscosity of $\sim 1.8 \times 10^{20}$ Pa s (Fig. 3.7), but leads to residual uplift of the Swiss Plateau and the Jura Mountains with rates of up to 0.8 mm yr$^{-1}$. Yet, the low present-day, GPS-derived convergence rates across the Western and Central Alps (Fig. 3.3) preclude a tectonic origin of this excess uplift (Champagnac et al., 2009). On the other hand, mantle upwelling as proposed by Lyon-Caen and Molnar (1989) could be another potential cause for uplift in this region, particularly due to its proximity to the Upper Rhine Graben. However, the upper mantle structure as it is revealed by seismic tomography (Lippitsch et al., 2003) does not correlate with the pattern of uplift in that region. With an increasing EET the amount of excess uplift in the Swiss Molasse and the Jura Mountains decreases systematically and finally disappears when approaching an average EET of 50 km, which represents the upper limit of previously proposed values (see above).

Exported sediment volume. Another crucial point of Chapter 3 is the question of how much sediment has actually been exported since deglaciation. Hinderer et al. (2013) estimated the pre-industrial sediment flux out of the Alps to be 0.42 mm yr$^{-1}$, which is approximately six times the value (400 Gt) I adopted from Fig. 8 of Hinderer (2001). Nevertheless, if one assumed even a tenfold increase in exported material the removed mass of 4000 Gt would still be an order of magnitude lower than that by melting of the icecap ($65 \times 10^{3}$ Gt), which does not change the conclusion that isostatic uplift of the European Alps is dominated by ice melting rather than erosion. However, deglaciation took place 21–17 ka while erosional unloading, though much smaller, is acting continuously. As shown in Chapter 3 the decay of a given deflection is mainly controlled by upper-mantle viscosity (Eq. 3.2), which generally varies over 3 orders of magnitude ($10^{18}$–$10^{21}$ Pa s; e.g., Bürgmann and Dresen, 2008). At low upper-mantle viscosities (<$1 \times 10^{20}$ Pa s) the ice-load induced deflection would have certainly vanished by today. Yet, such low values are usually thought to be characteristic for tectonically active or volcanic regions like Iceland, the Andes or the Cascadia margin (see Table 3.1 for references). Therefore, the estimated viscosity range for the Alpine upper mantle of $1.5–3 \times 10^{20}$ Pa s should be reasonable.
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Uplift due to recent glacier shrinkage. Regarding the isostatic uplift caused by the present-day and the Little Ice Age (LIA) ice-volume loss, Barletta et al. (2006) claimed that an uplift rate of up to 0.8 mm yr\(^{-1}\), which is about half of the measured maximum value, can be attributed to ice unloading since the end of the LIA approximately 1850 A.D. I adopted their value for the ice-volume loss since the end of the LIA of 155 km\(^3\) (Barletta et al., 2006, and references therein), which is equivalent to a mass of \(\sim 142\) Gt assuming an ice density of 917 kg m\(^{-3}\). Using an EET of 50 km the equilibrium deflection due to the ice load would at maximum be 0.4 m only. With an upper mantle viscosity (\(\mu\)) of \(2.2 \times 10^{20}\) Pa s, \(\lambda = 120\) km as the wavelength of the load, and 166 years since unloading (see Equations 3.2 and 3.3) the present-day contribution to rock uplift would be at most 0.02 mm yr\(^{-1}\) (Fig. 6.1a). A stronger contribution, e.g., greater than 0.1 mm yr\(^{-1}\) would require the upper-mantle viscosity to be less than \(4 \times 10^{19}\) Pa s (Fig. 6.1b). However, due to the short LIA duration of only \(\sim 500–600\) yr (e.g., Grove, 2001; Matthews and Briffa, 2005) full isostatic compensation of the ice load would imply a relaxation timescale on the order of 200–300 yr, which could only be achieved with unrealistically low upper-mantle viscosities \(< 3 \times 10^{18}\) Pa s (Fig. 6.1b). While Barletta et al. (2006) used a stratified viscoelastic Earth based on the preliminary reference earth model (PREM, Dziewonski and Anderson, 1981), the approach used here (Chapter 3) treats the problem as an elastic plate overlying a viscous substratum, hence direct comparison of both models might not be straightforward. Their upper mantle for example, extending down from 40 km depth, has a viscosity, which is twice as high (\(4.64 \times 10^{20}\) Pa s) as the estimate used here, but at the same time they assumed a middle crust with low viscosity (\(2.15 \times 10^{19}\) Pa s). Nevertheless, the pattern of modeled uplift that is due to ice loss since LIA does not resemble the pattern of the measured uplift. The maximum LIA-related uplift is located in the Central Alps and does not coincide with the maximum geodetically-determined uplift rates that are centered in the Eastern Alps. If the LIA signal would contribute substantially to the measured uplift rates one would expect a systematic residual uplift in my model over the Central Alps, which is not observed.

**Figure 6.1:** Isostatic rock uplift caused by post-LIA ice decay. (a) Approximate glacier cover during LIA and uplift-rate pattern caused by 155 km\(^3\) ice-volume loss since 1850 A.D. assuming an EET of 50 km and an upper mantle viscosity of \(2.2 \times 10^{20}\) Pa s. (b) Relationship between maximum uplift rate, relaxation timescale and upper mantle viscosity. Dashed vertical lines show values referred to in the text.

Present-day uplift in the Western Alps. Recent data from precise leveling and GPS indicate a narrow zone of high uplift (2.5 mm yr\(^{-1}\)) in the Western Alps (Nocquet et al., 2016). With the absence of active crustal convergence across this region tectonics can be ruled out as a main driver of this vertical motion. However, glacial isostasy and erosional unloading only account for \(~ 60\%\) of the measured uplift rate and thus alternative processes have been proposed. Chéry et al. (2016) explain this discrepancy with a rheological anomaly below the central part of the Western Alps, involving low crustal (\(10^{21}\) Pa s) and upper mantle viscosities (\(10^{20}\) Pa s), the latter being consistent with the values proposed in Chapter 3. On the other hand, the region of unusually high uplift rates spatially coincides with a zone of low seismic velocity in the upper mantle (100–180 km depth), which was interpreted as an expression of asthenospheric upwelling, resulting from detachment of the European slab (Lippitsch et al., 2003). Nocquet et al. (2016) therefore point out that the excess uplift of \(~ 1\) mm yr\(^{-1}\) could entirely be attributed to such a deep-seated process. In light of
these new data it seems at least possible that the residual uplift in the upper Rhône Valley is a result of the same mantle anomaly Fig. 3.3). Future studies will likely benefit from an increase in the resolution of seismotomography (www.alparray.ethz.ch) and thus might be able to test this hypothesis.
Chapter 7

Conclusion & outlook

In this study, I investigated various aspects of landscape evolution that are associated with the formation of intermontane valley fills. The combination of field-based observations, remotely sensed data, topographic analysis and CRN dating has proven to be an efficient way to gain insight into the complex mechanisms and timescales that characterize the formation of transiently stored sediments within the interior of mountain belts. In particular, the chapter dealing with glacial isostasy in the Alps (Chapter 3) demonstrates how such knowledge can further be used in conjunction with numerical models to test hypotheses and to constrain fundamental properties of the Earth’s interior. Regarding the three research questions outlined in Chapter 1 I draw the following conclusions:

1. In the European Alps, a large fraction of post-glacially eroded sediments has not been exported out of the orogen, but was stored in intermontane valleys. The total eroded mass (internally stored + exported) since the LGM ice retreat of \( \sim 4000–6000 \text{ Gt} \) is one order of magnitude smaller than the mass loss due to deglaciation, which is \( \sim 65,000 \text{ Gt} \). This suggests a dominance of ice melting over erosional unloading in their relative contribution to the present-day rock uplift of the orogen. Accordingly, more than 90\% of the long-wavelength uplift signal can be attributed to glacial isostatic adjustment. In contrast, the tectonic component is localized, but exceeds 50\% in the Swiss Rhône Valley and parts of the Eastern Alps. However, due to the lack of crustal convergence across the Western Alps the excess uplift in that region might be due to a mantle anomaly, perhaps also influencing the uplift rates in the Rhône Valley (see Discussion above).

2. Valley-fill volumes can in principle be used to derive upstream erosion rates, if constraints on the timing of fill formation are available and the amount of lost material can be quantified. For the Alps a mean post-LGM erosion rate of \( 0.67–1.5 \text{ mm yr}^{-1} \) can be deduced depending on the amount of exported material (400–4000 Gt, see Discussion) and the timing of ice retreat (16–18 ka BP). In case of the catchments of the Yarlung-Tsangpo and Nyang rivers upstream of the Namche Barwa massif, only a lower-bound erosion rate could potentially be specified due to the unknown amount of exported material and the fact that only the volume of the main alluvial plain was computed. However, the derived thickness distribution helped to reconstruct the former longitudinal river profile. Unlike in the European Alps, where the large sediment fills formed in glacially overdeepened valleys and thus were climatically controlled, the alluviated reaches of the Yarlung-Tsangpo and Nyang rivers were formed as a consequence of a rise of the fluvial baselevel at \( \sim 3 \text{ Ma} \) that had a tectonic origin.

3. The >100-ka-old remnants of fluvio-lacustrine deposits in the Shyok Valley are due to prolonged river damming by the Siachen Glacier prior to the Eemian interglacial. Although subsequent glacier advances could also have blocked the Shyok River they did not reach the same extent as during the penultimate glaciation. Possible reasons for the occurrence of smaller glaciers could have been a progressive aridification of the region or the impact of glacial erosion on the mass balance. The contemporary valley fill of the Shyok and Nubra Rivers on the other hand is not related to river damming but reflects the back-filling of a glacially overdeepened valley segment. Since these overdeepenings can also be found were major Karakoram tributaries join the Indus or Shyok Rivers, glacial damming and associated outburst flooding were presumably frequent and widespread in the region during the Quaternary.
During the work on the individual chapters several new research questions emerged that could be addressed in future studies. The new constraints on ice extent and timing of glacier retreat in the Shyok and Nubra valleys presented in Chapter 5 could be the starting point for a numerical reconstruction of the former Karakoram ice cover. This could be used to test the hypothesis that many tributary glaciers were responsible for the formation of a cascade of glacier-dammed lakes along the margin of the mountain belt. In combination with an estimate of the stored and exported sediments the isostatic response to the varying surface loads could be derived, which may be an important component of the crustal deformation field.

A similar investigation could be undertaken at the Yarlung-Tsangpo Valley. Extrapolating the CRN-derived paleo-erosion rate of 0.1–0.2 mm yr$^{-1}$ over the last 2–2.5 Ma results in an eroded volume that is equivalent to a 200 m rock column, when distributed evenly over the corresponding catchment. In contrast, the valley-fill volume upstream of the sampling site represents only ~2 m of catchment-wide erosion, thus ~99% of the eroded material since 2–2.5 Ma has been transported past the sampling site and most probably beyond the Tsangpo Gorge. The isostatic uplift due to this mass loss could be calculated and compared with the uplift rates estimated for the Namche Barwa and Gyala Peri massifs to decipher the relative contribution of tectonics and erosional unloading regarding regional uplift rates.
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Appendix A

Supplementary data for Chapter 2

This data set contains 7 figures showing the validation and test error as a function of the number of sectors and hidden nodes for experiments involving natural landscapes with artificial fills (U1–U3,V1,V2) and natural landscapes with natural fills (Unteraar Glacier, Rhône Glacier, Rhône Valley). Stars indicate the respective minimum error configurations as listed in Tables 2.1 and 2.2. In addition a comparison between observed and estimated thickness distribution is provided in Figures A.1–A.5, whereas Figures A.6 and A.7 only show the estimated thickness distribution. The estimated thickness distribution results when the minimum error validation configuration is used for prediction.
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U1

Figure A.1: Results for artificially filled glacial valley U1. Top row (bottom row) shows model outcome without (with) incorporation of prior knowledge.

U2

Figure A.2: Results for artificially filled glacial valley U2. Top row (bottom row) shows model outcome without (with) incorporation of prior knowledge.
Figure A.3: Results for artificially filled glacial valley U3. Top row (bottom row) shows model outcome without (with) incorporation of prior knowledge.

Figure A.4: Results for artificially filled fluvial valley V1. Top row (bottom row) shows model outcome without (with) incorporation of prior knowledge.
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V2

Figure A.5: Results for artificially filled fluvial valley V2. Top row (bottom row) shows model outcome without (with) incorporation of prior knowledge.

Unteraar Glacier

Rhône Glacier

Figure A.6: Results for the Unteraar Glacier (top) and the Rhône Glacier (bottom).
Rhône Valley

Figure A.7: Results for the Rhône Valley. Top row (bottom row) shows model outcome without (with) incorporation of prior knowledge.
Appendix B

Supplementary data for Chapter 5

This appendix provides additional details on the $^{10}$Be depth profile modeling (Figures B.1–B.3), the recalculated $^{10}$Be-exposure ages by Dortch et al. (2010) (Table B.1), and a data table with glacial striation measurements (Table B.2).

![Relative differences of instantaneous production rates during the past 200 kyr in the study area, according to the production rate scaling models available in the CRONUS online calculator (Balco et al., 2008). St=time-independent Lal/Stone scaling; De=time-dependent Desilets et al. scaling; Du=time-dependent Dunai scaling; Li=time-dependent Lifton et al. scaling; Lm=time-dependent form of the Lal/Stone scaling. See Balco et al. (2008) for details and references on the different scaling models.](image-url)

Figure B.1: Relative differences of instantaneous production rates during the past 200 kyr in the study area, according to the production rate scaling models available in the CRONUS online calculator (Balco et al., 2008). St=time-independent Lal/Stone scaling; De=time-dependent Desilets et al. scaling; Du=time-dependent Dunai scaling; Li=time-dependent Lifton et al. scaling; Lm=time-dependent form of the Lal/Stone scaling. See Balco et al. (2008) for details and references on the different scaling models.
Figure B.2: Best-fit $^{10}$Be depth-profile modeling results for the till plain at the Shyok-Nubra confluence, showing the effect of different densities, given no inheritance (A, C, E), and the effect of different inheritances for a fixed density of 2.0 g cm$^{-3}$ (B, D, F). In each panel, the left plot shows the best-fit results from 200 Monte Carlo runs, the right plot shows modeled (dashed line) and measured (solid squares) $^{10}$Be concentrations and their 2-$\sigma$ total analytical uncertainties (error bars). Gray bars indicate the assumed inherited concentration. The ultimate best-fit solution is indicated with a star in the left plot of each panel and the corresponding modeled $^{10}$Be-depth profile is shown in the right plot of each panel.
Figure B.3: $^{10}$Be depth-profile modeling results for the terrace surface near Agham and different scenarios of inherited concentrations: (A) no inheritance, (B) 50,000 atoms g$^{-1}$, (C) 100,000 atoms g$^{-1}$, (D) 300,000 atoms g$^{-1}$, (E) 500,000 atoms g$^{-1}$, (F) 700,000 atoms g$^{-1}$. Symbols are as in Figure B.2. Reasonable fits can be achieved with each inheritance scenario, but the misfit ($\chi^2$) between the modeled and measured data increases with increasing inheritances. Note the different scaling on the y-axis of the left plots.
Table B.1: Surface exposure ages, based on data published in Dortch et al. (2010), recalculated with the CRONUS online calculator (Balco et al., 2008). All uncertainties on model ages refer to the external errors; ‘St’, ‘De’, ‘Du’, ‘Li’, and ‘Lm’ refer to the different production rate scaling models (Balco et al., 2008). See Dortch et al. (2010) for further sample details. Ages from the last column (‘Lm’) were be used to compare with our new data.

<table>
<thead>
<tr>
<th>Sample Name</th>
<th>St (kyr)</th>
<th>De (kyr)</th>
<th>Du (kyr)</th>
<th>Li (kyr)</th>
<th>Lm (kyr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NU-1</td>
<td>85.1 ± 7.7</td>
<td>73.8 ± 8.9</td>
<td>72.0 ± 8.7</td>
<td>70.2 ± 7.1</td>
<td>75.9 ± 6.6</td>
</tr>
<tr>
<td>NU-2</td>
<td>66.8 ± 6.8</td>
<td>58.4 ± 7.6</td>
<td>57.2 ± 7.4</td>
<td>55.4 ± 6.2</td>
<td>60.0 ± 5.9</td>
</tr>
<tr>
<td>NU-3</td>
<td>47.8 ± 4.6</td>
<td>41.4 ± 5.2</td>
<td>40.6 ± 5.1</td>
<td>39.9 ± 4.3</td>
<td>42.2 ± 3.9</td>
</tr>
<tr>
<td>NU-4</td>
<td>80.5 ± 7.3</td>
<td>69.5 ± 8.5</td>
<td>68.0 ± 8.2</td>
<td>66.4 ± 6.8</td>
<td>71.8 ± 6.3</td>
</tr>
<tr>
<td>NU-5</td>
<td>48.1 ± 5.0</td>
<td>41.8 ± 5.5</td>
<td>41.2 ± 5.4</td>
<td>40.2 ± 4.6</td>
<td>42.6 ± 4.3</td>
</tr>
<tr>
<td>NU-6</td>
<td>43.0 ± 4.3</td>
<td>38.2 ± 4.9</td>
<td>37.6 ± 4.8</td>
<td>36.8 ± 4.1</td>
<td>38.7 ± 3.8</td>
</tr>
<tr>
<td>NU-7</td>
<td>61.8 ± 5.6</td>
<td>53.7 ± 6.5</td>
<td>52.4 ± 6.3</td>
<td>50.8 ± 5.2</td>
<td>55.1 ± 4.8</td>
</tr>
<tr>
<td>NU-8</td>
<td>47.0 ± 4.3</td>
<td>41.0 ± 5.0</td>
<td>40.4 ± 4.9</td>
<td>39.5 ± 4.1</td>
<td>41.7 ± 3.7</td>
</tr>
<tr>
<td>NU-9</td>
<td>25.5 ± 2.4</td>
<td>24.4 ± 3.1</td>
<td>24.3 ± 3.0</td>
<td>23.6 ± 2.5</td>
<td>24.3 ± 2.3</td>
</tr>
<tr>
<td>NU-10</td>
<td>48.0 ± 4.5</td>
<td>41.8 ± 5.1</td>
<td>41.2 ± 5.0</td>
<td>40.2 ± 4.2</td>
<td>42.5 ± 3.8</td>
</tr>
<tr>
<td>NU-11</td>
<td>28.7 ± 2.8</td>
<td>27.1 ± 3.4</td>
<td>26.9 ± 3.4</td>
<td>26.2 ± 2.8</td>
<td>27.1 ± 2.6</td>
</tr>
<tr>
<td>NU-12</td>
<td>32.2 ± 3.1</td>
<td>30.0 ± 3.7</td>
<td>29.7 ± 3.7</td>
<td>28.9 ± 3.1</td>
<td>30.1 ± 2.8</td>
</tr>
<tr>
<td>NU-13</td>
<td>118.5 ± 10.9</td>
<td>99.0 ± 12.2</td>
<td>96.6 ± 11.8</td>
<td>94.7 ± 9.8</td>
<td>103.9 ± 9.3</td>
</tr>
<tr>
<td>NU-14</td>
<td>112.8 ± 10.8</td>
<td>94.9 ± 11.9</td>
<td>92.6 ± 11.6</td>
<td>90.5 ± 9.7</td>
<td>99.5 ± 9.3</td>
</tr>
<tr>
<td>NU-15A</td>
<td>35.2 ± 3.3</td>
<td>31.7 ± 3.9</td>
<td>31.4 ± 3.9</td>
<td>30.6 ± 3.2</td>
<td>32.6 ± 3.0</td>
</tr>
<tr>
<td>NU-15B</td>
<td>37.8 ± 3.8</td>
<td>33.7 ± 4.3</td>
<td>33.3 ± 4.3</td>
<td>32.5 ± 3.6</td>
<td>34.7 ± 3.4</td>
</tr>
<tr>
<td>NU-16</td>
<td>163.8 ± 16.2</td>
<td>132.4 ± 17.0</td>
<td>128.3 ± 16.4</td>
<td>125.5 ± 13.7</td>
<td>140.8 ± 13.5</td>
</tr>
<tr>
<td>NU-17</td>
<td>147.3 ± 13.7</td>
<td>119.8 ± 14.8</td>
<td>116.5 ± 14.3</td>
<td>114.1 ± 11.9</td>
<td>126.6 ± 11.4</td>
</tr>
<tr>
<td>NU-18</td>
<td>111.3 ± 11.5</td>
<td>93.8 ± 12.3</td>
<td>91.4 ± 11.9</td>
<td>89.3 ± 10.1</td>
<td>98.3 ± 9.9</td>
</tr>
<tr>
<td>NU-19</td>
<td>155.7 ± 19.1</td>
<td>126.1 ± 18.6</td>
<td>122.4 ± 17.9</td>
<td>119.8 ± 15.7</td>
<td>133.6 ± 16.1</td>
</tr>
<tr>
<td>NU-20</td>
<td>70.5 ± 6.6</td>
<td>61.5 ± 7.6</td>
<td>60.4 ± 7.4</td>
<td>58.6 ± 6.1</td>
<td>63.2 ± 5.7</td>
</tr>
<tr>
<td>NU-21</td>
<td>86.3 ± 8.0</td>
<td>74.5 ± 9.2</td>
<td>72.8 ± 8.9</td>
<td>70.9 ± 7.4</td>
<td>76.9 ± 7.0</td>
</tr>
<tr>
<td>NU-23</td>
<td>87.0 ± 8.0</td>
<td>75.3 ± 9.3</td>
<td>73.6 ± 9.0</td>
<td>71.7 ± 7.4</td>
<td>77.6 ± 7.0</td>
</tr>
<tr>
<td>NU-24</td>
<td>112.0 ± 10.4</td>
<td>96.3 ± 11.9</td>
<td>94.0 ± 11.6</td>
<td>92.1 ± 9.6</td>
<td>99.1 ± 8.9</td>
</tr>
<tr>
<td>NU-25</td>
<td>46.6 ± 4.4</td>
<td>40.7 ± 5.0</td>
<td>40.1 ± 4.9</td>
<td>39.2 ± 4.1</td>
<td>41.4 ± 3.8</td>
</tr>
<tr>
<td>NU-26</td>
<td>50.6 ± 5.2</td>
<td>43.6 ± 5.7</td>
<td>42.9 ± 5.6</td>
<td>41.9 ± 4.7</td>
<td>44.6 ± 4.4</td>
</tr>
<tr>
<td>NU-27</td>
<td>124.8 ± 11.8</td>
<td>103.4 ± 12.9</td>
<td>100.8 ± 12.5</td>
<td>98.8 ± 10.4</td>
<td>108.8 ± 10.0</td>
</tr>
<tr>
<td>NU-28</td>
<td>121.1 ± 11.2</td>
<td>100.7 ± 12.4</td>
<td>98.3 ± 12.0</td>
<td>96.3 ± 10.0</td>
<td>105.8 ± 9.4</td>
</tr>
<tr>
<td>NU-29</td>
<td>142.6 ± 13.3</td>
<td>116.2 ± 14.4</td>
<td>113.1 ± 14.0</td>
<td>110.8 ± 11.6</td>
<td>122.7 ± 11.1</td>
</tr>
<tr>
<td>NU-30</td>
<td>132.4 ± 12.3</td>
<td>108.9 ± 13.4</td>
<td>106.1 ± 13.0</td>
<td>103.9 ± 10.8</td>
<td>114.7 ± 10.3</td>
</tr>
</tbody>
</table>
Table B.2: Glacial striation measurements. Note that the azimuth of the striation does usually not correspond to the flow direction of the glacier, because most striations were measured on the upglacier side of roches moutonnées, hence plunging in an up-valley direction. Readings refer to several measurements at one site, and relative ages are inferred from cross-cutting relationships.

<table>
<thead>
<tr>
<th>Lat ('°N)</th>
<th>Lon ('°E)</th>
<th>Elevation (m a.s.l.)</th>
<th>Reading 1 Azimuth ('°)</th>
<th>Plunge ('°)</th>
<th>Reading 2 Azimuth ('°)</th>
<th>Plunge ('°)</th>
<th>Reading 3 Azimuth ('°)</th>
<th>Plunge ('°)</th>
<th>Relative age</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>300</td>
<td>50</td>
<td>5</td>
<td></td>
<td>300</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td>34.543866</td>
<td>77.563636</td>
<td>3300</td>
<td>54</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>34.543909</td>
<td>77.563746</td>
<td>3300</td>
<td>60</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>34.543918</td>
<td>77.563725</td>
<td>3300</td>
<td>53</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>34.544235</td>
<td>77.56368</td>
<td>3300</td>
<td>26</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>34.544242</td>
<td>77.563746</td>
<td>3300</td>
<td>25</td>
<td>30</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>34.544384</td>
<td>77.563572</td>
<td>3300</td>
<td>222</td>
<td>12</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>34.544551</td>
<td>77.563607</td>
<td>3240</td>
<td>206</td>
<td>24</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>34.566243</td>
<td>77.619189</td>
<td>3166</td>
<td>14</td>
<td>14</td>
<td>350</td>
<td>20</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>34.569902</td>
<td>77.650878</td>
<td>3989</td>
<td>17</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>34.570069</td>
<td>77.649412</td>
<td>3936</td>
<td>325</td>
<td>12</td>
<td>330</td>
<td>15</td>
<td>326</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td>34.574583</td>
<td>77.633295</td>
<td>3441</td>
<td>190</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>34.574923</td>
<td>77.626045</td>
<td>3257</td>
<td>180</td>
<td>13</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>34.575544</td>
<td>77.627373</td>
<td>3296</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>34.57867</td>
<td>77.628127</td>
<td>3276</td>
<td>30</td>
<td>28</td>
<td>21</td>
<td>30</td>
<td>20</td>
<td>40</td>
<td></td>
</tr>
<tr>
<td>34.672166</td>
<td>77.405306</td>
<td>3329</td>
<td>114</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>34.672175</td>
<td>77.404764</td>
<td>3344</td>
<td>302</td>
<td>6</td>
<td>72</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>34.67219</td>
<td>77.40498</td>
<td>3333</td>
<td>72</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>34.672223</td>
<td>77.405177</td>
<td>3329</td>
<td>104</td>
<td>9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>34.672229</td>
<td>77.405185</td>
<td>3340</td>
<td>104</td>
<td>9</td>
<td>114</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>34.67224</td>
<td>77.404741</td>
<td>3329</td>
<td>302</td>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>34.695559</td>
<td>77.308948</td>
<td>3490</td>
<td>16</td>
<td>10</td>
<td>198</td>
<td>7</td>
<td>4</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>34.695812</td>
<td>77.308889</td>
<td>3499</td>
<td>5</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>34.71681</td>
<td>77.242239</td>
<td>3255</td>
<td>145</td>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>34.71681</td>
<td>77.242239</td>
<td>3255</td>
<td>154</td>
<td>12</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>34.71681</td>
<td>77.242239</td>
<td>3255</td>
<td>136</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>34.717598</td>
<td>77.242533</td>
<td>3286</td>
<td>155</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>34.72522</td>
<td>77.569422</td>
<td>3198</td>
<td>340</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>