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The sciences, each straining in its own direction, have hitherto
harmed us little;

but some day the piecing together of dissociated knowledge will
open up such terrifying vistas of reality, and of our frightful
position therein,

that we shall either go mad from the revelation or flee from the

deadly light into the peace and safety of a new dark age.
— H.P. Lovecraft






Abstract

Stream water and groundwater are important fresh water resources but their water quality is
deteriorated by harmful solutes introduced by human activities. The interface between stream
water and the subsurface water is an important zone for retention, transformation and attenuation
of these solutes. Streambed structures enhance these processes by increased water and solute
exchange across this interface, denoted as hyporheic exchange.

This thesis investigates the influence of hydrological and morphological factors on hyporheic water
and solute exchange as well as redox-reactions in fluvial streambed structures on the intermediate
scale (10-30m). For this purpose, a three-dimensional numerical modeling approach for coupling
stream water flow with porous media flow is used. Multiple steady state stream water flow
scenarios over different generic pool-rifile morphologies and a natural in-stream gravel bar are
simulated by a computational fluid dynamics code that provides the hydraulic head distribution
at the streambed. These heads are subsequently used as the top boundary condition of a reactive
transport groundwater model of the subsurface beneath the streambed. Ambient groundwater
that naturally interacts with the stream water is considered in scenarios of different magnitudes
of downwelling stream water (losing case) and upwelling groundwater (gaining case). Also, the
neutral case, where stream stage and groundwater levels are balanced is considered. Transport
of oxygen, nitrate and dissolved organic carbon and their reaction by aerobic respiration and
denitrification are modeled.

The results show that stream stage and discharge primarily induce hyporheic exchange flux and
solute transport with implications for specific residence times and reactions at both the fully and
partially submerged structures. Gaining and losing conditions significantly diminish the extent
of the hyporheic zone, the water exchange flux, and shorten residence times for both the fully
and partially submerged structures. With increasing magnitude of gaining or losing conditions,
these metrics exponentially decrease.

Stream water solutes are transported mainly advectively into the hyporheic zone and hence
their influx corresponds directly to the infiltrating water flux. Aerobic respiration takes place
in the shallow streambed sediments, coinciding to large parts with the extent of the hyporheic
exchange flow. Denitrification occurs mainly as a “reactive fringe” surrounding the aerobic
zone, where oxygen concentration is low and still a sufficient amount of stream water carbon
source is available. The solute consumption rates and the efficiency of the aerobic and anaerobic
reactions depend primarily on the available reactive areas and the residence times, which are
both controlled by the interplay between hydraulic head distribution at the streambed and the
gradients between stream stage and ambient groundwater. Highest solute consumption rates
can be expected under neutral conditions, where highest solute flux, longest residence times and
largest extent of the hyporheic exchange occur. The results of this thesis show that streambed
structures on the intermediate scale have a significant potential to contribute to a net solute

turnover that can support a healthy status of the aquatic ecosystem.






Kurzfassung

Fluss- und Grundwasser sind wichtige Stilwasserressourcen, deren Qualitdt durch anthropogene
Eintrége schédlicher Stoffe vermindert wird. Im Grenzbereich zwischen Fluss- und Grundwasser
konnen diese Stoffe zuriickgehalten, umgewandelt oder abgebaut werden. Flussbettstrukturen
erh6hen den sogenannten hyporheischen Austausch von Wasser und Stofffliissen, wodurch diese
Prozesse gefordert werden.

In dieser Arbeit wird der Einfluss von hydrologischen und morphologischen Faktoren auf Wasser-
und Stofffliisse sowie Redox-Reaktionen in Flussbettstrukturen der mittleren Skala (10-30m)
untersucht. Hierfiir wird ein dreidimensionales numerisches Modell-Konzept verwendet, welches
die Flussstromung und die Stromung im darunter liegenden porésen Medium koppelt. Mit einer
Computational Fluid Dynamics Software wird die stationdre Flussstromung iiber generische
Pool-Riffle Strukturen sowie iiber eine natiirliche Flussinsel fiir verschiedene Abfliisse simuliert.
Die berechneten Driicke am Flussbett werden als Randbedingungen erster Ordnung an ein
reaktives Grundwasser- und Stofftransportmodell {ibertragen. An der unteren bzw. seitlichen
Randbedingung werden zusétzliche Gradienten erzeugt, die die Interaktion zwischen Fluss und
regionalem Grundwasser als in— oder exfiltrierende Bedingungen repréasentieren. Sind Flusswasser-
und Grundwasserstand ausgeglichen, liegen neutrale Bedingungen vor. Im Grundwassermodell
werden der Transport von Sauerstoff, Nitrat und geldstem organischen Kohlenstoff sowie deren
mogliche Reaktion durch aerobe Respiration und Denitrifikation modelliert.

Die Simulationensergebnisse zeigen, dass der hyporheische Austausch durch hydraulische Gradi-
enten am Flussbett verursacht wird. Existiert ein zusétzlicher hydraulischer Gradient zwischen
Fluss- und Grundwasser, werden die ausgetauschten Wassermengen sowie die Grofle der hy-
porheischen Zone vermindert, was mit kiirzeren Verweilzeiten einhergeht. Dieser Effekt ist
unabhéngig von der Richtung dieses Gradienten und umso ausgepragter, je starker der Gradient
zwischen dem Grundwasser und dem Flusswasserstand ist.

Die im Flusswasser gelosten Stoffe werden advektiv in die hyporheische Zone transportiert. Die
aerobe Respiration nimmt grofie Bereiche der flachen hyporheischen Zone ein. Hohe Denitrifika-
tionsraten existieren vor allem in einem “reaktiven Saum”, der den aeroben Bereich umschlief3t,
da hier die Sauerstoffkonzentration niedrig und ausreichend Kohlenstoff verfiighar ist. Die Raten
und die Effizienz der aeroben und anaeroben Reaktionen hidngen vor allem von dem fiir die
Reaktionen verfiigharen Raum sowie den Verweilzeiten der Stoffe in der hyporheischen Zone ab.
Beide Parameter werden von der Wechselwirkung zwischen den hydraulischen Gradienten entlang
des Flussbettes und dem Gradienten zwischen Fluss- und Grundwasser kontrolliert. Die hochsten
Zehrraten werden unter neutralen Bedingungen erreicht, wenn die Menge der infiltrierenden
gelosten Stoffe am hochsten ist, die ldngsten Verweilzeiten auftreten und die hyporheische Zone
die grofite Ausbreitung aufweist. Die Ergebnisse dieser Arbeit zeigen, dass die untersuchten
Flussbettstrukturen ein bedeutendes Potential fiir den Umsatz von Wasserinhaltsstoffen haben

kénnen, wodurch ein guter Status des aquatischen Okosystems gefordert wird.
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1 | General Introduction

1.1 Surface Water — Groundwater Interactions

About 30 % of global fresh water is groundwater [Shiklomanov, 1997] and up to 2 billion people on
earth receive drinking water from this resource [Sampat and Peterson, 2000]. Also, groundwater
is widely used in food production and by industrial processes [Giordano, 2009]. Beside this
subsurface water resource, easily accessible surface water bodies like lakes, rivers and streams
represent an important water resource for broad usage [Oki and Kanae, 2006], although they only
account for a very small portion of global fresh water. Both subsurface and surface water resources
are under pressure from alteration, overexploitation, eutrophication and pollution. Occurrence
and concentration of critical solutes deteriorate water quality and can harm aquatic ecosystem
and restrict water usage. Main inputs of these critical solutes are related to anthropogenic
activities introducing fertilizers and contaminants to the environment and consequently to the
hydrologic circle [Galloway et al., 2004]. In particular, high emissions of nitrogen-species (e.g.
nitrate, ammonia) by intense agriculture, sewage water, industry and burning of fossil fuel favor
eutrophication of fresh waters leading to decreased biodiversity, and increased human health
risks [Seitzinger et al., 2002; Erisman et al., 2008; Mulholland et al., 2008].

Surface and subsurface water resources are hydraulically connected in most cases representing
a single resource [Winter, 1998]. This connection enables an exchange of water and transports
solutes in both directions, from surface to subsurface waters and vice versa, leading to an
intrusion and a possible mixing of water sources that often differ strongly in solute composition
and concentration [Boulton et al., 1998]. In the worst case, surface water groundwater exchange
facilitates a contamination of one of the two water sources by the other [e.g. Van der Molen et al.,
1998; Lewandowski et al., 2011; Engelhardt et al., 2014]. However, at the interface between surface
and subsurface waters critical substances possibly are transformed or degraded by heterotrophic
microbial activity that is fueled by the available dissolved oxygen and carbon sources [Brunke and
Gonser, 1997]. Hence, these processes improve water quality and thus support a healthy status
of the aquatic ecosystem. Additionally, the shallow and oxygen rich zones of the streambeds

represent diverse aquatic habitats for various organisms and spawning redds.

a) Gaining / groundwater upwelling b) Losing / stream water downwelling

Flow direction Flow direction

Shallow aquifer

Figure 1.1: Gaining (a) and losing (b) conditions and resulting direction of exchange flow (from Winter
[1998]).
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The driving forces of the water and solute exchanges across the interface are based on differ-
ences between the water level of the surface water and the groundwater evoking hydraulic head
gradients. They induce water flows either from the surface water to the groundwater (losing
conditions), or a flow from the groundwater to the surface water (gaining conditions) (Figure
1.1). When water levels of surface and groundwater are balanced, hydraulic head gradients are
absent and thus water exchange is minimal (neutral conditions).

Additional water and solute exchange is generated by stream water flow over streambed mor-
phologies like meanders, pool-riffles, bars, ripples and obstacles [Packman et al., 2004; Cardenas
and Wilson, 2007a,b; Mutz et al., 2007; Boano et al., 2014], which is defined as “hyporheic

exchange” and is in the focus of this thesis. It is introduced in the next section.

1.2 Hyporheic Exchange

The Greek term “hyporheic” firstly introduced by Orghidan [1959] means “below” and “flow”.
Based on this term, the hyporheic zone describes the subsurface water flow below and aside
the stream. More precisely, the hyporheic zone is defined as the zone within and beneath the
streambed, where stream water infiltrates into the subsurface, flows through the streambed
sediments and exfiltrates back to the stream [e.g. Harvey and Bencala, 1993; Winter, 1998;
Wondzell and Gooseff, 2013].

Along with the water flux of the hyporheic flow water solutes like ions, nutrients and possible
contaminants are transported. In the subsurface, these solutes are potentially exposed to
microbial communities that are able to transform and to consume solutes under aerobic and
anaerobic conditions. Under aerobic conditions organic carbon is decomposed during respiration
of oxygen that represent the primary electron acceptor for aerobic bacteria [Baker et al., 2000].
For conditions where oxygen as electron acceptor is depleted, nitrate is used as the electron
acceptor to decompose organic carbon by denitrification, if it is present in relevant quantities
[Findlay, 1995; Bencala, 2000; Lowell et al., 2009]. In particular, denitrification is of great
importance because it enables a permanent removal of nitrogen from the aquatic system [Harvey
and Bencala, 1993; Hill et al., 1998; Zarnetske et al., 2012]. These biogeochemical processes are
positively correlated to solute residence time in the hyporheic sediments [Findlay, 1995; Zarnetske
et al., 2011a]. Hence, the longer the solutes are in contact with the hyporheic sediment and thus
to the microbial communities, the higher the turn-over rates could be, as long as organic carbon
is not depleted.

Numerous factors control hyporheic water exchange, solute exchange and reactions. These
are distinguishable in physical and biogeochemical factors that are often linked and depend
on each other [Boano et al., 2014]. Hyporheic exchange processes are physically controlled
by stream stage and discharge at specific stream channel and bed morphologies (Figure 1.2).
Since these morphologies exist on various scales, flow path length and residence times range
from centimeters to kilometers and from seconds to years, respectively [Stonedahl et al., 2010;
Boano et al., 2014; Gomez-Velez and Harvey, 2014]. On the large scale, stream stage differences
upstream and downstream of a meander loop create flow through the meander necks [Boano et al.,
2006; Cardenas, 2009], also denoted as riparian exchange. On the intermediate scale, partially

emerged structures like bars and fluvial islands generate hyporheic zones, where water flow is
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Figure 1.2: Hyporheic exchange flow paths at streambed structures at different scales and groundwater
upwelling under gaining conditions.

mainly induced by hydraulic head gradients between river stage differences along these structures
[Dent et al., 2007; Cardenas, 2010; Shope et al., 2012]. At submerged structures like pool-riffles
sequences, ripples, and obstacles stream flow can generate turbulences, eddies and alternating
subcritical and supercritical flow conditions. These flow features locally affect the hydrodynamic
component of the flow, denoted as the velocity head [Tonina and Buffington, 2007; Endreny et al.,
2011]. According to conservation of energy, the velocity head diminishes the hydrostatic pressure
leading to hydraulic head differences at the streambed. In general, high hydraulic heads can be
observed at the upstream side and low hydraulic heads at the downstream side of submerged
structures. As a result, stream water infiltrates into the sediment at the upstream side of the
structure and exfiltrates back into the stream at the downstream side [Thibodeaux and Boyle,
1987; Harvey and Bencala, 1993; Worman et al., 2002]. This effect is described as “advective
pumping” [Elliott and Brooks, 1997a,b; Packman et al., 2000] and has been observed in 2D flume
experiments [Elliott and Brooks, 1997a; Packman et al., 2004; Fox et al., 2014] and numerical
models [Cardenas and Wilson, 2007a,b]. In addition to these longitudinal flow paths (in stream
flow direction), the three-dimensionality of larger streambed structures, like pool-riffles lead to
also lateral flow components increasing complexity of hyporheic exchange [Marzadri et al., 2011;
Tonina and Buffington, 2011].

Additionally to this driver of hyporheic exchange, the ambient groundwater induces either neutral,
losing or gaining conditions that can affect hyporheic exchange processes [Stuart, 1953; Hill
et al., 1998; Krause et al., 2013]. Also, sediment properties like grain size distribution, hydraulic
conductivity, porosity and heterogeneity directly control hyporheic exchange [Salehin et al., 2004;
Fleckenstein et al., 2006] affecting water exchange flux, solute transport, and the residence times
in the hyporheic zone.

Biogeochemical factors are represented by presence, activity and growth of microbial communities
that directly control reactions in the hyporheic sediments. These factors are also strongly related

to physical factors. For example, streambed permeability may be decreased by biofilm growth
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that in turn, affects pore water flow field, residence times and solute transport [Arnon et al.,
2007].

For more than two decades, researchers have been investigating hyporheic exchange processes
[Stanford and Ward, 1988; Brunke and Gonser, 1997] and the interplay of their controlling
factors. In numerous field studies sophisticated in-situ field measurements [Kalbus et al., 2006;
Gonzalez-Pinzon et al., 2015] have highlighted that both hydrological and biochemical conditions
are key factors that control solute turn-over reactions [Findlay, 1995; Zarnetske et al., 2011b].
Furthermore, flume experiments have been used to systematically investigate the driving forces of
hyporheic exchange by manipulating streambed morphology and flume stream discharge [Elliott
and Brooks, 1997a; Packman et al., 2004; Mutz et al., 2007; Tonina and Buffington, 2007]. Also,
the influence on hyporheic flow by heterogeneous streambed sediments [Salehin et al., 2004]
and by ambient groundwater flow [Fox et al., 2014 through small scale bedforms have been
investigated. Also, aerobic and anaerobic biogeochemical reactions [O’Connor and Hondzo, 2007;
Kessler et al., 2012] are considered in flume experiments and improved the understanding in
biogeochemical turn-over processes in hyporheic sediments. However, due to the extensive work
that is needed to set up a flume experiment, the number of different realizations is limited.
Therefore, to expand the knowledge derived from field and flume studies, numerical models can

be used, which are described in more detail in the next section.

1.3 Numerical Modeling of Hyporheic Exchange

The first numerical models of surface and subsurface water interaction were used to study the
effect of stream stage, channel curvature, and bars on hyporheic exchange flux and residence
times in two dimensions on the reach scale [Harvey and Bencala, 1993; Wondzell and Swanson,
1996; Wroblicky et al., 1998]. Increasing computational power has enabled the running of models
of higher morphological detail and in three dimensions [e.g. Kasahara and Wondzell, 2003; Storey
et al., 2003]. Finally, the advection-dispersion equation was included to simulate heat and solute
transport, which enables a detailed insight into temperature and solute distribution as well as
mixing of solutes in the subsurface [e.g. Lautz and Siegel, 2006; Wondzell et al., 2009; Munz
et al., 2011; Shope et al., 2012]. In the studies referred to above, numerical modeling is conducted
in close conjunction with field measurements. Despite their regional application, these studies
provide a detailed understanding of hyporheic exchange flow and transport processes far beyond
their field site. However, numerical models can be also used in an explorative manner where
the modeling domain does not represent a unique site but a representative type of naturally
occurring morphological structure. With these explorative modeling approaches the sensitivity
of factors controlling hyporheic exchange processes can be systematically evaluated and their
effects on solute distribution and reactive hot spots in the hyporheic zone can be delineated.

Surface water flow over streambed morphologies can be accurately represented using Computa-
tional Fluid Dynamics (CFD), solving the full Navier-Stokes-Equations [Endreny et al., 2011;
Janssen et al., 2012]. For simulating flow in the subsurface the CFD simulations need to be
coupled to a flow model for the porous sediment. A common coupling strategy is one-way
sequential coupling, where the simulated pressure distribution at the streambed is used as the

top boundary condition of the subsurface model. Such an approach has previously been used

4



General Introduction

by Cardenas and Wilson [2007a], Cardenas and Wilson [2007b], Jin et al. [2010] and Tonina
and Buffington [2009a]. Recently, Janssen et al. [2012] have demonstrated that this sequential
coupling approach is a valid and sufficiently accurate coupling scheme. However, also direct
coupling by simulating stream water and porous media flow in a single model domain has been
used [Endreny et al., 2011]. This single domain approach is exact in terms of continuity and
conservation of mass. However, the sequential coupling offers more flexibility in the choice of
the subsurface model for instance for simulating complex reactive transport of biogeochemical
relevant compounds.

These kinds of models are widely used for studying hyporheic exchange, solute transport and
reactions on the small scale of 2D bedforms [Jin et al., 2010; Bardini et al., 2012; Hester et al.,
2013]. However, up to date, limited numerical experiments were conducted on the intermediate
scale of pool-riffle sequences and bars studying water flow and solute transport in three dimen-
sions, although these structures are supposed to be an important contributor to a good stream
ecosystem as shown by numerous field studies [e.g. Vervier et al., 1993; Hill et al., 1998; Lansdown
et al., 2012; Hartwig and Borchardt, 2014]. Furthermore, on the pool-riffle and gravel bar scale,
the effects of ambient groundwater flow on water and solute exchange and their reactions have
not been evaluated systematically by using a coupled modeling approach. Hence, closing these
knowledge gaps is part of the objectives of this thesis that are described in detail in the following

section.

1.4 Objectives and Structure of the Thesis

In this thesis a novel modeling approach has been developed that couples the computational fluid
dynamics (CFD) code OpenFOAM with the reactive transport subsurface model MIN3P. The
coupling between the two codes is conducted by sequentially transferring the hydraulic heads at
the streambed derived by the CFD model to the top of the groundwater model. The CFD code
is able to simulate turbulent, shallow stream flow over fully submerged or partially submerged
streambed structures by a two-phase model, where both air and water are simulated (Please find
additional information to the CFD code in appendix 6.1). Furthermore, by means of particle
tracking the residence times and the spatial orientation of the subsurface flow paths are derived.
The modeling approach is applied to generic pool-riffle structures and an in-stream gravel bar,
occurring naturally at the Selke River, which is an intensive test site of the Helmholtz Association
of German Research Centres (http://teodoor.icg.kfa-juelich.de/observatories/HCGL_
Observatory/hydrological-observatory-1/intensive-test-site-selke). At the field site,
multiple hydrological and chemical parameters are measured that are used as input parameters
in the model.

The modeling approach is used to address the following objectives:

1. Scale and dimension: Hyporheic processes have been studied primarily on the small (dunes,
ripples), the larger (meander) and catchment scale with focus on two-dimensional effects.
In this thesis, hyporheic exchange on the intermediate scale of three-dimensional pool-riffle

structures and a natural in-stream gravel bar is investigated.

2. Stream flow and degree of submergence: Water levels at structures on the intermediate
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scale are often shallow, accompanied with high turbulence and transitions between sub-
and supercritical flow regimes indicated by hydraulic jumps. Also, streambed structures
can be partially emerged. The effects of shallow water flow and the level of submergence
on hyporheic exchange have not been studied systematically in the past and are therefore

in the focus of this thesis.

3. Ambient groundwater flow: The impact of losing and gaining conditions on hyporheic
exchange on the intermediate scale was rarely considered in previous studies and is therefore

part of this thesis.

4. Solute transport and reactions: Solute transport and reactions were measured intensely in
field and flume studies but with lacking of knowledge about the distribution of reactive
hot spots and its impact of hydrological conditions. Hence, in this thesis the effects of
hydrological conditions mentioned above on solute transport and reactions in the hyporheic
zone are evaluated. In addition, the effects of various solute concentrations in upwelling

groundwater are evaluated.

In Chapter 2, the modeling approach is applied to different pool-rifle morphologies, varying by
their maximum amplitude in stream flow direction. In addition, scenarios of variants of stream
discharge and the ambient groundwater flow are performed. The impact of these factors on
hyporheic exchange flux, hyporheic extent and residence times are systematically evaluated. In

addition, the CFD model is tested to a flume experiment to confirm its physical correctness.

In Chapter 3 several groundwater flow scenarios of the study in Chapter 2 are extended by
reactive transport simulations. They demonstrate how aerobic respiration and denitrification
in the hyporheic zone are controlled by hydrological conditions (stream discharge and ambient
groundwater discharge) and pool-riffle amplitude height. In addition, scenarios of varying solute

concentration in the upwelling groundwater are performed.

In Chapter 4 the modeling approach is applied to the morphology of a natural in-stream gravel
bar, surveyed at the Selke river. Scenarios of varying stream discharge and levels of the ambient
groundwater level are simulated. The degree of submergence at the in-stream gravel bar is an
additional controlling hydrological factor. Complex patterns of in- and exfiltration locations of
hyporheic, losing and gaining flow paths are delineated at the streambed. Reactive potential
of the in-stream gravel bar is assessed and is compared to completely submerged streambed

structures.

In Chapter 5 the main results of the individual chapters are summarized, concluded in a broader
perspective and recommendations for future work are given based on limitations of the used

modeling approach.



2 | Coupled 3-D stream flow and hyporheic
flow model under varying stream and
ambient groundwater flow conditions in
a pool-riffle system

This chapter is published as:

Trauth, N., C. Schmidt, U. Maier, M. Vieweg, and J. H. Fleckenstein (2013), Coupled 3-D
stream flow and hyporheic flow model under varying stream and ambient groundwater flow condi-
tions in a pool-riffle system, Water Resources Research, 49(9): 5834-5850, doi:10.1002/wrcr.20442.

Abstract

Exchange of water and solutes across the stream-sediment interface is an important control for
biogeochemical transformations in the hyporheic zone (HZ). In this paper, we investigate the
interplay between turbulent stream flow and HZ flow in pool-riffle streams under various ambient
groundwater flow conditions. Streambed pressures, derived from a computational fluid dynamics
(CFD) model, are assigned at the top of the groundwater model, and fluxes at the bottom of the
groundwater model domain represent losing and gaining conditions. Simulations for different
Reynolds numbers (Re) and pool-riffle morphologies are performed. Results show increasing
hyporheic exchange flows (m?/d) for larger Re and a concurrent decrease in residence time (RT).
Losing and gaining conditions were found to significantly affect the hyporheic flow field and
diminish its spatial extent as well as rates of hyporheic exchange flow. The fraction of stream
water circulating through the hyporheic zone is in the range of 1 x 107 to 1 x 107% per meter
stream length, decreasing with increasing discharge. Complex distributions of pressure across the
streambed cause significant lateral hyporheic flow components with a mean lateral travel distance
of 20% of the longitudinal flow paths length. We found that the relationship between pool-riffle
height and hyporheic exchange flow is characterized by a threshold in pool-riffle amplitude,
beyond which hyporheic exchange flow becomes independent of riffle height. Hyporheic residence
time distributions (RTD) are log-normally distributed with medians ranging between 0.7 and
19h.

2.1 Introduction

Interactions between stream water and groundwater are important for the management of water
quantity and quality as well as for the functioning of aquatic ecosystems [Stanford and Ward, 1988;
Edwards, 1998; Winter, 1998; Fleckenstein et al., 2010]. The main driver for hyporheic exchange
is the variation of pressure along the streambed [Tonina and Buffington, 2009b; Thibodeaux and

Boyle, 1987; Buffington and Tonina, 2009]. These pressure variations are produced by stream
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flow over dunes, ripples, pool-riffles, or in-stream obstacles. Obstructions can induce variations of
the water level causing high pressures at the upstream side and low pressures at the downstream
side of the structures. Driven by these pressure variations at the streambed surface, stream water
infiltrates into the sediment at the upstream side of the obstruction and exfiltrates back into the
stream at the downstream side [Thibodeaux and Boyle, 1987; Harvey and Bencala, 1993; Elliott
and Brooks, 1997a,b; Packman et al., 2000; Woérman et al., 2002].

Hyporheic flow paths in natural streams can have large lateral and upstream components as a
result of pressure gradients induced by complex three dimensional (3-D) streambed morphology
[Tonina and Buffington, 2011, 2007; Angermann et al., 2012]. Large features such as point
bars, in-stream gravel bars, and pool-riffle sequences typically show significant lateral variation
in morphology and can cause these 3-D patterns of flow [Worman et al., 2006; Tonina and
Buffington, 2007, 2009b; Stonedahl et al., 2010].

Similar to the effects of streambed heterogeneity [e.g. Salehin et al., 2004; Sawyer and Cardenas,
2009], this three dimensionality increases the complexity of hyporheic flow paths resulting in
distinct zones of up- and downwelling and a wide range of residence times (RT) [Stonedahl et al.,
2010]. Patterns of up- and downwelling affect in-stream habitat and areas for fish spawning
[Stuart, 1953; Malcolm et al., 2006; Stuart, 1954; Greig et al., 2007], whereas longer RT foster
the transformation of nutrients and other solutes in the streambed [Marzadri et al., 2011, 2012;
Zarnetske et al., 2011a; Bardini et al., 2012].

Besides streambed morphology also the velocity of stream flow as well as the magnitude of
ambient groundwater flow significantly affect the geometry of the hyporheic zone (HZ). Increasing
groundwater discharge decreases the depth and volume of the HZ [Kasahara and Wondzell, 2003;
Storey et al., 2003; Cardenas and Wilson, 2007¢; Boano et al., 2008, 2009], whereas increasing
stream discharge generally increases hyporheic exchange flow [Packman et al., 2004; Tonina and
Buffington, 2007; Cardenas and Wilson, 2007a].

Given the complex nature of turbulent flow over 3-D bed forms and the induced hyporheic flows, it
is challenging to design appropriate flume experiments or field studies of the groundwater-surface
water interface. However, numerical experiments have proven to be a viable alternative to
improve our mechanistic understanding of flow dynamics and biogeochemistry in these complex
environments [e.g. Cardenas and Wilson, 2007a,b,c; Jin et al., 2010; Bardini et al., 2012; Frei
et al., 2012].

Stream water flow over complex streambed morphologies and the resulting pressure at the
streambed surface can most accurately be represented using computational fluid dynamics (CFD)
codes that solve the full Navier-Stokes equations [Cardenas and Wilson, 2007a; Tonina and
Buffington, 2009b; Endreny et al., 2011; Janssen et al., 2012]. Flow simulations can cover a range
of Froude numbers (F'r) and include hydraulic jumps and surface water wave phenomena typical
of relatively shallow turbulent flow over larger streambed structures such as pool-riffle sequences.
These simulations additionally require a two-phase model [Yue et al., 2005; Polatel, 2006], where
the exact water level is derived from the interface of the air-water mixture.

In this study, we use a 3-D, two-phase CFD code, which is sequentially coupled to a groundwater
flow model, to systematically investigate the dynamics of hyporheic exchange in a pool-rifiie
stream. Pool-riffle topography is represented by a simplified approximation of a fully submerged

pool-riffle sequence. Hyporheic flow scenarios for five different submerged pool-riffie sequences
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are systematically evaluated for a range of stream discharges. Additionally, ambient groundwater
flow conditions (losing and gaining), which have been disregarded in previous modeling studies
of pool-riffle systems [Tonina and Buffington, 2007, 2009b, 2011; Marzadri et al., 2010], are
considered at different flow rates. This is thought to be a more realistic conceptualization of
pool-riffle streams, which are typically embedded in an alluvial aquifer. Hyporheic RT and
the 3-D hyporheic flow field are analyzed by means of particle tracking. With this modeling
concept, for the first time, we are able to systematically evaluate how variations in streambed
morphology, stream discharge, and ambient groundwater flow affect 3-D hyporheic exchange and

RT in pool-riffle streams.

2.2 Methodology

2.2.1 Model Geometry and Parameterization

The streambed morphology represented in the numerical model is inspired by a field site with
distinct pool-riffle sequences [Schmidt et al., 2012]. The observed wavelength to width ratio for
a pool-riffle sequence at the field site is approximately 1, which is relatively low, compared to
commonly reported ratios of approximately 3 to 7 in free formed pool-riffle reaches [e.g. Leopold
and Wolman, 1957; Keller, 1972] with a tendency to decrease with increasing slope [e.g. Grant
et al., 1990]. However, if sediment transport is influenced by local flow obstructions such as
bank protection measures, large wood debris, or boulders [Montgomery et al., 1995], significantly
smaller ratios may be found. For example, Montgomery et al. [1995] reported ratios of wavelength
to stream width of even less than one in the presence of large wood debris. At the field site, bank
protection measures (rip-rap) as well as larger wood debris (from fallen riparian phreatophytes)
are frequently found likely explaining the observed small pool-riffle spacing. The main features of
the gradually varying pool-rifle morphology at the field site could be approximated empirically
by the following equation:

Z(x,y) = A sin (2;1:) cos <Z}y> (2.1)

where x and y represent the respective longitudinal and transverse planar coordinates in stream
flow direction. A is the maximum amplitude of the pool-riffle sequence in the stream center, A is
the wavelength in stream flow direction, and w is the stream width. As can be seen from equation
2.1, the height of the morphology varies in y direction by twice the wavelength of the x direction.
According to this configuration, the minima and maxima in the streambed elevation are located
in the center of the stream. In the y direction from the center line, elevations gradually increase
or decrease up to the vertical riverbank (gray surface in Figures 2.1a and 2.1b). Hence, the
streambed morphology is symmetric along the stream center (y = Om).

We used five different stream water model domains where the bottom geometry differs by the
amplitude A of the pool-riffle sequence. The maximum amplitudes A in the stream center are
A=[0.1, 0.2, 0.3, 0.4, 0.5] m. The wavelengths are constant with a value of A = 10m, as well
as the stream width with w = 10m (Table 2.1). A constant slope of 2% is assigned to the
streambed morphology representing the upper limit of slopes typically occurring in pool-riffle
systems [Buffington and Tonina, 2009]. Additionally, our slopes are in the range of values used
by Harvey and Bencala [1993] (6.7 %), Woessner [2000] (2 %), and Marzadri et al. [2010] (0.53 to
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3.3%). Meandering of the stream channel is not considered. When referring to the morphologies
in the following sections, the abbreviations A01, A02, A03, A04, and A05 are used, according to
the maximum amplitude A. In the CFD simulations, up to 12 different discharge scenarios for
each streambed morphology were performed. The lower end of the considered range of discharges
was determined by the minimum flow required to fully submerge the pool-riffle structures in the
model. The largest discharge roughly represents bank full discharge and is close to the mean
of the high flow events observed at the field site over the last 50 years (data obtained from the
statistical tables of the agency operating the official gauging stations).

The streambed sediment at the field site consists of coarse gravel with finer, mainly sandy
sediment fillings in the pore spaces and is covered by an armor layer of cobblestones, which
immobilizes the bed for the range of flows considered in our scenarios.

Slug tests were performed to obtain hydraulic conductivity (K) values of the streambed sediments
at the field site [Schmidt et al., 2012]. A constant value of K = 5 x 107% m/s was set in the
groundwater model. The porosity n for the calculation of the pore water velocity was set to
0.3, which is a reasonable value for heterogeneous streambed sediments. The bottom of the
groundwater model domain is defined as a flat plane at a depth of 3m below the baseline of the
sinusoidal streambed elevation (Table 2.1).

The surface water model domain comprises a sequence of five pool-riffle sections to avoid boundary
effects. Out of these five pool-riffle sequences only the inner three, where effects on the flow from
the inlet or outlet conditions of the CFD simulations are assumed to be negligible, are used in
the groundwater model. Finally to avoid boundary effects in the groundwater model, hyporheic

flow, extent, and RT are only evaluated in the mid pool-rifile sequence of the porous domain.

2.2.2 Numerical Modeling and Coupling

2.2.2.1 Surface Water Model

The OpenSource CFD Toolbox OpenFOAM version 1.7.1 is used to simulate turbulent stream
flow over pool-riffle streambeds in order to derive the hydraulic head distribution at the streambed
(H). The software solves the three-dimensional Navier-Stokes equations using the finite-volume
approach (FVM) and the PISO algorithm for the pressure-velocity coupling. A two-phase model
approach, the Volume of Fluid Method (VoF) [Hirt and Nichols, 1981], is used to simulate both
the water and the air fraction of the surface water model domain.

For the turbulence closure model, large eddy simulation (LES) is used, because of its high
accuracy when working on flow structures with pronounced eddies [Grigoriadis et al., 2009;
Janssen et al., 2012]. For simulating the subgrid scales, the original Smagorinsky subgrid scale
model [Smagorinsky, 1963] is used with a filter width, determined by the cubic root from the
mesh cell volume.

The mesh consists of hexahedral cells with a width of 0.11 m in z and y directions and less than
0.095m in z direction. The number of computational cells is about 520,000, varying slightly
for the different morphologies. Refinement of mesh cells at the bottom boundary (interface to
the groundwater model) revealed no significant changes of the streambed pressure, but vastly
increased the calculation time.

By specifying adequate initial conditions, the quasi steady state can be reached faster. Prelimi-
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Figure 2.1: Wavy water surface of stream flow for (a) high and (b) low discharge scenarios. Maximum
Froude numbers are F'r = 1.21 (a) and Fr =1.08 (b) at the downstream side of the riffle. (¢) Longitudinal
cross section of the stream showing water levels at y = 0 m affected by waves induced by undular hydraulic
jumps for a high (dark blue line) and a low stream flow (light blue line) scenario. The waves of the low
discharge scenario are completely developed within the pool area, while the waves of the high discharge
scenario extend into the next riffle structure where they start to interfere with the undular hydraulic jump
caused by the next riffle.

nary simulations with a coarse mesh were used to roughly estimate water level and a reasonable
velocity field so that the model converges to a quasi-steady state quickly. Subsequently, the mesh
is rotated corresponding to the considered slope of 2% of the stream channel.

The two-phase model requires an inlet boundary condition that defines the fraction of water
and air entering the domain. A user-defined application called “GroovyBC” was used to define
the inlet condition [Gschaider, 2009, documented at http://openfoamwiki.net/index.php/
Contrib_groovyBC]. This boundary condition provides the definition of the entering water
and air fraction as well as the magnitude and shape of a velocity profile at the inlet, resulting
in a defined stream discharge. The inlet condition is constant over time for all model runs,
representing steady state stream discharge. A power law function is assigned to the vertical
velocity profile at the inlet. Turbulent flow develops shortly after water and air enter the modeling
domain. The outlet condition is represented by a boundary that allows both water and air to
flow out of the domain unhampered, denoted as totalPressure boundary in the OpenFOAM

code. The fraction of water and air at the outlet boundary is predicted numerically. The same
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Table 2.1: Model Parameters Used for the CFD Simulations and the
Groundwater Model MIN3P

Parameter Value

Stream Configuration
Stream slope 2%
Stream width w 10 m
wavelength of pool-rifle sequence A 10 m
amplitudes of pool-rifile sequence A 0.1, 0.2, 0.3, 0.4, 0.5 m

CFD Code OpenFOAM

Mesh cell size in x direction 0.11m
Mesh cell size in y direction 0.11 m
Mesh cell size in z direction 0.095 m and smaller

Groundwater Model MINSP

Hydraulic conductivity K 5x107* m/s
Porosity 0.3

Depth of aquifer 3 m + amplitude A
Mesh cell size in z direction 0.2 m

Mesh cell size in y direction 0.2 m

Mesh cell size in z direction 0.1 m

boundary condition is used at the top of the domain, where air can enter and leave the domain,
simulating a natural atmospheric condition. For detailed information on the boundary conditions,
the reader is referred to the OpenFOAM documentation (www.openfoam.org).

The bottom of the domain is bounded by the fixed streambed, which represents the interface
between the surface water and the hyporheic zone. The streambed is treated as an impervious
no-slip condition in the simulation, which is commonly used in such simulations [Cardenas and
Wilson, 2007b; Tonina and Buffington, 2009b; Janssen et al., 2012]. Grain roughness of the
streambed is not considered in our model similar to the model approaches of Cardenas and
Wilson [2007a,b,c] and Tonina and Buffington [2009b]. This assumption is supported by Janssen
et al. [2012], who demonstrated that the effects of wall roughness on the near-bed pressure field
are negligible. Furthermore, Lane et al. [2004] compared flow over rough gravel beds versus
smooth beds and concluded that sensitivity to rough versus smooth conditions was negligible.
The bank (y = 5m) of the stream channel is treated in a similar manner by a no-slip condition.
Due to a symmetric stream channel along the stream center (y = Om), only one half of the
channel is simulated, which reduces calculation times significantly. Hence, at the stream center a
shear-free symmetric boundary condition is used.

OpenFOAM calculates an instantaneous flow field for every time step. For the subsequent
statistical analysis of the results, the time-averaged flow field is determined by calculating the
averages of the variables over the period of time, after the flow has completely developed and is
no longer affected by the initial conditions [Polatel, 2006].

The surface water model is coupled to the subsurface model by assigning H at the streambed
surface calculated by the CFD code to the top of a groundwater model as a Dirichlet boundary
condition. The mesh cells of the CFD model are approximately half the size of the mesh of the
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groundwater model, and therefore, an interpolation over data gaps is not required. This one-way
sequential coupling approach captures only flow from the surface water domain into the porous
domain and does not account for feedbacks from subsurface flow into the surface water domain.
However, hyporheic water that enters the stream channel is only a small volume fraction of the
total stream discharge and hence has negligible impacts on hydrodynamic flow in the channel
[Prinos, 1995; Cheng and Chiew, 1998].

2.2.2.2 Test of the CFD Model Against Fehlman’s Flume Data

To ensure reliable physical behavior of our surface water model, the flume experiments of Fehlman
[1985] for flow over triangular bed forms were simulated with the CFD code and the results
compared to the experimental data. The bed form geometry of Fehlman’s flume, including the
flume width, was implemented in an OpenFOAM mesh with a maximum cell width of 0.03m
in all three directions. We adjusted our model parameters to three different runs of Fehlman’s

experiments, specified by discharge and flume slope (runs 4, 8, and 12). The simulated discharges
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Figure 2.2: Comparison of the simulated data with the measured data of Fehlman’s [1985] flume experiment
for the runs 4, 8, and 12.

and water levels above the crest agree well with the experimental data (Figure 2.2a). Simulated
pressure variations across the bed form normalized by the pressure at the crest also compare well
to the experimental data (Figure 2.2b) except at the crest. This is due to the fact that Fehlman
did not measure the pressure at the crest and used interpolated values from two adjacent pressure
taps located upstream and downstream from the crest. Therefore, the simulated pressure at
the crest is significantly lower than the interpolated value from Fehlman, which had already
been observed by Cardenas and Wilson [2007a]. However, overall, the simulated bottom pressure
agrees well with the measured pressure values (Figure 2.2b and Table 2.2). Our test simulations
show that the 3-D surface water model can predict flow over 2-D bed forms with reasonable
accuracy. However, this corroboration may not fully extend to our 3-D streambed simulations

because of the lack of 3-D pressure head measurements as a validation data set.

2.2.2.3 Groundwater Model

The numerical flow and reactive transport model MIN3P was used to simulate steady state water
flow in the HZ. MIN3P is a finite volume flow and transport code that solves Richard’s equation

for variably saturated flow [Mayer et al., 2002].
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Table 2.2: Bias and RMSE of the Measured Pressure Data of
Fehlman [1985] and the CFD Simulations

Run 4 Run 8 Run 12

Bias 33x107%*m 20x103m 25x107%*m
RMSE 98x107%m 29x103m 13x10 3 m

In a fully saturated domain, as in our case, Richard’s equation reduces to the governing ground-
water flow equation. The governing equations for incompressible, steady state groundwater flow
are:

V-g=0 (2.2)
q=-KVH (2.3)

where q is the Darcy flux, K is the hydraulic conductivity, and VH is the gradient of the
hydraulic head.

The top of the groundwater model is defined as a Dirichlet boundary with hydraulic head values
from the CFD model. At the bottom of the groundwater model domain, at a depth of 3 m below
the baseline of the sinusoidal streambed elevation, a Neumann boundary is assigned to control
either in- or outflow of water by a Darcy flux denoted as gy;. Gradients, calculated from gpot/ K,
are within the range of values measured in natural streambeds [e.g. Schmidt et al., 2006; Kennedy
et al., 2009; Engelhardt et al., 2011].

For simplicity, we assume that gp. is a uniform flux across the bottom boundary, because of the
inherent uncertainty of specifying a realistic spatially varying flux. However, this simplification is
supported by results from field studies, which have demonstrated that the variability of vertical
flux across the streambed is often small [Shanafield et al., 2010]. Furthermore, gaining and losing
exchange fluxes between streams and the underlying aquifer have been shown to be dominated
by vertical fluxes across the streambed [Engelhardt et al., 2011], justifying our assumption that
lateral fluxes into the stream channel are negligible.

Boundary conditions at the up- and downstream sides as well as at the lateral sides of the model
domain are defined by no-flow boundaries.

The mesh of the groundwater model consists of hexahedral cells with maximum vertical extent
of less than 0.1 m and 0.2m in the lateral directions. The elevation of the upper boundary of the
groundwater domain follows the streambed morphology.

For each groundwater model scenario, the fluxweighted hyporheic residence time distributions
(RTD) and the spatial extent of the HZ were evaluated using forward particle tracking. The
proprietary software TECPLOT 360, Version 2011(TecPlot Inc.) was used to calculate particle
tracks based on a second-order Runge-Kutta integration of the steady state pore water velocity
fields. The integration stops when the particles leave the model domain (TECPLOT User’s
Manual, 2011). We released massless particles from each streambed boundary node, in total
2,250 (one per node). In the subsequent statistical analysis, only the particles that first enter
and then again exit the streambed domain via the top boundary are considered. This defines the
hyporheic flow paths and excludes flow paths that describe the flow of water upwelling from the
bottom boundary and exiting at the top boundary as well as of water flowing from the top to

the bottom boundary.
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2.3 Results

2.3.1 Surface Water Flow

2.3.1.1 Stream Discharge, Water Level, and Undular Hydraulic Jumps

In contrast to many natural channels that typically show nonlinear relationships between stage
(hsurf) and discharge (Qsyurf), the rating curve is approximately linear in our model (Figure
2.3a). However, when Q¢ is approximately 14 m? /s, there is a change in the slope of the rating
curve, indicating a change in flow conditions at this point. When Qg5 < 14 m? /s, the water
level rises faster with increasing discharge. When Qg,,y > 14 m? /s, the water level rises more
slowly. This change in the slope of the rating curve coincides with a change of the shape of
undular hydraulic jumps that can develop for F'r slightly higher than 1 [Chanson, 2009]. Undular
hydraulic jumps are characterized by stationary surface water waves, occurring downstream of
the initial water level rise of the hydraulic jump where the flow passes the riffle and enters the
pool. The wavelengths and amplitudes of the waves depend on the F'r before the hydraulic jump
and the ratio of the average critical depth of the flow over the channel width. Wave amplitudes
are damped in the direction of stream flow until they disappear [Chanson and Montes, 1995].
In our simulations, all stream flow scenarios show a wavy water surface with pronounced 3-D
structures (Figure 2.1). Qg5 is positively correlated with the wavelength and the amplitude and
negatively correlated with the number of completely developed waves. For a Qq,rp < 14 m3 /s,
the waves of the undular hydraulic jumps in our simulations are restricted to the pool area
because the amplitude of the wave is damped to zero before the next downstream riffle starts

(light blue line in Figure 2.1c for Qg = 7.4m?/s). The flow at the upstream side of the next
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Figure 2.3: (a) Stream discharge (Qsurf) as a function of water level (hgy,,¢) and (b) as a function of
Reynolds number (Re) for three different streambed morphologies.

downstream riffle is not affected by the standing wave of the undular hydraulic jump. This
behavior changes at Qgury > 14 m? /s, at which point the wavelength and the amplitude are
larger and extend downstream into the zone influenced by the subsequent downstream riffle (dark
blue line in Figure 2.1¢). The interference of the waves of the undular hydraulic jump with the
flow over the subsequent riffle causes a slower rise in the water level relative to the increasing
discharge.

Mean Re calculated over all the water columns in the model domain range from 0.5 x 10° to
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3.5 x 10%. Re numbers increase linearly with Qg ¢ with a constant slope of approximately
1 x 107 for all three morphologies (Figure 2.3b). The flow characteristics of the stream scenarios
are listed in Table 2.3.

Table 2.3: Stream Flow Characteristics of the CFD Scenarios

Morphology-run Re [] Frmean [-] Frmax[-] H[m] U m/s] Qsu s [m?/s]
A05-1 4.63 x 10° 0.44 1.25 0.62 0.93 5.38
A05-2 7.10 x 10° 0.48 1.08 0.70 1.15 7.40
A05-3 1.06 x 109 0.57 1.11 0.81 1.48 11.01
A05-4 1.31 x 109 0.60 1.22 0.88 1.67 12.40
A05-5 1.46 x 109 0.63 1.19 0.91 1.76 14.78
A05-6 1.72 x 109 0.67 1.21 0.96 1.95 17.47
A05-7 2.16 x 106 0.75 1.27 1.05 2.27 22.18
A05-8 2.50 x 106 0.77 1.29 1.11 2.43 25.54
A05-9 2.88 x 106 0.79 1.28 1.21 2.59 29.57
A05-10 3.27 x 106 0.83 1.30 1.29 2.78 34.52
A03-1 7.63 x 10° 0.65 1.21 0.57 1.46 7.57
A03-2 1.04 x 109 0.74 1.34 0.62 1.76 10.33
A03-3 1.40 x 109 0.89 1.47 0.68 2.21 13.76
A03-4 1.51 x 109 0.87 1.40 0.72 2.22 14.95
A03-5 1.71 x 109 1.02 1.54 0.70 2.58 17.22
A03-6 1.81 x 109 1.03 1.57 0.73 2.65 18.60
A03-7 1.99 x 106 1.01 1.52 0.77 2.70 19.98
A03-8 2.22 x 106 1.01 1.55 0.82 2.80 22.05
A03-9 2.51 x 106 1.03 1.55 0.88 2.95 24.80
A03-10 2.85 x 106 1.03 1.52 0.93 3.09 27.56
A03-11 3.22 x 106 1.12 1.62 0.94 3.39 31.80
A03-12 3.60 x 106 1.16 1.65 0.97 3.61 35.34
A01-1 5.40 x 10° 0.68 1.12 0.42 1.35 4.11
A01-2 9.01 x 10° 0.91 1.30 0.47 1.94 7.46
A01-3 1.41 x 109 1.05 1.39 0.57 2.47 11.95
A01-4 1.65 x 109 1.15 1.45 0.60 2.78 14.93
A01-5 2.09 x 106 1.16 1.43 0.69 3.02 19.51
A01-6 2.47 x 106 1.18 1.46 0.77 3.24 24.46
A01-7 2.90 x 106 1.19 1.46 0.85 3.42 28.53
A01-8 3.28 x 106 1.21 1.44 0.92 3.60 32.61
A01-9 3.59 x 106 1.20 1.43 0.97 3.70 35.06

2.3.1.2 Eddy Geometry and Hydraulic Head Distribution at the Streambed

In the 3-D simulations, two symmetric eddies develop within the pool area, separated by the
stream center line (y = 0m), as expected from the symmetric streambed configurations (see section
2.2.2.1). Due to this symmetry, in the following we refer to the eddies and head distributions in
one half of the streambed only.

Stream flow over A03 and A05 produces significant eddies, fully developed in three dimensions,
whereas the eddies that develop for flow over A0l are very small. The eddies are located in

the deepest pool area close to the stream centerline, while close to the stream bank amplitudes
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in streambed elevation are too small for eddy formation. The pool area covered by eddies is
approximately 65 % of the stream width for flows over A05 and 50 % of the stream width for
flows over A03.

Different discharge scenarios (different Re) also influence eddy geometry. Eddies in the low
discharge model runs are relatively flat and cover the whole pool area in flow direction (Figure
2.1a). Under high discharge conditions, the eddies show more circular shapes and are only located
deep in the pool, accompanied with lower detachment and reattachment points (Figure 2.1b). A
change between these two general eddy geometries occurs at Re of about 1.4 x 10°, where also
the slope of the rating curve increases and where the waves of the undular hydraulic jump can
affect the flow over the next riffle.

Figure 2.4 depicts hydraulic head distributions at the streambed for the different scenarios.
Generally, maximum heads (H,,q;) are located at the upstream side of the riffle and correspond
to the reattachment points of the eddy. From the maximum, the head decreases in the direction

of stream flow until a minimum (H,,;,) is reached at the lee side of the riffle, where the next
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Figure 2.4: Hydraulic head (H) distribution at the streambed for high, moderate, and low Re scenarios
for three pool-riffle amplitudes (columns). Flow is from left to right.

eddy detaches. The H differences are significantly higher in A05 and A03 than in A0l and
increase with Re. This is most notable at the location of the H,,4; and H,,;, where a shift in
their = direction coordinate will depend on changing discharge and morphology: The higher
the discharge, the longer the distance between the locations of H,,q, and Hy, (e.g., compare
Figures 2.4a and 2.4c). This is accompanied by smaller eddies in the pool and a lower z elevation
of the H maxima. Similarly, the distance between H,,q, and H,,;, increases with lower pool-riffle
amplitude. The same effect is also visible at each individual riffle as a result of the decline in
amplitude toward the river bank (y = 5m). H also varies along the lateral direction of the
streambed. The distance between H,,., and H,,;, along the x direction increases toward the
stream bank (Figure 2.4). Interestingly, the absolute H,,., and H,,;, are not located at the
center of the stream (y = 0m), but rather some distance toward the stream bank. This distance
strongly depends on the discharge. For high discharges, H maxima are located closer to the
stream center and vice versa (Figure 2.4). The location of the absolute H,,,, at the streambed
corresponds to the maximum longitudinal extent of the eddies, which is not located at the stream

center, but rather a certain distance toward the stream bank.
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Our results also demonstrate the effects of the undular hydraulic jumps that develop downstream
of the riffles on the H distribution at the streambed. The standing waves have distinct wavelengths
and amplitudes that increase with discharge. When a wave trough (respectively low hydrostatic
pressure) coincides with the upstream side of a riffle, where H is commonly high, the resulting
H will be reduced causing local anomalies (clearly visible at x = 19m in Figure 2.4e). Due to
the three-dimensional nature of the waves (see Figure 2.1), interferences can occur at particular

locations at the streambed and do not necessarily extend over the entire channel width.

2.3.2 Hyporheic Exchange

We define the hyporheic exchange flow (Qpz) as the water volume per time (in m?®/d) that
enters and subsequently exits the porous domain at the top of the HZ. Infiltrating stream water
that exits the domain via the bottom boundary and groundwater that enters the domain via the
bottom boundary and exfiltrates into the stream is not included in Q7. As described in the
methods section, Q7 is evaluated for a single pool-riffle sequence (A = 10m). In the following

sections, the effects of Re, qpo, and the different streambed morphologies on Q77 are described.

2.3.2.1 Effects of Reynolds Number

The Qpz generally increases with Re for the morphologies A05 and A03 (Figures 2.5a and
2.5b), independent of the direction of gu,. This is caused by an overall increase of the hydraulic
head gradient at the streambed with increasing Re, respective @, r. However, the relation is
not monotonically increasing and a meaningful correlation is not derivable. For example, in
simulation A03, the Q7 is remarkably reduced for Re of 1.5 x 10° to 2.0 x 10° and reduced
even further for very high Re of 3.5 x 10%. For A05, variations of Qg in this Re range are
visible, but not as significant as for A03. A possible explanation for this behavior is that the
local reduction of H is caused by the undular hydraulic jumps that develop downstream of the
riffles. As a result, the head gradient between the upstream and downstream side of the riffle is

reduced causing a decrease in Qg z.

2.3.2.2 Effects of Ambient Groundwater Flow

Our simulations show strong effects of ambient groundwater flow, represented by the inflow and
outflow via the bottom boundary of the groundwater model on hyporheic exchange. For the
neutral case (g = 0m/d), Qrz and the extent of the hyporheic flow cell are at a maximum.
An increase in the magnitude of gy, results in a decrease of Q7 for both the losing and the
gaining case. Even low magnitudes of ¢, have a significant impact on Q7. FExchange flows for
both gaining and losing conditions are of the same order of magnitude and change similarly with
the magnitude of gpy for a given morphology (Figures 2.5a and 2.5¢). However, under losing
conditions, Qg7 is consistently slightly lower than under gaining conditions.

Figure 2.6a shows the relationship between dimensionless gt * calculated as gpor/K (equals
the vertical gradient at the lower boundary condition) and the ratio of Qrz/Qsurs for high and
low Re, which can be well approximated by an exponential function. Based on these equations
(coefficients for all scenarios are provided in Table 2.4), the ratio of Qpz/Qsurs can be estimated
for a given g™ and Re. Furthermore, a critical gp,:* can be derived, defined as the gpo™

value for which all hyporheic exchange is completely suppressed. As the exponential curves
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are asymptotic toward Qpz/Qsury = 0, we define a limit for hyporheic exchange at 1% of the
maximum Qpz/Qsurs (at oo™ = 0m/d) and denote the corresponding gpo:™ value as the critical

Gvot™ (shown as a function of Re in Figure 2.6b). The critical gpo™

values increase with Re,
because higher Re induces higher H gradients across the riffle; which in turn require higher
Gvot™® values to completely suppress hyporheic flow (except for morphology A01). Under losing
conditions, the critical g * values do not increase with Re as fast as under gaining conditions.
In the high Re scenarios, the critical gy ™ is up to twice as high under gaining than under losing

conditions.
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Figure 2.6: (a) Fitted exponential curves for the relationship between gpor™® and Qpz/Qsury for high and
low Re scenarios of runs A05-3, A05-10, A03-2, A03-11, A01-2, and A01-8 (see Table 2.3). R? is >
0.97 for all scenarios. (b) Critical gpo:™ as a function of Re. Critical gpot™ is derived from the exponential
curves in (a) where Qpz/Qsury < 1% of the maximum Qrz/Qsury (at gror™ = 0m/d).

2.3.2.3 Effects of Streambed Morphology

As described in section 2.3.2.1, there is a general positive correlation between Re and QQpz for
A03 and A05. In contrast, Qg7 for flow of A01 (Figure 2.5¢) does not show the same dependency
on increasing discharge, and the @z contours depicted in Figure 2.5c are significantly different
for AO1 compared to A03 and A05. Also the critical gpo* values (Figure 2.6b) hardly vary with
Re for AO1.

At first sight this seems to suggest a general positive correlation between the magnitude of Q7
and streambed amplitude. However, a closer look at the contour plots of A03 and A05 reveals
very similar distributions and magnitudes of Q7 for both of these scenarios. This implies that
above a certain pool-riffle height, a further increase in height has no significant effect on Qp 2,
which remains at a quasi-constant level beyond this threshold.

For further evaluation of this possible threshold in pool-riffle height, Figure 2.7 shows how Q2
is related to the pool-rifle amplitude and gy, under constant Re = 1.4 x 10%. The Qpz values
on the y axis are normalized to Qpz of morphology A01. The upper graph (Figure 2.7a) shows
that for gaining conditions, Qg7 is relatively constant for pool-riffle amplitude heights above A
= 0.1 m. For losing conditions, the relationship between amplitude A and Q7 levels of beyond
A = 0.2m. The rate of increase in @z with amplitude (the slope of the graphs in Figure 2.7)
before the threshold (beyond which Q7 remains quasi-constant) generally increases with gpe.

This effect is more pronounced for gaining conditions than for losing conditions.

20



Coupled 3-D stream flow and hyporheic flow model in a pool-riffie system

Table 2.4: Fitting Parameters for the Relationship Between gyoi* and Qpz/Qsury for
Exponential Functions of the Type Qrz/Qsury = a X ebtor*  For all scenarios R? >
0.97

Losing Gaining

Morphology-run Re a b a b

A05-1 463 x 10° 1.42x107* 24.750 1.71 x 10~* -36.505
A05-2 7.10 x 10° 1.20 x 107* 22.828 1.40 x 10~* -29.016
A05-3 1.06 x 106 1.04 x 107* 17.051 1.17 x 10~* -22.290
A05-4 1.31 x 10 1.18 x 107* 19.672 1.26 x 107* -18.628
A05-5 1.46 x 105 8.82x107° 17.937 9.53 x 107° -17.537
A05-6 1.72 x 10 7.46 x 1075 18.645 7.84 x 107° -13.621
A05-7 2.16 x 106 7.00 x 107° 17.840 7.10 x 10™® -10.033
A05-8 2.50 x 10° 5.82x 107° 19.398 5.89 x 107° -11.066
A05-9 2.88 x 105 5.69 x 107° 18.008 5.69 x 10~° -10.051
A05-10 3.27x 105 525 x107° 15939 5.25x107° -8.813
A03-1 7.63 x 10° 1.09 x 10~* 33.277 1.17x10~* -35.464
A03-2 1.04 x 105 1.06 x 107* 23.833 1.06 x 107* -23.833
A03-3 1.40 x 10 8.28 x 10™° 21.940 8.70 x 107° -19.226
A03-4 1.51 x 10 8.65 x 107° 20.456 9.15 x 107> -21.122
A03-5 1.71 x 105 585 x107° 23.879 5.80 x 107° -12.167
A03-6 1.81 x 105 5.60 x 107° 12.001 5.60 x 10~° -12.001
A03-7 1.99 x 105 5.61 x 107 23.528 5.61 x 107° -12.111
A03-8 222 x10% 6.39x 107° 22.134 6.37 x 107° -12.034
A03-9 2.51 x 105 6.96 x 107° 20.043 6.85 x 107° -10.971
A03-10 2.85 x 10 6.94 x 107° 18.747 6.77 x 107° -10.775
A03-11 3.22 x 10% 5.86 x 107° 18.442 5.73x 107° -11.520
A03-12 3.60 x 105 4.89 x 107° 19.086 4.74 x 107° -11.613
A01-1 5.40 x 10> 1.65 x 10~* 39.750 1.85 x 10~* -60.913
A01-2 9.01 x 10> 8.17x 107> 47.839 849 x 10~° -59.012
A01-3 141 x 105 4.59 x 107° 49.446 4.67 x 107° -58.069
A01-4 1.65 x 10 3.32x 1075 47.958 3.41 x 10~° -51.071
A01-5 2.09 x 106 2.87 x 107° 50.379 2.85 x 107° -42.205
A01-6 247 x 105 251 x107° 49.393 2.51 x 107° -40.536
A01-7 2.90 x 10° 2.11 x 107° 46.653 2.21 x 107° -42.207
A01-8 3.28 x 105 1.71 x 107° 47.460 1.82 x 107° -45.809
A01-9 3.59 x 10° 1.49 x 107° 49.297 1.55 x 10™° -46.100
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Figure 2.7: Hyporheic exchange flow as a function of maximum pool-riffle amplitude height (A) under
constant stream discharge of Qgury = 12 m?/s. All Qg7 values are normalized to Qg7 of the scenario
with a maximum amplitude height of A = 0.1m.

2.3.2.4 3-D Hyporheic Zone Volume and Lateral Flow

Based on the results of the 3-D particle tracking, the water volume of the hyporheic flow cells
(Virz) enclosed by the outermost flow paths returning to the stream can be derived (Figure
2.8). The ratio between V7 and the total water volume stored in the entire porous domain
is denoted as the dimensionless hyporheic volume Vg z* . Contour plots of Vyz* versus Re
and qpo are shown in Figures 2.5d to 2.5f. For the neutral case (gpor = Om), Viz™* slightly
decreases with increasing Re and shows maximum values for low Re. In contrast, under losing
and gaining conditions Vi z* slightly increases with increasing Re or stays relatively constant.
The inverse relation of Viz* to Re under losing/gaining and neutral conditions could be an
effect of the no-flow boundary condition at 3m depth representing the aquifer bottom. Under
neutral conditions, this no-flow boundary restricts the full development of the major and minor
hyporheic flow cells, which increases with Re. The space between major and minor flow cells
also increases with Re and thus, less aquifer volume is affected by hyporheic flow. For gaining
and losing conditions, the hyporheic flow cells do not reach the bottom of the domain, so this
effect does not occur.

When the magnitude of gy, exceeds 2m/d for both the gaining and losing cases, Vi z* is less
than ba small vertical extent of the HZ (Figures 2.5d and 2.5f). However, Q7 is still significant
even for low magnitudes of gy (Figures 2.5a and 2.5¢), indicating significant hyporheic flow even
for small HZ volumes. Also, the low Vigz* values for Re between 1.5 x 10 and 2 x 10° in A03
indicate a reduction of the HZ volume (Figure 2.5h), probably caused by the effects of undular
hydraulic jumps as described earlier.

Major differences in Viz* are visible between A05, A03, and the shallow morphology A01. Vi z*

in AO1 shows a sharper decline with increasing Re than in A03 and A05. Furthermore, Vg z* in
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Figure 2.8: Hyporheic flow paths for A05 morphology for a high discharge scenario of Re = 1.72 x 10° (H
distribution of Figure 2.4b) of high and low ¢,,; magnitudes for the gaining and losing case. Red colors
(negative vertical Darcy velocity) indicate infiltration and blue colors (positive vertical Darcy velocity)
exfiltration to the streambed.

A01 is more sensitive to g, indicated by steeper Viz* /qpot gradients compared to A03 and
A05.

Two distinct flow cells in the HZ can be distinguished: a major and a minor one (Figures 2.8, 2.9,
and 2.10). Flow paths in the major flow cell, located around the crest, are directed downstream
with a lateral flow component toward the stream bank. Flow paths that are directed upstream
form a minor flow cell with the infiltration zone at a lower location on the stoss side of the riffle
and an exfiltration zone close to the upstream pool with a lateral flow direction toward the
stream center. This complex 3-D flow field is caused by the spatial variation of H across the
streambed (see section above) resulting from the 3-D morphologies. It is additionally influenced
by the direction and magnitude of ambient groundwater flow across the bottom boundary. For
gaining conditions, the bulk of the stream water is infiltrating at the upstream side of the riffle
and subsequently returns to the stream at the downstream side. The general lateral direction
of flow in this cell under gaining condition is toward the stream bank. Flow paths that are
oriented in the opposite direction (minor flow cell) return to the stream close to the upstream
pool center and are laterally deflected toward the stream center (Figures 2.8c and 2.8d and
2.10, right column). Flow cells that develop under losing conditions look quite different. Here
large fractions of stream water that infiltrate at the upstream side of a rifle do not return to
the stream, but instead leave the model domain at the bottom boundary (Figures 2.8a and
2.8b). Areas of infiltration at the streambed with subsequent return to the stream are pushed
toward the crest of the riffle (Figure 2.10, left column). In contrast to the gaining case, the

general lateral flow component in this major flow cell is toward the stream center. For high
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Figure 2.9: Hyporheic flow paths for A03 and A01 morphology for discharge scenarios of Re = 1.72 x 108
(H distribution of Figure 2.4e and h) of high and low gy, magnitudes under gaining and losing conditions.

Red colors (negative vertical Darcy velocities) indicate infiltration and blue colors (positive vertical Darcy
velocities) exfiltration to the streambed.
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Re (1.72 x 10°) or low magnitudes of gy a smaller hyporheic flow cell can develop toward the
upstream pool (Figures 2.10a to 2.10d), which is also directed toward the stream center. With
respect to the impact of g, it can generally be stated that: (1) the higher gy, the smaller
the areal extent of the infiltration and exfiltration zones, and (2) for high magnitudes of gy nO
distinct minor flow cell develops and only the major flow cell remains but is cropped close to
the stream bank (Figures 2.8b and 2.10c,d,g,h.k,1,0,p), and (3) the lateral flow directions in the
major flow cells show opposite patterns in the gaining (toward stream bank) and in the losing
case (toward stream center).

The maximum vertical flow velocities of the particle paths are found at the infiltration and
exfiltration points (red and blue colors in Figures 2.8 and 2.10b,d,f,h,j,1,n,p). Infiltration and
exfiltration velocities at the streambed increase with Re, due to higher H gradients and are
independent of gp.:. Vertical velocities are smallest at the maximum depth of each particle path
(white color in Figure 2.8).

To quantitatively evaluate the lateral flow components, we define the dimensionless distance
yaist™ as the absolute lateral travel distance y4;5¢ normalized by the stream width (10m). In
Figures 2.5g to 2.5 the mean values of yg* versus Re and ¢, are presented. The magnitude
and direction of lateral shifts mainly depend on the hydraulic heads (and thus on Re) at the
location of infiltration. Additionally, the direction and magnitude of ¢, influences the lateral
shift. Overall, yg;s is rarely higher than 50 % of the longitudinal travel distance. Generally, the
lateral travel distance increases slightly with Re for all morphologies. Ambient groundwater flow
does not consistently influence yg;:™ . For A01, yge* decreases with increasing gpo; for both

gaining and losing conditions. This relationship cannot be observed for A05 and A03.

2.3.2.5 Hyporheic Residence Times

Flux-weighted RT in the HZ (only flow paths that enter the HZ from the stream and subsequently
return to the stream are considered) were evaluated based on the results of the forward particle
tracking. Simulated median RT (MRT) range from 0.7 to 19h (Figures 2.5j to 2.51). Plotted
against Re and gp,+ they show similar spatial patterns as the distributions of Q7 shown in
Figures 2.5a to 2.5¢c. Figures 2.5a to 2.5¢ also show that MRT is mainly affected by the magnitude
of gyt and not by its direction. MRT are generally shorter for increasing magnitudes of gpot-
However, MRT are shorter under losing conditions compared to gaining conditions despite
relatively similar Q7. This indicates faster hyporheic flow for the losing case. For all three
morphologies, the longest RT occurs in the case of no bottom inflow or outflow.

Increasing Re results in shorter MRT for all three morphologies. The longest MRT occur under
low Re, where very low exchange flows appear and vice versa. This indicates a higher hyporheic
flow velocity under high Re, accompanied with shorter MRT and higher Q7.

In contrast to the distribution of Qg7 (Figures 2.5a to 2.5¢), the MRT for the three different
morphologies are within one order of magnitude, where the longest MRT can be observed for
the shallowest morphology A0O1. Stream flows over steep morphologies produce high Q7 (A03,
A05), due to a fast flow through the HZ, which leads to shorter RT but long flow paths. In
contrast, for the shallow morphology (A01), flow velocities are slower, and consequently, the RT
are larger.

For the scenarios shown in Figure 2.10, histograms of the RT and fitted log-normal curves are
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Figure 2.10: (a, c, e, g, i, k, m, o) Locations of infiltration and subsequent exfiltration at the streambed in
the z—y plane for the two Re scenarios presented in Figures 2.1, 2.4b, and 2.4c for different directions and
magnitudes of ¢po;. The start- and end-points of the flow paths are shown that define hyporheic exchange
(infiltration into and subsequent exfiltration out of the streambed). Flow paths that leave or enter the
domain at the bottom boundary are not considered. (b, d, f, h, j, 1, n, p) Cross sections along the z—z
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shown in Figure 2.11. RT for all scenarios are well represented by a lognormal distribution. The
RTD do not show significant variations neither between the losing and gaining cases nor between
the high and low Re scenarios. Also the RTD for the three different morphologies are very similar

(data not shown).

2.4 Discussion

2.4.1 Variation of Hydraulic Head at the Streambed and Effects of Undular
Hydraulic Jumps

Natural stream flows in channels with pool-riffle structures typically result in complex configura-
tions of the stream water level including (undular) hydraulic jumps [Tonina and Buffington, 2007,
2011]. Such variations in the water level together with pressure effects caused by turbulent flow
are the dominant controls of pressure variations at the streambed, which in turn drive hyporheic
flow through the streambed [Packman et al., 2004; Cardenas and Wilson, 2007a,b,c; Tonina and
Buffington, 2007, 2011]. Hence, an accurate representation of water level and turbulent effects
is indispensable when simulating hyporheic exchange flows in river reaches with pronounced
pool-riffle structures [Tonina and Buffington, 2007, 2011, 2009b; Endreny et al., 2011]. The
two-phase CFD approach in this study complies with these requirements. Water levels in our
simulations are determined using the VoFapproach and locally deviate by up to 0.45m from the
mean water level. Using a simpler one-phase model would have resulted in significant errors in
the pressure distributions at the streambed. By comparing the water level with the hydraulic
head, our work provides further evidence that in complex channels the water level is not a good
surrogate for the hydraulic head distribution at the streambed. These findings corroborate the
results of Tonina and Buffington [2007] from flume experiments. The overall difference between
H,u and H,,;, depends on Re, and the location of the H,,,; and H,,;, on the ratio between
dune height and dune length. Furthermore, the distance between the extreme values is larger
for lower ratios, as in our results for the different morphologies. However, the H,,q, and Hpyin
at the upstream and downstream side of a riffle vary significantly in the lateral direction and
hence also induce lateral hyporheic flow components. At the upstream side, H decreases from
the stream center to the bank, whereas H increases toward the stream bank at the downstream
side of the riffle. Absolute H maxima are always located closer to the stream center than the
H minima. This setting generates a lateral gradient toward the stream bank in addition to the
major longitudinal gradient between the upstream side and downstream side of a riffle. A small
depression of H located next to the pool close to the stream centre evokes hyporheic flow cells
that points upstream and toward the stream center (Figure 2.4).

For the first time in pool-riffle systems, we show that surface water waves produced by undular
hydraulic jumps can cause local anomalies in streambed pressure. We found that when the
trough of the standing wave coincides with the region of highest streambed pressures in the
reattachment zone of the eddy, H at the streambed is significantly reduced. This effect alters
the H distribution across the streambed and in turn affects the 3-D hyporheic flow field. The
severity of these effects depends on the magnitude of stream discharge.

Also, the complex head distribution simulated by the CFD model results from the specific,
field-inspired, 3-D streambed morphology. Streambed morphology at the site is affected by bank

27



Chapter 2

protection measures (e.g. rip-rap) and large woody debris, which constrains sediment dynamics
resulting in a small ratio of pool-rifle wavelength to stream width (~ 1) [Montgomery et al.,
1995]. To our knowledge, hydraulic head distributions and hyporheic flows in such pool-riffle
systems have not been studied systematically. Probably, higher ratios of pool-rifiie wavelength
to stream width would diminish the effect of standing wave interference. Furthermore, stream
flow could adapt more smoothly to the morphology, likely resulting in less lateral variations of
hydraulic head and, hence, a decrease in the lateral hyporheic flow component.

However, further investigations regarding the impact of morphology on hyporheic flow are needed
to evaluate the dependence of Q7 on the ratios between wavelength to width as well as ratios

between wavelength and amplitude.

2.4.2 3-D Hyporheic Flow Paths

The pronounced variations of H at the streambed induce complex 3-D hyporheic flow paths
with flow components in both longitudinal and lateral directions (Figures 2.8, 2.9 and 2.10).
Lateral flow distances (ygis¢t) were on average 20 % of the longitudinal flow distance. The yg;s
increased only slightly with Re; however, the effect of Re is evident in longitudinal direction where
increasing Re results in deeper and longer hyporheic flow paths. We suspect that pronounced
lateral flow components may support an enhanced mixing of stream water and groundwater in
the hyporheic zone.

The 3-D hyporheic flow paths were strongly affected by ambient groundwater flow. Most notably
regarding the shapes of the hyporheic flow cells and the spatial patterns of infiltration and
exfiltration zones, which were found to be significantly different between the gaining and losing
case (Figures 2.8, 2.9 and 2.10). Under gaining conditions, one single infiltration area exists,
and flow paths are separated into two distinct hyporheic flow cells, one in downstream and
one in upstream direction (Figures 2.10e,f,g,h,m,n,0,p). For the losing case, two noncontiguous
infiltration areas with completely separated flow cells develop, particularly pronounced for high
Re (Figures 2.10a and 2.10b). This separation is forced by the fast downward flow located
close to the maximum in H at the upstream side of the riffle (Figures 2.8a, 2.10a, and 2.10b).
This general separation of the infiltrating stream water into flow cells pointing in upstream and
downstream directions has also been shown in several 2-D studies investigating stream flow over
structured streambeds and the effects of ambient groundwater on flow in the HZ [Boano et al.,
2008; Cardenas and Wilson, 2007c|. In addition to this general flow separation shown in our 3-D
simulations, the lateral in- and exfiltration patterns are also affected by ambient groundwater flow.
The variations in the hyporheic flow field result from competing pressure gradients either caused
by the H gradients along the streambed or vertical gradients imposed by ambient groundwater
flow. For increasing magnitudes of qpy, the hyporheic flow cell first disappears at the stream
bank. A plausible explanation for this is that the lower bed form induces a gradient along the
smaller bed form amplitude in the vicinity of the stream bank. For strong gaining conditions,
the vertical gradient evokes groundwater upwelling in the pool area but also close to the stream
bank and thus hampers the formation of a hyporheic flow cell that would span over the entire
stream width (Figure 2.8d). Additionally, this high vertical upward directed gradient close to the
stream bank induces flow paths in the hyporheic flow cell that have strong lateral components
toward the stream bank (Figures 2.8d and 2.10g,h,0,p at y = 3 to 4m).
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For the losing case, strong downward vertical gradients (high negative gpot) cause stream water to
predominantly downwell at the upstream H,,,, location (Figure 2.8b). Additional downwelling
occurs close to the stream bank along the crest area, where the bed form-induced gradient does
not exceed the vertical gradient. Here similarly to the gaining case, hyporheic flow cells are
truncated close to the stream bank and shifted in downstream direction from the crest (Figures
2.10c,d,k,1). In contrast to the gaining case, the flow paths in the hyporheic flow cells close to
the stream bank have a strong lateral flow component toward the stream center, induced by the
downward vertical gradient.

For both the losing and the gaining cases higher magnitudes of ¢, induce higher vertical
gradients and, hence, a stronger lateral shift of the hyporheic flow paths close to the stream bank.
Although hyporheic flow paths are strongly altered by qpo:, the average lateral flow component
expressed as yg;s¢ remained relatively unaffected (Figures 2.5 and 2.6g to i). Hyporheic flow
paths that deviated from the general downstream direction but rather showed complex patterns
of in- and exfiltration in directions lateral and opposed to the direction of stream flow have also
been observed in a field study by Angermann et al. [2012]. These patterns could potentially be

explained by the interplay between 3-D streambed morphology and ambient groundwater flow.

2.4.3 Effects of Ambient Groundwater Flow and Varying Discharge on the
Integral Characteristics of Hyporheic Exchange

Our results show that the integral characteristics of hyporheic exchange Qpz, Vyz* and MRT
are similar between the gaining and losing cases for the same magnitudes of ¢,; and Re. This
relative insensitivity of the magnitudes of Qrz, Vgz* and MRT to the direction of groundwater
flow in our model is in line with the results of Cardenas and Wilson [2007¢|, who found Qp,
hyporheic depth, and MRT to be almost equal between the gaining and the losing cases. In
contrast to Cardenas and Wilson [2007c|, however, Qpz, Vgz* and MRT in our simulations
are not absolutely identical in both cases. Under losing conditions, Qpz is slightly lower, Vi z*
is lower and the MRT are shorter compared to the gaining case. Also the critical gpo* values,
where all hyporheic exchange is suppressed, are different for similar magnitudes of g™ . Critical
Gpor ™ 18 up to 50 % smaller under losing conditions, suggesting that smaller vertical gradients
between the streambed and the bottom of the groundwater domain are needed to completely
inhibit hyporheic flow compared to the gaining case. This can be caused by the different spatial
extents of the infiltration areas at the streambed and the separation of hyporheic flow into an
up- and a downstream flow cell, when comparing the gaining to the losing case, described in the
section above.

Therefore, we conclude that under losing conditions smaller and thus shallower flow cells develop,
accompanied with faster hyporheic flows, and respective shorter MRT. Furthermore, in the losing
case hyporheic exchange is more sensitive to the magnitude of gpu;.

The ratios between hyporheic exchange flow (Qpz) and stream discharge (Qgy,f) decrease for
increasing Re. Hence, for high stream flows the fraction of total stream flow that becomes
hyporheic flow and is in turn exposed to the higher reaction rates in the HZ becomes smaller.
This in turn diminishes potential effects on overall stream water concentrations of constituents
such as nitrates. The ratios are generally higher for low magnitudes of g, indicating a higher

fraction of the infiltrated water of )5y, under low ambient groundwater flow. Losing conditions
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result in slightly lower Qgrz/Q sur ¢ ratios compared to gaining conditions due to the overall lower
values of Qpz. The ratio Quz/Qsurs is generally low (1 x 10° to 1 x 10 per meter stream
length) and agrees with values of hyporheic exchange found in other studies [Battin et al., 2003;
Boulton et al., 1998; Saenger et al., 2005].

Our results demonstrate that the connection of the stream to the ambient groundwater system
cannot be disregarded when examining hyporheic exchange. Even low vertical gradients (gpot™ in
Figure 2.6a) between stream and groundwater can significantly alter the hyporheic flow field and

diminish hyporheic exchange flow and extent under both losing and gaining conditions.

2.4.4 Threshold of Streambed Amplitude

The influence of streambed amplitude on hyporheic exchange is characterized by a threshold
behavior in our simulation. Above a certain threshold in amplitude, Qrz and MRT become
insensitive to further increases in amplitude (see Figure 2.7). Our results generally show that
a distinct streambed morphology is necessary to produce sufficient pressure differences at the
streambed for advective pumping to occur. If this condition is met, additional effects of the
height of the streambed morphology on hyporheic exchange are minor. Tonina and Buffington
[2011] showed data from flume experiments with partially submerged pool-riffle sequences of four
different amplitudes. In their Figure 5, ¢* (comparable to our Qrz) is smallest for the lowest
amplitude and practically equal for the three higher amplitudes. Although they did not explicitly
describe this relationship, their results are in line with the threshold of bed form amplitude
observed in our study. Furthermore, Packman et al. [2004] showed in a flume experiment that
exchange flow in structured beds is generally higher than in a flat bed and that higher bed forms
only slightly increased hyporheic exchange. Although, the study of Packman et al. [2004] was
conducted in 2-D, the lack of a significant increase of hyporheic exchange with increasing bed
form height is similar to our results based on 3-D modeling.

Hence, the most important controls of hyporheic exchange in the studied pool-riffle systems are
stream discharge, and ambient groundwater flow, while the height of bed form amplitude has

minor effects beyond a defined threshold.

2.4.5 Residence Times

Many biogeochemical reactions in the HZ are time dependent and thus directly related to the RT
of infiltrated stream water in the HZ [Zarnetske et al., 2011a]. For instance, long RT lead to higher
consumption of redoxsensitive compounds (oxygen, nitrate), provided that a sufficient carbon
source is available [Brunke and Gonser, 1997; Zarnetske et al., 2011a; Marzadri et al., 2012, 2011,
2013]. Therefore, hyporheic RT is a crucial parameter to evaluate the potential for biogeochemical
reactions in the HZ. However, Bardini et al. [2012] showed that the transformation of several
redox-sensitive compounds increased with stream velocity because the higher amount of solutes
advected into the HZ was more important than the overall decrease in residence time. Our RT cal-
culations show that with increasing Re, MRT becomes shorter due to faster flow velocities in the
HZ, accompanied with higher ()~ and vice versa, also in agreement with the findings of Tonina
and Buffington [2011]. Hence, low hyporheic flows (small Q) cause longer exposure times to

the hyporheic sediments and hence a higher potential for certain biogeochemical reactions to occur.
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However, the MRT would likely not change very much. Interestingly, the RT in our model
cover the range of RT over which Zarnetske et al. [2011a] observed a biogeochemical regime
shift in a streambed of similar texture from net nitrifying to net denitrifying. Hence, our results
demonstrate that pool-rifile sequences can cause RT that might facilitate biogeochemical regime

shifts in the hyporheic sediments.

2.5 Summary and Conclusions

In this 3-D modeling study the effects of stream discharge, streambed morphology, and ambient
groundwater flow on hyporheic flow in pool-riffle streams were systematically investigated. We
combined two-phase CFD simulations of turbulent stream flow over 3-D pool-riffle streambeds
with flow modeling in the underlying porous streambed (HZ) for different stream discharges and
streambed morphologies. Ambient groundwater flow was represented by either gaining (upward
flow of groundwater into the streambed) or losing (downward flow of stream water into the
aquifer) conditions. 3-D flow paths in the HZ and hyporheic RTD were derived from particle
tracking.

Our CFD simulations showed the formation of 3-D eddies and complex water surfaces including

undular hydraulic jumps at the downstream side of riffles (for F'r between 1 and 1.2) resulting
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in distinct pressure variations across the streambed surface. If a trough of the standing wave
in the undular hydraulic jump coincided with the high pressure in the reattachment zone of
the eddy, streambed pressure was locally reduced affecting the developing hyporheic flow cell.
Due to the three-dimensional nature of the bed forms, the H,,;, at the downstream side of the
riffles was shifted toward the stream bank relative to the location of H,,., at the upstream side.
This separation effect induced significant lateral flow components in the HZ. Additionally, a
constricted zone of lower H in the upstream pool region caused secondary hyporheic flow cells in
the upstream direction with a slight shift toward the stream center. Lateral flow components in
the major hyporheic flow cell were also affected by the direction of ambient groundwater flow
and showed a shift toward the stream bank for the gaining case and a shift toward the stream
center for the losing case.

Our results highlight the importance of ambient groundwater flow for HZ extent and the
characteristics of the 3-D hyporheic flow field in pool-riffle streams, both under gaining and
losing conditions. The extent of the hyporheic water volume within the aquifer (Viz* ) strongly
decreased with increasing magnitude of groundwater flow accompanied with a lower hyporheic
exchange flow rate and shorter RT. Neglecting the vertical hydraulic gradients induced by typical
rates of ambient groundwater flow would lead to a significant overestimation of the hyporheic
exchange flow.

Total hyporheic exchange flow (Qpz) increased with stream discharge while MRT decreased, due
to faster hyporheic flow, despite longer flow paths, as also shown by Tonina and Buffington [2011].
The ratio between hyporheic exchange flow and stream discharge (Qpz/Qsurf) Was on the order
of 1 x 10° to 1 x 10° per meter stream length and decreased with increasing stream discharge.
However, for the relationship between Q7 and pool-rifiie amplitude, we found a threshold in the
pool-riffle height, beyond which Q7 remained constant for even higher pool-riffle amplitudes.
This threshold is also observed in the results of the flume study of Tonina and Buffington [2011]
and comparable to the findings of the 2-D study of Packman et al. [2004].

Hyporheic RT showed unimodal log-normal distributions and MRT ranged from 0.7 to 19 h over
the series of investigated scenarios. Over a similar range of MRT, shifts from a net nitrifying to
a net denitrifying biogeochemical regime have been observed in comparable field settings [Tonina
and Buffington, 2011]. This suggests that the streambeds investigated in this study may have
the potential to attenuate redox-sensitive solutes.

Our results elucidated distinct 3-D patterns and dynamics of hyporheic exchange in pool-riffle
streams, and for the first time, highlighted how ambient groundwater flow affects these hyporheic
flow characteristics. These dynamics will likely affect the biogeochemical turnover of solutes in

pool-riffle streams and their impact should be addressed in future work.
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Abstract

At the interface between stream water, groundwater, and the hyporheic zone (HZ), important
biogeochemical processes that play a crucial role in fluvial ecology occur. Solutes that infiltrate into
the HZ can react with each other and possibly also with upwelling solutes from the groundwater.
In this study, we systematically evaluate how variations of gaining and losing conditions, stream
discharge, and pool-riffle morphology affect aerobic respiration (AR) and denitrification (DN) in
the HZ. For this purpose, a computational fluid dynamics model of stream water flow is coupled
to a reactive transport model. Scenarios of variations of the solute concentration in the upwelling
groundwater were conducted. Our results show that solute influx, residence time, and the size of
reactive zones strongly depend on presence, magnitude, and direction of ambient groundwater
flow. High magnitudes of ambient groundwater flow lower AR efficiency by up to 4 times and
DN by up to 3 orders of magnitude, compared to neutral conditions. The influence of stream
discharge and morphology on the efficiency of AR and DN are minor, in comparison to that of
ambient groundwater flow. Different scenarios of oxygen (O2) and nitrate (NO3) concentrations
in the upwelling groundwater reveal that DN efficiency of the HZ is highest under low upwelling
magnitudes accompanied with low concentrations of Oy and NOgs. Our results demonstrate
how ambient groundwater flow influences solute transport, AR, and DN in the HZ. Neglecting
groundwater flow in stream-groundwater interactions would lead to a significant overestimation

of the efficiency of biogeochemical reactions in fluvial systems.

3.1 Introduction

The hyporheic zone (HZ), where stream water interacts with the streambed sediment, has been
recognized as a biogeochemically active zone that plays a crucial role in fluvial ecosystems
[Findlay, 1995; Brunke and Gonser, 1997; Battin et al., 2003]. Oxygen (Oz2), dissolved organic

carbon (DOC), nutrients, contaminants, and other solutes can be transported by infiltrating
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stream water into the streambed sediments where they mix with groundwater-borne solutes
from the connected aquifer system [Findlay, 1995; Boulton et al., 1998]. Depending on their
concentration and residence time in the hyporheic sediment, the solutes can react with each other
according to redox reactions. Important reactions in the HZ are the decomposition of organic
carbon by consumption of Oz and nitrogen (N) by aerobic and anaerobic microbial communities
[Findlay, 1995; Bencala, 2000].

The permanent removal of N species from the aquatic system is primarily related to denitrification,
which transforms NOg3 to Ny gas [Birgand et al., 2007]. Elevated N loads in streams, commonly
associated with anthropogenic activities, has been clearly linked to eutrophication of streams,
lakes, and marine ecosystems [Seitzinger et al., 2002; Mulholland et al., 2008], thus, the potential
of a fluvial system to degrade N has been the focus of much research [Harvey and Bencala,
1993; Hill et al., 1998; Kasahara and Hill, 2006; Pinay et al., 2009; Zarnetske et al., 2011a,
2012; Lansdown et al., 2012; Krause et al., 2013]. However, although the HZ acts primarily as
a sink for N within NOgs-rich streams, in systems with low NOgs concentrations, nitrification,
not denitrification, is often the dominant process and acts as a NO3 source [Jones and Holmes,
1996; Dahm et al., 1998]. Morphological features such as dunes, ripples, and pool-riffle sequences
can drive increased surface-subsurface water exchange thereby enhancing the biogeochemical
transformation of solutes within streams [Kasahara and Hill, 2006; Lautz and Fanelli, 2008;
Maazouzi et al., 2013]. This morphological effect is particularly pronounced in pool-riffle sequences
[Harvey and Bencala, 1993; Storey et al., 2003; Lansdown et al., 2012].

Field studies, flume experiments [Thibodeaux and Boyle, 1987; Packman et al., 2004; Kessler
et al., 2012; Fox et al., 2014], and column experiments with hyporheic sediment [Doussan et al.,
1997; Gu et al., 2007] have all been useful in improving our understanding in solute transport
and biogeochemical turnover processes in the HZ. Furthermore, numerical simulations, such as
reactive transport models, can be an important tool to support these field studies and laboratory
experiments [Fleckenstein et al., 2010; Frei et al., 2012], by providing detailed understanding of
the controlling mechanisms and spatial distribution of reactions within the HZ. With respect to
the interactions between morphology and HZ processing, numerical simulations have been used
to simulate biogeochemical reactions in marine ripples [Cardenas et al., 2008] and to evaluate
how varying streamflow over 2-D dunes affects turnover processes of redox-sensitive compounds
in the HZ [Bardini et al., 2012]. When coupled with laboratory flume experiments, numerical
simulations have demonstrated the functioning of aerobic respiration and denitrification in
streambed sediments [Kessler et al., 2012] and the impact of 3-D pool-riffle morphology on
nitrogen dynamics in streambed sediments [Marzadri et al., 2011]. What has not been considered
in most studies is the impact of ambient groundwater flow (either upwelling or downwelling)
on solute transformation in the HZ, even though this flow can have a significant impact on
hyporheic flux and residence times [Cardenas and Wilson, 2007¢; Boano et al., 2009; Hester
et al., 2013; Trauth et al., 2013] and consequently also on whole-stream biogeochemistry [Odum,
1956; McCutchan et al., 2002; Krause et al., 2013]. Disregarding upwelling groundwater leads to
overestimation of the metabolic potential of the HZ [Hall and Tank, 2005; Hill et al., 1998].

In this study, we investigate the following: (1) the spatial distribution of biogeochemical reactions
in the HZ of 3-D pool-riffle systems under various hydraulic conditions, (i.e., stream discharge and

ambient groundwater flow) and two different morphologies, (2) the effect of upwelling groundwater
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with varying O2 and NOj concentrations on biogeochemical reactions in the HZ, and (3) the
potential of aerobic respiration and denitrification in the hyporheic zone of pool-riffle systems.

The hydraulic simulations are based on the surface-subsurface coupling approach of Trauth et al.
[2013]. A computational fluid dynamics code (CFD) was used to simulate turbulent streamflow
over 3-D pool-rifle morphologies and was sequentially coupled to a groundwater flow model via
the resulting hydraulic head distribution at the streambed surface. At the bottom of the model
domain, upwelling or downwelling fluxes were assigned, representing losing or gaining conditions.
In this study, we consider the stream and hyporheic flow scenarios of Trauth et al. [2013] and add
a reactive transport model in order to simulate solute transport and biogeochemical reactions.
In addition, the solute concentration of Os and NOj of the upwelling groundwater is varied,

accounting for different chemical conditions of the ambient groundwater.

3.2 Methodology

3.2.1 Simulation of Turbulent Stream Water Flow Over Pool-Riffle Sequences

The streambed morphology used in this study is inspired by real pool-riffle sequences, observable
at the Selke river in north central Germany [Schmidt et al., 2012]. The main features of the
pool-riffle morphology are approximated by the following equation [Trauth et al., 2013]:

Z(x,y) = A sin (2;37) cos (Z)y) (3.1)
where x and y are the longitudinal (parallel to streamflow) and lateral (perpendicular to
streamflow) planar coordinates, respectively, A is the maximum amplitude of the pool-riffle
sequence at the center of the stream, \ is the longitudinal wavelength of the pool-riffle sequence,
and w is the stream width. Using this approximation, the maximum excursions in streambed
elevation are located in the stream center (w = 0; Figure 3.1) and streambed elevations converge
laterally to a constant elevation at the stream bank. We apply equation 3.1 to two different
pool-rifie amplitudes, A = 0.1 and 0.5 m, hereafter referred to as A0l and A05, respectively.
Streamflow over complex streambed morphologies, and the resulting hydraulic pressure at the
streambed surface, can be accurately modeled using CFD, solving the full Navier-Stokes equations
[Cardenas and Wilson, 2007a; Tonina and Buffington, 2009b; Janssen et al., 2012; Kessler et al.,
2012]. In this study we use threedimensional CFD simulations with a free surface realized by a
two-phase model using the volume of fluid [Hirt and Nichols, 1981] method to represent turbulent
streamflow over submerged pool-riffle sequences. Turbulence closure is represented by Large
Eddy Simulation with the original Smagorinsky subgrid scale model [Smagorinsky, 1963].

The open-source CFD package OpenFOAM was used for these turbulent flow simulations. Further
details on the model code, the boundary conditions, and the mesh geometry are provided in
Trauth et al. [2013] and in the OpenFOAM documentation (www.openfoam.org). To avoid
boundary effects, the CFD model domain contains a sequence of five pool-riffle sections of which
only the inner three are used in the groundwater model. To avoid boundary effects in the
groundwater model, only the middle pool-riffie sequence of the porous domain is evaluated (x
= 10 to 20m in Figure 3.1). Stream discharge (Qsurf), represented by the volumetric flux of
water entering the surface water model domain, is specified by defining water level and velocity.

Low- and high discharge scenarios are considered, based on the CFD simulations of Trauth et al.
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Figure 3.1: Model setup for reactive transport simulations for the three reactive transport scenarios (base
case and scenarios #1 and #2), corresponding to Table 3.2. Concentrations in brackets are in mmol/L.
Eddies and streamlines are represented by black lines above streambed.

[2013] (for A05: 7.40 and 14.78 m?®/s and for AO1: 7.46 and 14.93m3/s. In these simulations,
distinct eddies develop in three dimensions (streamlines in Figure 3.1), responsible for a complex
hydraulic head distribution at the streambed surface. The maxima of the simulated hydraulic
heads correspond to the reattachment points of the eddies at the upstream side of the riffle
(approximately = 13 m; Figure 3.1), whereas the minimum heads at the downstream side of the
riffle correspond to the point where the next eddy detaches (approximately = = 18 m; Figure 3.1).
As a result of this hydraulic head distribution, stream water generally infiltrates the subsurface
at the upstream side of the riffle and reenters the stream at the downstream side. For simulating
this subsurface flow field the hydraulic head distribution at the streambed surface is used as

upper boundary condition for the groundwater model which is described in the following section.

3.2.2 Subsurface Flow Model

The groundwater model MIN3P was used for simulating flow and reactive transport in the
hyporheic zone. MIN3P is a finite volume code that solves Richard’s equation for variably
saturated flow [Mayer et al., 2002]. In our simulations the model domain is fully saturated and

the governing equations for incompressible, steady state groundwater flow are as follows:

V.g=0 (3.2)

q=-KVH (3.3)

where q is the Darcy flux, K is the hydraulic conductivity, and VH is the gradient of the
hydraulic head.
At the bottom of the groundwater model domain, at 3 m depth below the baseline of the
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sinusoidal streambed elevation, a Neumann boundary is assigned to control the inflow or outflow
of water (gpor). In our scenarios gpor values of —2.5 to 2.5m/d are considered, ranging from losing
(-) to neutral (0) to gaining conditions (4). Concentrations of solutes at the top and the bottom
of the model domain were assigned as Cauchy type boundary conditions, ignoring dispersive
solute flux. Boundary conditions at the upstream, the downstream, and the lateral sides of the
model domain are defined by no-flow boundaries. Using a no-flow boundary at the lateral sides
of the model domain disregards potential lateral exchange between the hyporheic zone and the
riparian area. Head measurements in the streambed and the stream banks revealed very small
lateral gradients compared to strong vertical gradients at our field site, corroborating the results
from a similar site [Engelhardt et al., 2011]. The simplifying model assumption is thus supported
by the observation that water flux to the stream is dominated by fluxes across the streambed.
Hydraulic conductivity, measured in the streambed sediments of the field site using slug tests, is
isotropic with a value of 5 x 1074 m/s.

The general flow field in the groundwater model is characterized by flow paths that infiltrate
the subsurface domain upstream of a riffle and exfiltrate back to the stream downstream of a
riffle [Trauth et al., 2013]. Hence, these flow paths form the major hyporheic flow cell (HFC).
Additionally, a second and minor flow cell develops, which is opposed to the streamflow direction,
and where hyporheic water is exfiltrating near the upstream pool [Trauth et al., 2013]. With
increasing magnitude of water flow through the bottom model boundary ¢y, under both losing
and gaining conditions, hyporheic exchange flow (Qrz) and median residence times (MRT)
decrease within the HFC. Based on these hyporheic flow fields described in detail by Trauth et al.

[2013], reactive transport simulations were conducted.

3.2.3 Reactive Transport Model

In MIN3P, reactive transport for steady state reactions is implemented as
R,=V (ch - DVCS> (3.4)

where R; is the kinetic rate (source/sink terms) of the solute species s, Cs is the concentration of
that species, n is the sediment porosity (n = 0.3), and D is the hydrodynamic dispersion tensor.
The dispersivity coefficients are constant for all scenarios and are equal to 0.1 m, 0.01 m, and
0.001 m for longitudinal dispersivity, transversal horizontal dispersivity, and transversal vertical
dispersivity, respectively. In our numerical experiments we simulated the biogeochemical processes
of aerobic respiration (AR) and denitrification (DN) of dissolved organic matter according to the
following reaction equations:
Aerobic respiration:

CH20 + Oy — CO2 + H30 (3.5)

Denitrification:
5CH50 + 4NO3 +4H" — 5CO2 + 2N + 7TH20 (3.6)

The reactions are simulated using a Monod-type formulation, considering electron donors (CH2O

used as DOC), acceptors (O2, NOg3), and inhibition terms. The general Monod kinetic is in the

o) ten)
R = tpmazl 3.7
. (KD+CD Kqg+Cy (37)

form of
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where R is the reaction rate, fmq: represents the maximum reaction rate, Cp and C4 are the
concentrations of the electron donors and acceptors, and Kp and K4 are the half-saturation
constants for electron donors and acceptors, respectively. The reaction rate of DN is inhibited in
the presence of Os, because Os is the primary electron acceptor for organic matter oxidation by
microbial communities [Stumm and Morgan, 2012; Hedin et al., 1998]. Therefore, an inhibition

factor I is required for simulation of the denitrification kinetic, as described by

= (KI i(ICOQ) (38)

where K7 is the inhibition constant and Cq, is the Oy concentration.

The maximum reaction rate of AR used in the model (ftymqz,4r = 0.478 mmol/L/d = 15.3mg/L/d)
is calculated from combined measurements of electrical conductivity (EC) and dissolved oxygen
(DO) concentrations at an in-stream gravel bar at the Selke river [Schmidt et al., 2012] during
the summer months. Time series of EC and DO concentrations in the stream water and in the
streambed were measured at 0.45m depth at the upstream and downstream end of the gravel
bar. A cross-correlation method was used to calculate the travel time between the stream water
EC sensor and the EC measured in the sediment. The difference between the DO concentration
in the stream water time series and the DO concentration in the sediment time series shifted by
the corresponding travel time was calculated. This difference is assumed to be the DO consumed
by aerobic respiration, and dividing it by the time lag leads to a zero order DO decay rate. Since
the decay rate is temperature dependent a time-averaged value was used as model input. This
rate is considered as the maximum aerobic respiration rate fimqe, AR, assuming saturated DO
conditions and an unlimited DOC source in the stream water under relatively warm conditions.
The value of fiaz, AR is at the lower end of the range of observed Oz consumption rates in the
flume studies of Precht et al. [2004]. The maximum reaction rate of DN (f4, pn) used in
the model is based on values from the literature [Garcia-Ruiz et al., 1998; Gu et al., 2007] as
the direct measurement of NOg3 time series is too complicated. The half saturation constants
Ko,, Knos, Kpoc and the Oy concentration inhibiting DN (K7) are also based on literature
values from studies working with streambed sediments [Zarnetske et al., 2011a; Gu et al., 2007].
Simulations are conducted under constant temperature of 15°C, representing average stream
water temperature at the field site during the summer months. The model parameters for the

reactions are listed in Table 3.1.

Table 3.1: Input Parameters for Reactive
Transport Model Code MIN3P

Parameter Value

Ko, 6.25 x 1073 mmol/L
Kno, 3.23 x 1072 mmol /L
Kpoc 1.07 x 10~! mmol /L
K 3.13 x 1072 O mmol/L

Hmaz, AR 4.78 x 107! mmol/L
Hmaz,DN 8.64 x 1072 mmol/L
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3.2.4 Reactive Transport Scenarios

Three different scenarios (base case, #1, and #2) are simulated in order to evaluate the impact
of hydraulic conditions and groundwater Oy and NOg3 concentrations on reaction rates in the HZ
(Table 3.2 and Figure 3.1).

The stream water at the field site can be considered to be saturated in Og [Vieweg et al., 2013],
which is common for well-mixed surface water bodies [Battin et al., 2003; Diem et al., 2013].
Hence, a constant Og concentration of 0.31 mmol/L (10 mg/L) was assigned to the top of the
groundwater model domain. Time series of dissolved organic carbon (DOC) at a stream gauging
station 5 km upstream of the field site show varying DOC concentrations between 10 and 30 mg/L
during the summer month. Hence, a constant CH2O concentration of 0.62 mmol/L (18.66 mg/L)
is assigned to the top of the groundwater model, representing a DOC source equal to twice that of
the molar Os concentration. By doing so we implicitly assume that DOC does not limit reactivity
in the streambed sediments [Hill et al., 1998; Storey et al., 2003; Marzadri et al., 2011; Peyrard
et al., 2011; Diem et al., 2013], an assumption that is necessary to avoid complete consumption
by AR and ensure that there is a DOC source available for DN. Preliminary simulation runs
using upper boundary (i.e., stream water) DOC concentration equal to the molar concentration
of Oy resulted in complete DOC consumption within the HZ by AR and extremely low NOs
consumption rates, confirming that extensive DN is not possible under DOC limitation [Jones
et al., 1995; Hedin et al., 1998; Baker et al., 2000; Zarnetske et al., 2011a]. In contrast, in all three
model scenarios the DOC source CH20 concentration is set to zero in the groundwater reflecting
the fact that the concentrations of DOC available for respiration processes in groundwater are
commonly low compared to stream water [Kaplan and Bott, 1982; Appelo and Postma, 2005].
NOgs concentrations in both stream water and groundwater can vary temporally and spatially,
depending on, e.g., soil properties, precipitation rates, and seasonal land use in the stream
catchment [Mulholland et al., 2008; Bartsch et al., 2013]. As previous studies have demonstrated,
in the hyporheic zone upwelling groundwater can mix with infiltrating stream water [Cardenas
and Wilson, 2007c; Trauth et al., 2013; Hester et al., 2013] and with that NOg3 from both sources.
In order to track the relative spatial distribution of groundwater- versus stream water-sourced
NOgs within the HZ, and to distinguish the relative consumption of NOgs from these two sources,
we “virtually label” NO3 within our simulations as derived from either stream water (S-NOs) or
groundwater (G-NOgs). The chemical reactions and Monod kinetics for both NOg species are
similar and can react with the same DOC species. The resulting denitrification of these two NOj3
sources is likewise distinguished as S-DN and G-DN.

The base case represents a quasi-pristine fluvial system, with moderate NO3 concentrations in
both the stream water and the groundwater. Os can only enter the HZ by infiltration of stream
water, and O9 concentrations in the groundwater are zero. In this scenario the influence of high
and low stream discharge, as well as losing and gaining conditions on reactions in the HZ is
evaluated. In scenario #1, runs of different O2 concentrations in the upwelling groundwater (0
to 0.234 mmol/L = 0 to 7.5 mg/L) are performed in order to evaluate the impact of groundwater
O2 concentrations on the reactions in the HZ. Finally, in scenario #2 we evaluate the influence
of different concentrations of upwelling NO3 on biogeochemical reactions in the HZ by varying
the G-NOj3 concentration between 0.08 to 1.61 mmol/L (5 to 100 mg/L NOg3) while keeping the
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concentration of S-NOj3 at the top of the groundwater model constant.

During all simulations the initial concentrations of the reacting species (O3, DOC, G-NOsg,
and S-NO3) are set to zero in the entire modeling domain. Steady state chemical equilibrium,
when outflux and consumption rates become constant, is reached after approximately 150 h of
simulation time.

Nitrification is not considered in our scenarios, as our model design is based on a stream system
with very low ammonium (NHy) loadings (< 5.5 x 1072 mmol/L ) and no wastewater treatment
inputs, and relatively high S-NOgs concentrations (up to 0.161 mmol/L). In support of this
assumption, we conducted several preliminary runs where nitrification was considered with an
ammonium concentration of 5.5 x 1073 mmol/L. Results from these runs indicated that less
than 1.5% of the total nitrate input (S-NO3+G-NO3) was a product of nitrification. Hence,
we assume that neglecting nitrification in our subsequent detailed simulations is justified. Our
assumption is further corroborated by Kessler et al. [2012], who could show that more than 90 %
of the NO3 depleted by DN in the HZ originated from stream water and not from nitrification.
Peyrard et al. [2011] and Marzadri et al. [2012] also demonstrated that in a NOgs-rich stream,

nitrification is of minor importance.

3.3 Results

In the following section, the description and analysis of our modeling results are based on three

metrics provided by the output of the numerical model:

1. The mass flux of solutes into the modeling domain, from the stream (O2, DOC, and S-NOs3)

and groundwater (G-NOj3), normalized to streambed area in mmol/d/m?.

2. The mass flux of solute consumed by aerobic respiration (AR), denitrification of stream
water-borne nitrate (S-DN), and denitrification of groundwater-borne nitrate (G-DN) under

quasi steady state conditions, normalized to streambed area in mmol/d/m?2.

3. The fraction of consumed Os, S-NOg3, and G-NOg relative to the influx from the stream

and/or groundwater, denoted as Foo, Fsno3, and Fg.Nnos3.

To distinguish highly reactive zones from less reactive zones in the modeling domain, a threshold
of 20 % of the maximum reaction rate (imqz) of the respective solute is defined. Zones of high

reactivity exceed this threshold.

3.3.1 Influence of Ambient Groundwater Flow on Transport and Reactions
(Base Case)

3.3.1.1 Neutral Conditions (gy,;=0)

Under neutral groundwater flow conditions (gpo: = 0), the only source of solutes in the HZ is from
the stream water and no solutes are introduced across the bottom boundary (Figure 3.2a and
3.2d). Under neutral conditions the HFCs are at their maximum extent, reaching the bottom of
the model domain. Within the shallow HFC, aerobic conditions prevail and Os concentration
decreases with depth due to Oz consumption (Figure 3.3a and 3.4b). Large volumes in the deeper

HZ are characterized by anaerobic conditions as the result of Oz consumption along the flow
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Figure 3.2: Cross sections of solute concentration along the x-z plane at location y = 0.4m under (left)
neutral (gpor = 0 m/d), (middle) gaining (gpot = +0.5 m/d), and (right) losing conditions (gt = —0.5
m/d). The vectors depict the direction of the hyporheic flow and denote the formation of hyporheic flow
cells (HFC). Streamflow direction is from left to right. Simulated using the base case scenario with low
stream discharge Qgury = 7.4 m3/s.
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Figure 3.3: Cross sections of solute consumption rates along the x-z plane at location y = 0.4 m under
(left) neutral (gror = 0 m/d), (middle) gaining (gror = +0.5 m/d), and (right) losing conditions (gper =
—0.5 m/d). The vectors depict the direction of the hyporheic flow. Streamflow direction is from left to
right. Simulated using the base case scenario with low stream discharge Qgyurf = 7.4 m3/s.
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Figure 3.4: Oxygen influx, consumption, and fraction consumed under varying ambient groundwater flow
directions and magnitudes (gyot), stream discharge (Qsurs), and morphology for the base case scenario.
(a) Oz influx across the streambed, (b) Oz consumption, and (c) Oz consumption as a fraction of the total
02 flux (Fog).

path through the HZ. The size of these anaerobic zones within the streambed is a function of
the residence time and the consumption of the inflowing O in the HZ. Denitrification of S-NOs
occurs within the anaerobic zones (Figure 3.3b) and the highest fraction of S-NOg3 consumption
(Fs.no3 = 0.27) is observed during neutral conditions when these zones reach their maximum
extent (Figure 3.5b and 3.5d). In the lateral direction (toward the stream bank and perpendicular
to the direction of streamflow), aerobic and anaerobic conditions do not change significantly and

reaction rates are uniform.

3.3.1.2 Gaining Conditions (gy,;>0)

Under gaining conditions the aerobic zone is constrained to the upper part of the HZ, where
the two HFCs (major and minor) dominate the flow field. As the magnitude of groundwater
upwelling increases, the velocity of stream water infiltrating the HZ and the size of the HFCs
decrease [Trauth et al., 2013]. Accordingly, Oz, DOC, and S-NOg fluxes across the streambed are
reduced as a function of both the diminished infiltration areas and the lower infiltration velocities
(Figure 3.4a and 3.5a). In addition, both the residence time of the solutes in the HFC and the
zone available for AR are reduced with increased ¢, as a result of the shorter flow paths and
the diminished size of the HFC (Figures 3.6a and 3.7, top), respectively. These changes result
in reduced potential of AR, represented by Fgo, with increasing g, because Os consumption
decreases faster relatively to the Og influx (Figure 3.4c). The extent and depth of the aerobic
zone decreases toward the stream bank and is completely suppressed under high magnitudes of
gaining gy (Figure 3.7, top).

Except for the aerobic zone within the HFC, the majority of the modeling domain is anaerobic
(blue areas in Figure 3.2e). Beneath the aerobic zone where Oy is extensively consumed by AR,
and DOC from the stream source still exists, conditions for DN are met. S-NOgs and upwelling
G-NO3 mix with DOC and react in a “reactive fringe” surrounding the aerobic zone. The reactive
fringe is clearly visible in Figures 3.3e and 3.3f, where green to red colors indicate highly reactive
areas and also in Figures 3.7 (middle) and 3.7 (bottom), where it is represented by the volume
that is enclosed by the isosurfaces of 20 % of fima.. Minor S-DN also occurs above this reactive
fringe in the aerobic zone. Here, DN reaction rates are strongly inhibited by the presence of Oq

and hence, represent an insignificant contribution to the total S-DN.
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Figure 3.5: NOj influx, consumption, and fraction consumed under varying ambient groundwater flow
directions and magnitudes (gpot), stream discharge (Qsy:r), and morphology for the base case scenario.
(a) NOj influx, (b) S-NOj consumption rates, (¢) G-NO3 consumption rates, (d) S-NO3z consumption as
a fraction of influx (Fg.no3), and (e) G-NOjs consumption as a fraction of influx (Fg.no3)-

44



Hyporheic transport and biogeochemical reactions in pool-riffle systems

RN

RN
-

= = g (© —a—A05-high Qg
Z
%08 508 508 o A05-low Qg
= & ) .
c 0.6 5 0.6 5 0.6 —e—A0T-high Qg
2 5 5 o AD1-low Q¢
S04 E 0.4 g 0.4
£ © b
502 E 0.2 E 0.2
= S ¥ S
0 0 0——
Upot [M/d] Oyt [M/d] Oyt [M/d]

Figure 3.6: Reactive zones as a fraction of domain volume for (a) AR, (b) S-DN, and (c¢) G-DN. Reactive
zones are defined by areas where 20 % of the maximum reaction rate (mqz) of the respective solute is
exceeded (data from base case).

Similar to the HFC and the aerobic zone, upwelling groundwater reduces the size of the reactive
fringe, resulting in smaller areas where conditions for S-DN and G-DN are met (Figures 3.6b
and 3.6¢). Subsequently, both S-DN and G-DN consumption rates decrease with increasing
Grot (Figures 3.5b and 3.5¢). Consumption rates of S-DN decline more rapidly in response to
increasing qpo; than those of G-DN, reflecting the fact that the size of the S-DN reactive zone
is more sensitive to increases in g,y than the size of the reactive zone of G-DN (Figures 3.6b
and 3.6¢). In contrast to S-NOs, the influx of G-NOg3 increases with increasing g (triangles in
Figure 3.5a) leading to a larger mass of G-NOg in the modeling domain. Both Fg.no3 and Fg.nos
decrease with increasing gy (Figures 3.5d and 3.5¢) indicating that upwelling groundwater has
a strong effect on DN potential in the HZ. However, large amounts of both S-NO3 and G-NOj
are not consumed by DN and consequently exfiltrate to the stream, as discussed in section 3.4.3.
Under low gy, conditions (0.125 to 1m/d), three major “hot spots” of S-DN and G-DN can be
observed longitudinally within the reactive fringe surrounding the anaerobic zone (Figure 3.3e
and 3.3f):

1. at the stagnation point, at the deepest point of the minor HFC where flow velocities are

small in all directions (x = 12m)

2. at the deepest extent of the major flow cell, where vertical velocity is nearly zero (x = 13

to 15.5m)
3. beneath the area where water from the HZ is exfiltrating back to the stream (x = 17m).

With increasing gpot, the stagnation hot spot (1) disappears as the minor flow cell is increasingly
suppressed, and the deep (2) and exfiltrating (3) hot spots merge into a single spot located at the
deepest point of the HFC. Although the locations of the “hot spots” of both S-DN and G-DN are
relatively similar, highly reactive zones of S-DN are larger than those of G-DN when g is low.
With increasing gpor the highly reactive zones of G-DN are slightly larger (Figures 3.6b, 3.6¢, and
3.7). Laterally, the reactive fringe decreases in depth toward the stream bank, becoming closer
to the stream-sediment interface (Figure 3.7). Next to the stream bank, the highest DN rates

can be observed in a narrow zone (around x = 13.5m), where flow velocities are relatively small.
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Figure 3.7: Three-dimensional view of the distribution of (top) AR, (middle) S-DN, and (bottom) G-DN
within the HZ for various gaining conditions for Q.. = 7.4m?3/s. Isosurfaces represent 20 % of the
maximum reaction rate (4, ) of the respective solutes and, hence, enclose high reactive zones, named as
“reactive fringes” for S-DN and G-DN (data from base case scenario).

3.3.1.3 Losing Conditions (gy,:<0)

Under losing conditions, the influx of solutes from the stream and the size of the aerobic zone
increase with increasing gyt (Figure 3.4a and 3.6a). For high negative g,; magnitudes, the bulk
of the solutes infiltrating at the upstream side of the riffle are transported toward the lower
bottom boundary, while a smaller fraction reinfiltrates to the stream at the downstream side of
the riffle (Figure 3.2i to 3.21). Laterally, the aerobic zone does not change significantly in extent
or depth, and aerobic conditions are present across the entire width of the stream.

In general, the influx of Oy and its consumption increase with negative magnitude of gy (Figure
3.4a and 3.4b). Under strongly losing conditions (gt < 1m/d), the Og influx increases linearly
with gpot whereas Og consumption increases up to a constant level (Figure 3.4b). As a result, the
maximum Fog (Foo = ~0.85) occurs at slightly losing conditions (—1 to —0.5 m/d), representing
the ¢por at which the relationship between the influx of O9 and DOC, and the solute residence time
within the modeling domain are at an optimum with respect to oxygen consumption. Beyond
this maximum, Fps decreases with increasing magnitude of losing conditions, indicating a fast
transport of Og through the modeling domain under constant consumption. Consequently, the
amount of unreacted O leaving the modeling domain at the bottom boundary increases also
with an increasing magnitude of losing q.;. However, the presumably continuing AR reaction
outside the modeling domain is not captured by our model, a limitation that is discussed in
detail in section 3.4.1. Under losing conditions, the zone of anaerobic conditions is small relative
to the aerobic zone. Hence, major S-DN exists only in deep regions of the modeling domain,
below the downstream side of the riffle, where flow velocities are extremely low (Figure 3.3h).
These zones of S-DN quickly shrink with increasingly negative gp,; (Figure 3.6b) resulting in
decreasing consumption rates of S-DN (Figure 3.5b). Thus, the high S-NOj3 influx cannot be
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denitrified in the modeling domain and the bulk of S-NOj exits the domain unreacted across the
bottom boundary, where under real conditions S-NOg can potentially be consumed in the aquifer
(also see discussion in section 3.4.1). Toward the stream bank, aerobic and anaerobic conditions
do not change significantly, and hence, also S-DN is relatively constant in lateral direction.
The consumption rates of S-DN under losing conditions are significantly higher than under
gaining conditions (Figure 3.5b), because the size of zones of S-DN are larger (Figure 3.6b)
and maximum degradation rates of S-NO3 (0.04 mmol/L/d) are reached (Figure 3.3h). The
maximum degradation rates are the result of a higher supply of S-NO3 and DOC across the
streambed, and the higher concentration of S-NOs and DOC in deep zones of the modeling
domain (Figure 3.2j and 3.2k).

3.3.2 Impact of Streambed Morphology and Stream Discharge (Base Case)

The morphology of the pool-riffle sequence (differing by the amplitude forms) affects the size of
the HFC, and thus the size of the reactive zone within the HZ, and the influx of solutes from the
stream. Fluxes of Og, DOC and S-NOg are significantly higher with the A05 morphology relative
to A0l (Figure 3.4a and 3.5a) due to stronger hydraulic head gradients between the upstream
and the downstream side of the more pronounced streambed morphology of the A05 [Cardenas
and Wilson, 2007a; Trauth et al., 2013]. Both AR and S-DN, described by the values of Fpy and
Fs nos, are more efficient in morphology A01, especially under gaining conditions (Figure 3.4c
and 3.5d), due to the significantly lower solute influx. In contrast, the groundwater-borne G-NO3
is degraded with higher efficiency in morphology A05 (Figure 3.5¢), because G-NOg influx is not
controlled by morphology, but by groundwater upwelling (gpot)-

Higher stream discharges increase the pressure gradient between upstream and downstream side
of the riffle of A05 morphology [Trauth et al., 2013]. As a result, the solute influx is higher and
the reactive zones are larger, leading to higher consumption rates of AR and DN (Figure 3.4a,
3.4b, 3.5a to 3.5¢, and 3.6), consistent with the results of Bardini et al. [2012]. However, the
increase in consumption rates due to increases in discharge is not as large as the corresponding
increase in solute influx. Consequently, Foo and Fg.nog are low under high stream discharge for
the A05 morphology, resulting in an overall lower reaction efficiency of the HZ (Figure 3.4c and
3.5d). For the shallower A01 morphology, Foo and Fg.xo3 are hardly affected by variations in
discharge. In contrast, Fg.no3 increases with stream discharge for both morphologies, because
the larger reactive zones evoke higher consumption rates, but the influx of G-NOgs remains
constant since it is only controlled by gp,: magnitude (Figure 3.5¢). Nonetheless, stream discharge
has a minor impact on the reactions in the HZ, compared to changes in the magnitude of ambient

groundwater flow.

3.3.3 Influence of O, Concentration in Upwelling Groundwater
(Scenario #1)

In scenario #1, the input concentration of Os at the bottom boundary varied in the range of
0 to 0.234 mmol/L (0 to 7.5 mg/L), while all other solute concentrations and stream discharge
(low Qgyrp = 7.4 m?/s) were kept constant. When O infiltrates the lower boundary, the entire
lower part of the model domain is aerobic in addition to the upper, downwelling-driven aerobic

zone (Figures 3.8a, 3.8e, and 3.8i). However, due to the lack of a carbon source (DOC) in the
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Figure 3.8: Cross sections of solute concentration along the z-z-plane at location y = 0.4 m under various
O5 concentrations at the bottom boundary. The vectors depict the direction of the hyporheic flow. Stream
flow direction is from left to right. Simulated using the scenario #1 with low stream discharge Qgury =
7.4m3/s.
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Figure 3.9: Cross sections of of solute consumption rates along the x-z-plane at location y = 0.4 m under
various O concentrations at the bottom boundary. The vectors depict the direction of the hyporheic flow.
Stream flow direction is from left to right. Simulated using the scenario #1 with low stream discharge
Qsurf = 7.4m3/s.
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upwelling groundwater, Oo contained in the upwelling groundwater is conservatively transported
through the lower parts of the modeling domain. Only where DOC from the stream is available,
at the fringe of the upper aerobic zone, consumption of groundwater-borne Os by AR can be
observed (Figures 3.9a, 3.9d, and 3.9g). The propagation of DOC within the HZ is controlled by
the size of the HFC and decreases with increasing gp.:. Hence, the potential of AR in groundwater
is constrained by the distribution and presence of DOC. As a result, the total consumption
of Oz increases only slightly with increases in Oz concentration of the groundwater (Figure
3.10a). Furthermore, the reactive fringes of S-DN and G-DN observable in the base case become
partially aerobic, conditions for DN become spatially limited, and consumption of S-NOj3 and
G-NOg decrease (Figures 3.10b, 3.10c and 3.9). Similarly, Fo2, Fg.no3, and Fg.no3 decrease
with increasing Os influx at the bottom boundary. As a consequence, highest DN efficiency in
the HZ is reached when the magnitude (gpot) and Oz concentration of upwelling groundwater are

low.
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Figure 3.10: Consumption rates of (a) Oz, (b) S-NOg, and (c) G-NOgs under varying O, concentrations at
the lower bottom boundary. Simulated using scenario #1.

3.3.4 Influence of G-NOj3 Concentration in Upwelling Groundwater
(Scenario #2)

In scenario #2, simulations with different concentration of G-NOj at the bottom boundary in
the range of 0.08 to 1.61 mmol/L (5 to 100mg NOgz/L) are performed, while all other solute
concentrations and stream discharge (low Qg ¢) were kept constant (Figure 3.11). In general,
G-NOs3 consumption increases with G-NOs concentration (Figure 3.12 and 3.13a). The variation
of G-NOg does not affect AR or S-DN (Figure 3.12). The highest G-NOj3 consumption rates are
observed at the highest G-NO3 concentrations coupled with the lowest gy (0.5 m/d) (Figure
3.13a). Under these conditions the residence time of solutes within the HZ, the size of the HFC,
and the corresponding aerobic zone and reactive fringe where DN occurs, are large (Figures
3.12¢, 3.12f, and 3.12i). Furthermore, the reaction rate in the Monod kinetic is on high level,
due to high G-NOj concentrations. Further increases in G-NOg concentration, while holding gy
constant, do not result in significant further increases in absolute G-NOg consumption indicating
that the maximum denitrification potential has been reached (Figure 3.13a). Denitrification
potential is therefore limited by the size of the reactive fringe beneath the aerobic zone. In

contrast, highest Fg nos is observed at low G-NOg concentrations coupled with low gy, (Figure
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Figure 3.11: Cross sections of solute concentration along the x-z-plane at location y = 0.4 m under various
NOg3 concentrations at the bottom boundary. The vectors depict the direction of the hyporheic flow.
Stream flow direction is from left to right. Simulated using the scenario #2 with low stream discharge
Qourf = 7.4m3/s.

G-NO, concentration at bottom boundary

0.08 mmol/l (5 mg/l) 0.81 mmol/l (50 mg/l) 1.61 mmol/l (100 mg/l)

[mmol/L/d]
04

S-DN

G-DN

20

Figure 3.12: Cross sections of of solute consumption rates along the x-z-plane at location y = 0.4 m under
various NOj3 concentrations at the bottom boundary. The vectors depict the direction of the hyporheic
flow. Stream flow direction is from left to right. Simulated using the scenario #2 with low stream discharge
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Figure 3.13: (a) Consumption rate of G-NOj as a function of the G-NOj3 concentration at the bottom
boundary. (b) G-NOj3 consumed as a fraction of the total G-NOj3 influx (Fg.no3). Simulated using
scenario #2.

3.13b), when the G-NOjs influx is lowest. In turn, under high gy, and high G-NOs concentrations
only small G-NOs fractions are consumed due to the high G-NOj influx, small reactive zones,
and short residence times. These conditions result in the highest G-NO3 fluxes exfiltrating into

the stream across the streambed.

3.4 Discussion

3.4.1 Factors Controlling AR and DN in the HZ

In this study, we systematically analyze the impact of bedform morphology, stream discharge
and ambient groundwater flow magnitude, direction, and chemistry on biogeochemical reactions
in the HZ of a pool-riffle stream. Our results show that under gaining conditions AR and DN
potential in the HZ strongly depend on the size of the hyporheic flow cells (HFC) and the influx
of solutes to the HZ. Here the size of the reactive zone for AR is directly controlled by the size of
the HFC as is the size of a reactive fringe for anaerobic reactions surrounding this aerobic zone
and retention times within the HZ [Trauth et al., 2013]. Consequently, factors that influence
the size of the HFC in turn affect the potential for AR and DN in the HZ. The size of the HFC,
and subsequent potential for AR and DN, is highly sensitive to the magnitude of upwelling
groundwater during gaining conditions. Under losing conditions, the influx of solutes across
the streambed is also controlled by morphology, stream discharge and the magnitude of gpet-
However, in contrast to the gaining case, AR and DN are uncorrelated with the extent of the
HFC, because reactions also occur outside of the HFC. While the size of the HFC decreases
with magnitude of gpo; [Trauth et al., 2013], the size of the AR zones increase and exceed the
HFC. Hence, under losing conditions consumption of Oy is controlled by the residence time
in the modeling domain, decreasing with increasing magnitude of gp,;. When infiltrating Oq
is significantly consumed during downward flow, reaction rates of DN are high. Under these
conditions, reactive zones of DN not only surround the aerobic zones in a narrow reactive fringe
but are also present in larger contiguous areas.

With increasing gpo, the fraction of solutes that leaves the model domain across the bottom
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boundary increases. In a real system, these solutes would continuously react beyond the extent
of our theoretical modeling domain as long as a DOC source is available. Supposing no return of
the infiltrated solutes to the river by upwelling farther downstream, first O2 and subsequently
S-NOj3 would presumably be significantly consumed on the flow through the underlying aquifer.
However, these reactions are not captured by our model. As a result, higher AR and S-DN
consumption rates can presumably be expected, than shown in our study for the losing case. This
poses the question of the adequate depth of the modeling domain in order to reliably capture all
reactions. Increasing the extent of the model domain would include further reactions. However,
depending on the magnitude of the vertical flux, fractions of Oy or S-NO3 and DOC will still be
leaving the modeling domain at the bottom, and not all reactions will be fully captured. Hence,
the adequate domain depth also depends on the magnitude of gpo:: The higher the magnitude of
Qvot, the deeper the lower model boundary has to be in order to entirely capture all reactions
within the modeling domain. We think that despite this limitation, our model demonstrates
that for the losing case the magnitude of ambient groundwater flow essentially controls solute
transport and, hence, also efficiency of AR and DN in the HZ.

Although stream discharge and rifle morphology influences the size of the HFC by dictating the
pressure gradient between upstream and downstream side of the riffle [Trauth et al., 2013], their
impact on the size of the HFC, and in turn on AR and DN in the HZ, is minor in comparison to
the influence of the magnitude of ambient groundwater flow.

Under gaining conditions the observed reactions between solutes from the stream water and
from the groundwater imply that these solutes are mixed via dispersion. Jin et al. [2010], Hester
et al. [2013], and Bardini et al. [2012] reported large effects of dispersivity on solute mixing in
artificial numerical models of the hyporheic zone. Therefore, using higher dispersivities in our
model parameterization likely would have generated larger reactive zone for G-DN. However,
we intentionally kept dispersivity constant in all simulations in order to derive the impact of
hydraulic and morphological factors on reactions in the HZ. Dispersivity values used in our model
are at the upper end of the range of those used in comparable studies [Marzadri et al., 2012;
Bardini et al., 2012; Jin et al., 2010; Hester et al., 2013] and decreasing these values would lead

to a further decline in reactivity potential of the HZ.

3.4.2 Residence Times and Correlated Reactions in the HZ

Based on particle tracking Trauth et al. [2013] calculated flux-weighted residence times (RT) for
flow paths within HFC for the different flow scenarios. The relationship between the median
of the RTs (MRTs) and Fpy and Fgnos can be approximated by power functions as shown
in Figures 3.14a to 3.14d. These results agree with the findings of Pinay et al. [2009], Boano
et al. [2010], Zarnetske et al. [2011a] and Marzadri et al. [2012] who showed that Oz and NOg
concentrations decrease with increasing RT. However, it should be emphasized that the MRTs
of Trauth et al. [2013] do not include the RT of flow paths outside the HFC, directed from
domain bottom to the streambed and vice versa. Consequently, upwelling G-NOgs does not react
along its path until it reaches the reactive fringe and mixes with DOC derived from the stream,
leading to a weak correlation with the MRTs (Figure 3.14e). Also, under losing conditions the
consumption of O2 and S-NOj outside the HFC cannot be physically related to the MRTs. The
correlation between Foy and Fg no3 and the MRT of Trauth et al. [2013] under losing conditions
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Figure 3.14: Solute consumption as a fraction of total influx (Fo2, Fs nos, and Fg.nos) as a function of
the median residence times (MRTS) from Trauth et al. [2013]. Black lines represent fitted power functions
of the type Fspecies = a x MRT b Fitting parameters a, b, and R? are included in the figures. For the fit
of Foo under losing conditions (Figure 3.14b) the outliers of the neutral case are excluded. Note that the
MRTSs refer to residence times within the hyporheic flow cell (HFC) and not necessarily to the timing of
the reactions (see explanations in section 3.4.2). Data are from base case scenario.
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(Figures 3.14b and 3.14d) are based on the strong relation between the RTs within the HFC
and the RTs outside the HFC: By increasing the magnitude of losing g, the magnitude of the
hydraulic gradient between upper and lower model boundary increases, leading to shorter RT in
the entire modeling domain and hence a simultaneous decrease of RT within and outside the
HFC. In conclusion, only the correlations between Fps (AR) and Fg.no3 (S-DN) under gaining
conditions and the MRT of Trauth et al. [2013] are physically meaningful (Figures 3.14a and
3.14c) as justified by high correlations (R? > 0.87).

For an accurate assessment of AR and DN in the HZ using RTS, it is important to ensure, that
the RTs are correlated with these reactions. Relating aerobic and anaerobic zones in the HZ to
RTs, as reported by Zarnetske et al. [2011a] and Marzadri et al. [2012], is not feasible in our
study. In particular, the reactive fringe of G-DN under gaining conditions is not related to either
the RTs of upwelling groundwater or to RTs of flow within the HFC. Instead, the occurrence of
the reactive fringe is based solely on the mixing of two reactants, the DOC of stream water and
G-NOs, independent of hyporheic RTs. Mixing of solutes within the HZ was recently studied
by Hester et al. [2013], who observed that only 12.7 % of an upwelling conservative tracer was
mixed with infiltrating stream water. They conclude that reactions in the HZ depend on solute
mixing in addition to residence times, which supports our results for upwelling G-NOs and Os.
Although residence times can be a valuable proxy for assessing reactivity in hydrology, a profound
conceptual understanding of flow paths and solute concentrations involved in the reactions is

essential.

3.4.3 Potential of AR and DN in the HZ of Pool-Riffle Systems

The simulated rates of O2 consumption (< 360 mmol/d/m?) are within the range observed in
field studies [Hall and Tank, 2005; Uehlinger, 2006; Edmonds and Grimm, 2011]. The range of
simulated NO3 consumption rates (0.02 to 23 mmol/d/m?) is likewise in line with denitrification
rates observed in streambed sediments [Garcia-Ruiz et al., 1998; Laursen and Seitzinger, 2002;
Opdyke et al., 2006; Arango et al., 2007; Birgand et al., 2007; Wagenschein and Rode, 2008;
Pinay et al., 2009]. Our results indicate that the HZ has a significantly higher potential for net
consumption rates of AR compared to DN. Under neutral conditions (gpet = 0), the consumption
rate of Og is up to 10 times higher than the consumption rate of S-NOj3. This relation is
generally in line with the findings by Kessler et al. [2012] who observed a dominance of AR, with
consumption rates of up to 20 times higher than for DN in a flume where ambient groundwater
was not considered. However, for large magnitudes of qpor (qhot > 1 and gper < —1), consumption
rates for AR and DN (sum of consumption rates of S-NO3 and G-NOs3) may be different by up
to a factor of 70. These relations indicate that DN is highly sensitive to ambient groundwater
flow, whereas variability in AR is not as strongly affected by qpor-

We emphasize that our simulations only take the HZ of pool-riffle systems into account. Streambed
morphologies on smaller and larger scales, like dunes and ripples [Bardini et al., 2012], meanders
[Boano et al., 2010], and the riparian zone [Gu et al., 2012] also contribute to the integrated
denitrification potential of a fluvial system. Furthermore, processes of N assimilation by benthic
biofilms and macrophytes are not considered in our model but also play an important role in the
N-—cycle [Birgand et al., 2007].
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Reducing NOs concentrations in the stream water
is possible through exfiltration of reacted water with
lower NOg concentrations from the HZ into the stream.
The source of this exfiltrating hyporheic water depends
highly on losing or gaining conditions. Under losing
conditions, the flux of infiltrating S-NOj3 is both re-
circulated back to the stream at the downstream side
of the riffle and leaves the domain across the bottom
boundary, reaching the groundwater (Figures 3.15a
and 3.15b). The recirculated fraction is transported
within the HFC and is partially consumed by S-DN
(red markers in Figure 3.15¢c) whereas the groundwa-
ter fraction is consumed on the flow paths toward
the bottom boundary (green markers in Figure 3.15¢).
The major reactive potential therefore exists outside
the HFC, except under very slight losing conditions
(qvot > —0.25 m/d). However, from the perspective of
the stream water, only S-NOg that is degraded within
the HFC can directly affect NO3 concentrations in
the stream. Hence, under losing conditions, the HZ
always acts as a sink for stream NOs. Up to 90 % of
the S-NOg influx is flowing toward the groundwater
(green markers in Figure 3.15b), and is temporarily
removed from the fluvial system. This fraction does
not directly affect NOgs concentrations in the stream
within the span of an individual pool-riffle sequence.
Outside the HFC S-DN is more effective, contribut-
ing to potential decreases in NOg concentrations in
deeper areas beneath the streambed as long as a car-
bon source is available. Eventual upwelling of this
water, e.g., farther downstream of the river, should
therefore decrease NO3 concentration in the stream
over a larger scale.

Under gaining conditions upwelling groundwater con-
tributes an additional source of NOj3 to the stream.
Our model shows that DN in the HZ does not have the
potential to completely degrade the upwelling G-NOg
(Figure 3.15¢) and the residuals of unreacted G-NO3
and S-NOj exfiltrate to the stream (Figure 3.15a, and
black line in Figure 3.15b). When G-NOg concentra-
tion exceeds the concentration in the stream water,
in-stream NOg3 concentration increases (model set up

of scenario #2). In reverse, when G-NOjs infiltrates
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Figure 3.15: (a) Conceptual flow paths of
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the HZ with concentrations already lower than in the

stream, NOg concentrations in stream water decrease by dilution. In this case, the hyporheic NOg
“sink” is not based on biogeochemical processes but rather on simple mixing of high in-stream
NOj3 concentrations with lower G-NOg concentrations. Under neutral conditions the HZ still acts
as a NOj sink for the stream, but in this case solely due to consumption of S-NO3, and not of
solutes derived from the groundwater (Figures 3.15b and 3.15¢ at qpoy = 0 m/d). This is in line
with previous reactive transport studies [Bardini et al., 2012; Kessler et al., 2012; Marzadri et al.,
2012], where the ambient groundwater flow is not considered and NHy concentrations are low.
In our study, we assume quasi-pristine stream water with negligible NHy concentrations in
comparison to NOg, and thus we assume nitrification is an insignificant process [Hill et al., 1998;
Storey et al., 2003; Kasahara and Hill, 2006]. However, if NH, concentrations are high relative to
NOg concentrations, nitrification can contribute a significant source of NO3 from the HZ [Jones
et al., 1995; Duff and Triska, 2000; Bardini et al., 2012; Marzadri et al., 2012]. Nonetheless, an
additional source of NOgs from nitrification would not significantly increase the potential of DN,

because the limitations of restricted reactive areas and short residence times still exist.

3.5 Conclusion

In this study, we used reactive transport simulations through the sediments of 3-D pool-riffle
streambeds to investigate biogeochemical process in the HZ. To our knowledge, this is the
first study to systematically analyze the impact of ambient groundwater flow (losing and
gaining conditions) on aerobic respiration (AR) and denitrification (DN) in the HZ. Our results
demonstrate the strong impact of ambient groundwater flow on the distribution and extent of
redox zonation in the HZ. The flux of solutes into the HZ, their residence times, and the size
of the reactive zones are all influenced by the presence, magnitude, and direction of ambient
groundwater flow (gpot). Upwelling groundwater decreases the RTs and the size of the reactive
zone of AR. A smaller aerobic zone also results in a smaller reactive fringe where favorable
conditions for DN exist. Hence, reactions in the HZ are significantly reduced by upwelling
groundwater. Here AR efficiency is up to 4 times lower when magnitude of ¢, is high compared
to when groundwater flow is absent (neutral condition, g, = 0). Also, high magnitudes of gy
decrease efficiency of S-DN by more than an order of magnitude and G-DN by up to 3 orders of
magnitude. Comparing net consumption rates, the HZ has a significantly higher potential for
AR compared to DN.

Under slightly losing conditions, AR and DN are mainly controlled by the residence time (RT) of
solutes within the HZ. Depending on the magnitude of negative gy, and the resulting hyporheic
RTs, a portion of the infiltrating solutes exfiltrate back to the stream (Figures 3.15a and 3.15b).
However, for gyt < —0.5 m/d, the bulk of the infiltrating solutes are not restricted to the extent
of the HFC and flow downward to the lower model boundary. Here the solutes leave the modeling
domain, and hence, their possible reactions outside the domain are not captured by our model.
Taking the continuing reactions outside the modeling domain into account would presumably
increase total efficiency of AR and S-DN as long as the carbon source DOC is available. Despite
these model limitations related to solutes leaving the modeling domain, our results show how

losing ambient groundwater conditions dramatically decrease solute transport and reactions
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along flow paths within the HFC (Figure 3.15¢).

Rising stream discharge increases solute consumption rates but decreases consumption efficiencies.
Exaggerated pool-riffie morphology (high pool-riffle amplitudes, A05) also increases consumption
rates but efficiency of AR and S-DN is lower, due to increased solute influx. However, in
comparison to the impact of ambient groundwater, stream discharge and morphology exert
relatively minor control on hyporheic biogeochemistry.

Variations of Og and NOj concentrations in the groundwater show that the highest DN efficiency
in the HZ is reached when concentrations of Oy and G-NOgj are low and the magnitude of
upwelling groundwater is low as well. Furthermore, DN efficiency increases with decreasing O»
concentration in upwelling groundwater (scenario #1).

The HZ of pool-riffles systems is able to significantly degrade organic carbon under aerobic
conditions. However, under anaerobic conditions the maximum degradation of NOjg is 27 % of the
NOj3 influx into the HZ for conditions of no ambient groundwater flow (neutral case). However,
slight ambient groundwater flow strongly decreases DN efficiency. These results demonstrate
the significant control that groundwater flow magnitude and direction have on biogeochemical

processes in the HZ underneath pool-riffle sequences.
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Abstract

Hyporheic exchange transports solutes into the subsurface where they can undergo biogeochemical
transformations, affecting fluvial water quality and ecology. A three-dimensional numerical model
of a natural in-stream gravel bar (20m x 6m) is presented. Multiple steady state stream
flow is simulated with a computational fluid dynamics code that is sequentially coupled to a
reactive transport groundwater model via the hydraulic head distribution at the streambed.
Ambient groundwater flow is considered by scenarios of neutral, gaining and losing conditions.
The transformation of oxygen, nitrate and dissolved organic carbon by aerobic respiration and
denitrification in the hyporheic zone are modeled, as is the denitrification of groundwater-borne
nitrate when mixed with stream-sourced carbon. In contrast to fully submerged structures,
hyporheic exchange flux decreases with increasing stream discharge, due to decreasing hydraulic
head gradients across the partially submerged structure. Hyporheic residence time distributions
are skewed in the log-space with medians of up to 8 hours and shift to symmetric distributions
with increasing level of submergence. Solute turnover is mainly controlled by residence times and
the extent of the hyporheic exchange flow, which defines the potential reaction area. Although
stream flow is the primary driver of hyporheic exchange, its impact on hyporheic exchange
flux, residence times and solute turnover is small, as these quantities exponentially decrease
under losing and gaining conditions. Hence, highest reaction potential exists under neutral
conditions, when the capacity for denitrification in the partially submerged structure can be

orders of magnitude higher than in fully submerged structures.

4.1 Introduction

Streambed structures enhance the exchange of water and solutes between the stream and the
streambed sediments, known as hyporheic exchange [Harvey and Bencala, 1993; Packman et al.,
2004]. Hyporheic exchange is typically characterized by complex flow processes at nested scales
ranging from ripples and dunes to pool-riffles and gravel bars to meanders [Stonedahl et al.,
2010]. Typically, stream water infiltrates at the upstream side of structures and exfiltrates back
to the stream further downstream, at the lee side of the structure, as the result of spatially

varying hydraulic heads across the streambed structure [Thibodeaux and Boyle, 1987; Elliott
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and Brooks, 1997b; Tonina and Buffington, 2009a]. Solutes in the stream water are transported
into the subsurface mainly advectively [Elliott and Brooks, 1997b; Packman et al., 2004]. Once
in the streambed sediments solutes may undergo biogeochemical reactions that degrade nutrients
and contaminants thus providing an attenuation or “self-cleaning” mechanism of stream systems.
Furthermore, about 88 % of whole-stream ecosystem respiration has been attributed to processing
within the hyporheic zone [Kaplan and Newbold, 2000]. When groundwater interacts with the
stream, solutes from both the stream and groundwater compartments mix, leading to complex
reaction patterns in the subsurface [Triska et al., 1993; McCutchan et al., 2002; Krause et al.,
2013; Trauth et al., 2014].

The exchange flux and solute transport induced by submerged features like dunes, ripples and
pool-riffles have been intensely studied in flume [Elliott and Brooks, 1997b; Tonina and Buffington,
2007; Fox et al., 2014] and numerical experiments [e.g. Cardenas and Wilson, 2007a; Janssen et al.,
2012; Trauth et al., 2013]. Recently, reactive transport models were used to simulate reactions in
the hyporheic zone at these scales, as presented by Bardini et al. [2012], Kessler et al. [2012],
Hester et al. [2014] and Trauth et al. [2014]. However, the effects of hyporheic exchange on solute
transformations in non-submerged features, including fluvial islands or in-stream gravel bars,
have received less attention, although these morphological structures occur frequently in gravel
bed rivers [Osterkamp, 1998] and are of great importance for stream-groundwater interactions
[Shope et al., 2012]. In contrast to submerged features, the degree of submergence in partially
submerged structures is controlled by stream water level, adding additional complexity to the
hydraulic system that drives hyporheic exchange.

Several field studies have attempted to quantify water flow and residence time in non-submerged
structures by using stream stage alone [Dent et al., 2007] and in combination with piezometric
head data from the structure [Shope, 2009; Francis et al., 2010]. Residence times in the non-
submerged structures have been estimated from artificial tracer additions [Dent et al., 2007;
Zarnetske et al., 2011a] and through the use of natural variations of electrical conductivity
[Schmidt et al., 2012]. Field observations combined with either two-dimensional [Cardenas, 2010]
or three-dimensional modeling [Shope et al., 2012] approaches have also been used to estimate
flow fields. However, to the best of our knowledge, biogeochemical reactions within the sediments
of fluvial islands, and their controlling hydraulic factors, have not been considered yet.

In this study, we use a reactive transport model to investigate the impact of stream discharge
and ambient groundwater flow conditions on hyporheic exchange flux, solute transport, aerobic
respiration, and denitrification in the sediments of an in-stream gravel bar (ISGB). We apply
multiple steady state three-dimensional computational fluid dynamics (CFD) simulations to the
surveyed streambed morphology of a natural ISGB at the Selke River, Germany. Simulations
for several steady state stream discharge conditions are combined with scenarios of gaining and
losing groundwater flow conditions to provide a comprehensive range of hydraulic conditions
of groundwater-surface water exchange. Furthermore, we use particle tracking to derive the
residence times and the spatial orientation of the subsurface flow paths. Our study improves
the understanding of complex hyporheic flow regimes and their biogeochemical implications and
provides a quantitative method for assessing the reactive efficiency of in-stream gravel bars and

their contribution to net fluvial solute retention.
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4.2 Methodology

4.2.1 Field Site and Streambed Morphology Characterization

The Selke River is a third-order stream in the northern foreland of the Harz Mountains
in central Germany (N51°43/37.29” E11°18°18'48.54”, and an intensive test site within
the TERENO observatory (http://teodoor.icg.kfa-juelich.de/observatories/HCGL_
Observatory/hydrological-observatory-1/intensive-test-site-selke). The Selke River
has a long-term mean annual discharge of 1.5m3/s and is characterized by natural fluvial mor-
phologies including meanders, pools and riffles, side bars, and in-stream gravel bars (ISGB). The
stream slope averages to 1% but is locally increased at pronounced pool-riffles and steps. We
investigate an ISGB typical of the Selke and other third order gravel bed rivers. Under low flow
conditions (0.18 m?/s) the ISGB is 20m long and 6.5 m wide (Figure 4.1a), and stream water
flows through both stream channels surrounding the ISGB. Below 0.18 m?/s the right (secondary)
channel becomes disconnected and surface water flows only through the left (primary) channel,
which is deeper and wider than the secondary channel. The non-submerged area of the ISGB
decreases with increasing discharge until it is completely inundated at discharges > 3.6 m3/s,
resulting in a riffle structure. The specific rating curve (stage-discharge relationship) at the field
site was calculated based on manual discharge measurements and automatically recorded stream
stage.

The stream section surrounding the ISGB is composed of heterogeneous, predominantly gravelly

Reactive transport
groundwater model
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Hydraulic heads [m.a.s.1.]

Figure 4.1: a) Photograph of the in-stream gravel bar studied, b) detailed photograph of the armor layer,
and c¢) modeling domains of the CFD model and the reactive transport model including the hydraulic
boundary conditions.
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fluvial sediments with grain sizes ranging from medium sands to coarse gravels. Hydraulic
conductivity of the streambed sediments, determined from slug tests and freeze coring, are in the
range of 2.7 x 1074 to 6 x 1073 m/s. The top layer of the streambed is covered by an armor layer
of cobbles (D16: 21 mm, D50: 42 mm, D84: 100 mm, sorting index: 4.76) (Figure 4.1b), which
restricts considerable bed mobilization by the range of flows considered here. Drilling logs reveal
clay and silt deposits at 10 m depth below the streambed which confine the bottom of the alluvial
aquifer. Streambed morphology of the ISGB and the stream banks were surveyed by a differential
GPS in combination with a laser tachymeter (Trimble GPS R8), measuring approximately 500
data points in total. The MATLAB tool gridfit (http://www.mathworks.com/matlabcentral/
fileexchange/8998-surface-fitting-using-gridfit) was used to interpolate the surveyed
data points and produce a highly resolved elevation map of the streambed surface. We use the
term ISGB to refer to the entire morphological structure of an in-stream gravel bar, independent
of the level of submergence. Thus, the term ISGB is still used if the in-stream gravel bar is
completely inundated, even though the bar resembles a riffle structure under those conditions.

About 30 water samples each from the stream water and the groundwater were collected for
chemical analysis during the summer months of 2012. Stream water was fully saturated with Oa.
DOC concentrations of 8.0 mg/L and nitrate concentrations of around 10.0 mg/L were observed.
In the groundwater dissolved oxygen concentrations ranged from 0 to 5.5mg/L, depending
on the distance from the stream. DOC concentrations were lower than 2.0 mg/L, and nitrate

concentrations of more than 100 mg/L were observed.

4.2.2 Stream Water Simulations

Stream flow around the ISGB is simulated using the open-source CFD code OpenFOAM, which
solves the Navier-Stokes equations with the Large-Eddy Simulation turbulence closure model. To
simulate the subgrid scales, the original Smagorinsky subgrid scale model [Smagorinsky, 1963] is
used with a filter width determined by the cubic root from the mesh cell volume. OpenFOAM
provides two-phase simulations by the volume of fluid method [Hirt and Nichols, 1981], where
both the air and the water fraction can be simulated. Hence, non-submerged areas of the ISGB
for a specific discharge are simulated realistically as non-wetted areas. The CFD modeling
domain comprises a stream section of 65m in the stream flow direction (z) and 26.5m in the
lateral direction (y) (Figure 4.1c) and includes stream banks and stream sections upstream and
downstream of the ISGB in order to avoid effects of inlet and outlet boundary conditions. The
mesh consists of hexahedral cells with a maximum size of 0.26 m in the planar x and y direction,
and 0.05m in the vertical z-direction, resulting in a total of 604,111 cells.

Water enters the modeling domain 15 m upstream of the ISGB, with defined level and velocity.
Inflow of air into the domain is predicted numerically. At the domain outlet water and air leave
the domain unrestricted. A no-slip boundary condition was used for the streambed, analogous to
similar studies that have coupled CEFD models to porous media [Cardenas and Wilson, 2007a;
Janssen et al., 2012; Kessler et al., 2012; Trauth et al., 2013]. Using a more complex roughness
wall boundary would require a roughness length scale parameter, which can be derived from the
grain size distribution. However, this parameter must be smaller than half the height of the
near-bed cells to have an effect on near-bed velocity [Nicholas, 2001]. For the observed grain size

distribution at our site, this length scale parameter is larger than half the height of the near-bed
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cells, hence, we neglect grain roughness at the streambed and used the no-slip boundary. This
simplification is further justified by earlier studies of Lane et al. [2004] and Janssen et al. [2012]
who demonstrated that grain roughness has a negligible effect on the pressure distribution at the
streambed, which in turn provides the crucial boundary condition for the subsequent coupling to
the groundwater model. The lateral sides of the modeling domain are also treated as no-slip
conditions, but, because the water fraction is bounded by the streambed channels, the lateral
sides are only in contact with air. Further information on the CFD modeling is given in Trauth
et al. [2013], which used similar CFD toolbox and boundary conditions, and to the OpenFOAM
documentation at www.openfoam.org.

By setting an initial stream stage and velocity field in the modeling domain, the quasi steady
state could be reached faster than with an initially empty domain. We simulated 10 steady
state discharge scenarios, ranging from low discharges of 0.18 — 4.97 m3 /s, where the ISGB is
completely inundated. Reactions in the open water are neglected in the surface water model,
as they are assumed to be of minor importance for total whole-stream ecosystem respiration
[Fuss and Smock, 1996; Naegeli and Uehlinger, 1997] and turnover, especially along short stream

reaches, as considered in this study.

4.2.3 Reactive Transport Model

The hydraulic head distributions at the streambed surface, provided by the CFD simulations, are
used as the upper hydraulic boundary condition for a reactive transport model of the subsurface,
as in Trauth et al. [2013] and Trauth et al. [2014]. In contrast to these prior studies, which
looked at fully submerged pool-rifiie structures, this study includes an unsaturated zone up
to 0.3 m thick, which decreases with increasing stream discharge. Only the hydraulic heads of
the wetted areas of the ISGB are considered for the coupling process. Coupling between the
surface and the porous domains is one-way sequentially; feedbacks to surface water flows resulting
from subsurface flow into the surface water domain are not considered. This simplification is
reasonable because the small fraction of total stream discharge derived from subsurface flows
[Trauth et al., 2013] has a negligible effect on the hydrodynamics of the overall stream flow
[Prinos, 1995].

For simulating steady state groundwater flow, and reactive transport in the subsurface of the
ISGB, we use the groundwater flow and reactive transport code MIN3P, which solves the
Richard’s equation for variably saturated flow [Mayer et al., 2002]. Hydraulic heads are assigned
as Dirichlet boundaries to the top layer of the groundwater model (Figure 4.1c). Dry parts of
the streambed are defined as no-flow boundaries. Constant groundwater heads are assigned to
the lateral boundaries upstream and downstream of the groundwater model domain, enabling an
ambient groundwater flow field with a defined slope in the direction of stream flow. This slope
is equal to the average longitudinal slope of the hydraulic head distribution at the streambed
of the ISGB and, hence, varies slightly between each stream discharge scenario. We assign a
range of groundwater heads at the upstream and downstream boundaries to induce an ambient
groundwater flow field that interacts with the local flow field at the ISGB induced by hydraulic
heads at the streambed. In this way we consider a wide range of possible hydraulic conditions at
the ISGB, from losing to neutral (no net hydraulic gradient between groundwater and stream)

to gaining conditions. The bottom of the domain, at a depth of 10 m below the streambed, is

63



Chapter 4

treated as a no flow boundary, coinciding with the base of the alluvial aquifer. Similarly, the right
and left panels of the domain are treated as no-flow boundaries. The ISGB is situated in the
center of the domain, and the elevation of the top boundary matches the streambed morphology
(Figure 4.1c).

Preliminary groundwater flow simulations, with stepwise enlarged model domains, were conducted
in order to identify an appropriate model domain extent where the lateral boundaries would
have negligible effects on fluxes across the streambed. Based on these simulations, the total
extent of the groundwater model domain is set to 130 m in the direction of stream flow (z) and
80m perpendicular to it (y). In total, the mesh of the groundwater model consists of 998,640
hexahedral cells. The mesh is refined around the ISGB with cell size of 0.35m by 0.3m in =
and y direction. Toward the outer boundaries, the planar cell size increases to a maximum of
1.8 by 1.6m. Vertically, the height of the mesh cells decreases by a quadratic function from
a maximum height of 0.36 m at the domain bottom to a minimum of 0.005m at the top layer
(streambed). This mesh assures that the strong hydraulic and chemical gradients, and spatially
varying reactions, expectable next to the streambed, are accurately captured.

Forward advective particle tracking is conducted using the open-source visualization software
ParaView, Version 4.1.0 [Henderson et al., 2004], based on a fourth—fifth-order Runge-Kutta
integration of the steady state pore water velocity field. Four particles per mesh cell are released
at the wetted-streambed areas. Thus, the number of particles released varied between 11,219
and 21,135, depending on the size of the area that is fully submerged in the CFD-simulations.
In subsequent analyses all particle tracks are flux weighted and evaluated with respect to their
median residence time, distribution, and orientation in the subsurface.

The groundwater model MIN3P simulates transport of dissolved and gaseous species by advective-
dispersive transport and Fickian diffusion processes, respectively [Mayer et al., 2002]. In our
scenarios, we use MIN3P to simulate aerobic respiration and denitrification of DOC, represented
by carbohydrate (CH20), according the following reaction equations:

Aerobic respiration:

CH50 4+ Oy — CO9 + H50O (4.1)

Denitrification:

5CH>0 + 4NO§ +4H" — 5CO3 + 2Ny + 7TH50 (4.2)

According to equation 4.1 and 4.2, three solutes could react with the DOC source: Oxygen (O2),
nitrate originating from stream water (S-NOs), and nitrate originating from the groundwater
(G-NOs3). Reactions are simulated using Monod-kinetics, parameterized similarly to the reactive
transport modeling of Trauth et al. [2014]. In Monod-kinetics, denitrification is inhibited by the
presence of Oy and, hence, significant NO3 consumption occurs only under anaerobic conditions.

Constant concentrations for the chemical boundary conditions at the streambed and the
lateral upstream boundary are defined by a Dirichlet type boundary condition. We assumed
constant stream water solute concentrations for all scenarios. As determined by the analysis of
water samples (see section 4.2.1), concentrations of 0.31 mmol/L (10mg/L) dissolved Og and
0.26 mmol/L (10mg/L) NOg3 are assigned to the chemical streambed boundary. We assume that
DOC does not limit the reactions, and use a concentration of 0.26 mmol/L (18.66 mg/L) CH20

(twice the molar mass of the O3). We base this assumption on the fact that particulate organic
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Table 4.1: Parameterization of the Reactive Transport Model MIN3P

Parameter Value
Water flow and solute transport
Hydraulic conductivity K, x-y direction [m/s] 5.96 x 1073
Hydraulic conductivity K, z direction [m/s] 4.47 x 1074
Porosity [-] 0.3
Longitudinal dispersivity [m)] 0.1
Transversal horizontal dispersivity [m] 0.01
Transversal vertical dispersivity [m)] 0.001
Diffusion coefficient, aqueous phase (saturated zone) [m?/s] 1x107°
Diffusion coefficient, gaseous phase (unsaturated zone) [m? /s 1x107°
van Genuchten — a [m™1] 2
van Genuchten — n [-] 1.5
Parameterization of Monod kinetics for solute reactions
Half-saturation constant Ko, [mmol/L] 6.25 x 1073
Half-saturation constant Kyo, [mmol/L] 3.23 x 1072
Half-saturation constant Kpoc [mmol/L] 1.07 x 1071
Inhibition constant for denitrification K; [mmol/L Og] 3.13 x 1072
maximum reaction rate of aerobic respiration ez, agp [mmol/L/d] 4.78 x 107!
maximum reaction rate of denitrification fiy,q, py [mmol/L/d] 8.64 x 1072

Solute concentrations at model boundaries
Streambed boundary Lateral upstream boundary

O2 [mmol/L] 0.31 0.0781
DOC (CH50) [mmol/L] 0.62 0
NO3 [mmol/L] 0.161 (as S-NOg) 1.61 (as G-NOs3)

matter can represent an additional carbon source within the shallow streambed sediments in
addition to DOC in stream water [Pusch, 1996; Brunke and Gonser, 1997; Brugger et al., 2001].
Solute concentrations at the lateral upstream boundary, representing the ambient groundwater,
are set to 0.078 mmol/L (2.5 mg/L) dissolved Oz and 1.61 mmol/L (100 mg/L) G-NOs. Although
low concentrations of DOC (< 2mg/L) are present in the groundwater, we assume that this DOC
does not consist of easily biodegradable (labile) carbon [Kaplan and Newbold, 2000; Benner, 2003]
and is not utilized by denitrifying bacteria, as indicated by the very high nitrate concentrations
in ambient groundwater. Therefore, concentrations of 0 mmol/L. CH2O is assigned to the lateral
upstream boundary.

The values used for the parameterization of the reactive transport groundwater model are listed
in Table 4.1 and are explained in detail in Trauth et al. [2014], where the same modeling protocol

was used.
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4.2.4 Test of the CFD and Subsurface Flow Model

Stream stage and discharge from the CFD simulations are compared against the rating curve
developed from discharge measurements at the field site (Figure 4.2a). Overall, the simulated
stream stages and discharges fit the observed power function rating curve well, with a R? > 98 %.
This confirms the physical correctness of the stream water CFD simulations and the resulting
hydraulic head distribution at the streambed, which is subsequently coupled to the groundwater
model.

To calibrate the groundwater model we compare residence times calculated from electrical
conductivity (EC) time series, measured in the sediment of the ISGB, against simulated residence
times. When stream water infiltrates into the streambed EC fluctuations in the stream propagate
into the subsurface with a specific time lag. By cross-correlating EC time series in the stream
and streambed, the peak residence times for water infiltrating from the stream and flowing to
the subsurface can be estimated. EC-based residence times are calculated in this manner using
EC-time series measurements from the stream and in 10 mini-piezometers distributed across the
ISGB at depths of 0.44m below the streambed surface. These EC-time series were measured
over a period of relatively constant stream discharge of 1.7 m3/s.

To simulate residence times we parameterize our modeling approach according to the same stream
discharge of 1.7m3/s and the groundwater heads observed in the wells at the stream bank of
the field site. Residence times are simulated using backward particle tracking starting at the
10 mini-piezometers. By adjusting the hydraulic conductivity in both the lateral and vertical
direction, an optimal fit with the observed residence times is found for hydraulic conductivities
of 5.96 x 1073 m/s in = and y direction and 4.47 x 10~* m/s in vertical (z) direction. Thus, the
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Figure 4.2: a) Measured and modeled stage-discharge relationship b) Residence times derived from
measured electrical conductivity data by cross-correlation versus residence times of flow simulations for
stream discharge of 1.7m?/s.

anisotropy ratio between lateral and vertical hydraulic conductivity was inferred to be on the
order of 13. This relatively high anisotropy ratio can be explained by the strong preferential
orientation of ellipsoidal, flat gravels and cobble stones in the direction of flow (imbrication),
as have been observed at the streambed surface and in freeze cores of the streambed sediments.

Similar and even higher anisotropic ratios have been reported for alluvial aquifers by Yager
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[1993], Chen and Chen [2003] and Cheng and Chen [2007].

Both the shortest and longest EC-based calculations of residence times agree with the simulated
residence times indicating that the model adequately represents the entire range of real world
hyporheic residence times (Figure 4.2b). Discrepancies between the simulated and calculated
residence times could originate from small-scale heterogeneities in hydraulic conductivity and

porosity, which are not represented in our model.

4.3 Results

4.3.1 Stream Flow and Hydraulic Heads at the ISGB

Below discharges of 3.63m3/s, the ISGB is not fully submerged and the stream splits into a
primary and secondary flow channel (left and right channel in flow direction in Figures 4.3a—4.3¢c
and 4.4a). Downstream of the ISGB the two channels merge again to form one single stream
channel. The length to width ratio of the submerged parts of the ISGB increases with stream
discharge from 3.1 to 3.8, with an average ratio of 3.4. These ratios are in line with those of
naturally occurring fluvial islands surveyed by Wyrick [2005].

The CEFD model calculates the hydraulic head distribution at the streambed as shown in Figures
4.3d-4.3f. The longitudinal (parallel to stream flow) component of the hydraulic gradient is
evaluated between two points up- and downstream of the gravel bar (“Up” and “Down” in
Figures 4.3d-4.3f); subsequently referred to as VHrpg. Similarly a lateral component of the
head gradient (VHp4:) perpendicular to the general stream flow direction is calculated between
the points “Prime” and “Second” in Figures 4.3d—4.3f). Both gradients decrease with increasing
stream discharge (Figure 4.4b), reaching a minima when the ISGB is inundated. During lower
discharges (< 1.2m3/s), lateral hydraulic head gradients predominate longitudinal gradients
(VHprat > VHrong ). The strong lateral gradients across the ISGB under these flow conditions
are caused by a non-uniform decline in hydraulic heads along the two stream channels, induced
by diagonally opposed riffles, such as in Figure 8c in Wondzell and Gooseff [2013]. At the entry
to the primary channel a riffle induces a drop in the hydraulic heads in the primary channel,
producing a slope of 3-4%. In contrast, in the secondary channel a riffle occurs toward the
end of the channel, accompanied by a drop in hydraulic head of a similar slope. This effect
is most pronounced under low discharge conditions (0.18 m3/s), when the maximum difference
in hydraulic heads occurs between the two channels. When the ISGB is largely or completely
submerged lateral variations of the hydraulic gradients are comparatively minor. However, at
high discharges surface waves induce variations in the hydraulic head distribution and local

variations in the longitudinal hydraulic head gradient.

4.3.2 Subsurface Flow Field and Hyporheic Exchange

The interplay between the hydraulic head distributions at the streambed and the up- and
downstream hydraulic boundary conditions in the groundwater model induce four general types
of flow paths in the subsurface. These flow paths can be distinguished by their entry points into

and exit points out of the subsurface modeling domain.

1. Hyporheic flow paths: stream water enters and leaves the modeling domain across the

streambed. These flow paths define what we call hyporheic exchange flux (HEF). Stream
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Figure 4.3: CFD simulations of low, moderate and high stream discharge scenarios and resulting hydraulic
head distribution at the streambed. a—c) Water level surrounding the ISGB and stream lines represent
flow velocity. d-f) Corresponding hydraulic heads at the streambed. Please note the four locations “Up”,
“Down”, “Prime”, “Second” used for calculation of longitudinal and lateral head gradients VH,,, and

V H . along the dashed lines in d).
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Figure 4.4: a) Stream discharge versus submerged streambed area. Streambed area is normalized to the
streambed area at Q = 3.6 m?3/s, where the ISGB is completely inundated. Higher discharges inundate
the channel boundaries toward the stream banks. b) Stream discharge versus hydraulic head gradients
between the secondary and the primary channel (blue), upstream and downstream ends of the ISGB
(green), and the resulting gradient (red). Gradients are calculated by using hydraulic heads of the locations
“Up”, “Down”, “Prime”, “Second” , as shown in Figure 4.3d.

water infiltrates mainly in the secondary channel and exfiltrates into the primary channel,
forming a hyporheic flow cell with characteristic depth and width (dark and light blue

markers in Figures 4.5a-4.5¢).

2. Losing flow paths: stream water infiltrates into the subsurface domain through the
streambed and leaves it via the downstream lateral boundary (red markers in Figures
4.5a—4.5¢).

3. Gaining flow paths: groundwater enters the subsurface domain at the upstream lateral

boundary and exfiltrates through the streambed (green markers in Figures 4.5a—4.5¢).

4. Underflow: groundwater enters the subsurface domain at the upstream lateral boundary
and exits at the lateral downstream boundary. These flow paths do not interact with the

streambed but are present in all scenarios.

Figures 4.5a—4.5e shows the infiltrating and exfiltrating locations on the streambed surface for the
different flow path types (#1 to #3 from above) under low, moderate and high stream discharge
conditions, as well as for neutral, losing and gaining conditions. The occurrence and frequency
of these flow path types depend primarily on the hydraulic head distribution at the streambed
and secondarily on the direction and magnitude of surface water-groundwater exchange. To
quantify the latter, we denote Ah as the difference between the ambient groundwater heads
at the center of the ISGB and the mean of the hydraulic head distribution at the streambed.
In general, positive Ah values indicate net gaining conditions (groundwater upwelling), while
negative Ah values indicate net losing conditions (stream water downwelling). When Ah = 0m
the ambient groundwater heads and the average hydraulic heads at the streambed are balanced
(neutral conditions). Even under neutral conditions both locally gaining and losing flow paths
can occur due to local variations in streambed morphology and the resulting near-bed pressures

(see Figures 4.5a—4.5c¢).
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Figure 4.5: a—e) Infiltration and exfiltration locations at the streambed for hyporheic flow paths (infiltration:
dark blue, exfiltration: light blue), gaining flow paths (green), and losing flow paths (red). Low, moderate
and high stream discharges (a—c) under neutral conditions (Ah = 0m) and gaining and losing conditions
(d and e) for constant stream discharge. f—j) Orientation of hyporheic flow paths. An orientation of 0°
refers to the positive z-direction, 90° refers to positive y-direction. k-o) Residence time distributions for
hyporheic flow paths. The z-scale is logarithmic.
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4.3.2.1 Effects of Hydraulic Head Distribution at the Streambed

The hydraulic head distribution at the streambed surrounding the ISGB induces a hyporheic flow
field where stream water generally infiltrates in the secondary stream channel and flows towards
the primary stream channel. These flow paths span the hyporheic flow cell. The hydraulic head
distribution and, thus, the lateral and longitudinal hydraulic gradients, vary with the stream
discharge (see section 4.3.1). As a result, the direction of the hyporheic flow paths also changes
significantly with stream discharge. Under low stream discharge conditions, when VHp, >
V Hpong, the bulk of the flow paths are directed from the secondary towards the primary stream
channel with a mean angle of 25° to 45° relative to the z-direction (0°). With increasing stream
discharge, the mean direction of the flow paths rotates in the clockwise direction to an angle
between 0° and 310°, representing mainly longitudinal flow paths oriented in the direction of
stream flow (Figure 4.5f-4.5h). Higher discharges lead to higher variance in flow direction,
indicating that the hyporheic flow paths are highly non-uniform in direction. This effect is most
pronounced for high discharge where VHp; is very small compared to VHo,g (Figure 4.4b).
However, VHp,y, is not constant across the streambed of the inundated ISGB, because local
variations in the stream water level induce near-bed pressure variations. The directions of the
hyporheic flow path deviate from exclusively longitudinal flow and, hence, scatter within a range
of up to 180°.

Residence times (RTS) of the hyporheic flow paths are generally log-normally distributed (Figure
4.5k—4.50) with median RTs of up 8.3 hours. We observed a decreasing negative skewness of the
log-normal distribution with increasing stream discharge (Figure 4.5k—4.5m). In the inundated
ISGB scenarios, the log-normal distributions tend to be symmetric (Figure 4.5m). A strongly
negative skewness represents a lower frequency of hyporheic flow paths with short RTs. This low
frequency is due to the fact that under low discharge conditions no additional, separated, small
hyporheic flow cells exist. Rather, at low discharge the majority of the hyporheic flow paths span
the full longer distance from the secondary channel to the primary channel, forming a single
hyporheic flow cell with relatively long RTs. Furthermore, standard deviations of the RTD are
smaller under low discharge condition which is a result of relatively similar flow paths length and
spatial orientation leading to a higher uniformity of the hyporheic flow field.

As shown above, stream discharge and, in turn, hydraulic head distribution at the streambed,
control hyporheic flow path orientation and residence time distribution. Similarly, the magnitude
of the hyporheic exchange flux (HEF), the extent of the hyporheic flow cells, and the median
residence times of those cells are controlled by the hydraulic head distribution. These effects are
most visible during neutral conditions (Ah = 0m), when the impact of ambient groundwater
flow conditions on hyporheic exchange is the lowest.

We observe three characteristic hyporheic flow regimes for stream discharges of < 1.2m3/s, 1.2

to 3.6m3/s and > 3.6 m3/s (indicated by roman numerals I, II, III in Figure 4.6).

I. At discharges lower than 1.2m3 /s, when the lateral gradient predominates over the longitu-
dinal gradient (VHprq: > VHpong), the HEF is large (Figure 4.6a), the volumetric size of
the hyporheic flow cell is small (Figure 4.6b) but extends relatively deep into the aquifer
(Figure 4.6¢), and median RTs are long (Figure 4.6d).

II. Between discharges of 1.2 and 3.6 m?/s the hydraulic gradients shift, such that VH, <
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VHpong. Under these conditions, the HEF is small and accompanied by a large but shallow
hyporheic flow cell, leading to shorter median RTs compared to hyporheic flow regime I
(Figure 4.6).

II. At discharges that inundate the ISGB (Q > 3.6 m?/s), the lateral gradient is absent and
hyporheic exchange is exclusively driven by the longitudinal gradient. The HEF is high,
hyporheic flow cell extent is even larger than in II and the shortest median RTs occur
(Figure 4.6).

4.3.2.2 Effects of Neutral, Losing and Gaining Conditions

The in- and exfiltration patterns of hyporheic, losing and gaining flow paths (see list in 4.3.2) at
the streambed differ between neutral, losing and gaining conditions (Figure 4.5b—4.5e). Under
neutral conditions, the zones of hyporheic flow path in- and exfiltration are the largest, comprising
up to 90 % of the wetted streambed area. With increasing magnitude of Ah (in both the losing and
gaining scenarios), these zones decrease exponentially until Ah of 0.1 m, when approximately

60 % of the hyporheic flow paths transition to losing or gaining flow paths.

Hyporheic exchange flux [m?3/d] Size of hyporheic flow cell [m?]

300 400
200 300

200

100

-0.5 0 0.5 -0.5 0 0.5
Ah[m] A h[m]
Depth of hyporheic flow cell [m] Median residence times [hours]

0.5 0 0.5 .
Ah[m] Ah [m]

Figure 4.6: a) Hyporheic exchange flux, b) volumetric size of the hyporheic flow cell in the subsurface, ¢)
maximum depth of the hyporheic flow cell below the maximum ISGB elevation (161.9 m.a.sl.), and d)
median residence times of the hyporheic flow paths in relation to stream discharge and Ah. The roman
numbers (I, IT, I1T) refer to the three hyporheic flow regimes described in section 4.3.2.1.

Under losing conditions, the hyporheic flow paths infiltrate in a very narrow zone along the
secondary channel, adjacent to the non-submerged areas of the ISGB, and exfiltrate over a
much broader area along the primary channel. Additional small hyporheic flow cells occur,
representing hyporheic exchange within the primary channel (Figure 4.5¢). In contrast, under

gaining conditions the hyporheic flow paths infiltrate through a broad area along the secondary
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channel and exfiltrate in a narrow zone along the streambed of the primary channel. Opposite
to the losing conditions, additional small hyporheic flow cells occur in the secondary channel
(Figure 4.5d).

In addition to the strong impact losing and gaining conditions have on the spatial distribution of
in- and exfiltrating zones, the size and extent of the hyporheic flow cells and the median RTs
decrease exponentially with increasing magnitude of Ah. For a Ah of £0.1 m the size, extent
and median RT of the flow cells decrease to at least 50 % of the values of the neutral case (Figure
4.6). Under gaining conditions, increasing flow along the gaining flow paths (flow path type
#3 in section 4.3.2) decreases the extent of the hyporheic flow cells and the magnitude of HEF
and median hyporheic RTs. Under losing conditions, infiltrating stream water is divided into
hyporheic flow paths and losing flow paths (flow path types #1 and #2 in section 4.3.2). The
stronger the losing conditions (i.e. the smaller Ah becomes), the higher the losing flux and
the smaller the HEF (Figure 4.6a). Similar to the gaining case, the hyporheic flow cells in the
losing case become smaller and shallower, resulting in shorter median RTs (Figure 4.6a—4.6d).
Consequently, the highest HEF, largest hyporheic flow cell extent, and longest median RTs can be
observed under neutral conditions (Ah = 0m), where ambient groundwater heads and hydraulic
heads are balanced. Under these conditions, losing and gaining fluxes are comparably small and

their subsequent effect on hyporheic exchange is the lowest.

4.3.3 Solute Transport and Reactions in the Subsurface

Figure 4.7 shows the spatial distribution of solute reactions along longitudinal and lateral cross-
sections of the ISGB for different discharges under neutral (Figures 4.7a-4.7¢), gaining (Figure
4.7d) and losing conditions (Figure 4.7¢). To quantify solute fluxes and reaction rates induced by
a singular morphological streambed structure, like a ISGB, only solute transport and reactions
along the hyporheic flow paths (flow path #1 in section 4.3.2), that both infiltrate and exfiltrate
across the streambed, are considered and described in the following section. Solute transport and
reactions outside the hyporheic flow cells, i.e. along losing and gaining flow paths are described
in section 4.3.3.2. To be more comparable with other studies, solute influx and consumption are
normalized to the total streambed area at the ISGB of 300m? (30m x 10m) for all discharge

scenarios, independent of the level of submergence.

4.3.3.1 Solute Transport and Reactions Along Hyporheic Flow Paths

Under neutral conditions (Ah = 0m) the influx of Oy along the hyporheic flow paths is at
a maximum, as is the HEF (Figure 4.8a). Infiltrating O creates large aerobic zones in the
subsurface where aerobic respiration occurs. Consequently, O2 consumption is highest with up
to < 133mmol/m?/d in the largest hyporheic flow cells, occurring in the neutral case when Ah
magnitudes are small (Figure 4.8b). The Oy consumed as a fraction of the total O influx (FOz)
is at a maximum with 42 % (Figure 4.8c). When the magnitude of Ah increases in either the
negative or positive direction (losing or gaining, respectively), the size of the hyporheic flow cells
and the influx of Oy decrease (Figure 4.8a). As a result, reactive areas for aerobic respiration
within the hyporheic flow cell decrease, RTs are shorter, and O consumption decreases (Figure
4.8b). Likewise, the consumed fraction of Oy influx (Fp2) decreases with increasing magnitude

of Ah, indicating a simultaneous decrease in O consumption with Oo influx. O2 consumption
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Figure 4.7: Cross-sections showing (top row) aerobic respiration and (bottom row) denitrification rates
of stream water borne nitrate along the z-z-plane and y-z-plane between the locations “Up”, “Down”,
“Prime”, “Second” shown in Figure 4.3d. The scenarios and their order correspond to those of Figure 4.5:
neutral conditions under (a) low, (b) moderate and (c¢) high discharges; (b) neutral, (d) gaining, and (e)
losing conditions for constant discharge. The white arrows depict subsurface flow vectors (direction and
magnitude), based on z-z velocity and y-z velocity components, respectively. Cyan, magenta and grey
lines represent isolines for half of the maximum solute concentrations of Oz, S-NO3 and DOC (CH,0),
respectively.
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Figure 4.8: a) Oy influx, b) consumed Os, and c) consumed Os as a fraction of influx (Foz) in relation to
stream discharge and Ah, d) Stream water nitrate influx (S-NOs), e) consumed S-NOg, and f) consumed
S-NOj as a fraction of influx (Fg.no3) in relation to stream discharge and Ah, g) Influx of groundwater
borne nitrate (G-NOg), h) consumed G-NOg, and i) consumed G-NOj3 as a fraction of G-NOg influx
(Fanos) in relation to stream discharge and Ah. Solute influx and consumed solutes are normalized to
a streambed area of 300m?2. The roman numbers (I, II, III) refer to the three hyporheic flow regimes
described in section 4.3.2.1.

and Fogy decrease exponentially with increasing magnitude of Ah under both losing and gaining
conditions. At Ah = +0.1m Os consumption and Foo are only 30% and 72 %, respectively,
of the maximum values under neutral conditions. O consumption and Foo vary slightly with
stream discharge, as is most pronounced under neutral conditions. The highest O2 consumption
and Foy occur when discharge is smaller than 3.6 m?3 /s (Figures 4.8b and 4.8c), as represented by
hyporheic flow regimes I and II. Under these conditions long flow paths and long residence times
occur (Figure 4.6d). In flow regime III, when the ISGB is completely submerged (Q > 3.6m?/s),
O consumption is lower, because many separate longitudinally oriented smaller hyporheic flow
cells with shorter RT occur allowing less time for aerobic respiration to take place.

Similar to the Og influx, the highest S-NOj3 influx and consumption by denitrification occurs
under neutral groundwater conditions, when magnitudes of Ah are low (Figure 4.8d). Under these
conditions, denitrification of S-NOj3 increases with stream discharge, inverse to O consumption,

with the maximum S-NOj denitrification, up to 40 mmol/m?/d, being observed at the highest
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stream discharges (Figure 4.8e). This effect can be explained by the increasing extent of the
hyporheic flow cell with increasing stream discharge (Figures 4.6b and 4.8e) leading to larger
reactive areas where the conditions for denitrification are met (depleted Oz, available DOC).
In the gaining and neutral cases, the conditions for denitrification are met only in a narrow
zone surrounding the aerobic zone, as a “reactive fringe” at the border of the hyporheic flow cell
(Figures 4.7a—4.7d). The size of this reactive fringe is controlled by the size of the hyporheic
flow cell and increases when the hyporheic flow cell size increases. The stronger the gaining
conditions, the smaller the extent of the hyporheic flow cell and the reactive fringe and, as a
result, the consumption of S-NOg by denitrification. This amount decreases exponentially with
increasing Ah and is at 60 % of the value of the neutral case at Ah = +0.1m (Figure 4.8¢). The
denitrified fraction of S-NOj influx (Fg.No3) is highest under gaining conditions with fractions of
up to 40 % (Figure 4.8f).

In the losing case, denitrification is not restricted to the hyporheic flow cell extent and, rather, is
present everywhere where Os is significantly depleted and DOC is still available. Consequently,
S-NOj3 denitrification does not occur solely along hyporheic flow paths but also along infiltrating
flow paths, regardless of whether they return to the stream (hyporheic) or not (losing). This
effect reflects the different hydraulic conditions driving S-NOj denitrification under losing and
gaining conditions. Under losing conditions, the exponential decrease in S-NOj3 denitrification
with decreasing Ah is significantly steeper, and only 1% of the value of the neutral case of S-NOs
consumption is denitrified at Ah = —0.1 m. This steeper decline in denitrification under losing
conditions reflects the fact that S-NOgs denitrification occurs mainly along the losing flow paths
(flow paths #2 in section 4.3.2) that contribute flow to the ambient groundwater system (Figure
4.7¢) (see detailed explanation in next section 4.3.3.2). Hence, S-NOj3 that circulates within the
hyporheic flow cell, which is mainly oxic, exfiltrates back to the stream untransformed to large

portions and, thus does not contribute to net stream nitrate consumption.

4.3.3.2 Solute Transport and Reactions Along Losing and Gaining Flow Paths

Under losing conditions, a fraction of the infiltrating stream solutes is transported outside the
hyporheic flow cell toward the downstream model boundary, along the losing flow paths. While
Oq is primarily consumed in the vicinity of the ISGB (Figure 4.7¢), DOC and S-NOg are still
present downstream of the ISGB toward the downstream model boundary (magenta and gray
isoline in Figure 4.7e). Here, these solutes likely undergo further reactive processing. However,
the products of this processing do not return to the surface water by way of hyporheic exchange
through the ISGB and are therefore not considered in our evaluation. The magnitude of reactive
processing not considered is highest under strongly losing conditions (Ah < 0m), when a large
fraction of the S-NOg denitrification zones are located outside the hyporheic flow cell (Figure
4.7e).

Under gaining conditions (Ah > 0m), groundwater-borne nitrate (G-NO3) and low concentrations
of groundwater-borne Oy enter the modeling domain at the upstream boundary. A portion
of these groundwater solutes is transported toward the ISGB following the gaining flow paths
(shown in Figure 4.8¢g) while the remainder flows straight toward the downstream model boundary
as underflow (data not shown). G-NOs can be denitrified only in the vicinity of the ISGB,

where stream-sourced DOC is present and O is significantly depleted. These conditions for

76



Hydraulic controls of in-stream gravel bar hyporheic exchange and reactions

denitrification are met beneath the aerobic zone of the hyporheic flow cell, and thus G-NOsg is
denitrified in a reactive fringe similar to S-NOs. The higher the magnitude of the gaining Ah,
the higher the influx of G-NO3 along the gaining flow paths flowing towards the ISGB (Figure
4.8g). The highest total consumption of G-NOg3 can be observed under neutral and slightly
gaining conditions (Figure 4.8h). Similarly, the fraction of G-NOj influx consumed (Fg.no3)
decreases with increasing magnitude of Ah (Figure 4.8h). Hence, highest fractions of solute
influx consumed are observed at the lowest Ah and at relatively low stream discharges, where
the total influx of solutes is low but consumption of G-NOg is high. Under these conditions, the
size of the hyporheic flow cell is large, as is the resulting reactive fringe where DOC from the

stream and G-NOg can mix.

4.4 Discussion

4.4.1 Characteristics and Relevance of Hyporheic Exchange and Reactions
in In-Stream Gravel Bars

Hyporheic exchange occurs over the full scale range of morphological structure, from dunes to
meanders to the catchment scale [Cardenas, 2008; Stonedahl et al., 2010; Boano et al., 2014].
HEF through submerged streambed structures, like dunes and riffles, increases with increasing
discharge [Packman et al., 2004; Cardenas and Wilson, 2007a; Trauth et al., 2013; Fox et al., 2014].
In contrast, HEF through partially submerged structures decreases with increasing discharge,
as observed by Shope et al. [2012], Schmidt et al. [2012] and this study (see section 4.3.2.1).
This is caused by the different mechanisms that affect the controlling hydraulic head gradients.
Hydraulic head gradients along the streambed of submerged bedforms are the result of pressure
differences between the upstream and downstream sides of these structures, induced by strong
water level variations and local changes in velocity head related to hydraulic jumps, surface
waves and eddies. With increasing stream discharge these hydraulic effects become increasingly
important resulting in more pronounced pressure (hydraulic head) variations across the streambed
[Elliott and Brooks, 1997b; Tonina and Buffington, 2007]. In contrast, hydraulic head gradients
across partially submerged structures, such as [ISGBs, are not as strongly related to eddies and
surface water waves, but to water level differences between the channels surrounding the ISGB
(section 4.3.1). With increasing discharge and water level, hydraulic heads in the two channels
begin to equilibrate, thus, hydraulic head gradients across the ISGB and HEF decrease. The
minimum HEF in our simulation is reached at a stream discharge of approximately 2.7 m3/s,
where about 90 % of the ISGB area is submerged (Figure 4.6a).

Comparing normalized HEF of the ISGB with that of submerged pool-rifie morphologies, HEF
through submerged pool-riffle morphologies is 6 times higher than through the ISGB (calculated
as the average HEF in the neutral cases for the non-submerged ISGB scenarios and pool-riffle
morphology A05 from Trauth et al. [2013]; HEF is normalized by dividing with the geometric
mean of lateral and vertical hydraulic conductivities and infiltration areas of hyporheic exchange).
To quantify the overall potential of stream water movement through a bedform structure, the
ratio between HEF and stream discharge is a useful metric. The HEF:discharge ratios for our
non-submerged ISGB are on the order of 0.1 - 2%, and decrease with increasing discharge and

increasing magnitude of losing and gaining conditions. Thus, the HEF:discharge ratio is at a
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maximum in hyporheic flow regime I, under neutral conditions, where highest HEF and lowest
discharge occur (Figure 4.6a). Compared to a fully submerged ISGB or submerged pool-riffle
morphologies these fractions are up to 2 orders of magnitudes higher [Trauth et al., 2013]. This
suggests that significantly higher hyporheic exchange rates can occur in partially submerged
bedforms, in particular under low stream discharge conditions.

Hyporheic residence time is a useful metric to assess the reactive potential of hyporheic zones,
since the longer the residence time, the higher the potential for solute transformation [Jones and
Holmes, 1996; Boano et al., 2010; Zarnetske et al., 2011a]. Our results show that the consumption
of solutes is positively correlated with the median RTs of the hyporheic flow paths (Figure 4.9a).
The RTs are, in turn, related to the size and the extent of the hyporheic flow cell. With decreasing
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Figure 4.9: Median residence times of hyporheic flow paths versus a) consumed solutes per streambed
area, and b) consumed fraction of solute influx (Fps and Fg.no3). Neutral conditions are defined as
—0.02m > Ah < +0.02m. Gaining and losing conditions are defined as Ah > +0.02m and Ah < —0.02m,
respectively.

size of the hyporheic flow cell the RT shortens and the size of the reactive zones shrinks, which
further reduces solute consumption. Similarly, the fraction of the solute influx consumed in
the reactive zones (Fpo and Fg.Nno3) increases with increasing RTs for both Oy and S-NOg (red
markers in Figure 4.9b). Under gaining conditions, however, the fractions Foo and Fg nog, are
relatively insensitive to changes in RTs. This insensitivity is based on the fact that the larger
the hyporheic flow cell size (reactive zones), the higher solute influx and, in turn, the longer
the RTs, leading to proportional changes in both solute influx and consumption. In general,
median RTs in the ISGB are similar to those of the pool-riffle morphologies of Trauth et al. [2013].
The RT distributions at these pool-riffle structures follow a symmetric log-normal distribution.
In contrast, in our ISGB the RT distribution is negatively skewed, with short hyporheic flow
paths and short residence times being less frequent (see section 4.3.2.1). Consequently, the
fraction of Og influx consumed in the ISGB is 20-30 % lower than in the pool-riffle morphology.
However, the fraction of nitrate influx denitrified is about 35-50 % higher in the ISGB, because
denitrification takes place at the margin of the hyporheic flow cell, where long flow paths exist
which are unaffected by the skewed residence time distribution.

Ambient groundwater flow in both the gaining and losing direction decreases hyporheic exchange
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flow, hyporheic flow cell extent and residence times. This effect is generally in line with previous
results from submerged structures [Cardenas and Wilson, 2007¢c; Boano et al., 2008; Trauth
et al., 2013]. In addition, our results show that solute consumption in the hyporheic zone
strongly decreases with increasing magnitude of losing and gaining flow, similar to the result of
Trauth et al. [2014]. In our model, respiration rates of up to 133 mmol/m?/d across an ISGB are
simulated which are comparable to field and laboratory studies of e.g., Edmonds and Grimm
[2011], Pusch [1996] and Mermillod-Blondin et al. [2005]. We observe maximum simulated S-NOg3
denitrification rates of up to 40 mmol/m?/d, which are in line with denitrification rates observed
in similar settings in hyporheic sediments by e.g., Opdyke et al. [2006], Arango et al. [2007],
Birgand et al. [2007] and Pinay et al. [2009].

4.4.2 Net Denitrification of Stream Water-Derived Nitrate in an In-Stream
Gravel Bar

Infiltrating stream water-borne NOj is consumed within the hyporheic flow cell and, as a result,
the water that re-enters the stream has potentially lower NOs concentrations, leading to net
attenuation of in-stream nitrate loads. This change in in-stream NOgs load can be calculated
by dividing the consumed solutes in the HZ per streambed area by the NOj load in the stream

water:
NOj3 denitrification in the HZ x Streambed area
NOj3 load in stream water

Removed fraction of NO3 load = 100 x
(4.3)
Figures 4.10a and 4.10b show the resulting fraction of the NO3 load removed for a hypothetical
stream reach of 1 km, with a width of 10 m and in-stream NOj concentration of 10 mg/L. The
highest removal, of up to 8 % of the in-stream NOg load is observed at the lowest stream discharge,
when the total in-stream NOg load is low and hyporheic RTs are long. However, with increasing
stream discharge, the fraction of stream NOgs load removed decreases rapidly with increasing
stream discharge, to near 0% removal at high discharge, because the stream NOgs load increases
more rapidly with discharge than does its consumption in the hyporheic sediments. In addition,
even minor groundwater losing and gaining conditions significantly decrease NO3 removal of NO3
load in the stream water. NO3 removal under losing conditions is significantly lower than under
gaining, an effect of denitrification occurring outside of the hyporheic flow cells (section 4.3.3.1).
In addition to the stream water borne nitrate, upwelling groundwater also represents a source of
nitrate to the hyporheic zone (denoted as G-NOjs in our model). At the reactive fringe of the
hyporheic flow cell, stream solutes and groundwater solutes mix, stimulating reactions. In our
model, the magnitude of the upwelling nitrate source G-NOj3 increases with increasing magnitude
of Ah. Under these conditions, the size of the hyporheic flow cell and of the reactive fringe where
denitrification of G-NOg is possible, is also the smallest. Thus, due to reduced reactive zones,
the higher the G-NOj solute influx the lower its total consumption and its consumption as a
fraction of the influx. Strikingly, our model indicates that only very small fractions of the G-NOj3
influx are consumed and, consequently, ambient groundwater inflow into the stream can be a
source of unreacted G-NOj3 to the stream. This suggests that if groundwater NOg concentrations
are higher than concentrations in the stream, gaining conditions could result in increased NOj
concentrations and load in the stream.

It should be noted that, in our model, NO3 concentrations in the stream are not adjusted for the
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effects of dilution by the mass of hyporheic water that exfiltrates back to the stream. However,
as the amount of hyporheic water re-entering the stream is very small compared to total stream
discharge, resulting effects on stream discharge, and therefore on stream concentrations, would
be minor. In addition, NOg3 loads in our model are assumed to be constant across the range of

simulated stream discharges.

Stream discharge [m?/s]

5 10
NO3 removal from NO3 load [%]

Figure 4.10: a) Percentage of S-NOj3 removed from S-NOj load in the stream water along a hypothetic
1km long stream section plotted in relation to stream discharge and Ah, b) extracted values at three
constant Ah for the gaining case, from along the white dashed lines of the contour plot in Figure 4.10a.

4.4.3 Limitations and Simplifications of the Modeling Approach

In this study, we evaluate the effect of one type of morphological structure, an ISGB, on hyporheic
exchange. In reality, hyporheic exchange would also be generated at smaller morphological
features (e.g. ripples) as well as at larger scales (e.g. intra-meander flow, deeper hyporheic
flow paths), broadening the distribution of hyporheic residence times. Compared to studies of
hyporheic exchange at these different scales [e.g. Cardenas and Wilson, 2007a; Boano et al.,
2010] hyporheic residence times through our modeled ISGB are intermediate but long enough
for denitrification to take place [Zarnetske et al., 2011a; Boano et al., 2014]. Including longer
hyporheic flow paths, e.g. across a larger ISGB or a sequence of structures, would likely increase
the potential for denitrification, whereas incorporating shorter flow paths would have no effect
on net denitrification. The effects of including longer hyporheic flow paths could be particularly
relevant under losing conditions. Here, a significant portion of the infiltrating stream solutes
could potentially rejoin to the stream at a subsequent downstream feature, instead of leaving the
modeling domain in subsurface flow paths, as occurs in our modeling approach. In this sense our
results have to be seen as a lower envelope for the denitrification capacity in streams with ISGB
morphology.

Overall, our estimates of net denitrification (section 4.4.2) are on the same order of magnitude as
previously reported by field studies for river systems of similar size and morphology. Dent et al.
[2007] reported total in-stream NOs removal of 7% for a 400 m stream reach with a sequence

of fluvial islands and gravel bars. Alexander et al. [2009] observed removal of up to 10 % per
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kilometer in a third order stream with a comparable nitrate load in the month of July. During
the subsequent summer months, this percentage increased up to 30 %. The higher nitrate removal
calculated by both these studies can be attributed to longer hyporheic flow paths enabling higher
denitrification efficiency and other removal pathways (e.g. biological assimilation). However,
our results clearly suggest that in-stream structures of the type investigated here could be an
important contributor to hyporheic denitrification efficiency.

In our modeling approach we simulate multiple steady state conditions to represent hydrological
variability. By doing so we do not capture the full complexity of transient surface-subsurface
water exchange (e.g. bank storage) induced by seasonal and event based stream and groundwater
level fluctuations. Cardenas [2010] showed that transient conditions lead to an increase in
hyporheic flux through an in-stream gravel bar. Similarly, Boano et al. [2007] and Shope [2009]
observed that unsteady flows increased water exchange rates, accompanied by shorter hyporheic
residence times. In our steady state modeling we may, therefore, overestimate solute consumption
efficiency during times with pronounced surface water transients. However, it should be noted
that rivers with natural flow regimes versus those with artificial flow regimes such as the pulsed
flow regime caused by reservoir releases in Cardenas [2010], often experience extended periods of
relatively steady stream flow (especially during phases of lower stream flows). If these periods
extend significantly longer than the mean hyporheic residence times, our steady state assumption
is justified.

In our simulations hydraulic conductivity is homogeneous, with an anisotropy ratio of 13, and the
same for all simulations (see section 4.2.4). An increased hydraulic conductivity (proportionally in
all three spatial directions) would increase HEF and solute influx, but at the same time decrease
residence times. Consequently, for scenarios with higher hydraulic conductivity absolute solute
consumption could increase, but the fraction of removal would presumably be lower. Nevertheless,
assuming homogeneous hydraulic conductivity remains a simplification, as streambeds typically
show some heterogeneity. Studies on the effect of heterogeneous streambed sediments have
revealed inconsistent results with respect to hyporheic exchange and residence times, ranging
from strong to negligible [Salehin et al., 2004; Sawyer and Cardenas, 2009; Bardini et al., 2013;
Gomez-Velez et al., 2014].

Furthermore, dispersivity has an effect on solute transport and reactions, with higher dispersivity
reflecting a less sharp solute front [Jin et al., 2010; Bardini et al., 2012; Hester et al., 2014]. Higher
dispersivity would enhance solute mixing, presumably enlarging reactive areas and, consequently,
increasing reactive efficiency. This effect would be most relevant when solutes are not evenly
distributed, such that their reactive transformation would depend on their mixing with other
reactants. This is the case for the denitrification of groundwater-borne nitrate (G-NO3) being
dependent on a source of DOC, such as from infiltrating stream water. In contrast, hyporheic
reactions between commonly sourced solutes (e.g. two solutes both derived from the stream) are
mainly controlled by the size of the hyporheic flow cell and hyporheic residence times. Hence,
dispersion has a role in hyporheic reactions, but mainly for mixing dependent reactions [Hester
et al., 2014].

In addition to the advective-dispersive influx of Og along hyporheic flow paths, Oy can be
introduced to the shallow groundwater by diffusion through the unsaturated zone following

concentration gradients between air and water according to Fick’s law. In order to evaluate the
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importance of this diffusive transport, we modeled 10 low stream discharge scenarios with disabled
gas diffusion. These scenarios contained the largest unsaturated zones, where the possible effects
of Og diffusion should be most pronounced. These scenarios showed that O, consumption was,
at most, 1% lower when O diffusion was disabled compared to the base case scenarios with
enabled diffusion. Denitrification was enhanced by 0.8-1.5 % relative to the base case scenarios
when diffusion was disabled. Hence, we conclude that Oy diffusion has a negligible effect on both
solute distribution and reactions in the subsurface for our scenarios, most likely due to the low
O4 concentration gradients between air and water in the ISGB. These low gradients are likely
the result of abundant Os in the saturated zone due to the dominantly advective transport of Oo
by infiltrating stream water. However, for larger fluvial islands the effect of additional diffusive

influx of O9 through a possibly thicker unsaturated zone should still be considered.

4.5 Summary and Conclusions

In this study, we couple three-dimensional CFD simulations to a reactive transport groundwater
model in order to simulate the effect of hydraulic conditions on the biogeochemical functioning
of an in-stream gravel bar. In particular, we evaluate the effects of stream discharge, stream
stage and ambient groundwater conditions (neutral, losing, and gaining) on hyporheic exchange,
solute fluxes and reactions. This work advances our understanding of the functioning and
spatial distribution of complex hyporheic exchange resulting from intermediate scale streambed
structures. Furthermore, this study highlights the relevance of the contribution of such structures
to the efficiency of denitrification in fluvial systems.

Hydraulic head gradients across a partially submerged ISGB induce infiltration of stream water
in the secondary stream channel and exfiltration in the primary stream channel, forming a
hyporheic flow cell underneath the ISGB. Hydraulic head gradients and hyporheic exchange flows
(HEF) decrease with increasing stream discharge, contrary to what has been reported for fully
submerged streambed structures. Losing and gaining conditions induced by ambient groundwater
heads significantly reduce HEF and hyporheic flow cell extent. The fraction of HEF of total
stream discharge is on the order of 0.1 - 2%, with its maximum under low stream discharge and
neutral conditions (no net gradient between groundwater and stream).

Residence times for the hyporheic flow paths are up to 8.3 hours and show a log-normal distribution.
Residence time distributions show a negative skewness that decreases with increasing stream
discharge, demonstrating that under low flow conditions short flow paths with short residence
times do not exist. This skewed distribution leads to slightly lower aerobic respiration efficiency
compared to fully submerged structures, where the residence time distributions tend to be
more symmetric. In contrast, the efficiency of denitrification is higher for partially submerged
bedforms, like the ISGB, because larger hyporheic flow cells and reactive zones can develop than
in submerged pool-riffle structures.

Solute transformation in the hyporheic zone strongly decreases with increasing magnitude of
losing or gaining conditions. This effect is mainly the result of a diminished hyporheic flow cell
size and the associated shorter RTs. The highest reactive potential of the hyporheic zone can be
realized under neutral conditions, where aerobic respiration rates of up to 133 mmol/m?/d and

denitrification rates of up to 40 mmol/m?/d are observed. In the gaining and the losing cases,
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aerobic respiration and denitrification occur at markedly different locations in the subsurface.
Under gaining conditions, solutes infiltrating from the stream are constrained to the hyporheic flow
cell where aerobic respiration is the dominant reactive process. At the margin of the hyporheic
flow cell a reactive zone develops where stream-borne nitrate (S-NO3) can be denitrified. With
increasing magnitudes of upwelling groundwater, the spatial extent of this reactive zone shrinks
with the size of the hyporheic flow cell. At the lower rim of this zone groundwater borne nitrate
G-NO3 can be denitrified in small quantities as it mixes with DOC from the stream. Under
losing conditions, the presence of stream-borne solutes is not restricted to the extent of the
hyporheic flow cell and aerobic respiration and denitrification may occur outside of the hyporheic
flow cell. These reactions do not affect local stream water concentrations as they take place along
flow paths that do not immediately return to the stream, however, they may still impact stream
water concentrations further downstream, if they are part of a longer hyporheic flow path.

Our modeling results suggest that morphological structures, like ISGBs, have a higher capacity
to denitrify stream- and groundwater-borne nitrate than fully submerged pool-riffle structures of
similar dimension due to larger reactive zones and hyporheic exchange volumes. Over a 1km
stream reach 5 - 8% of the NOg3 load in the stream water may be denitrified under slightly
gaining conditions (Ah < 0.1m) by hyporheic flow through morphological structures like the
ISGB. This fraction declines significantly with increasing stream discharge or with even slight
magnitudes of losing and gaining conditions. We conclude that in-stream structures similar to
our modeled ISGB can be a significant sink for nitrate in fluvial systems, although one which is

strongly controlled by both stream and groundwater hydraulics.
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5 | General Summary and Conclusions

5.1 Summary

5.1.1 Hyporheic Flow and Residence Times

In this thesis, hyporheic exchange flow is investigated at fully and partially submerged streambed
structures by a numerical modeling approach that is able to simulate different water stages
and turbulent effects that generate complex hydraulic head distributions across the streambed.
This hydraulic head distribution is used as the top boundary condition in a groundwater model
and induces significant hyporheic exchange fluxes at both the partially and fully submerged
morphologies.

In pool-riffle structures, the hydraulic head distribution is generated by variations in near-bed
velocity and is strongly related to the extent of eddies in the pool region. The observed hydraulic
head variation of high and low heads at the upstream and downstream side of the structures
respectively, induces a hyporheic exchange flux through the riffle forming a hyporheic flow cell.
Hydraulic head gradients increase with stream discharge and hence hyporheic exchange flux
increase as well. The faster water flow leads to a decrease of residence times with increasing
stream discharge. These findings are generally in line with studies of previous 2D morphologies
[e.g Cardenas and Wilson, 2007b]. However, the novel three-dimensional modeling approach
used in this study is able to capture eddies in the pool region that are responsible for a complex
hydraulic head distribution at the streambed, varying also in lateral direction (perpendicular to
the stream flow). As highest hydraulic heads occur next to the stream center and lowest heads
at the downstream side with a greater distance to the center, the hyporheic flow paths deviate
from a pure longitudinal flow with an average fraction of 20 % of the longitudinal flow distance.
With increasing bedform amplitude of the pool-rifie morphologies, the hyporheic exchange flux
increases up to a threshold where hyporheic exchange flux is insensitive to further increase of
bedform amplitude. Also, hyporheic residence times decrease with increasing bedform height,
because hydraulic head gradients are significantly smaller at shallow pool-rifie amplitudes leading
to slower flow velocities. Furthermore, at pool-rifle morphologies surface water waves influence
hyporheic exchange which is a novel aspect in investigations on hyporheic exchange. At the riffle
structures Froude Numbers slightly higher than one occur, that evoke stationary surface water
waves downstream of the initial water level rise of a hydraulic jump (undular hydraulic jumps)
[Chanson, 2009]. In case of an interference of a wave trough of low hydrostatic pressure with the
upstream side of a riffle, where commonly high hydraulic heads occur, the resulting hydraulic
head will be reduced. Consequently, hydraulic head gradients at the streambed and thus water
and solute flux will be decreased by this effect. Due to the three-dimensionality of the surface
water waves, interferences can occur at particular spots at the streambed and do not necessarily
extend over the entire channel width.

Under low stream discharge conditions streambed structures like gravel bars and fluvial islands

85



Chapter 5

with partially emerged streambed occur. In comparison to fully submerged structures, the
hydraulic head gradients are induced primarily by water level differences around the in-stream
structure. At the in-stream gravel bar investigated here, the hydraulic head gradients are a result
of opposed riffles in the channels that induce water level differences. In contrast to submerged
structures, the hydraulic head gradients decrease with increasing stream discharge, leading
to lower hyporheic exchange flux. In comparison to the symmetric log-normal residence time
distribution of fully submerged structures, at partially submerged structures the short hyporheic
flow paths are less present. This effect is pronounced under low discharge conditions, when the
emerged parts of the in-stream gravel bar are large. Here, long flow paths related to the flow
between the two stream channels are more frequent than the short ones. Consequently, median
hyporheic residence times generally decrease with increasing discharge.

Gradients between the stream water level and the ambient groundwater level induce water
exchange flows from the groundwater to the stream (gaining condition) or vice versa (losing
condition). These flow paths significantly diminish hyporheic exchange flux, the extent of the
hyporheic zone and also shorten hyporheic residence times for both the fully and partially
submerged structures. With increasing magnitude of gaining or losing conditions, these metrics
rigorously decrease which can be described by exponential functions. Therefore, gaining and
losing conditions can be regarded as the counterparts to the primary driver of hyporheic exchange
given by stream stage and discharge. Consequently, depending on the magnitudes of these two

forces, hyporheic water flow and solute transport develop in the hyporheic zone.

5.1.2 Solute Transport and Reactions in the Hyporheic Zone

Generally, solute influx into the hyporheic zone increases with hyporheic exchange flux, trans-
ported mainly advectively. In the pool-rifle morphologies, solute consumption of the considered
species (oxygen, nitrate, dissolved organic carbon) increases with increasing stream discharge and
bedform amplitude, which is mainly related to larger hyporheic flow cells and thus also larger
available reactive areas. In turn, reactive efficiency, represented by the consumed solutes as a
fraction of solute influx is higher for low stream discharge conditions and shallow morphology,
because under these conditions solute influx is significantly lower accompanied with longer
residence times.

The efficiency of aerobic respiration of the partially submerged in-stream gravel bar is 20 to 30 %
lower than efficiency of the submerged structures. This effect is based on the less frequent short
hyporheic flow paths under partially submerged conditions that would contribute to aerobic
reactions. In contrast, denitrification efficiency of partially submerged structures is about 35 to
50 % higher than below fully submerged pool-riffle structures, because reactive areas surrounding
the mainly aerobic hyporheic flow cells are larger. Due to the shorter residence times in the fully
submerged in-stream gravel bar, aerobic respiration is lower than under partially submerged
conditions. In contrast, denitrification rates increase with increasing discharge, which is related
to the increasing size of the reactive areas suitable for denitrification.

Losing and gaining conditions between stream and groundwater strongly affect solute transport
and reactions in the hyporheic zone, similar to their impact on hyporheic exchange flux. Solute
influx decreases with increasing magnitude of losing or gaining conditions and available area for

reactions decreases accompanied with shorter residence times. These simultaneous effects lead
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to a significant reduced aerobic and anaerobic solute consumption in both fully and partially
submerged structures. Hence, the highest solute turn-over rates can be expected under neutral
conditions, where solute flux, residence times and hyporheic flow cell size are at a maximum.

Hyporheic residence times and reactions show in general a good positive correlation when reac-
tants are introduced along the same flow paths (stream water solutes). However, when solutes
of different water sources have to get mixed before they react, the usage of residence times as
a proxy for reactivity is not appropriate. This is the case when upwelling groundwater, under
gaining conditions, transports solutes of nitrate or dissolved oxygen towards the streambed
that possibly mix with stream water borne solutes resulting in additional reactions. For these
scenarios the concentration of the upwelling solutes also influences reactions in the hyporheic
zone. With increasing oxygen concentration, the consumption of the carbon source by aerobic
respiration increases, but denitrification of nitrate decreases due to enlarged aerobic conditions.
An increase in nitrate concentration also leads to an increase of the absolute denitrification rates.
However, the denitrification efficiency (consumed nitrate of nitrate influx) decreases, because

maximum denitrification rate is limited by the used Monod-Kinetics.

5.2 Conclusions

In this thesis, a modeling approach is used that enables the simulation of stream water flow and
the influence on hyporheic exchange processes of water and solute flux as well as biogeochemical
reactions. The results help to further understand hyporheic exchange processes and reactions on
the intermediate scale and emphasize the strong influence of hydrological conditions as controlling
factors.

The fraction of stream water that is exchanged through the considered individual structures is in
the order of 2 x 1072 to 1 x 1075, and decrease with stream discharge and degree of submergence.
This seems at first to be a small fraction only, but is better appreciated when assuming that the
investigated structures are common and repeating in gravelly streams. Thus, along a stream
section of several kilometers a substantial amount of stream water potentially takes part at
hyporheic exchange.

The modelled aerobic and anaerobic reactions show, that predominantly aerobic reactions occur
in the pool-rifile and in-stream gravel bar structures. In contrast, anaerobic reactions like
denitrification play a secondary role because they require conditions of low oxygen concentrations
and a carbon source. These conditions are achieved when water remains relatively long in the
sediments, which is not necessarily the case on the intermediate scale of gravelly streambed
structures. Here, residence times are relatively short, due to strong hydraulic gradients and high
hydraulic conductivities. However, bars and riffles are frequent structures in gravelly streams
and thus effects on stream water quality are the result of the sum of the nitrate removal at
each single structure. Hence, upscaling the results of the denitrification efficiency suggests that
up to 8 % of the nitrate load in stream water with a nitrate concentration of 10mg/L can be
consumed by gravelly structures along a 1km stream reach. Hence, streambed structures on the
intermediate scale as considered in this study are an important contributor for removing nitrate
from the aqueous system.

The results of this thesis show, that the interface between groundwater and streams is an

87



Chapter 5

important zone that has a direct impact on nitrate removal efficiency. It is highlighted that
strong gradients from the stream towards the groundwater and vice versa, can significantly reduce
hyporheic exchange flux and the potential to degrade nitrate. Hence, it can be concluded that
hyporheic exchange on the intermediate scale is an important and necessary process for solute

turnover, but is very sensitive to hydraulic gradients between stream water and groundwater.

5.3 Limitations of the Modeling Approach and Recommenda-
tions for Future Work

The presented numerical modeling approach considers multiple steady state scenarios, although
stream hydraulics can be very dynamic over time and events can lead to strong stream discharge
and stage variations. Those events probably have an effect on hyporheic exchange, solute
transport and reactions. Hence, investigating the effects of transient discharge conditions could
be part of further studies that should also include the change of solute concentration in stream
water by dilution or enhanced solute mobilization.

Hydraulic conductivity is set as homogeneous in the scenarios of pool-riffle morphologies and
homogeneous with a high anisotropy ratio of 13 between the horizontal and vertical hydraulic
conductivity in the model of the in-stream gravel bar. This clearly is a strong simplification in
the groundwater model, because streambed sediments are commonly built up of heterogeneous
sediments. However, studies with focus on the impact of heterogeneity of fluvial sediments on
hyporheic exchange processes found contradictory results, ranging from strong to negligible
effects [Salehin et al., 2004; Sawyer and Cardenas, 2009; Bardini et al., 2013]. To approach
this discrepancy, further studies could systematically analyze the effect of heterogeneities by
simulating scenarios consisting of a realistic range of variants of correlation lengths, dipping
angles and standard deviations of hydraulic conductivities.

In this study, the modeled solute consumption rates are in line with rates observed in field and
laboratory studies for both the consumption of oxygen [Pusch, 1996; Mermillod-Blondin et al.,
2005; Edmonds and Grimm, 2011] and nitrate [Opdyke et al., 2006; Arango et al., 2007; Pinay
et al., 2009]. However, it would be of great interest to delineate the spatial distribution of solutes
and reactions in real fluvial systems. For this purpose, spatial highly resolved field measurements
of reactive solutes and reaction products (e.g. labeled nitrogen, nitrous oxide) could be used that
enable a detailed insight into reactions in the hyporheic zone.

In the reactive transport simulations, several input conditions are simplified because the focus of
this thesis was primary on evaluating the effects of hydrological conditions and morphology on
hyporheic exchange processes and reactions.

Firstly, the carbon source for aerobic and anaerobic reactions is considered as unlimited, easy
bioavailable (labile) and transported exclusively from the streambed boundary into the hyporheic
zone. Although this assumption is used in many previous studies, it does not fully reflect the
real availability of carbon sources. In fact, carbon sources spatially and temporally vary which is
a result of changing stream discharge, vegetation and climate [Vervier et al., 1993; Kaplan and
Newbold, 2000]. Additional labile carbon sources are supposed to be generated at the streambed
or within the shallow hyporheic zones, denoted as autochthonous DOC source [e.g. Brunke and
Gonser, 1997; Brugger et al., 2001]. Due to the fact, that DOC supply controls metabolism in
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the hyporheic zone [Kaplan and Newbold, 2000; Zarnetske et al., 2011b], DOC availability and
lability for microorganisms could be addressed in further modeling studies.

Secondly, processes that play an important role in the nitrogen cycle like e.g. nitrogen assimilation
by biofilms and nitrification are not considered in the reactive transport model. The effects
of biofilms and biological assimilation were not included, because these complex processes are
not readily implemented in the MIN3P code, which could be a task in future studies. Also,
nitrification, the microbial reaction that produces nitrate by consumption of ammonia and
oxygen, is not included in the modeling approach, because ammonia concentrations at the Selke
site are very low compared to the nitrate concentrations (1:30). Hence, the additional production
of nitrate by nitrification is of minor importance which is supported by preliminary model test
runs described in section 3.2.4 and the studies of Peyrard et al. [2011], Kessler et al. [2012], and
Marzadri et al. [2012]. However, in systems where ammonia concentrations are high compared to
nitrate concentrations, nitrification should be considered as it can produce a significant additional
amount of nitrate, which in turn possibly undergoes reactions [Jones and Holmes, 1996; Duff
and Triska, 2000; Bardini et al., 2012].

Thirdly, the reaction rates for aerobic respiration and denitrification used in this study are valid
for a constant temperature of 15°C, representing the mean stream water temperature during
the summer months at the Selke site. However, due to daily and seasonal variations of the
temperature, reaction rates decrease with decreasing temperature according to the Arrhenius
equation [Arrhenius, 1889]. Hence, temperature is an additional parameter that obviously
influences reactions in the hyporheic zone and hence, heat transport with feedback to the

reactions should be considered in further modeling studies.
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6 | Appendix

6.1 Numerical Modeling of the Stream Water Flow by Compu-
tational Fluid Dynamics

In this thesis, the open-source Computational Fluid Dynamics (CFD) software OpenFOAM
version 1.7.1 (www.openfoam.org) is used to simulate stream water flow over the streambed
morphologies. The software solves the three-dimensional Navier-Stokes-Equations using the
finite-volume approach (FVM). For the turbulence closure model Large Eddy Simulation (LES) is
applied. In the used LES small scales are separated from large scales by a spatial filter determined

by the cubic root of the local mesh cell volume V:
A= (V)3 (6.1)

where A is the resulting filter width that is used to decompose the velocity vector u; and the
pressure field p by
w; = U; + uj (6.2)

p=0+p (6.3)
into the resolvable components %; and p and the residual, subgrid scale components u) and p’. By

substituting u; and p by Eq. 6.2 and Eq. 6.3 the governing continuity and momentum equations

for three-dimensional incompressible flow are the filtered Navier-Stokes equations:

i

o =0 (6.4)
apﬂi 8p(ﬂmj) o 6}3 (92ﬂj (97’@‘
ot + oxj Oy T ox? trgt Oox; (65)

where x; with ¢ = 1,2, 3 represents the coordinates in three spatial directions, p is the density of
the fluid, g is the gravitational constant, x4 is the molecular viscosity and 7;; is the subgrid scale

(SGS) stress tensor that contains two unfiltered variables ;@  in the form of
Tij = Wil; — Uil (6.6)

This term cannot be resolved numerically and has to be modeled by a SGS-model. In this study,
the original SGS-Model of Smagorinsky [1963] is used:

— 1
Tij = —2utSij + g’i‘kk(sij (6.7)

where §;; is the Kronecker delta and S;; is the strain rate tensor defined by

1 (ou  ow
v 2 <8§Uj + am) (6.8)

%2l

and vy is the subgrid eddy viscosity calculated from

v = (CsA)%/28,;5,; (6.9)
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where A is the filter width, defined in Eq. 6.1 and C§ is the Smagorinsky coefficient with a

constant value of 0.17 in all simulations.

To simulate both the water and the air fraction of the surface water model domain, a two-phase
model approach, the Volume of Fluid Method (VoF) [Hirt and Nichols, 1981] is used. In the
VoF-approach, the distribution of water and air in the domain is represented by a phase fraction
value, denoted by «. In cells completely filled with water, « has a value of 1. A lower value
indicates a specific fraction of air in the cell. Hence, the water surface is represented by o = 0.5,
where water and air fractions are equal [Shen and Diplas, 2008].

The phase fraction « is transported by:

(‘loz ooti;

=0 (6.10)

Furthermore, a term F; considering the surface tension force is added to the momentum equation
of Eq. 6.5:

8,0@1' (9p(ﬂz’LTJ) dp &P U j aTij
=2 F, 11
ot i O0x; 0x; T Ox? gt 0z; * (6.11)
with 5
F = ma; (6.12)

where ¢ is the surface tension coefficient and k is the curvature of the water surface.
The density and viscosity values for the numerical calculations are adjusted according to the

phase fraction « for each volume cell by:
P = QPwater + (1 - a)Pm’r (6.13)

= Ofwater + (1 - a)ﬂair (614)

In the VoF-approach an adjustment of the convection equation for the phase fraction « is
necessary to obtain a sharp interface between water and air without smearing. Therefore, in
OpenFOAM an extra term with an artificial compression, represented by a velocity field u,
is added to the transport equation (Eq. 6.10) which is only active for the air-water interface
[Rusche, 2003]:

O Oau;  OJo(l — a)uy
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