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Abstract 
In Central Asia, water resources from the mountain 

regions have a high relevance for the water supply 

of the water scarce lowlands. A good understanding 

of the water cycle in these snow and glacier melt 

dominated mountain regions provides a foundation 

for developing water management strategies. Hy-

drological modeling is a tool which helps to im-

prove our knowledge on the regional water cycle. It 

can also be used to gain a better understanding of 

past changes, or estimate future hydrologic changes 

in view of projected changes in climate. However, 

due to the scarcity of hydrometeorological data, 

hydrological modeling for mountain regions in 

Central Asia involves large uncertainties. In this 

thesis, it was therefore investigated which ap-

proaches and additional data can be used to in-

crease the credibility of hydrological models in 

such data sparse regions. Furthermore, both hydro-

logical modeling and a data-based approach were 

applied to gain a better understanding of past 

changes in the hydrological cycle. 

In data sparse mountain regions, the generation and 

evaluation of areal precipitation estimates are im-

portant problems for hydrological modeling. In 

mountain areas, it is usually of advantage to con-

sider the elevation dependence of precipitation for 

the interpolation of precipitation. Given a small 

number or unequal distribution of stations, it is, 

however, often not possible to derive the spatial 

distribution of precipitation including the relation-

ship to topographic variables from the station data 

alone. As a possible alternative, the spatial distribu-

tion of precipitation may be derived from precipita-

tion patterns simulated by atmospheric models. In 

this thesis, it was therefore investigated whether 

monthly precipitation patterns from reanalysis data, 

downscaled by a regional climate model to a reso-

lution of 12 km, can be useful for the interpolation 

of station-based precipitation time series. This ap-

proach was then compared to other precipitation 

estimates based on multilinear regression, inverse 

distance weighting, an existing gridded precipita-

tion data set, and the direct use of the downscaled 

reanalysis data. 

Different methods for precipitation interpolation are 

typically evaluated with cross-validation, but this 

method can be misleading if important parts of the 

catchment are underrepresented by the precipitation 

gauges. In this study, hydrological modeling and a 

comparison of simulated and observed discharge 

was used for the evaluation of different precipita-

tion data sets. This approach for the comparison of 

precipitation data sets was extended in order to 

consider parameter uncertainties and to allow a 

more informed differentiation between deviations 

with respect to the overall bias and temporal dy-

namics of the precipitation data.  

The precipitation estimate which used precipitation 

patterns from downscaled reanalysis data for the 

interpolation of station data performed clearly bet-

ter than the direct use of the downscaled reanalysis 

data, and overall showed a high performance in 

most catchments. Poor performance of this method 

was only observed in one of six investigated 

catchments. A possible reason for the poor perfor-

mance in this catchment might be the still relatively 

coarse resolution of the orography in the regional 

climate model. As a result of the differentiated 

evaluation, it could be shown that the investigated 

precipitation data sets mostly differed in their over-

all bias, while the performance with respect to the 

temporal dynamics was comparable.  

In data sparse areas, larger uncertainties in the input 

data increase the risk that a good discharge simula-

tion is the result of compensating errors. Consider-

ing additional data besides discharge data for model 

calibration can increase the internal consistency of 

a hydrological model. In this thesis, snow cover 

data and glacier mass balance data were applied as 

additional calibration criteria. Satellite-derived 

snow cover data are also available for remote areas 

and are well suited for regions where snowmelt is 

an important runoff generation process, like in 

many mountain areas. Using a multiobjective ge-

netic algorithm, the trade-off between good model 

performance in terms of discharge and snow cover 

was explicitly characterized. Only small trade-offs 

between good simulations with respect to discharge 

and snow cover area were observed, meaning that 

with the same parameterization it was possible to 

achieve good discharge and good snow cover simu-

lations. High model performance with respect to 

discharge did, however, not exclude low perfor-

mance in terms of snow cover area, demonstrating 

that snow cover data were important for increasing 

the internal model consistency.  

In this context, the number of snow cover scenes 

required for model calibration was investigated for 

the first time. The results showed that in this study 

at least 10–16 snow cover scenes were required for 

model calibration in order to avoid that the calibra-

tion data were dominated by individual snow cover 

scenes with unrepresentative deviations between 

model and observations, which result in the selec-

tion of unrepresentative parameter sets for the stud-

ied catchment. 

The analysis of hydrologic changes can give valua-

ble insights into hydrologic systems. In two head-

water catchments of the Aksu River, streamflow 

increased by around 30% over the period 1957–

2004. In order to investigate to what extent these 



XIV ABSTRACT 

 

changes may be caused by increases in precipitation 

or by increases in temperature and higher glacier 

melt, a trend attribution study was performed. The 

analysis included a data-driven approach using 

multilinear regression and a simulation-driven ap-

proach based on hydrological modeling. The hydro-

logical model considered changes in glacier area 

and glacier surface elevation. Within a multiobjec-

tive calibration framework, criteria based on daily 

and interannual variation of streamflow, as well as 

glacier mass balance data from direct observations 

and two geodetic estimates were taken into account. 

The individual contributions to the overall stream-

flow trends from changes in glacier geometry, tem-

perature, and precipitation were assessed using 

simulation experiments with a constant glacier 

geometry, and with temperature and precipitation 

time series without trends. The results showed that 

the observed changes in streamflow were consistent 

with the changes in temperature and precipitation. 

In the catchment with a stronger glacierization, 

increasing temperatures were identified as the dom-

inant driver, while in the other catchment precipita-

tion and temperature both contributed to the stream-

flow increases. Comparing the two approaches, the 

evidence provided by the simulation-based ap-

proach was regarded as stronger than the one pro-

vided by the data-based approach. The latter was 

hampered by correlations between the explanatory 

variables of the multilinear regression, and the fact 

that it is based on statistical links instead of cause-

effect relationships. 

The study areas of this thesis are headwater catch-

ments of the Karadarya Basin, located in Kyrgyz- 

 

stan, and of the Aksu Basin, located in Kyrgyzstan 

and China. The six headwater catchments in the 

Karadarya Basin have a size of 170–3800 km2. The 

glacierization of these catchments is low; two of 

these catchments have no glaciers and in the others 

glacier cover ranges between 0.5 and 2.3%. Aver-

age annual areal precipitation was estimated be-

tween 700 and 1200 mm a−1, and average annual 

runoff ranges between less than 300 and nearly 

800 mm a−1. The studied headwater catchments in 

the Aksu Basin are larger than those in the Kara-

darya Basin (18,400 and 12,900 km2), and are char-

acterized by a stronger glacierization of 4.4% and 

21%. With estimated average annual precipitation 

of 370 and 530 mm a−1, the climate in the headwa-

ter catchments of the Aksu Basin is generally drier 

than in the Karadarya Basin. Average annual dis-

charge of the two study catchments is 150 and 

380 mm a−1, respectively. 

The approaches developed in this thesis improved 

hydrological modeling for data sparse catchments 

in mountainous regions in Central Asia by using 

additional data from remote sensing and atmospher-

ic modeling. As a result a better understanding of 

the hydrological cycle in these catchments was 

achieved, including the water balance, hydrological 

processes, and observed hydrological changes. 

These results contribute to an improved scientific 

basis for decisions related to water management 

and planning. The developed approaches for hydro-

logical modeling may also be transferred to other 

data sparse mountain regions. 
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Zusammenfassung 
Wasserressourcen aus den Gebirgsregionen Zen-

tralasiens haben eine große Bedeutung für die Was-

serversorgung der niederschlagsarmen Tiefebenen. 

Ein gutes Verständnis des Wasserkreislaufs in die-

sen durch Schnee- und Gletscherschmelze domi-

nierten Gebirgsregionen ist eine Grundlage für die 

Entwicklung von Wassermanagementstrategien. 

Hydrologische Modelle helfen, den regionalen 

Wasserkreislauf dieser Gebiete besser zu verstehen. 

Darüber hinaus können sie dazu beitragen, Ände-

rungen des Wasserkreislaufs in der Vergangenheit 

nachzuvollziehen oder zukünftige hydrologische 

Änderungen infolge des Klimawandels zu projizie-

ren. Allerdings ist die hydrologische Modellierung 

in Gebirgsregionen in Zentralasien aufgrund der 

nur spärlich vorhandenen hydrometeorologischen 

Daten mit großen Unsicherheiten verbunden. In 

dieser Arbeit wurde deshalb untersucht, welche 

Ansätze und zusätzlichen Daten verwendet werden 

können, um die Glaubwürdigkeit von hydrologi-

schen Modellen in solchen datenarmen Regionen 

zu verbessern. Des Weiteren wurden hydrologische 

Modellierung sowie ein datenbasierter Ansatz an-

gewandt, um beobachtete Veränderungen im Was-

serkreislauf in der Vergangenheit zu verstehen. 

In datenarmen Gebirgsregionen ist die Abschätzung 

des Gebietsniederschlags ein wichtiges Problem für 

die hydrologische Modellierung, und auch die Be-

wertung unterschiedlicher Interpolationsverfahren 

ist erschwert. Im Allgemeinen sind Interpolations-

verfahren, die die Höhenabhängigkeit des Nieder-

schlags berücksichtigen, in Gebirgsregionen von 

Vorteil. Bei einer geringen Anzahl von Nieder-

schlagsstationen bzw. einer ungünstigen Verteilung 

ist es allerdings oft nicht möglich, die räumliche 

Verteilung des Niederschlags einschließlich seiner 

Beziehung zur Geländehöhe allein aus den Sta-

tionsdaten abzuleiten. Eine mögliche Alternative ist 

es, die räumliche Niederschlagsverteilung aus si-

mulierten Niederschlagsmustern aus der atmosphä-

rischen Modellierung abzuleiten. In dieser Studie 

wurde daher untersucht, inwieweit monatliche 

Niederschlagsmuster von Reanalysedaten, die mit 

einem regionalen Klimamodell auf eine Auflösung 

von 12 km herunterskaliert wurden, für die Interpo-

lation stationsbasierter Zeitreihen von Nutzen sein 

können. Dieser Ansatz wurde mit anderen Verfah-

ren für die Niederschlagsschätzung, basierend auf 

multilinearer Regression, dem Inverse-Distanzen-

Verfahren, einem bereits vorhandenen Nieder-

schlagsdatensatz und der direkten Verwendung der 

herunterskalierten Reanalysedaten, verglichen.  

Traditionellerweise werden unterschiedliche Inter-

polationsverfahren über Kreuzvalidierung bewertet. 

Diese Methode kann allerdings zu falschen 

Schlussfolgerungen führen, wenn wichtige Teile 

des Gebietes durch Niederschlagsstationen unterre-

präsentiert sind. In dieser Arbeit wurden die ver-

schiedenen Niederschlagsdatensätze daher über 

hydrologische Modellierung und einen Vergleich 

von simulierten und beobachteten Abflusszeitreihen 

bewertet. Dieser Ansatz für den Vergleich ver-

schiedener Niederschlagsdatensätze wurde um die 

Berücksichtigung von Parameterunsicherheiten und 

um eine differenziertere Unterscheidung zwischen 

Abweichungen bezüglich des Niederschlagsvolu-

mens und der zeitlichen Dynamik der Nieder-

schlagsdaten erweitert.  

Der Niederschlagsdatensatz, der auf Interpolation 

von Stationsdaten mithilfe von Niederschlagsmus-

tern aus herunterskalierten Reanalysedaten basierte, 

war deutlich besser als die direkte Verwendung der 

herunterskalierten Reanalysedaten und zeigte ins-

gesamt in den meisten Gebieten eine sehr hohe 

Güte. Eine geringere Güte wurde lediglich in einem 

von sechs betrachteten Gebieten beobachtet. Ein 

möglicher Grund für die schlechtere Niederschlags-

schätzung in diesem Gebiet wurde in der immer 

noch recht groben Auflösung der Orographie des 

regionalen Klimamodells gesehen. Durch die diffe-

renziertere Bewertung der Niederschlagsdatensätze 

konnte gezeigt werden, dass sich die untersuchten 

Niederschlagsdatensätze insbesondere im Nieder-

schlagsvolumen unterschieden, während ihre Güte 

bezüglich der zeitlichen Dynamik vergleichbar war. 

Aufgrund der in datenarmen Gebieten insgesamt 

höheren Unsicherheiten besteht eine größere Ge-

fahr, dass das Modell zwar den Abfluss gut simulie-

ren kann, dies aber eine Folge von Fehlerkompen-

sation ist. Die Verwendung zusätzlicher Daten 

neben Abflussdaten für die Modellkalibrierung 

kann ein guter Weg sein, um die interne Konsistenz 

eines hydrologischen Modells zu erhöhen. In dieser 

Arbeit wurden Schneebedeckungsdaten und Glet-

schermassenbilanzdaten als zusätzliche Kalibrier-

kriterien verwendet. Satellitenbasierte Schneebede-

ckungsdaten sind auch für abgelegene Gebiete 

verfügbar und eignen sich sehr gut, wenn – wie in 

vielen Gebirgsregionen – Schneeschmelze ein 

wichtiger Abflussbildungsprozess ist. Mittels mul-

tiobjektiver Kalibrierung wurde der Zielkonflikt 

zwischen einer guten Simulation des Abflusses und 

der Schneebedeckung explizit untersucht. Es zeigte 

sich, dass dieser Zielkonflikt in den meisten Fällen 

nur klein war, d.h., dass mit der gleichen Parametri-

sierung eine hohe Modellgüte bezüglich des Ab-

flusses und der Schneebedeckung erreicht werden 

konnte. Eine hohe Modellgüte bezüglich des Ab-

flusses schloss allerdings nicht unbedingt Simulati-

onen mit einer geringen Modellgüte bezüglich der 

Schneebedeckung aus. Dadurch konnte demons-
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triert werden, dass die Schneebedeckungsdaten 

entscheidend zu einer Verbesserung der internen 

Modellkonsistenz beigetragen haben.  

In diesem Zusammenhang wurde erstmalig unter-

sucht, wie viele Schneebedeckungsszenen für eine 

effiziente Modellkalibrierung benötigt werden. Das 

Ergebnis zeigte, dass in dieser Studie mindestens 

10–16 Schneebedeckungsszenen für die Modellka-

librierung erforderlich waren. Bei einer geringeren 

Anzahl besteht die Gefahr, dass die Kalibrierdaten 

durch wenige Schneebedeckungsszenen dominiert 

werden, an denen die Abweichungen zwischen 

Modell und Beobachtung nicht repräsentativ sind 

und die daher zu einer Auswahl nicht repräsentati-

ver Parametersätze führen.  

Durch die Untersuchung von hydrologischen Ver-

änderungen können wertvolle Erkenntnisse über 

hydrologische Systeme gewonnen werden. In zwei 

Teileinzugsgebieten des Aksu-Gebiets wurde über 

den Zeitraum 1957–2004 eine Zunahme des Ab-

flusses um etwa 30% beobachtet. Um die mögli-

chen Ursachen dieses Abflussanstiegs zu verstehen, 

wurde untersucht, inwieweit diese Änderungen 

einer Zunahme des Niederschlags oder einer Zu-

nahme der Temperatur und der damit verbundenen 

Zunahme der Gletscherschmelze zugeordnet wer-

den können. Die Analyse umfasste einen datenba-

sierten Ansatz unter Verwendung von multilinearer 

Regression und einen simulationsbasierten Ansatz 

unter Einsatz eines hydrologischen Modells. Für die 

hydrologische Modellierung wurden Veränderun-

gen in der Gletscherfläche und -höhe berücksich-

tigt. Im Rahmen einer multiobjekiven Kalibrierung 

wurden Kriterien in Bezug auf tägliche und zwi-

schenjährliche Abflussvariationen, sowie Glet-

schermassenbilanzdaten in Form einer Massenbi-

lanzzeitreihe für einen Gletscher und zwei geodäti-

sche Beobachtungen verwendet. Die jeweiligen 

Beiträge zu den Abflussänderungen durch Ände-

rungen der Gletschergeometrie, der Temperatur und 

des Niederschlags wurden mithilfe von Simulati-

onsexperimenten mit konstanter Gletschergeomet-

rie bzw. Niederschlags- und Temperaturzeitreihen 

ohne Trend abgeschätzt. Die Ergebnisse zeigten, 

dass die beobachteten Änderungen im Abfluss mit 

den Änderungen in der Temperatur und im Nieder-

schlag konsistent waren. In dem Gebiet mit einer 

stärkeren Vergletscherung wurden zunehmende 

Temperaturen als Hauptursache für die Abflusszu-  

 

nahme identifiziert, während in dem weniger stark 

vergletscherten Gebiet sowohl Niederschlags- als 

auch Temperaturzunahmen zum Abflussanstieg 

beigetragen haben. Im Vergleich der beiden Ansät-

ze wurde die Aussagekraft der auf hydrologischer 

Modellierung beruhenden Methode als höher ange-

sehen als die der auf multilinearer Regression ba-

sierenden Methode. Wichtige Einschränkungen des 

datenbasierten Ansatzes waren Korrelationen zwi-

schen den erklärenden Variablen der multilinearen 

Regression, sowie die Tatsache, dass dieser auf rein 

statistischen Beziehungen und nicht auf Ursache-

Wirkungsbeziehungen beruht. 

Die Untersuchungsgebiete dieser Arbeit liegen im 

Karadarya-Gebiet in Kirgistan und im Aksu-Gebiet, 

welches sich in Kirgistan und in China befindet. 

Die sechs Einzugsgebiete im Karadarya-Gebiet 

haben eine Größe von 170–3800 km2 und weisen 

nur eine geringe Gletscherbedeckung auf. Zwei der 

Gebiete haben keine Gletscher und in den anderen 

Gebieten liegt die Gletscherbedeckung zwischen 

0.5 und 2.3%. Der mittlere Gebietsniederschlag 

wurde auf 700 bis 1200 mm a−1 geschätzt, und der 

mittlere Jahresabfluss erreicht Werte von knapp 

300 bis fast 800 mm a−1. Die untersuchten Einzugs-

gebiete im Aksu-Gebiet sind mit 18,400 und 

12,900 km2 deutlich größer als die im Karadarya-

Gebiet, und zeichnen sich durch eine höhere Glet-

scherbedeckung von 4.4% und 21% aus. Mit ge-

schätzten mittleren Jahresniederschlägen von 370 

und 530 mm a−1, ist das Klima im Aksu-Gebiet 

allgemein trockener als das im Karadarya-Gebiet. 

Der mittlere Jahresabfluss liegt bei 150 und 

380 mm a−1.  

Durch die in dieser Arbeit entwickelten Ansätze 

konnte die Robustheit der hydrologischen Model-

lierung für datenarme Gebirgsgebiete in Zentrala-

sien erhöht werden. Dadurch wurde ein besseres 

Verständnis des Wasserkreislaufs in diesen Gebie-

ten erzielt, einschließlich der Wasserbilanz, hydro-

logischer Prozesse und hydrologischer Verände-

rungen. Die Ergebnisse tragen zu einer Erweiterung 

der wissenschaftlichen Grundlage für Entscheidun-

gen im Bereich von Wassermanagement und Pla-

nung bei. Die entwickelten Ansätze für die hydro-

logische Modellierung können auch in andere da-

tenarme Gebirgsregionen übertragen werden. 
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1 Introduction 

1.1 Motivation 

Water is a vital resource. It serves as drinking wa-

ter, sustains ecosystems, and is required for irriga-

tion, generation of electricity, and industrial water 

supply. In Central Asia, water is a scarce resource 

and plays an important economic role as agriculture 

in the lowland regions largely depends on irriga-

tion, and hydropower is the most important source 

for electricity in some Central Asian countries. 

Since the lowland regions are characterized by a 

semiarid to hyperarid climate with little runoff 

generation, the mountain regions in Central Asia 

are of great importance for water resources 

(Viviroli et al., 2007). 

A good understanding of the water cycle provides a 

basis for decisions related to water management 

and planning of water infrastructure. Hydrological 

modeling is a tool which helps to gain a better un-

derstanding of the water cycle and can give insights 

into hydrologic processes in mountain areas. This 

can aid in better understanding past changes, and 

estimating possible future changes of the hydrolog-

ical cycle. 

However, the application of hydrological models in 

Central Asia is challenging and involves large un-

certainties since hydrometeorological data are 

sparse; this applies in particular for remote moun-

tain regions. These difficulties raised the question 

of which approaches and additional data can be 

used to increase the credibility of hydrological 

models in such data sparse regions.  

1.2 Water in Central Asia—a 
scarce resource 

Rivers originating from the mountain ranges of the 

Tien Shan and Pamir in Central Asia feed two ma-

jor watersheds: the Aral Sea Basin, with an area of 

1.76 × 106 km2 and a population of 46 million 

(FAO, 2013), located in Kyrgyzstan, Tajikistan, 

Afghanistan, Uzbekistan, Kazakhstan, and Turk-

menistan; and the Tarim River Basin, with an area 

of 1.02 × 106 km2 and a population of 10.4 million 

(Zhou et al., 2012), located primarily in the Xin-

jiang Uygur Autonomous Region of the People's 

Republic of China (for an overview of the region 

see Fig. 1.1). Dissent about the use of the water 

resources frequently leads to tensions between 

neighboring countries. While the upstream coun-

tries are interested in water releases from reservoirs 

in winter for generating hydro power energy, the 

downstream countries require water for irrigation 

during the growing season in summer (Abbink et 

al., 2010).  

Water scarcity and the wasteful use of water re-

sources led to substantial environmental and socio-

economic problems. In the Aral Sea Basin, irrigated 

area increased by 80% from 4.7 to 8.3 million ha 

over the time period from 1960 to 2000 (Beek et 

al., 2011). The drastic expansion of irrigated areas 

had severe consequences, including the well-known 

disaster of the shrinkage of the Aral Sea, its in-

crease in salt concentrations, the disappearance of 

fish in the Aral Sea, the degradation of the deltaic 

ecosystems, the distribution of salt and dust from 

the dried out Aral Sea into the region, and a change 

of the regional climate toward drier and warmer 

conditions (Micklin, 2007). 

 

 

Fig. 1.1:  Location of the study regions within the Aral Sea Basin and the Tarim River Basin.  
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A comparable development could also be observed 

in the Tarim Basin. In this region, irrigated areas 

nearly tripled over the time period 1950–2008 from 

0.7 to 2 million ha (Zhou et al., 2012). As a conse-

quence of the water withdrawals, the river bed of 

the Tarim River dried out over a stretch of 320 km, 

and the previous terminal lakes, Lop Nur and 

Taitema Lake, fell dry in 1970 and 1972 (Hao et al., 

2009). The vegetation along the lower Tarim River 

degraded, and dust storms and soil salinization 

increased (Giese et al., 2005).  

Even though these problems have been recognized 

and some improvements have been made, there is 

no simple solution, and water management in these 

regions faces great challenges. In addition to the 

existing problems, significant changes in the water 

cycle in Central Asia are expected as a consequence 

of climate change (Jarsjo et al., 2012; Siegfried et 

al., 2012; Hagg et al., 2013; Lutz et al., 2013; Sorg 

et al., 2014). Runoff in Central Asia is strongly 

influenced by snow and glacier melt, and is there-

fore particularly vulnerable to temperature changes 

(Barnett et al., 2005). An improved understanding 

of the hydrological cycle serves as a basis for deci-

sions concerning present day water management, 

and its adaptation to climate change. 

1.3 Additional data sources 
and approaches for 
hydrological modeling in 
data sparse mountain 
regions 

Data required for hydrological modeling typically 

include time series of climate variables, information 

on the land surface—such as elevation, land cover, 

and soil types—and discharge time series for the 

calibration of model parameters. In catchments with 

a low density of hydrometeorological stations, it 

can be particularly useful to consider further data 

sources besides the usually applied data. Such addi-

tional data may, for example, be gained from at-

mospheric modeling or remote sensing.  

A key challenge of applying a hydrological model 

in mountainous regions is the generation of reliable 

areal precipitation estimates, due to the high varia-

bility of precipitation and the low density of station 

networks (Weingartner et al., 2003). The spatial 

distribution of precipitation in mountainous regions 

is usually strongly related to the orography, and it is 

in most cases advantageous to explicitly consider 

the relation to the orography for the interpolation of 

station-based time series, e.g. within geostatistical 

or regression approaches (Hevesi et al., 1992; 

Phillips et al., 1992; Goovaerts, 2000). These meth-

ods however require that at least the relation be-

tween precipitation and the orography can be de-

rived from the gauges, which may not be the case in 

data sparse catchments. As an alternative solution, 

the spatial distribution of precipitation may be de-

rived from reanalysis data downscaled by a regional 

climate model (RCM) but this approach has hardly 

been investigated so far (Haberlandt and Kite, 

1998; Tobin et al., 2011). RCMs simulate the for-

mation of precipitation, considering the orography 

and the simulated wind field, and are therefore 

expected to be able to simulate a plausible precipi-

tation distribution. However, as the performance of 

downscaled reanalysis data in representing the daily 

variability of precipitation may be low, their direct 

use in hydrological models may compromise the 

model performance. One possible solution therefore 

is to use the RCM to derive the spatial distribution 

of precipitation, which is then applied for an inter-

polation of station-based observations.  

Traditionally, interpolation methods are assessed 

using cross-validation, where a part of the data is 

held back from the interpolation and used to evalu-

ate the interpolated data. This method can however 

be misleading if the precipitation gauges are not in 

representative locations. As an example, one may 

assume a catchment with higher precipitation along 

a mountain range but with all precipitation gauges 

located in the lowlands. In this case, a superior 

precipitation estimate which reflects the higher 

precipitation along the mountain range will not be 

recognized as being superior to other methods not 

reflecting the higher precipitation along the moun-

tain range. A well-suited alternative for the evalua-

tion of different precipitation data sets in data 

sparse mountain catchments is to apply the precipi-

tation data sets to a hydrological model and to 

compare the precipitation estimates based on the 

deviations between simulated and observed dis-

charge (Heistermann and Kneis, 2011). This ap-

proach has the advantage that the precipitation data 

are evaluated not at the point scale but at the 

catchment scale.  

In data-poor catchments, high uncertainties in the 

input data result in a high risk of internal inconsist-

encies of the model. A model may be able to well 

represent the observed discharge, but this may be 

due to error compensation resulting in the correct 

discharge response for the wrong reasons (Klemeš, 

1986; Seibert and McDonnell, 2002). It has been 

recognized in the literature that in order to increase 

the internal consistency of the model, the model 

should not be evaluated based on discharge only, 

but also based on other variables (e.g., Güntner et 

al., 1999; Seibert, 2000). In remote catchments, 

satellite data are a well-suited source for additional 

data for model calibration or evaluation. Satellite 

data are often available for large regions or even 

globally and thus also in remote, inaccessible ter-

rain. Satellite data have been applied for hydrologi-
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cal modeling to derive estimates for state variables 

or fluxes, such as soil moisture (e.g., Brocca et al., 

2010), snow cover (e.g., Li and Williams, 2008), 

total water storage (e.g., Werth and Güntner, 2010), 

or evaporation (e.g., Winsemius et al., 2008).  

Satellite-derived snow cover data are particularly 

promising to be valuable for calibration in moun-

tain catchments in Central Asia, as snowmelt is an 

important runoff generation process in these catch-

ments. Satellite-derived snow cover can be regard-

ed as a reliable product (Maurer et al., 2003; 

Parajka and Blöschl, 2006; Wang et al., 2009; Zhao 

and Fernandes, 2009; Gafurov et al., 2013), and 

products with suitable spatial and temporal resolu-

tions are available. Snow cover data therefore have 

been applied for model calibration in a number of 

studies (Engeset et al., 2003; Udnaes et al., 2007; 

Koboltschnig et al., 2008; Parajka and Blöschl, 

2008; Corbari et al., 2009; Sorman et al., 2009; 

Finger et al., 2011; Pellicciotti et al., 2012; Shrestha 

et al., 2013). As the information on snow cover is 

spatial, it is particularly suited for the evaluation of 

spatially distributed models. Snow cover data, 

which do not contain any information on snow 

water equivalents, can be regarded as complemen-

tary to discharge data, which provide information 

on the water balance integrated over the catchment 

area (Finger et al., 2011).  

Remote sensing data on glacier thickness changes 

are a further valuable data source. In glacierized 

catchments, an underestimation of precipitation 

may be compensated by an overestimation of ice 

melt, and vice versa (Braun and Aellen, 1990; 

Schaefli et al., 2005; Stahl et al., 2008). It is there-

fore beneficial to include glacier mass balance 

estimates in the model calibration procedure in 

order to avoid such compensating errors (Schaefli 

et al., 2005; Stahl et al., 2008; Konz and Seibert, 

2010; Schaefli and Huss, 2011; Mayr et al., 2013; 

Engelhardt et al., 2014). Measured mass balance 

estimates using the glaciological method are how-

ever only available for few individual glaciers. As 

an alternative, glacier mass balances derived from 

remote sensing data can be applied (Jost et al., 

2012). Areal glacier thickness changes can be esti-

mated from two digital elevation models of differ-

ent points in time. Together with estimates for ice 

density, these elevation changes can be converted 

to glacier mass changes (Surazakov and Aizen, 

2006; Pieczonka et al., 2013).  

1.4 Understanding past 
hydrologic changes 

Studying hydrologic changes observed in the past 

can give valuable insights in hydrologic systems. A 

better understanding of past changes provides an 

improved basis for estimating future changes. Hy-

drologic changes can become apparent as trends or 

step changes in hydrologic fluxes or state variables. 

This thesis concentrates on streamflow trends, as 

one indicator for hydrological change. While trend 

detection is the first step in trend analysis, the focus 

of my research was on attribution of the detected 

trends to their possible causes, since by studying 

this question we also learn more about the function-

ing of the hydrologic system in the investigated 

catchments. The attribution of streamflow trends 

may be performed using data-based or simulation-

based approaches (Merz et al., 2012). Examples for 

data-based approaches are the analysis of concur-

rent trends in climate variables (e.g., Birsan et al., 

2005; Pellicciotti et al., 2010; Kriegel et al., 2013), 

correlation analyses, multilinear regression 

(Aguado et al., 1992; Dettinger and Cayan, 1995; 

Moore and Demuth, 2001; Stahl and Moore, 2006), 

or generalized linear models (e.g., Bates et al., 

2010). In contrast, in simulation-based approaches 

a hydrological model is applied to understand the 

observed changes (Hamlet et al., 2005; Hidalgo et 

al., 2009).  

1.5 Objectives and research 
questions 

The main objectives of this thesis are: 

 The development of hydrological modeling 

approaches which explicitly consider the pe-

culiarities of data sparse mountain catchments 

in order to obtain credible and internally con-

sistent hydrological models, despite the data 

sparse situation. 

 Achieving a better understanding of past 

streamflow changes in two snow and glacier 

melt dominated mountain catchments by at-

tributing streamflow changes to their possible 

drivers.  

In the following, the detailed research questions are 

introduced. 

Can monthly precipitation fields from 
downscaled reanalysis data be used 
for interpolating gauge observations? 

The use of reanalysis data for the interpolation of 

precipitation has so far been investigated in only 

few studies. Haberlandt and Kite (1998) used daily 

precipitation from the NCAR reanalysis (without 

downscaling) as external drift variable for the geo-

statistical interpolation of observed precipitation 

time series in the 1.8 million km2 Mackenzie River 

Basin in north-western Canada, and more recently, 

Tobin et al. (2011) interpolated precipitation data 
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from gauge observations by external drift kriging 

with precipitation fields from event accumulated 

COSMO7 reanalysis data as trend variable for two 

catchments in the central Alps in Switzerland. To 

my knowledge, spatial fields from downscaled 

reanalysis data have so far not been used for precip-

itation interpolation in more data sparse mountain 

catchments, where they could be particularly use-

ful. The performance of reanalysis data is usually 

higher at monthly as compared to daily time steps 

(Hurkmans et al., 2008). The present study there-

fore investigates whether monthly precipitation 

fields from downscaled reanalysis data are a useful 

data source for the spatial interpolation of station-

based time series. 

How can areal precipitation 
estimates be compared by 
hydrological modeling? 

The advantages of evaluating precipitation data sets 

using observed discharge and hydrological model-

ing have been recognized by a number of studies 

(Vieux and Bedient, 2004; Gourley and Vieux, 

2005; Yilmaz et al., 2005; Artan et al., 2007; Cole 

and Moore, 2008; Stisen and Sandholt, 2010; 

Behrangi et al., 2011; Bitew and Gebremichael, 

2011a; Heistermann and Kneis, 2011; Shrestha et 

al., 2013). The idea is to use the different precipita-

tion data sets as input to the hydrological model, 

and to evaluate these data sets based on the compar-

ison between observed and simulated discharge. 

The model is either recalibrated for each precipita-

tion data set, or Monte Carlo simulations over the 

whole parameter range are performed (Gourley and 

Vieux, 2005; Heistermann and Kneis, 2011). In 

contrast, using a model calibrated to only one spe-

cific precipitation data set may lead to biased re-

sults and is therefore not recommended. In this 

thesis, the calibration approach has been chosen 

since the Monte Carlo approach can in some cases 

lead to wrong conclusions, e.g., if the model pa-

rameters have a linear influence on the discharge 

volume, and the precipitation data sets differ pri-

marily by a different systematic error (Heistermann 

and Kneis, 2011).  

Previous applications of this method did not allow a 

separate evaluation of the temporal dynamics and 

the overall bias (over- or underestimation) of the 

precipitation estimate. While a systematic bias of a 

precipitation data set may also be derived from the 

comparison of observed and simulated discharge, 

this has two disadvantages: First, it is not possible 

to specify by how much a precipitation data set 

over- or underestimates because the observed per-

centage over- or underestimation of discharge does 

usually not correspond to the same percentage bias 

in precipitation. Second, it is not possible to sepa-

rately evaluate the temporal performance of the 

precipitation data set since it will be influenced by 

the over- or underestimation, which may lead to a 

different behavior of the hydrological system. 

This study therefore aimed at extending the ap-

proach in order to separately consider the temporal 

dynamics and the overall bias. This was achieved 

by adding a precipitation bias factor to the calibra-

tion parameters. Over- or underestimation of the 

precipitation data set is then evaluated using this 

precipitation bias factor, while the temporal per-

formance of the precipitation data set is evaluated 

using a Nash-Sutcliffe based performance criterion. 

Uncertainties in both criteria are considered within 

the model calibration framework.  

What are the trade-offs between good 
model performance with respect to 
discharge and snow cover? 

While the benefit of applying satellite-derived snow 

cover data for model calibration has been demon-

strated in a number of studies (Engeset et al., 2003; 

Udnaes et al., 2007; Koboltschnig et al., 2008; 

Parajka and Blöschl, 2008; Corbari et al., 2009; 

Sorman et al., 2009; Finger et al., 2011; Pellicciotti 

et al., 2012; Shrestha et al., 2013), studies which 

explicitly dealt with characterizing the trade-off 

between model performance in terms of snow cover 

and discharge are rare. Notable exceptions are 

Parajka et al. (2007), who applied snow cover data 

derived from interpolated measurements of snow 

water equivalent and not from remote sensing, and 

Parajka and Blöschl (2008), who used a weighted 

sum approach to combine the objective functions 

for satellite-derived snow cover area and discharge 

into one criterion but also analyzed the effects of 

varying the weights. This thesis therefore aimed at 

explicitly characterizing the trade-off curves be-

tween good model performance with respect to 

discharge and snow cover, and further at con-

trasting the results from the multiobjective optimi-

zation against the results from a Monte Carlo ap-

proach and single-objective optimizations. 

Furthermore, this thesis aimed at an improved ap-

proach for the evaluation of a semidistributed mod-

el with respect to gridded snow cover data from 

remote sensing. Some studies compared the frac-

tional area of model units with simulated snow to 

the fractional area with observed snow cover over 

the whole catchment (Engeset et al., 2003; Udnaes 

et al., 2007; Sorman et al., 2009). Parajka and 

Blöschl (2008) additionally made use of the infor-

mation on the snow cover distribution with eleva-

tion by summarizing the satellite snow cover data 

per elevation zone and comparing it to the simulat-

ed snow water equivalent for the different elevation 

zones. Their approach however required thresholds 
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for the comparison between snow water equivalents 

and snow cover area, and the comparison may be 

influenced by the choice of these thresholds. By 

introducing a parameterization for the simulation of 

fractional snow cover areas (Liston, 2004), this 

thesis therefore aimed at enabling a comparison 

between simulated and observed snow cover data 

which considers the information on the snow cover 

distribution with elevation and does not rely on 

subjective thresholds. 

How many snow cover scenes should 
be used for model calibration? 

As the processing of snow cover scenes can be time 

consuming and costly, for example due to the need 

for manual georeferencing, the question how many 

snow cover scenes should be used for model cali-

bration is a very relevant one. While a lot of work 

has focused on the amount of discharge data re-

quired for model calibration (e.g., Perrin et al., 

2007, and references cited therein; Juston et al., 

2009), there are, to my knowledge, no comparable 

studies which investigated the number of snow 

cover scenes required for model calibration. In the 

current study I therefore investigated how the snow 

cover error in the validation period changes with an 

increasing number of snow cover scenes in the 

calibration period. 

To what extent can streamflow 
increases in two headwater 
catchments of the Aksu River be 
attributed to increases in 
temperature and precipitation? 

A number of studies used data-based approaches 

for the attribution of observed streamflow trends in 

snow and glacier influenced catchments (Aguado et 

al., 1992; Dettinger and Cayan, 1995; Moore and 

Demuth, 2001; Birsan et al., 2005; Stahl and 

Moore, 2006; Pellicciotti et al., 2010; Kormann et 

al., 2014). In contrast, only few studies applied 

simulation-based approaches (Hamlet et al., 2005; 

Zhao et al., 2013; Engelhardt et al., 2014), despite 

their advantages particularly in mountainous 

catchments, where one needs to consider variations 

in temperature and precipitation, snow storage, and 

possibly glacier storage, at different elevations. For 

example, in order to check whether it is quantita-

tively plausible that a certain increase in winter 

temperature caused an increase in streamflow by a 

certain amount because of increased snowmelt, one 

would need to extrapolate the temperature to the 

different elevations and make a rough estimate on 

the possible impacts on snowmelt—which may be 

performed more easily using a simulation model.  

In the headwater catchments of the Aksu River, the 

most important tributary to the Tarim River, 

streamflow increased by around 30% over the peri-

od 1957–2004. This area therefore forms a well-

suited example for studying hydrologic change in 

snow- and glacier melt dominated mountain catch-

ments. The increases are assumed to be caused by 

higher precipitation and higher temperatures, lead-

ing to higher glacier melt, but a thorough attribution 

study is still missing. While Zhao et al. (2013) 

attributed the runoff increase in the two catchments 

to 96% and 100% to an increase in precipitation, 

these results might not be reliable since the study 

neglected parameter uncertainties and observations 

on glacier mass balances. Due to the large uncer-

tainties in precipitation there is a great risk of com-

pensating errors in the areal precipitation estimate 

by a corresponding over- or underestimation of 

glacier melt.  

This thesis applied both a data-based approach, 

using multiple linear regression analysis, and an 

approach based on hydrological simulations. For 

the simulation-based approach, the particularities of 

data sparse catchments are taken into account by 

considering uncertainties in the areal precipitation 

estimates and by using a multiobjective calibration 

approach with criteria based on discharge and glac-

ier mass balance data. In highly glacierized areas 

affected by climatic changes, also changes in glaci-

er area and elevation need to be considered. How-

ever, while changes in glacier geometry have been 

taken into account in hydrological models for cli-

mate impact assessments (e.g., Stahl et al., 2008; 

Huss et al., 2010; Farinotti et al., 2012), there are, 

to my knowledge, no studies considering glacier 

geometry changes in hydrological models applied 

for the attribution of streamflow trends. In the cur-

rent study, impacts of changes in temperature, pre-

cipitation, and glacier geometry on the streamflow 

trends were analyzed using simulations with 

detrended temperature and precipitation time series 

and simulations where the glacier geometry was 

held constant. The investigated research questions 

were (1) whether the temperature and precipitation 

changes were consistent with the streamflow in-

creases, (2) to what extent the streamflow increases 

in the two headwater catchments of the Aksu River 

can be explained by increases of temperature (in-

creasing glacier melt), or by increases in precipita-

tion, and (3) how glacier melt, snowmelt and rain-

fall changed over time. 

1.6 Study areas 

The study areas of this thesis were headwater 

catchments of the Karadarya Basin and of the Aksu 

Basin. The Karadarya Basin is located in southern 

Kyrgyzstan. The Karadarya flows into the Syrdar-
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ya, which is the second largest inflow to the Aral 

Sea (Fig. 1.1). The six studied headwater catch-

ments in the Karadarya Basin have a size of 170–

3800 km2. Elevations range between 1250 and 

4750 m. The land cover is dominated by grasslands, 

and in the lower elevations there is also a high 

percentage of croplands. Glaciers are present in 

four of these catchments with glacier cover ranging 

between 0.5 and 2.3%. Average annual areal pre-

cipitation was estimated between 700 and 

1200 mm a−1, and average annual runoff ranges 

between less than 300 and nearly 800 mm a−1.  

The Aksu Basin is located in Kyrgyzstan and the 

Xinjiang Uyghur Autonomous Region in China 

(Fig. 1.1). The confluence of Aksu, Hotan, and 

Yarkand forms the Tarim River, and with a dis-

charge contribution of about 80% to the Tarim, the 

Aksu is the most important tributary. This study 

focuses on two headwater catchments of the Aksu 

Basin, with a size of 18,400 and 12,900 km2. Aver-

age elevations are around 3600 and 3700 m, while 

maximum elevations reach up to 5900 and 7100 m. 

The land cover consists of grassland, barren or 

sparsely vegetated land, and snow and ice. Glaciers 

cover 4.4% and 21% of the two catchments. With 

estimated average annual precipitation of 370 and 

530 mm a−1, the climate in the headwater catch-

ments of the Aksu Basin is generally drier than in 

the Karadarya Basin. Average annual discharge in 

the two catchments is around 150 and 380 mm a−1, 

respectively. More detailed descriptions of the 

study regions including maps and overview tables 

can be found in chapter 2 and 3 for the Karadarya 

Basin and in chapter 4 for the Aksu Basin. 

1.7 Overview 

This thesis is written in a cumulative form, and 

chapters 2 to 4 are articles published in or submit-

ted to international peer-reviewed journals. These 

articles address the research questions outlined in 

Section 1.5. Chapter 5 finally summarizes the main 

results with respect to the research questions, pro-

vides an overall discussion, and outlines questions 

for further research. The first four research ques-

tions were investigated in the Karadarya Basin. Due 

to the better availability of discharge and meteoro-

logical data, as well as the lower influence of 

 

glacier melt on discharge, catchments in the Kara-

darya Basin were better suited for the methodologi-

cal improvements than those in the Aksu Basin. 

The last research question focuses on the study 

catchments in the Aksu Basin. Since the observed 

streamflow in the Aksu headwater catchments 

showed clear increases over the last decades, these 

catchments represent ideal study sites for investi-

gating the causes for the observed increases in 

streamflow, as an example of hydrological change 

in snow and glacier melt dominated catchments.  

An overview of which research questions are ad-

dressed in which chapter is provided below: 

The research questions 

 Can monthly precipitation fields from 

downscaled reanalysis data be used for inter-

polating gauge observations? 

 How can areal precipitation estimates be com-

pared by hydrological modeling? 

are investigated in chapter 2 Evaluation of areal 

precipitation estimates based on downscaled rea-

nalysis and station data by hydrological modeling. 

The questions 

 What are the trade-offs between good model 

performance with respect to discharge and 

snow cover? 

 How many snow cover scenes should be used 

for model calibration? 

are addressed in chapter 3 The value of satellite-

derived snow cover images for calibrating a hydro-

logical model in snow-dominated catchments in 

Central Asia. 

Finally, the question 

 To what extent can streamflow increases in 

two headwater catchments of the Aksu River 

be attributed to increases in temperature and 

precipitation?  

is focus of chapter 4 Attribution of streamflow 

trends in snow- and glacier melt dominated catch-

ments of the Tarim River, Central Asia. 
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2 Evaluation of areal precipitation estimates based on 
downscaled reanalysis and station data by hydrological 
modeling 

Abstract 

In data sparse mountainous regions it is difficult to derive areal precipitation estimates. In addition, their evalua-

tion by cross-validation can be misleading if the precipitation gauges are not in representative locations in the 

catchment. This study aims at the evaluation of precipitation estimates in data sparse mountainous catchments. In 

particular, it is first tested whether monthly precipitation fields from downscaled reanalysis data can be used for 

interpolating gauge observations. Secondly, precipitation estimates from this and other methods are evaluated by 

comparing simulated and observed discharge, which has the advantage that the data are evaluated at the catch-

ment scale. This approach is extended here in order to differentiate between errors in the overall bias and the 

temporal dynamics, and by taking into account different sources of uncertainties. The study area includes six 

headwater catchments of the Karadarya Basin in Central Asia. Generally the precipitation estimate based on 

monthly precipitation fields from downscaled reanalysis data showed an acceptable performance, comparable to 

another interpolation method using monthly precipitation fields from multilinear regression against topograph-

ical variables. Poor performance was observed in only one catchment, probably due to mountain ridges not re-

solved in the model orography of the regional climate model. Using two performance criteria for the evaluation 

by hydrological modeling allowed a more informed differentiation between the precipitation data and showed 

that the precipitation data sets mostly differed in their overall bias, while the performance with respect to the 

temporal dynamics was similar. Our precipitation estimates in these catchments are considerably higher than 

those from continental- or global scale gridded data sets. The study demonstrates large uncertainties in areal 

precipitation estimates in these data sparse mountainous catchments. In such regions with only very few precipi-

tation gauges but high spatial variability of precipitation, important information for evaluating precipitation es-

timates may be gained by hydrological modeling and a comparison to observed discharge. 

Published as: 

Duethmann, D., J. Zimmer, A. Gafurov, A. Güntner, D. Kriegel, B. Merz, and S. Vorogushyn (2013): Evaluation 

of areal precipitation estimates based on downscaled reanalysis and station data by hydrological modeling, 

Hydrol. Earth Syst. Sci., 17(7): 2415–2434. 
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2.1 Introduction 

In data sparse mountain regions it is challenging to 

derive areal precipitation estimates. At the same time, 

evaluating different spatial interpolation approaches 

also is difficult, as cross-validation may lead to wrong 

conclusions if large fractions of the catchment are 

underrepresented by precipitation gauges (Heister-

mann and Kneis, 2011). Large uncertainties in areal 

precipitation estimates are generally due to measure-

ment errors and the scale difference between the point 

measurements and the areal estimate. This is amplified 

in mountainous regions, where, despite the high spa-

tial variability of precipitation, the gauge network 

often has a low density with an unequal distribution 

toward lower and less exposed locations (Frei and 

Schär, 1998). 

Orography affects the spatial pattern and the amount 

of precipitation through various processes (e.g. Houze, 

1993 for an overview). Despite complex relations 

between orography and precipitation, in general, these 

processes often result in an increase of precipitation 

with elevation, particularly on windward slopes, and 

lower precipitation on the leeward side of a mountain 

range (rain shadow effect). For the spatial interpola-

tion of precipitation in mountainous areas, methods 

which consider the orography are therefore often ad-

vantageous over methods neglecting the relation with 

the terrain (Hevesi et al., 1992; Phillips et al., 1992; 

Martinez-Cob, 1996; Goovaerts, 2000; Tobin et al., 

2011). Exceptions from this occur when the correla-

tion between precipitation and elevation is low, or in 

regions where the station density is so high that the 

relation between precipitation and topography is al-

ready represented by the observations (Haberlandt et 

al., 2005; Ly et al., 2011). Elevation may be taken into 

account using geostatistical methods like modified 

residual kriging, external drift kriging or co-kriging 

with elevation (Hevesi et al., 1992; Phillips et al., 

1992; Garen et al., 1994; Martinez-Cob, 1996; 

Goovaerts, 2000; Lloyd, 2005; Tobin et al., 2011), or 

using multilinear or polynomial regression against 

various topographical variables (Basist et al., 1994; 

Daly et al., 1994; Goodale et al., 1998; Hay et al., 

1998; Prudhomme and Reed, 1998; Ninyerola et al., 

2000; Brown and Comrie, 2002; Cheval et al., 2003; 

Johansson and Chen, 2003; Marquinez et al., 2003; 

Johansson and Chen, 2005; Perry and Hollis, 2005; 

Ninyerola et al., 2007; Sun et al., 2008). 

These statistical approaches require that the spatial 

variability of precipitation is captured by the observed 

precipitation, including, e.g. the relationship to topo-

graphic variables. In sparsely gauged areas with a 

more complex topography this may not be possible. In 

this case precipitation from reanalysis data 

downscaled by a regional climate model (RCM) 
could be a helpful source for deriving the spatial vari-

ability of precipitation within the catchment. Such 

data become increasingly available (van der Linden 

and Mitchell, 2009). As an RCM considers the inter-

actions between the orography and the wind field for 

simulating precipitation, it should be able to represent 

orographic precipitation and rain shadowing effects in 

a suitable and physically based way. Only few studies 

started to work in this direction. Haberlandt and Kite 

(1998), for example, used daily precipitation output 

from the NCAR reanalysis (without downscaling) for 

the geostatistical interpolation of station-based precip-

itation time series, and recently Tobin et al. (2011) 

interpolated precipitation data from gauge observa-

tions by external drift kriging with precipitation fields 

from event accumulated COSMO7 reanalysis data as 

trend variable. As generally the performance of 

downscaled reanalysis data is lower on shorter time 

steps (Hurkmans et al., 2008), we propose to combine 

monthly accumulated spatial fields from downscaled 

reanalysis data with daily station data for the estima-

tion of areal precipitation in data sparse regions. We 

compare this interpolation method with the direct use 

of downscaled reanalysis precipitation data, precipita-

tion estimates based on multilinear regression against 

topographical variables, data interpolated by inverse 

distance, and with the gauge based daily gridded pre-

cipitation data set APHRODITE (Yatagai et al., 2012). 

Traditionally, different precipitation data sets are 

evaluated based on measured values from precipita-

tion gauges, e.g. by cross-validation. This may how-

ever lead to wrong conclusions if the precipitation 

gauges are not in representative locations of the 

catchment. In such situations, the comparison of ob-

served runoff with simulated runoff from a hydrologi-

cal model driven by the different precipitation data 

sets can be a more suitable method for the evaluation 

of areal precipitation estimates (Stisen and Sandholt, 

2010; Heistermann and Kneis, 2011). This has the 

advantage that the scale problem between point meas-

urements and areal estimates is eliminated, as dis-

charge measurements represent an integrated response 

from the entire catchment. Under average flow condi-

tions, discharge measurements are also usually afflict-

ed with smaller measurement errors than precipitation 

measurements, especially if these contain a large frac-

tion of snow measurements. On the other hand, it has 

to be considered that this approach also introduces 

other uncertainties related to model uncertainties, 

errors in the catchment runoff from unknown subsur-

face inflow/outflow and unknown abstractions or flow 

diversions. 

There are basically two approaches for the assessment 

of different precipitation estimates using hydrological 

modeling. The model may either be recalibrated for 

each precipitation data set (Yilmaz et al., 2005; Artan 

et al., 2007; Stisen and Sandholt, 2010; Behrangi et 

al., 2011; Bitew and Gebremichael, 2011b, a) or ap-

plied within a Monte Carlo framework (Gourley and 

Vieux, 2005; Heistermann and Kneis, 2011). The 
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different precipitation data sets are then typically 

assessed using model performance measures for the 

simulated discharge. In addition, the bias of the pre-

cipitation data set may be evaluated using the bias in 

the simulated discharge. This approach, however, has 

some drawbacks. It does not allow for directly quanti-

fying the bias of the precipitation estimate, which due 

to nonlinearities of the system is usually different 

from the streamflow bias. Additionally, if a precipita-

tion estimate has a large bias and one wants to evalu-

ate its performance with respect to the temporal dy-

namics, it is not advisable to directly use it as input to 

a hydrological model, as the whole system may func-

tion in a different mode. Scaling all precipitation esti-

mates to a reference precipitation data set allows eval-

uating the precipitation estimates independent of their 

biases (Stisen and Sandholt, 2010), but has the disad-

vantage that a reference data set needs to be identified, 

which may itself also be afflicted with an unknown 

bias. In this study we therefore extended this approach 

by adding a precipitation bias factor to the calibration 

parameters in order to evaluate the bias within the 

calibration framework. This also brings the advantage 

that uncertainties in the estimated bias can be assessed 

within the calibration framework.  

The aim of this study is the evaluation of precipitation 

estimates in data sparse mountainous regions. It is first 

tested whether spatial precipitation fields from 

downscaled reanalysis data can be used to interpolate 

station observations. Second, the approach for com-

paring and evaluating areal precipitation estimates by 

hydrological modeling is further developed to sepa-

rately consider the performance of different precipita-

tion data sets with respect to their overall bias and 

their temporal dynamics, and to account for different 

sources of uncertainties.  

With respect to the case study region—the Karadarya 

catchment in Central Asia—estimating and assessing 

the precipitation input contributes to a better under-

standing of the hydrology in such a sparsely gauged 

region, and is a prerequisite for reliable hydrological 

modeling. The region strongly depends on water re-

sources from mountain catchments for irrigation, 

hydropower generation and for water inflow to the 

Aral Sea (e.g. Siegfried and Bernauer, 2007). The 

question of possible climate change effects on water 

availability therefore is highly relevant in this area and 

there is a demand in setting up hydrological models 

for approaching this task. 

2.2 Study area 

The Karadarya catchment is a mountainous catchment 

in Kyrgyzstan, Central Asia. The confluence of the 

Karadarya and Naryn River in Uzbekistan forms the 

Syrdarya, the second largest tributary to the Aral Sea. 

The study area upstream of the Andijan Reservoir has 

an area of 13,000 km2. The catchment is bordered by 

the Fergana Range in the northeast and by the Alay 

Range in the south, where elevations reach up to 

4753 m (Fig. 2.1). Dominant land cover types are 

grasslands (59%) and croplands (23%), followed by 

smaller fractions of shrub land (5%), woody vegeta-

tion (5%), and glaciated areas (1%). Mean annual 

precipitation, based on the 1961–1990 time series at 

the precipitation stations, ranges from 350 to 

1050 mm a−1. The precipitation regime shows a max-

imum in spring and a second smaller maximum in 

autumn.  

The focus of our study is on six headwater subcatch-

ments, for which discharge data are available and 

which are assumed to be only marginally influenced 

by water management. The location of these six sub-

catchments is shown in Fig. 2.1 and important charac-

teristics are listed in Table 2.1. For most of these sub-

catchments the mean annual runoff over the period 

1961–1990 has values of 400 mm a−1 to 600 mm a−1, 

outliers are Ak-Tash with nearly 800 mm a−1 and 

Gulcha in the south with less than 300 mm a−1. The 

discharge regime is strongly seasonal with maximum 

discharges during the snowmelt season in spring and 

early summer. In accordance with increasing average 

elevation, maximum monthly discharges occur in 

April in Tosoi and Donguztoo, in May in Salamalik, 

and in June in Gulcha, Cholma, and Ak-Tash. 

Table 2.1: Area, glacierization, elevation range, and mean annual runoff over the period 1961–1990 of the studied sub-

catchments of the Karadarya Basin.  

 Area Glacier Elevation (m) Runoff 

 (km2) (%) min. max. mean (mm a−1) 

Tosoi 216 0.0 1253 3165 2001 432 

Donguztoo 166 0.0 1271 3502 1999 505 

Salamalik 1180 0.5 1288 4381 2592 585 

Ak-Tash 907 2.3 1728 4752 3121 778 

Cholma 3840 1.9 1352 4753 3117 410 

Gulcha 2010 0.7 1557 4623 3013 267 
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Fig. 2.1: The Karadarya Basin upstream of the Andijan reservoir. Left: SRTM elevation, right: elevation in the WRF 

model. Shown are the headwater subcatchments where the hydrological model is applied (black outlines), and their corre-

sponding discharge gauges (red dots), as well as the precipitation gauges (black triangles).  

2.3 Data and methods 

2.3.1 Precipitation data and 
interpolation approaches 

2.3.1.1 Downscaled reanalysis data 

A relatively good performance of global reanalysis 

data in Central Asia was shown by Schär et al. (2004) 

and Schiemann et al. (2008). This was attributed to the 

fact that weather systems typically move into the re-

gion from the west and reanalysis data for Central 

Asia therefore benefit from the denser observation 

network in Europe and the Middle East, which partly 

compensates the sparse data coverage in the region. In 

order to resolve orographic precipitation and rain 

shadowing effects at smaller scales, it is necessary to 

downscale the reanalysis data by a regional climate 

model. 

In this study, data from the ERA-40 reanalysis 

(Uppala et al., 2005) with a horizontal resolution of 1° 

are downscaled to a 12 km grid using the RCM 

Weather Research and Forecasting Model (WRF; 

Skamarock et al., 2008) for the time period 1959–

1990. This study period was chosen due to the availa-

bility of precipitation data, which strongly declines 

after 1990. A two-way nesting approach is applied, 

with the first nest at a horizontal resolution of 36 km 

covering a region between 35 to 47° N and 62 to 83° E 

and the second nest at a resolution of 12 km covering 

an area between 38 to 45° N and 65 to 80° E. The 

model is run with daily restarts in order to keep it 

close to the ERA-40 boundary and initial conditions; 

the simulation time for each day is 30 h, of which the 

first 6 h are used for model initialization and discard-

ed. Fig. 2.1 shows the elevation as represented in the 

regional climate model compared to the elevation 

from SRTM (Shuttle Radar Topography Mission) 

(Jarvis et al., 2008). The general features of the topog-

raphy are captured well, but due to the much coarser 

resolution the highest model elevations are much 

lower than the actual peaks and narrow mountain 

ranges, for example southwest of the Karadarya 

catchment, are not resolved. 

2.3.1.2 Precipitation station data 

For 10 gauges within or close to the Karadarya catch-

ment daily precipitation data for the time period 1959–

1990 are retrieved from the National Climatic Data 

Center (NCDC, 2005) and complemented by data 

from the National Hydrometeorological Services of 

Uzbekistan and Kyrgyzstan. Precipitation measure-

ments are affected by systematic errors due to evapo-

ration, wetting and wind-losses. Precipitation under-

catch of the Tretyakov gauge, which is the common 

gauge in this region, due to wind losses is corrected 

using the approach of Yang et al. (1995). These 

regression equations (equations 4–7 in Yang et al., 

1995) give the catch ratio of the Tretyakov gauge in 

comparison to the double fence intercomparison refer-

ence and were derived through the World Meteorolog-

ical Organization Solid Precipitation Measurement 

Intercomparison. Measured temperature and wind 

data, which are required as inputs for this approach, 

are not available for all gauges. Therefore, tempera-

ture data are derived from the WRF downscaled 

ERA-40 data and, after consulting the WRF output 

and the available measurement data, an average wind 

speed of 2 m s−1 is assumed. The undercatch correc-

tion results, on average, in an increase of the measured 

values by 10%. 
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2.3.1.3 Interpolation of station data by 
inverse distance weighting 

In addition to the more sophisticated methods de-

scribed in the following sections, the precipitation data 

are also interpolated using a simple inverse distance 

weighting (IDW) approach (Shepard, 1968). In this 

method precipitation for a location j is estimated as 

weighted mean of the gauge observations at surround-

ing stations. The weights are determined based on the 

inverse of the distance between location j and the 

gauge locations, raised to the power of b. The method 

is applied in a standard way (e.g. Goovaerts, 2000; 

Lloyd, 2005) using an inverse distance power of two, 

and with the distance calculated as Euclidean distance 

in a two dimensional plane: 
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with Pj: estimated precipitation at location j; Pi: ob-

served value at gauge i; dij: horizontal distance be-

tween i and j; n: number of gauges. 

2.3.1.4 Interpolation of station data using 
spatial fields from downscaled 
reanalysis data 

The approach developed here interpolates daily time 

series of station data using spatial fields from 

downscaled reanalysis data. The WRF-ERA-40 pre-

cipitation data are first aggregated to monthly maps. 

For the generation of daily precipitation maps, a scal-

ing factor at the station locations is calculated by di-

viding the daily gauge observation at location i by the 

mean monthly precipitation of the WRF-ERA-40 data 

at location i:  
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with Fi: scaling factor at station location i; and Mi: 

mean monthly precipitation of the WRF-ERA-40 data 

at location i. 

In order to avoid abnormally large values when divid-

ing by very small numbers, stations where the mean 

monthly precipitation is less than 1 mm month−1 are 

excluded from the calculation of the scaling factor for 

that month. The calculated factor is next interpolated 

to all locations j on a 1 km × 1 km grid using the in-

verse squared distance weighting method:  
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with jF : scaling factor interpolated to location j. 

Multiplication of the interpolated scaling factor map 

with the mean monthly WRF-ERA-40 data mapped to 

a 1 km × 1 km grid then results in the daily precipita-

tion map.  

jjj MFP  , (4) 

with Mj: mean monthly WRF-ERA-40 data at location 

j. 

Two different variants of this method are tested: (i) In 

the variant WRFadj-all, the monthly maps are calcu-

lated as means over the whole period 1960–1990, i.e. 

for the interpolation of station data in January 1960, a 

map of the mean monthly precipitation over all Janu-

aries is used; (ii) in the variant WRFadj-ind, the 

monthly maps are calculated for each year individual-

ly, i.e. for the interpolation of station data in January 

1960, a map of the monthly precipitation of January 

1960 is used.  

2.3.1.5 Interpolation of station data using 
monthly fields derived by 
multilinear regression 

Due to the topography and the main wind direction 

from the west, precipitation in the catchment generally 

increases with increasing elevation and decreases to 

the south and east. Precipitation is therefore also in-

terpolated by multiple linear regression against eleva-

tion, x and y. Since the correlations between precipita-

tion and these three variables are higher for monthly 

than for daily data, the multilinear regression is per-

formed on monthly data. We apply the stepwise 

backwards approach (e.g. Backhaus et al., 2003), 

setting the p-value of an F-statistic for exclusion and 

inclusion to 0.1 and 0.05, respectively. This means 

that in the initial model all variables (elevation, x and 

y) are included. At each step the explanatory power of 

the current model is compared with incrementally 

smaller and larger models. This stepwise backward 

approach can lead to different variables being included 

in the final regression equation than the stepwise for-

ward approach. An initial analysis showed lower 

standard errors and lower root-mean-squared errors 

for the stepwise backward approach, which was thus 

selected for this study.  

After calculating the monthly regression maps, daily 

precipitation maps are calculated in the following 

way: For each day scaling factors between the daily 

precipitation and the monthly regression at the station 

locations are calculated and interpolated to a 

1 km × 1 km grid using IDW (see equations 2 and 3, 

but iM  is here replaced by the monthly regression at 

location i).  

The interpolated scaling factors are multiplied with the 

monthly map derived by multilinear regression to 

generate the daily precipitation fields (see equation 4, 

but Mj here denotes the mean monthly regression 
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value at location j). Again two variants of this method 

are applied using (i) monthly means over a month in 

all years (MLR-all) and (ii) monthly means of indi-

vidual years (MLR-ind).  

2.3.1.6 Gridded precipitation data 

APHRODITE (Yatagai et al., 2012) is a daily gridded 

precipitation data set at a resolution of 0.25° covering 

Asia, the former Soviet Union and the Middle East. It 

is based on gauge observations from the Global Tele-

communication System, precompiled data sets like 

from the Global Historical Climatology Network, the 

National Climate Data Center, the Food and Agricul-

ture Organization of the United Nations, and others, as 

well as additional data from national hydrometeoro-

logical services. The spatial interpolation scheme 

takes into account the effect of mountain ranges by 

giving a high weight to gauges on slopes inclined to 

the target location and a low weight to gauges on the 

leeward side behind a mountain ridge. 

Other, globally available precipitation data are only 

assessed with respect to their spatial distribution and 

subcatchment mean values and not included in the 

evaluation by hydrological modeling. We use three 

different data sets based on interpolated station data: 

the Global Precipitation Climatology Centre (GPCC) 

full data reanalysis version 6 (Schneider et al., 2011), 

the University of Delaware (UDEL) precipitation data 

set version 2.01 (Legates and Willmott, 1990), and the 

University of East Anglia Climate Research Unit 

(CRU) TS 3.10.01 (Mitchell and Jones, 2005). These 

data are all available as monthly time series with a 

spatial resolution of 0.5°. Furthermore we also in-

spected the precipitation data from the ERA-40 rea-

nalysis (Uppala et al., 2005) at their original resolu-

tion, which is a spectral resolution of T159, regridded 

to a regular geographic coordinate system of 1°. For 

an overview, Table 2.2 lists all precipitation data sets 

used in this study. 

2.3.2 Point based evaluation of the 
precipitation data 

In the first step, the precipitation data sets are evaluat-

ed by comparison to observed station data. The pre-

cipitation data generated by downscaling the ERA-40 

reanalysis data with WRF are directly compared to 

observed station time series. For this, WRF data from 

the pixel which contains the station location are ex-

tracted. There are limitations to such a comparison 

between point observations and pixel-based data, as 

gauge observations cannot be considered as ground 

truth for a 12 km x 12 km WRF pixel area, and due to 

errors in the undercatch correction or in the observa-

tion data themselves. However, a first indication of the 

performance of the WRF precipitation data for the 

Karadarya catchment is provided.  

The interpolated precipitation data sets are evaluated 

by cross-validation. In this method only a part of the 

stations is used for the interpolation, and the others are 

employed for the evaluation of the interpolated values 

at these locations. As the error statistics are only cal-

culated at the locations of the stations, the value of 

such an analysis may be very limited if the gauges are 

not in representative locations for the catchment (for 

example in a situation where precipitation increases 

with elevation, but most stations are located in rela-

tively low elevations). Also, in regions with only few 

stations, the interpolated fields may be strongly 

changed if stations with a high weight in the interpola-

tion are left out. In this study, we only remove one 

station from the data set at a time. The interpolated 

time series at this location is compared to the observed 

Table 2.2: Overview of the precipitation data sets used in this study.  

Abbreviation Description 

WRF Precipitation from the ERA-40 reanalysis data downscaled using WRF to a resolution of 12 km  

WRFadj-ind Station data interpolated using monthly precipitation maps of WRF, monthly maps from individual years 

WRFadj-all Station data interpolated using monthly precipitation maps of WRF, monthly maps averaged over all years 

MLR-ind Station data interpolated using monthly precipitation maps from multilinear regression, monthly maps from indi-

vidual years 

MLR-all Station data interpolated using monthly precipitation maps from multilinear regression, monthly maps averaged 
over all years 

IDW Station data interpolated using the inverse squared distance weighting method 

APHRODITE 
V1003R1 

Gridded observation based daily precipitation data set with a resolution of 0.25° (Yatagai et al., 2012) 

GPCC v6 Gridded observation based monthly precipitation data set with a resolution of 0.5° (Schneider et al., 2011) 

CRU TS 3.10.01 Gridded observation based monthly precipitation data set with a resolution of 0.5° (Mitchell and Jones, 2005) 

UDEL 2.01 Gridded observation based monthly precipitation data set with a resolution of 0.5° (Legates and Willmott, 1990) 

ERA-40 Precipitation data from the ERA-40 reanalysis data at a resolution of 1° (Uppala et al., 2005) 
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time series and evaluated using bias and mean abso-

lute error of the daily time series. 

2.3.3 Evaluation of areal precipitation 
estimates based on simulated 
discharge 

2.3.3.1 Approach 

The suitability of different precipitation estimates is 

tested by comparing observed discharge and discharge 

simulated by a hydrological model driven with the 

different precipitation estimates. Running a hydrologi-

cal model with a different precipitation data set than 

the one it has been calibrated with usually results in 

lower model performance, and is therefore not a suita-

ble approach for the comparison of precipitation data 

sets. Generally there are two possibilities to evaluate 

different precipitation data sets by hydrological mod-

eling: calibrating the model for each precipitation data 

set, and Monte Carlo simulations using various pa-

rameter values between defined bounds.  

The Monte Carlo approach is for example applied by 

Gourley and Vieux (2005) and Heistermann and Kneis 

(2011). In this approach, Monte Carlo simulations are 

carried out for each precipitation data set and the se-

lected goodness of fit measure is calculated for each 

simulation. For each precipitation data set, one then 

evaluates the mean goodness of fit over the whole or 

subsets of the Monte Carlo ensemble and ranks the 

precipitation data sets according to this value. An 

advantage of this approach compared to the calibration 

approach is that it easily allows evaluating the model 

for various subsets of the data, e.g. only for high or 

low flows. However, in some cases, particularly when 

parameters have a linear influence on the fraction of 

rainfall generating runoff and the precipitation esti-

mates do not have random errors but a systematic bias, 

the Monte Carlo approach may lead to wrong conclu-

sions. Heistermann and Kneis (2011) give the follow-

ing example: assume a very simple linear hypothetic 

catchment with PQ  , where Q  represents the 

runoff,   the runoff coefficient with values between 

0 and 1, and P  the precipitation. Monte Carlo simula-

tions with uniform sampling over the runoff coeffi-

cient are performed for a precipitation data set without 

bias and a second precipitation data set characterized 

by a constant bias. In the next step, the root-mean-

squared-error (RMSE) between simulated and ob-

served discharge is evaluated for each simulation. It 

can be shown (see Heistermann and Kneis, 2011) that 

in a system with the true value of the runoff coeffi-

cient 7.0true  ( 7.0true ) the mean RMSE of a 

precipitation data set with a negative (positive) bias is 

lower than for the unbiased precipitation data set so 

that the biased precipitation data set would be classi-

fied as the better one. While very obvious ill-posed 

settings may be avoided by careful analysis of the 

model, less obvious cases may not always be avoided 

from the outset.  

One solution to the problem of false rankings is to 

evaluate not all but only a percentage of the best Mon-

te Carlo simulations. Heistermann and Kneis (2011) 

showed that reducing the number of the evaluated best 

performing Monte Carlo runs reduces the number of 

false rankings, though it also decreases the discrimina-

tory power between different precipitation data sets. 

This can be seen as a transition to the model calibra-

tion approach. 

Calibrating the model for each precipitation data set 

may have the disadvantage that model parameters can 

partly compensate for inadequacies of the precipita-

tion data sets, which might result in different precipi-

tation data sets being hardly distinguishable with re-

spect to the simulated hydrograph. On the other hand, 

the approach is less prone to false rankings, as ill-

posed settings would rather result in indistinguishable 

precipitation data sets so that setting the parameter 

bounds and analyzing the model for possible ill-posed 

settings becomes a less sensitive issue. Another ad-

vantage is that by using an optimization algorithm 

instead of random Monte Carlo runs, usually better 

model performances are achieved with a lower num-

ber of simulations. As it is seen as more important to 

avoid false rankings than to discriminate between 

already similar precipitation data sets, the model cali-

bration approach is selected for this study.  

In order to gain more information on different aspects 

of the performance of a precipitation data set, a pre-

cipitation bias factor is introduced as additional cali-

bration parameter. The precipitation estimate is then 

evaluated with respect to the bias based on the precipi-

tation bias factor, and evaluated with respect to the 

temporal dynamics based on the objective function 

used for model calibration. 

Three different sources of uncertainties are considered 

in this study. Uncertainties in the precipitation bias 

factor (as part of the parameter uncertainties) need to 

be considered because the precipitation factor of the 

best optimized parameter set might differ from other 

equally good performing parameter sets. The model 

calibration is then repeated for different time periods 

in order to evaluate the robustness of the precipitation 

bias factor and ranking of the objective function value 

with respect to the selected time period. Finally, the 

robustness of the results with respect to uncertainties 

in model inputs is investigated using sensitivity anal-

yses. 

2.3.3.2 Description of the hydrological 
model 

The hydrological model WASA (Güntner, 2002; 

Güntner and Bronstert, 2004) is a semidistributed 

daily time step model based on process-oriented and 
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conceptual approaches. It was recently extended for 

high mountain areas by introducing elevation zones, 

and a snow and glacier mass balance module based on 

the temperature index method. The model calculates 

evaporation from the interception storage and open 

water bodies with the Penman-Monteith equation 

(Monteith, 1965), evapotranspiration using the two-

layer model of Shuttleworth and Wallace (1985), 

infiltration with the Green-Ampt approach (Green and 

Ampt, 1911), the generation of infiltration and satura-

tion excess surface runoff, and percolation through a 

multiple layer soil store. In the model version applied 

for this study, surface and subsurface flow between 

model units within a subcatchment (i.e. lateral flow 

redistribution) are neglected, and subsurface flow is 

separated between interflow and groundwater based 

on a calibration parameter. The simulation of small 

events during the low flow period is improved by 

introducing an additional parameter for the fraction of 

the catchment where rainfall directly leads to runoff, 

like riparian areas, roads or rock areas connected to a 

stream.  

The spatial discretization of WASA is originally based 

on hillslopes with characteristic toposequences 

(Güntner and Bronstert, 2004; Francke et al., 2008). 

For this study a much simpler approach based on 

hydrologic response units defined by elevation bands 

is selected in order to reduce the computation time and 

allow for a higher number of model simulations for 

calibration and uncertainty analysis. For each 200 m 

elevation band the dominant soil and vegetation cover 

and the glacier fraction are taken into account.  

For the model calibration 11 parameters are selected 

(Table 2.3). These affect the snow and glacier melt 

routine (snowmelt factor, glacier melt factor, melt 

temperature), the soil hydraulic conductivity for infil-

tration and percolation (kf_corr_f, k_sat_f), the sub-

surface runoff (frac2gw, interflow delay factor, 

groundwater delay factor), the fraction of the catch-

ment area leading to direct runoff (frac_riparian), the 

occurrence of saturated areas as a function of the cur-

rent soil moisture state (sat_area_var), and the precip-

itation input (precipitation bias factor). 

2.3.3.3 Hydrological model set-up 

The model is set up for the Karadarya catchment 

based on the SRTM digital elevation model (Jarvis et 

al., 2008) for elevations and the delineation of sub-

catchments. As land cover input the MODIS land 

cover product with a resolution of 500 m (MCD12Q1; 

Friedl et al., 2002) is applied using the most frequent 

land cover class over the time period 2001–2008. 

Mean monthly leaf area index (LAI) values by eleva-

tion zone, subcatchment and land cover class are cal-

culated from the 8 day MODIS LAI product with a 

resolution of 1 km for 2001–2008 (MOD15A2; 

Myneni et al., 2002). For the soil data a digitized map 

from the Kyrgyz Atlas (scale 1 : 1 500,000; Academy 

of Science of the Kyrgyz SSR, 1987) is used and 

missing soil hydraulic parameters are assigned using 

pedo-transfer functions from the literature. Glacier 

areas are delineated from a LANDSAT MSS scene 

(resolution 79 m) in summer 1977 using a combina-

tion of automated classification and manual digitizing. 

Daily time series of solar radiation, temperature, tem-

perature lapse rate, and humidity are taken from the 

WRF downscaled ERA-40 data described above. The 

temperature data are corrected for the difference be-

tween the SRTM DEM and the WRF topography 

using daily lapse rates as simulated by the WRF mod-

el. All meteorological input data are aggregated to 

subcatchment mean values. 

Table 2.3: Calibration parameters including values for the lower and upper bounds.  

Routine Parameter Unit Lower bound Upper bound 

Snow and glacier melt snowmelt factor mm °C−1 d−1 1 7 

 melt temperature °C −2 2 

 glacier melt factor mm °C−1 d−1 0 7 

Infiltration and percolation kf_corr_f -  0.01 100 

 k_sat_f - 0.01 100 

 interflow delay factor days 10 100 

 groundwater delay factor days 30 400 

Generation of direct runoff from areas 

connected to the stream 

frac_riparian -  0 0.05 

Spatial variability of saturated areas 
within a model unit 

sat_area_var - 0 0.3 

Precipitation input precipitation bias factor - 0.5 2.0 
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2.3.3.4 Model optimization and analysis of 
parameter uncertainties 

The model is automatically calibrated against ob-

served discharge using six year simulation periods 

(1961–1966, 1967–1972, 1973–1978, 1979–1984, 

1985–1990); prior to this the model is initialized using 

an additional simulation period of two years. In order 

to consider both high and low flows and to keep the 

overall bias low, the following objective function is 

applied:  

 
 0,05.0max2

5.0.





Bias

LogNSENSEfunctionObj
, (5) 

where NSE is the Nash-Sutcliffe efficiency value, 

LogNSE is the Nash-Sutcliffe efficiency calculated on 

logarithmic flows, and Bias is the absolute value of 

the overall volume bias. The Nash-Sutcliffe efficiency 

is particularly responsive to errors in high discharge 

values, while the Nash-Sutcliffe efficiency for loga-

rithmic flows is more sensitive also for errors in low 

flows so that the average of these two measures results 

in a more balanced evaluation. The maximum possible 

value of the objective function is 1, which would indi-

cate perfect agreement between simulated and ob-

served discharge. As the bias in the precipitation esti-

mate is evaluated using the precipitation bias factor, 

the bias in the simulated discharge should be very low. 

The objective function is therefore additionally penal-

ized if the bias is greater than 0.05 or 5% of the ob-

served discharge.  

Despite the lack of hard data, two further constraints 

for the snow and glacier mass balance modules are 

introduced in order to avoid unrealistic simulations. 

First, an elevation is defined below which snow is not 

expected to accumulate over several years. This eleva-

tion is derived from LANDSAT images in summer 

and set to 4200 m for the Karadarya catchment. For 

each year, the number of elevation zones where simu-

lated snow does not melt away in elevation zones 

below this elevation is counted, and if it is above a 

threshold of one per year, the simulation is discarded. 

For example, for a model evaluation period of six 

years as in this study, the simulation will still be ac-

cepted if in one year the minimum snow water equiva-

lent is above zero in up to six elevation zones below 

the threshold elevation. It will also be accepted if in all 

six years the minimum simulated snow water equiva-

lent is above zero in only one elevation zone below 

the threshold elevation, but if the number of elevation 

zones or years where snow accumulates is higher, the 

simulation is discarded. Second, no measured glacier 

mass balances are available for the Karadarya catch-

ment, but based on measured mass balances in other 

catchments in Central Asia a wide range of 

−1000 mm a−1 up to +200 mm a−1 is set as a further 

constraint.  

The model optimization and parameter uncertainty 

analysis is performed using the DDS-AU algorithm 

(dynamically dimensioned search – approximation of 

uncertainty; Tolson and Shoemaker, 2008). The analy-

sis of parameter uncertainties is particularly important 

for the investigation of how much the calibrated pre-

cipitation bias factor varies between the best and other 

equally good parameter sets. The DDS-AU algorithm 

is an informal method (in contrast to formal Bayesian 

approaches) similar to GLUE (generalised likelihood 

uncertainty estimation; Beven and Binley, 1992), but 

instead of simple Monte Carlo simulations, which 

usually result in a high fraction of runs very far from 

the objective function maximum, a number of short 

optimization runs are started. These short optimization 

runs are meant to get into the region of the optimum, 

but the length of the optimization run is also short 

enough that they mostly do not reach the objective 

function maximum. For each optimization, 200 of 

these short DDS runs are started. The number of mod-

el evaluations in each DDS run (the length of the DDS 

run) is set randomly between three and seven times 

the number of calibration parameters resulting in 33 to 

77 model evaluations. In order to assure that at least 

one very good parameter set is found, one run with 

3000 model evaluations is performed. The individual 

DDS runs are independent from each other. The short 

optimization runs with 33 to 77 model evaluations 

help to approximate the uncertainty bounds, while the 

long run with 3000 model evaluations is meant to 

come very close to the global optimum.  

2.3.3.5 Sensitivity to model inputs 

Uncertainties in the calibration parameters are directly 

considered through the selected calibration approach. 

However, uncertainties in the model inputs may also 

have an impact. Influences on the precipitation bias 

factor are particularly expected from uncertainties in 

those inputs which affect evapotranspiration and thus 

also the water balance. In order to estimate the magni-

tude of the effect of these uncertainties, sensitivity 

analyses are performed. For these sensitivity analyses, 

we selected those inputs which are expected to strong-

ly affect the calculated evapotranspiration: the climate 

variables solar radiation and wind velocity; the plant 

parameters plant height, rooting depth, stomata re-

sistance and the matrix potential values below which 

transpiration is reduced or ceases; and soil depth 

(Table 2.4). Solar radiation, wind velocity, and plant 

height directly influence the potential evapotranspira-

tion. Root depth and soil depth determine the amount 

of soil water available to plants for transpiration. Min-

imum stomata resistance influences the potential tran-

spiration rate, and the two matrix potential values 

determine how this rate changes with decreasing soil 

water. The model is recalibrated for each variation 

factor of each of the inputs listed in Table 2.4 varying 

one factor at a time. This analysis is performed for all 

of the six subcatchments and all precipitation data
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Table 2.4: Climate, plant, and soil inputs selected for the sensitivity analyses.  

Input Original value Variation 

Solar radiation WRF downscaled ERA-40 data Multiply original value by 0.7 and 1.3 (based on differences 

between the WRF downscaled ERA-40 data and satellite 
based data from the NASA Surface Radiation Budget (SRB) 

product, version 3.1, http://eosweb.larc.nasa.gov/sse/; mean 

seasonal differences over 1984–2001 are 21% in spring and 
12% in summer) 

Wind  Constant value of 2 m s−1 Multiply original value by 0.5 and 2 (based on values of WRF 

downscaled ERA-40 data and available station data) 

Plant height Varies by land cover;  

e.g. grassland 30 cm 

Multiply original value by 0.25 and 4 

Root depth Varies by land cover;  
e.g. grassland 20 cm 

Multiply original value by 0.25 and 4 

Soil depth Varies by soil type between 35  

and 140 cm; mostly 50–100 cm 

Multiply original value by 0.5 and 2 

Minimum stomata resistance Varies by land cover;  

e.g. grassland 126 s m−1 (based 

on values from Körner, 1994) 

Multiply original value by 0.5 and 2 (according to ranges as 

given in Körner, 1994) 

Matrix potential below which 

transpiration is reduced  

(minsuction) 

−600 hPa (according to values 

from Feddes and Raats, 2004) 

Apply a value of −200 hPa and −15,000 hPa throughout the 

whole catchment 

Matrix potential below which 

transpiration is only 1% of the 

potential transpiration  
(maxsuction) 

−15,000 hPa Apply a value of −8000 hPa and −22,000 hPa throughout the 

whole catchment 

 

 

sets, but in order to restrict computing time the analy-

sis is constrained to one time period (1979–1984) and 

one long DDS run with 3000 model evaluations per 

subcatchment and precipitation data set (parameter 

uncertainties resulting from equifinality are not con-

sidered). 

2.4 Results and discussion 

2.4.1 Characteristics of the 
precipitation data sets 

2.4.1.1 Point based evaluation 

Comparison of downscaled ERA-40 
precipitation data to observations 

First, the precipitation data generated by downscaling 

the ERA-40 reanalysis data with WRF are evaluated 

relative to observed station time series. As this com-

parison can deliver information about the performance 

of the downscaled precipitation data at a few points in 

the catchment only, it is complemented by visual 

inspection of the spatial distribution of precipitation 

(section 2.4.1.2). Large deviations in terms of volume 

and/or an unrealistic spatial pattern may indicate a 

priori that in these areas the downscaled precipitation 

data are not suitable as input for water balance model-

ing or as spatial fields for the interpolation of station 

data.  

For mean annual precipitation, the bias of the WRF 

downscaled ERA-40 data compared to the gauge ob-

servations in the study area is in the range of +20% to 

−30% (Table 2.5). There is no relationship of the bias 

with elevation. The squared correlation coefficients 

for daily time series only reach values around 0.3 for 

the stations at lower elevations and are even lower for 

the high elevation stations. Monthly precipitation time 

series from the WRF model at the station locations 

generally correspond much better to the station data, 

with squared correlation coefficients around 0.6. Nev-

ertheless, large disagreements may exist for individual 

months or seasons, for example a strong overestima-

tion in summer 1983 in Chaar-Tash, or a considerable 

underestimation in June 1981 in Kyzyl-Jar (Fig. 2.2).  

The agreement between gauge and WRF precipitation 

data is similar to RCM applications in other moun-

tainous regions. For example, Frei et al. (2003) stud-

ied the performance of five RCMs (CHRM, HadRM, 

HIRHAM, REMO, ARPEGE) at a resolution of 0.5° 

with boundary conditions from ERA-15 in the Euro-

pean Alps. The bias of the areal mean of simulated 

precipitation ranged from +3% to −23% in winter and 

−5% to −27% in summer. Suklitsch et al. (2011) eval-

uated four high resolution (10 km) RCMs 

(WRF, MM5, REMO, CLM) driven by ERA-40 data 

over a simulation period of one year and found bias 

values up to −50% and +100% for individual seasons
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Fig. 2.2: Comparison of monthly time series over the 

period 1980–1990 of observed precipitation and WRF 

downscaled ERA-40 data at the gauge location for Chaar-

Tash (top) and Kyzyl-Jar (bottom).  

and subregions of the Alps. Higher correlation values 

between observed and simulated time series at month-

ly as compared to daily resolution are typical (e.g. 

Hurkmans et al., 2008); this can be explained by the 

fact that only a part of the precipitation can be mod-

eled deterministically, and errors from random pro-

cesses partly average out on a monthly timescale. 

Cross-validation of interpolated 
precipitation data sets 

The precipitation data sets interpolated from gauge 

observations using monthly fields from WRF 

downscaled ERA-40 data (WRFadj-all and WRFadj-

ind), monthly fields from multilinear regression 

(MLR-all and MLR-ind), and inverse distance 

weighting are also compared using leave-one-out 

cross-validation. Generally this analysis shows large 

errors for the stations Chaar-Tash in the north, Kyzyl-

Jar in the east and Sary-Tash in the south of the 

catchment, while for the clustered stations to the west 

of the catchment, the errors are low (Fig. 2.3). In par-

ticular the methods MLR-all and MLR-ind strongly 

overestimate at the station Kyzyl-Jar by around 160% 

and at Sary-Tash by around 35% and 50%, and under-

estimate at Chaar-Tash by approximately 35%. By 

comparison, the method WRFadj-all shows a more 

balanced performance with bias values of −7%, +8% 

and +40%, at these three stations. The performance of 

the IDW method with respect to bias is between the 

methods MLR and WRFadj. Regarding the mean 

absolute error, the methods IDW and WRFadj-all have 

approximately comparable results with higher errors 

in Chaar-Tash of the method WRFadj-all and higher 

errors in Kyzyl-Jar of the method IDW. Both with 

respect to bias values and mean absolute errors, the 

performance of WRFadj and MLR with monthly 

fields averaged over all years (‘-all’) is similar or 

slightly better than the versions which use monthly 

fields for individual years (‘-ind’). 

Table 2.5: Comparison of observed and WRF simulated 

precipitation at the station locations: bias, daily and monthly 

squared correlation coefficient calculated over the period 

1960–1990.  

Station  Elevation (m) Bias (%) R2 month R2 day 

Chaar-Tash  2748 18 0.54 0.25 

Djalal-Abad  971 −16 0.61 0.26 

Kyzyl-Jar  2230 −12 0.53 0.19 

Sary-Tash  3155 11 0.42 0.13 

Uzgen  1014 −31 0.66 0.28 

Dzhergital  1198 −25 0.65 0.28 

Gulcha  1542 3 0.68 0.27 

Savay  753 −1 0.59 0.29 

Kara-Suu  866 2 0.63 0.32 

Osh  887 9 0.59 0.31 

 

The low performance of the methods MLR-all and 

MLR-ind results from the fact that omitting a station 

from the interpolation changes both the mean monthly 

fields generated by linear regression and the adjust-

ment factors for the particular day interpolated by 

IDW. Omitting the stations Kyzyl-Jar or Sary-Tash 

results in very different monthly regression fields so 

that then IDW, WRFadj-all, and WRFadj-ind clearly 

outperform the methods MLR-all and MLR-ind. The 

methods WRFadj-all and WRFadj-ind are similar to 

the methods MLR-all and MLR-ind, in that also first 

monthly fields are calculated, and second these are 

adjusted to daily stations values. However, as the 

precipitation stations are not used in the calculation of 

the monthly fields, the methods WRFadj-all and 

WRFadj-ind show a more robust behavior when indi-

vidual stations are omitted. 

2.4.1.2 Spatial distribution and temporal 
dynamics of subcatchment mean 
values for the different 
precipitation data sets 

Despite only relatively small differences at the station 

locations, the precipitation data sets are very different 

with respect to their spatial distribution (Fig. 2.4). 

There are a few agreements, for example all precipita-

tion data sets indicate relatively high precipitation 

along the mountain range to the north and northeast of 

the catchment and relatively low precipitation in the 

valley close to the station Kyzyl-Jar.  

The precipitation data sets estimated by multilinear 

regression show a strong increase of precipitation with 

increasing elevation; additionally precipitation also
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Fig. 2.3: Bias and mean absolute error calculated from 

cross-validation for the interpolation methods WRFadj-all, 

WRFadj-ind, MLR-all, MLR-ind, and IDW for precipitation 

stations in or close to the Karadarya catchment.  

decreases to the south and to the east (Fig. 2.4 d, e). 

The WRF downscaled ERA-40 precipitation data 

indicate spots with very high precipitation values in 

the southern part of the catchment (Fig. 2.4 c). This is 

likely to be caused by the coarser topography and the 

poor representation of one of the mountain ridges in 

the southwest of the catchment (Fig. 2.1). Thus in the 

WRF model the valley in the southern part of the 

catchment is less sheltered from the wind than in reali-

ty, which might cause too high precipitation of the 

WRF model at this location. The mean annual precipi-

tation maps of the precipitation data set interpolated 

using monthly maps of the WRF precipitation (Fig. 

2.4 a, b) are very similar to the WRF precipitation 

map, with the main difference that in the former the 

precipitation at the station locations is closer to the 

observed values. The spatial distribution of precipita-

tion in the IDW interpolated and the APHRODITE 

precipitation data sets markedly differs from the other 

precipitation data sets in that they both indicate only 

very little precipitation in the southern and southeast-

ern parts of the catchment (Fig. 2.4 f, g).  

Naturally, there is much more agreement among the 

different data sets in terms of the temporal dynamics, 

as all data sets except for the WRF data originate from 

station data. The subcatchment mean monthly precipi-

tation data show a bimodal regime with a major peak 

in April-May and a minor peak in October (Fig. 2.5). 

There is a strong agreement between the different 

precipitation data sets for the three northern sub-

catchments; only the WRF downscaled ERA-40 pre-

cipitation data exhibit a slightly late seasonality with 

high precipitation also in June-July (Fig. 2.5 a-c). In 

the three eastern and southern subcatchments, the 

different precipitation data sets still agree on the gen-

eral seasonal distribution, but they strongly differ in 

magnitude. 

 

 

Fig. 2.4: Estimates of the mean annual precipitation 

(1960–1990) over the Karadarya catchment using different 

methods. Circles indicate measured precipitation at stations. 

Lines indicate subcatchment borders.  

2.4.1.3 Comparison to global gridded data 
sets 

Maps of mean annual precipitation from APHRO-

DITE and GPCC show a very similar spatial distribu-

tion in the study area, with a distinctive precipitation 

maximum in the north (Fig. 2.6). By comparison, the 

other two gauge based precipitation data sets UDEL 

and CRU indicate a much lower mean annual precipi-

tation and only show a very weak precipitation in-

crease to the north of the catchment. In contrast to the 

gauge based data sets, the ERA-40 reanalysis data 

shows higher precipitation in the southern compared 

to the northern part of the Karadarya catchment. The 

precipitation estimates from these global data sources
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Fig. 2.5: Monthly subcatchment mean precipitation 

(1960–1990) for six subcatchments of the Karadarya Basin 

and seven different precipitation estimates.  

are considerably lower than our estimates based on the 

methods WRFadj, WRF, or MLR (Fig. 2.4 a–e).  

The differences between the precipitation data sets 

applied in this study and global gridded data sets are 

clearly demonstrated in the values of the subcatchment 

mean precipitation (Fig. 2.7). If the precipitation data 

set MLR-all is used as a reference, UDEL and CRU 

underestimate precipitation by around −50% and 

−60% in the six subcatchments, for GPCC the under-

estimation varies from about −15% in the two north-

ern subcatchments to −50% in Gulcha and Cholma, 

and for the ERA-40 data this varies between an under-

estimation of −70% for the northern subcatchments to 

only a very small difference of the values in Cholma. 

As the number of stations included in the GPCC and 

APHRODITE data in this region is higher than in 

CRU and UDEL, this is likely to be the reason for the 

differences between APHRODITE and GPCC on the 

one hand and CRU and UDEL on the other hand. The 

ERA-40 data are obviously too coarse to derive areal 

precipitation estimates for catchments of the size as  

in this study. The higher precipitation of the ERA-40 

cells in the southern part of the catchment is probably 

caused by the higher elevation of these cells in the 

ERA-40 model. At this resolution smaller-scale fea-

tures such as the Fergana range in the north or the 

valley around Kyzyl-Jar in the west of the catchment 

cannot be represented.  

 

 

Fig. 2.6: Mean annual precipitation (1960–1990) for the 

Karadarya catchment from APHRODITE and four globally 

available gridded precipitation data sets GPCC, CRU, 

UDEL, and ERA-40.  

2.4.2 Evaluation of the precipitation 
data based on simulated 
discharge 

2.4.2.1 Parameter distributions and 
correlations between parameters  

Parameter distributions for the best 20, 50, 100, and 

150 parameter sets are shown as an example for the 

subcatchment Gulcha, the precipitation data set WRF, 

and the calibration period 1979–1984 (Fig. 2.8). The 

general behavior seen in this example is also typical 

for the other calibration cases. Most importantly for 

this study, the precipitation bias factor is confined to a 

very narrow range, indicating that the problem of 

identifying the precipitation bias factor is well de-

fined. For many other parameters, good models are 

achieved nearly over the whole parameter range. For 

example, the parameters glacier melt factor, k_sat_f, 

kf_corr_f, and sat_area_var are not constrained at all. 

The remaining parameters are between these two 

extremes; while the best 150 parameter sets may still 

include parameters from the whole parameter range, 

the parameters are confined to a more narrow range if 

one considers the best 20 or best 50 parameter sets 

only. As a consequence of this equifinality, i.e. the
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Fig. 2.7: Mean annual precipitation (1960–1990) for six 

subcatchments of the Karadarya Basin for the precipitation 

data sets MLR-all, APHRODITE, and four global precipita-

tion data sets.  

fact that very different parameter sets result in compa-

rable model performances, unconstrained parameters 

can for example not be used for catchment characteri-

zation, and it is not possible to transfer individual 

parameters to catchments with similar characteristics. 

This does however not impede the objectives of this 

study. 

Scatterplots of parameter pairs for the best 50 or 150 

parameter sets (not shown here) demonstrate that there 

are hardly any or only very low correlations between 

the precipitation bias factor and any other parameter. 

This is in accordance with the relatively narrow ranges 

of the precipitation bias factor after calibration. In 

some cases, there is a weak correlation of the bias 

factor to the glacier melt factor and to frac_riparian. 

Higher glacier melt increases the total runoff at the 

expense of a more negative glacier mass balance, and 

an increase in frac_riparian would result in a higher 

percentage of direct runoff thus decreasing actual 

evapotranspiration. The correlation to the glacier melt 

factor implies that it may be possible to further con-

fine the precipitation bias factor if glacier mass bal-

ance data were available to further constrain the glaci-

er melt factor. However, due to the small glacier frac-

tion and relatively high precipitation, glacier melt is 

only a small fraction of the total annual runoff so that 

the reduction in the range of the precipitation bias 

factor is expected to be comparatively small for the 

catchments studied here. In other catchments where 

glacier melt accounts for a higher percentage of total 

runoff it may not be possible to constrain the precipi-

tation bias factor to a narrow range without glacier 

mass balance data. 

2.4.2.2 Objective function values and 
predictive uncertainties resulting 
from parameter uncertainties 

Despite the differences between the precipitation es-

timates, most of the time they result in rather similar 

simulated discharge time series. This is also reflected 

in the objective function values (Fig. 2.9), which in 

many cases reach very similar values, both for the best 

and also for the best 20, best 50, or best 150 parameter 

sets. Most noticeable exceptions from this are the 

consistently lower values of the objective function 

values in the subcatchments Tosoi and Donguztoo for 

the model driven with WRF precipitation data; lower 

objective function values for the model driven with 

WRF precipitation data are also observed in other 

subcatchments for some time periods, e.g. in Salama-

lik and Ak-Tash for 1979–1984 and 1985–1990. Addi-

tionally, some precipitation products result in lower 

objective function values at only few gauges and time 

periods: MLR-ind in Cholma 1973–1978, WRF-ind in 

Cholma 1979–1984, and WRF-ind in Gulcha 1961–

1966.  

Lower objective function values of the model driven 

with WRF precipitation data may be explained by the 

difficulty of WRF to correctly predict the precipitation 

amount on a particular day (see comparison to ob-

served gauge precipitation, section 2.4.1.1). A possi-

ble reason why lower objective function values of the 

models driven with WRF data are predominantly 

observed in Tosoi and Donguztoo is the smaller size 

of these subcatchments. This results in less spatial 

averaging and smoothing of precipitation. Another 

possible cause is the higher percentage of rainfall in 

total precipitation due to the lower elevation of these 

two subcatchments. For snowfall the temporal dynam-

ics of precipitation is less important for the temporal 

dynamics of discharge as snow accumulates until the 

melting season.  

In this study, the uncertainty bands for the simulated 

discharge are meant to describe only the parameter 

uncertainties, i.e. the part of the total uncertainty 

caused by different parameter sets reaching equally 

good objective function values. If a higher number of 

parameter sets is included in the analysis, one also 

includes models with a clearly lower performance. For 

the subcatchment Salamalik, considerably worse mod-

els are included if the analysis is based on the best 100 

parameter sets (Fig. 2.9, row 3). It is therefore decided 

to focus the evaluation on the best 1, best 20, and best 

50 parameter sets. The width of the uncertainty bands 

based on the 50 best simulations is roughly half of the 

mean observed flow, and the uncertainty intervals 

include on average around 70% of the observed dis-

charge data in Tosoi and Donguztoo, between 50 to 

60% in Cholma, Ak-Tash and Salamalik, and 45% in 

Gulcha. This shows that parameter uncertainties can 

only explain some part of the uncertainties and that a 

relevant part of the uncertainty is also caused by errors 

in the model structure and in the model input. 
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Fig. 2.8: Histograms of the parameter distributions for the 

best 20, 50, 100, and 150 parameter sets for the subcatch-

ment Gulcha, precipitation estimate ‘WRF’, and time period 

1979–1984.  

2.4.2.3 Variation of the precipitation bias 
factor by precipitation estimate, 
subcatchment, and time period 

For a well-performing precipitation data set, the pre-

cipitation bias factor should be close to one, show 

little variability between different time periods and 

little variability between the different subcatchments. 

According to this, the two precipitation data sets based 

on multilinear regression seem to be the most suitable 

precipitation estimates (Fig. 2.10). The corresponding 

precipitation factors are very close to one in all sub-

catchments, except in Ak-Tash, where precipitation is 

underestimated by 16 to 38%. Based on the variability 

between different time periods, the precipitation esti-

mate MLR-all, which uses monthly regression esti-

mates averaged over 1960–1990, should be preferred 

over MLR-ind, which uses monthly regression esti-

mates from individual years, as the latter shows a 

higher variability in the subcatchments Gulcha and 

Cholma. The good performance of the discharge simu-

lations with precipitation data interpolated by MLR-all 

and MLR-ind despite the low performance in the 

cross-validation is likely due to the fact that the pre-

cipitation gauges and thus also the results of the cross-

validation are not representative for the areal precipi-

tation of the modeled subcatchments. If one is inter-

ested in areal precipitation estimates, cross-validation 

can be misleading, and an evaluation of different pre-

cipitation data sets using simulated discharge should 

be preferred. On the other hand, cross-validation also 

indicates the dependence of this approach from indi-

vidual stations with potentially strong changes to the 

interpolated precipitation if individual stations are 

removed from the data set. 

In contrast to the precipitation data sets interpolated 

by MLR, the direct use of WRF precipitation results in 

a precipitation bias which varies both between sub-

catchments and between time periods. For four of the 

subcatchments (Tosoi, Donguztoo, Salamalik, and 

Cholma) the bias varies from precipitation underesti-

mation in the early 1960s to overestimation in the 

1980s (Fig. 2.10, and more clearly visible for one 

subcatchment in Fig. 2.11), while there is a clear over-

estimation over all time periods in Gulcha and a clear 

underestimation over all time periods in Ak-Tash. The 

decrease of the bias factor indicates an artificial trend 

in the WRF downscaled ERA-40 precipitation data 

that is not consistent with the observed discharge data. 

Such trends in reanalysis data can result from changes 

in the observing system (Bengtsson et al., 2004). As 

the downscaled reanalysis data are the only data show-

ing this behavior and it is known that ERA-40 data 

have problems with trends, in this case, the problem 

with the trend in the downscaled ERA-40 data could 

also have been detected by simply comparing trends 

of the precipitation data. However, if two comparable 

precipitation data sets show different trends, a simula-

tion approach is required to show for which or wheth-

er for both precipitation data sets the precipitation bias 

varies over time, indicating that the trend in the pre-

cipitation data is not consistent with the trend in the 

discharge data. The overestimation for the subcatch-

ment Gulcha is likely to be at least partly caused by a 

too coarse topography in the WRF model, which re-

sults in the valley and mountain ridges to the west of 

this subcatchment being not well resolved (see Fig. 

2.1). 

Using spatial maps of WRF precipitation for the inter-

polation of gauge observations (WRFadj-all and 

WRFadj-ind) results in relatively low over- and un-

derestimations for Tosoi, Donguztoo, Salamalik, and 

Cholma, an underestimation of up to 26% in Ak-Tash, 

and a stronger overestimation of 36 to 50% in Gulcha. 

WRFadj-ind and WRFadj-all result in much less var-

iation of the precipitation factor between time periods 

than the direct use of the WRF precipitation. Howev-

er, the overestimation in the southern part of the 

catchment remains. Due to the lack of precipitation 

gauges in this part of the catchment, this overestima-

tion cannot be corrected by the combination of the 

spatial precipitation fields of WRF with observed 

precipitation time series. The variability of the bias 

factor between time periods and between subcatch-

ments is similar for the two precipitation estimates
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Fig. 2.9: Variation of the objective function values for 

different precipitation data sets (bars in each plot), different 

time periods (columns), and different subcatchments (rows). 

The colors indicate the range of objective function values 

for the best 20, 50, 100, and 150 parameter sets.  

 

Fig. 2.10: Variation of the precipitation bias factor for 

different precipitation data sets (bars in each plot), different 

time periods (columns), and different subcatchments (rows). 

The colors indicate the range of the precipitation bias factor 

for the best 20, 50, 100, and 150 parameter sets.  

WRFadj-all and WRFadj-ind. However, due to the 

lower objective function values of WRFadj-ind for the 

period 1979–1984 in Cholma and for the periods 

1961–1966 and 1979–1984 in Gulcha, WRFadj-all 

should be preferred to WRFadj-ind.  

Thus, in all subcatchments except Gulcha we find 

WRFadj and MLR as the most suitable methods. To-

bin et al. (2011), who estimated areal precipitation for 

two Alpine catchments in Switzerland, found that 

kriging with elevation as external drift variable outper-

formed kriging with event accumulated precipitation 

from the COSMO7 downscaled reanalysis data. Due 

to the differences in the methods and study area, this 

study is not directly comparable to our study. Howev-

er, one possible reason for the comparable perfor-

mance of an interpolation method using downscaled 

reanalysis data compared to other interpolation meth-

ods in our study may be the fact that for the basin in 

Switzerland a larger number of stations was available, 

which probably allowed a better identification of the 

observed variability and the precipitation elevation 

relationship from the data, while methods using simu-

lated precipitation fields from reanalysis data are 

particularly advantageous in situations where the vari-

ability of precipitation cannot be derived from the 

observed data.  

The precipitation estimate based on interpolation of 

the observed data by IDW results in an underestima-

tion of precipitation in all subcatchments. There is a 

strong variation of the bias factor between subcatch-

ments, with values indicating around 10% underesti-

mation in the subcatchments in the northern part (To-

soi, Donguztoo and Salamalik), around 95 and 65% in 

Ak-Tash and Cholma located in the west, and about 

35% in Gulcha located in the south of the Karadarya 

catchment. However, the variation of the precipitation 

bias factor between the different time periods remains 

low. The higher bias factors of the subcatchments Ak-

Tash, Cholma, and Gulcha are probably caused by the 

fact that the precipitation gauges in this part of the 

catchment are located in less exposed positions (e.g. 

Kyzyl-Jar is located within a valley, and Sary-Tash, 

despite being located at a high elevation, is sheltered 

by higher mountains) so that the precipitation amount 

at these stations is not representative for the catchment 

precipitation. In contrast, there is at least one precipi-

tation gauge at an exposed mountain position in the 

northern part of the catchment (Chaar-Tash), and thus 

the measured precipitation amount is more likely to be 

representative for the areal catchment precipitation in 

Tosoi, Donguztoo, and Salamalik.  
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Fig. 2.11: Variation of the precipitation bias factor by time period for the subcatchment Cholma as an example. The data are 

the same as also shown in Fig. 2.10, but they are sorted in a different way in order to better demonstrate the variation by time 

period (particularly noticeable for the WRF and APHRODITE precipitation data sets).  

The APHRODITE data also underestimate precipita-

tion in all subcatchments. To some extent (probably 

around 10%), the underestimation can be explained by 

the fact that for the APHRODITE data gauge observa-

tions are not corrected for undercatch errors before 

interpolation. In Ak-Tash, Gulcha, and Cholma there 

is a relatively strong variation of the bias factor be-

tween the different time periods. This seems not to be 

due to a change in the number of stations used for the 

generation of the data set, as with respect to this re-

gion and time period the number of stations remains 

relatively constant. 

2.4.2.4 Sensitivity of results with respect to 
uncertainties in inputs 

In order to check how robust the results are with re-

gard to changes in the inputs (see section 2.3.3.5), a 

sensitivity analysis is performed. Varying these inputs 

and re-calibrating the model has hardly any influence 

on the objective function values. This shows that the 

parameters can compensate for input errors. Changes 

in the precipitation bias factor are shown in Fig. 2.12. 

The boxplots summarize the changes in the precipita-

tion bias factor for the seven precipitation data sets 

and six subcatchments. An increase in the precipita-

tion bias factor of 0.1 in Fig. 2.12 would for example 

indicate that a precipitation bias factor of 1.1 would 

change to 1.2, meaning that the respective precipita-

tion data set underestimates precipitation by 20% and 

not by 10%. The largest uncertainties result from 

radiation, soil depth, root depth, and wind speed. For 

these inputs the median changes in the precipitation 

bias factor are between ± 0.03 and ± 0.07, but changes 

can be up to 0.2 for individual precipitation data sets 

and subcatchments. Changes in temperature, plant 

height, and stomata resistance have a lower influence 

with median values of about ± 0.03. Effects of chang-

es in the matrix potential below which transpiration is 

reduced and in the matrix potential below which tran-

spiration ceases are negligible.  

In summary, uncertainties of the precipitation bias 

factor due to uncertainties in inputs to the evapotran-

spiration module are less than 0.2 and in most cases

 

 

Fig. 2.12: Sensitivity analysis of the change in the calibrat-

ed precipitation bias factor as a result of changes in inputs 

for the time period 1979–1984. The boxplots show summar-

ies of the results averaged over the six subcatchments and 

seven precipitation data sets with the thick black line indi-

cating the median, the boxplot area the interquartile range 

and the whiskers the minimum and maximum change.  

even less than 0.1. The combined uncertainties might 

be higher and different from simply additive—for 

example the effect of an increase in root depth would 

be higher if the soil depth was increased at the same 

time. However, it is unlikely that the default estimates 

of all of the analyzed climate, soil and plant inputs are 

biased in a way that they would result in the same 

direction of change of the precipitation factor. 

2.5 Conclusions 

This study indicates that spatial fields from 

downscaled reanalysis data can provide useful infor-

mation for the spatial interpolation of precipitation 

data in regions where the spatial variability of precipi-

tation cannot be derived from ground-based observa-
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tions alone. The method depends on the assumption 

that the spatial variability is in general correctly repre-

sented in the downscaled reanalysis data. While this 

assumption cannot be fully validated, plausibility 

tests, like (1) inspecting the simulated precipitation 

fields for any conspicuous features, (2) checking that 

the major orographic characteristics of the region are 

also captured by the model orography, and (3) the 

comparison of simulated and observed precipitation 

data at locations of available stations, were generally 

successful for the Karadarya catchment. In the south-

ern part of the catchment, simulated precipitation 

tends to be overestimated due to mountain ridges to 

the west of this area that are not represented in the 

model orography. Compared to the direct use of the 

WRF downscaled ERA-40 data, hydrological model-

ing demonstrates a clearly better performance of the 

precipitation data set WRFadj, both with respect to the 

goodness of fit and with respect to the stability of the 

precipitation bias factor over different time periods. 

The evaluation by hydrological modeling further 

shows that, except for the subcatchment Gulcha, the 

method using monthly fields from WRF performs 

equally well as the best performing method for this 

area based on monthly fields from multilinear regres-

sion. Additionally, cross-validation points out that the 

method WRFadj behaves more robust against omitting 

individual stations than the interpolation method based 

on monthly fields from multilinear regression, sug-

gesting that it is particularly suited for data sparse 

regions.  

Using a calibrated precipitation bias factor as an addi-

tional performance criterion for the evaluation of 

precipitation estimates by hydrological modeling 

allows a more informed differentiation between the 

precipitation data sets. For our case study, it is for 

example shown that the main difference between the 

precipitation data sets based on interpolated station 

data is in the bias values, while the performance with 

respect to the time course is rather similar. The eval-

uation approach was further extended by an assess-

ment of uncertainties resulting from the calibration 

parameters, from uncertainties in the model inputs, 

and from different calibration periods. Uncertainties in 

the calibrated bias factor resulting from parameter 

uncertainties and from model inputs are not very large 

and on average both in the order of 0.1, corresponding 

to a precipitation bias of 10%. Thus, these uncertain-

ties are often smaller than the differences between 

different precipitation estimates. The evaluation of the 

precipitation bias factor for different calibration peri-

ods revealed a variation of this factor between time 

periods for two precipitation data sets, the WRF 

downscaled ERA-40 data and the APHRODITE data. 

Ideally, the precipitation input to a hydrological model 

should have zero bias, but a bias which is largely 

constant over time could usually be handled for most 

applications. A variation of the bias factor over time 

could indicate inconsistencies in gridded precipitation 

data sets (Mizukami and Smith, 2012). It shows that 

with these precipitation inputs the observed variability 

can only be captured by adjusting the precipitation 

bias factor. The fact that such a variation of the bias 

factor over time is not necessary for the other precipi-

tation estimates shows that this is caused by the pre-

cipitation input and not for example by changes in the 

catchment or deficits of the model. Currently, the bias 

factor represents a mean value over a calibration peri-

od. Future work should also investigate whether varia-

tions of this bias factor within this period, for example 

a seasonal variation, can be identified. 

With respect to the headwater catchments of the Kara-

darya Basin, the different precipitation data sets show 

very large differences for subcatchment mean precipi-

tation. Based on our evaluation, the precipitation data 

set MLR-all, which uses monthly fields from multilin-

ear regression, is judged as the most suitable precipita-

tion input for the studied headwater subcatchments of 

the Karadarya catchment. It shows good performance 

with respect to the objective function values—in 

common with all precipitation data sets based on in-

terpolated station data—low bias and only very small 

variations of the bias factor between different time 

periods. Our estimates of the precipitation input to 

these mountain subcatchments are considerably higher 

than those from continental- or global-scale gridded 

data sets. This demonstrates the large uncertainties in 

these data if they are applied to small to mesoscale 

mountain catchments. This also has implications for 

the use of these data for the evaluation or bias correc-

tion of regional climate models applied for climate 

impact studies. If the focus is on areas with sparsely 

gauged mountain regions, all precipitation estimates 

based on gauge observations are afflicted with large 

uncertainties and an evaluation of the precipitation 

using hydrological modeling and observed runoff 

might provide more reliable information.  

When evaluating different precipitation estimates by 

hydrological modeling it should be considered that the 

approach depends on several assumptions and that it is 

particularly suited for data sparse regions with large 

differences in the precipitation estimates. The ap-

proach firstly requires valid discharge measurements 

and assumes that measurement errors, subsurface 

inflows or outflows, and unknown abstractions or flow 

diversions are only small. Further uncertainties arise 

from the hydrological modeling, for example from 

uncertainties in the model inputs and the choice of 

model structure, particularly those inputs and model 

components which also influence the water balance. 

Uncertainties in model structure could be assessed by 

using an ensemble of hydrological models, which was 

however beyond the scope of this study. The effect of 

uncertainties of individual model inputs on the precip-

itation bias factor in this study is shown to be in the 

order of up to 10%; but the uncertainties may be high-

er when considering combined uncertainties and also 

taking into account different model structures. In re-
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gions where the differences in the precipitation esti-

mates are only small, an evaluation by hydrological 

modeling may therefore not lead to conclusive results. 

However, in many data sparse regions, like the catch-

ments investigated in this study, the uncertainties 

resulting from the hydrological modeling can be as-

sumed to be smaller than the differences between the 

precipitation data sets, making this approach very well 

suited for such regions. 
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3 The value of satellite-derived snow cover images for 
calibrating a hydrological model in snow-dominated 
catchments in Central Asia 

Abstract 

Including satellite-derived snow cover data for hydrologic model calibration can be a good way to improve mod-

el internal consistency. This study applied a multiobjective genetic algorithm to characterize the trade-off curve 

between model performance in terms of discharge and snow cover area (SCA). Using a Monte Carlo-based ap-

proach, we further investigated the additional information content of an increasing number of SCA scenes used 

in the calibration period. The study was performed in six snowmelt-dominated headwater catchments of the 

Karadarya Basin in Kyrgyzstan, Central Asia, using the hydrological model WASA and snow cover data from 

four melt seasons retrieved from AVHRR (Advanced Very High Resolution Radiometer). We generally found 

only small trade-offs between good simulations with respect to discharge and SCA, but good model performance 

with respect to discharge did not exclude low performance in terms of SCA. On average, the snow cover error in 

the validation period could be reduced by very few images in the calibration period. Increasing the number of 

images resulted in only small further improvements. However, using only a small number of images involves the 

risk that these particular images cause the selection of parameter sets which are not representative for the catch-

ment. It is therefore advisable to use a larger number of images. In this study, it was necessary to include at least 

10–16 images.  

Published as: 

Duethmann, D., J. Peters, T. Blume, S. Vorogushyn, and A. Güntner (2014): The value of satellite‐derived snow 

cover images for calibrating a hydrological model in snow‐dominated catchments in Central Asia. Water Resour. 

Res., 50(3), 2002–2021. 
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3.1 Introduction 

Mountain water resources play an important role for 

the water supply of downstream areas (Viviroli et al., 

2011). Particularly in dry regions with large popula-

tions, such as Central Asia, they are essential for irri-

gation, hydropower generation, and sustaining ecosys-

tems which depend directly or indirectly on the river 

flow. Potential impacts of climate change on mountain 

water resources are thus of great concern for water 

management. Assessments of the hydrologic impacts 

are required for developing strategies to cope with 

changing conditions, which is often approached using 

hydrological models in combination with climate 

scenarios.  

For such a task, the hydrological model needs to be 

able to extrapolate beyond the conditions during mod-

el calibration. This implicates that also internal pro-

cesses, which have not undergone validation against 

observations, need to be simulated correctly (Seibert, 

2000). It has been recognized for a while that good 

discharge simulations at the catchment outlet cannot 

guarantee good internal functioning of the model 

(Refsgaard, 1997) as this may be an effect of error 

compensation (Klemeš, 1986; Seibert and McDonnell, 

2002). Model consistency may be increased by includ-

ing internal variables in the model calibration and 

evaluation procedure (Güntner et al., 1999; Seibert, 

2000). Several studies have shown the utility of multi-

variable model calibration and validation, using varia-

bles like groundwater (Lamb et al., 1998; Madsen, 

2000; Seibert, 2000; Juston et al., 2009), soil moisture 

(Franks et al., 1998; Parajka et al., 2009), streamflow 

salinity (Mroczkowski et al., 1997), snow cover 

(Parajka et al., 2007), or glacier mass balance (Stahl et 

al., 2008; Konz and Seibert, 2010; Finger et al., 2011; 

Schaefli and Huss, 2011).  

In mountain catchments dominated by snowmelt run-

off, the correct representation of snow processes is 

crucial. Snow cover patterns from remote sensing can 

therefore be a useful data source for constraining 

model parameters. While these data do not contain 

information on the snow water equivalent (SWE), they 

are spatially distributed, which makes them particular-

ly useful for the evaluation of distributed models. 

They can thus be seen as complementary to the dis-

charge time series, which are spatially integrated but 

give quantitative information on the water balance 

(Finger et al., 2011). Remotely sensed snow cover 

data have been applied for hydrological modeling in 

different ways: as model forcing for snowmelt runoff 

models (e.g. Li and Williams, 2008), for model updat-

ing in data assimilation approaches (Rodell and 

Houser, 2004; Andreadis and Lettenmaier, 2006; 

Zaitchik and Rodell, 2009; De Lannoy et al., 2012; 

Yatheendradas et al., 2012; Liu et al., 2013), and for 

model calibration (Engeset et al., 2003; Udnaes et al., 

2007; Koboltschnig et al., 2008; Parajka and Blöschl, 

2008; Corbari et al., 2009; Sorman et al., 2009; Finger 

et al., 2011; Pellicciotti et al., 2012; Shrestha et al., 

2013). Parajka and Blöschl (2008) performed an ex-

tensive study over 148 catchments in Austria on the 

value of MODIS (Moderate-resolution Imaging Spec-

troradiometer) snow cover data for calibration of the 

HBV (Hydrologiska Byråns Vattenbalansavdelning) 

model. Their results are very encouraging as they 

showed that, on average, the inclusion of MODIS 

snow cover during model calibration led to better 

snow cover and runoff simulations in the validation 

period. Finger et al. (2011) applied a Monte Carlo 

approach for the calibration of a grid-based model 

against discharge, satellite snow cover, and glacier 

mass balance. Their investigation of which data com-

binations are particularly useful for model condition-

ing showed a superior performance of the combination 

of discharge and snow cover data. However, studies 

explicitly showing the trade-off between snow cover 

and discharge performance are rare. Parajka et al. 

(2007) analyzed trade-off curves of model perfor-

mance for discharge and snow cover area (SCA) de-

rived from interpolated measurements of snow water 

equivalent (SWE). Parajka and Blöschl (2008) used a 

weighted sum approach to combine the objective 

functions for satellite-derived SCA and discharge into 

one criterion, but also analyzed the effects of varying 

the weights. In this study, we therefore explicitly ana-

lyze trade-offs between good model performance with 

respect to discharge and SCA. The results from the 

multiobjective optimization are also contrasted with 

results from Monte Carlo sampling and single-

objective optimizations. 

A further question concerns the amount of snow cover 

scenes required for model calibration. Whereas some 

remote sensing snow cover data, such as those from 

MODIS, can be obtained as ready product, others, like 

AVHRR (Advanced Very High Resolution Radiome-

ter) or Landsat data, first need to be processed as only 

the raw data are available. This can be very time con-

suming, e.g., due to the need for manual georeferenc-

ing and sensor calibration. It is therefore very valuable 

to know how the added information content of addi-

tional images declines with an increasing number of 

observation scenes. While for discharge data this 

question has been addressed by a number of studies 

(Perrin et al., 2007, and references therein; see, e.g., 

Juston et al., 2009), we could not find any information 

on how much remote sensing snow cover data should 

be used for model calibration. This study therefore 

investigates the value of increasing the number of 

snow cover scenes for the calibration of a hydrological 

model.  

In the present study, a hydrological model is applied 

to headwater catchments of the Karadarya Basin in 

Kyrgyzstan, Central Asia. In these catchments, the 

runoff regime is strongly influenced by snowmelt 

runoff in spring and early summer, and snow cover 
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data are therefore expected to be very well suited for 

constraining the model and improving model con-

sistency. Due to lower data availability after 1990, a 

time period before 1990 was selected for model cali-

bration. MODIS snow cover data, which are only 

available from 2000, could therefore not be used and 

we instead resorted to AVHRR data.  

We first analyze the trade-offs between the model 

performance with respect to discharge and SCA using 

a multiobjective genetic algorithm to identify Pareto 

optimal solutions. Second, the study investigates with-

in a Monte Carlo approach how the model perfor-

mance in terms of snow cover prediction changes with 

an increasing number of SCA scenes in the calibration 

period. For the model evaluation against gridded satel-

lite snow cover data, we suggest an approach which 

makes use of the information on the snow cover dis-

tribution with elevation and does not require threshold 

values for the comparison between simulated SWE 

and observed SCA. 

3.2 Study area 

This study focuses on six headwater catchments of the 

Karadarya Basin located in Kyrgyzstan (Fig. 3.1). 

Together with the Naryn River, the Karadarya forms 

the Syrdarya, which drains into the Aral Sea. The 

selected catchments are all upstream of the Andijan 

Reservoir and the influence of water management is 

generally assumed to be only marginal, except for the 

catchment Gulcha, where water is sometimes diverted 

into an irrigation channel. The catchment areas range 

from 170 to 3840 km2 (Table 3.1). The catchments are 

characterized by high elevation gradients and maxi-

mum elevations up to 4750 m (Fig. 3.2). The predom-

inant land cover is mostly grassland, and two catch-

ments with lower elevations (Tosoi and Donguztoo) 

also have a larger fraction of agricultural land. Forest, 

which often impedes remote sensing of snow cover 

(Raleigh et al., 2013), only covers small fractions with 

a maximum value of 5% in Gulcha. A previous study 

analyzed the precipitation input to these catchments 

using hydrological modeling and observed discharge 

(Duethmann et al., 2013). While average annual pre-

cipitation at the gauges in vicinity to the study catch-

ments ranges from 350 mm a−1 (measured at the sta-

tions in the lowland west of the study catchments) to 

1050 mm a−1 (for the station in the northern mountain 

range), catchment average precipitation in the six 

study catchments is estimated to be between 700 and 

1200 mm a−1. Mean annual runoff over the period 

1961–1990 ranges from <300 mm a−1 in the catchment 

Gulcha to nearly 800 mm a−1 in Ak-Tash (Table 3.1), 

resulting in annual runoff coefficients of approximate-

ly 0.4–0.6. The discharge regime is dominated by 

snowmelt with maximum discharges in spring and 

early summer. 

 

 

Fig. 3.1: The six study catchments in the Karadarya Basin, including elevation, discharge gauges, and precipitation gauges 

in the area. The inlet shows the location of the upper Karadarya Basin in Kyrgyzstan.  
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Table 3.1: Area, glacier coverage, elevation range, mean annual runoff, and runoff coefficient of the studied subcatchments 

of the Karadarya Basin.  

 Area Glacier 
coverage 

Elevation (m) Runoff* Runoff  
coefficient** 

 (km2) (%) min. max. mean (mm a−1) (-) 

Tosoi 216 0.0 1253 3165 2001 432 0.43 

Donguztoo 166 0.0 1271 3502 1999 505 0.46 

Salamalik 1180 0.5 1288 4381 2592 585 0.55 

Ak-Tash 907 2.3 1728 4752 3121 778 0.62 

Cholma 3840 1.9 1352 4753 3117 410 0.50 

Gulcha 2010 0.7 1557 4623 3013 267 0.38 

*   Mean annual runoff over the period 1961–1990. 
** Calculated for the period 1961–1990 using precipitation estimates by Duethmann et al. (2013). 

 

 

3.3 Data and methods 

3.3.1 Extraction of snow cover from 
AVHRR satellite imagery 

Snow cover data were extracted from images of the 

AVHRR instrument onboard the NOAA-9 and 

NOAA-11 satellites. The AVHRR sensor provides 

images with a resolution of 1.1 km at nadir. Scenes 

were selected from the melt seasons (March–July) of 

the years 1986–1989, when both AVHRR data and 

suitable input data to drive the hydrological model 

were available. We focused on the melt season, as the 

parameters of the hydrological model were expected 

to be most sensitive to observed snow cover during 

this time. The time step between the images was ap-

proximately 9–14 days, but larger time steps were 

sometimes necessary in order to avoid high cloud 

coverage and poor data quality.  

Before the images could be employed for snow cover 

delineation, careful calibration was required, including 

the calculation of albedo and radiances from the raw 

data as well as corrections for the sensor degradation

and for nonlinearities in the measurements. In order to 

correct for the sensor degradation of channel 1 and 2, 

the calibration formulae of Rao and Chen (1995) were 

applied. Nonlinearities of the radiance measurements 

in channel 4 and 5 were adjusted using the corre-

sponding error values from the NOAA Polar Orbiter 

Data User’s Guide (National Climate Data Center, 

1998). Finally, radiances of channel 3–5 were con-

verted to temperatures using the inverted Planck’s 

radiation equation, and the Normalized Differential 

Vegetation Index (NDVI) was calculated from chan-

nels 1 and 2. 

The data were then classified into snow, no snow, and 

clouds using a dichotomous multichannel classifica-

tion scheme based on a model developed by Voigt et 

al. (1999). Inputs to this model were differences in 

surface temperature, albedo, and NDVI, which is used 

for the extraction of the vegetation coverage. Initial 

values for the thresholds were taken from Höppner 

and Prechtel (2002). On the basis of visual interpreta-

tion of the scenes, these thresholds were subsequently 

adapted to the study region and to the respective sea-

son with different values for spring and summer. The 

seasonal variation proved to be particularly important 

for the correct discrimination between snow and 

clouds.  

 

Fig. 3.2: Distribution of the catchment area with altitude for the six study catchments (by 200 m elevation zones).  
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3.3.2 Hydrological model 

The hydrological model WASA (Model of Water 

Availability in Semi-Arid Environments) (Güntner, 

2002; Güntner and Bronstert, 2004) was originally 

developed for large semiarid basins, and later extend-

ed for erosion and sediment transport (Mueller et al., 

2010) and for mountainous regions influenced by 

snow and glacier melt (Duethmann et al., 2013).  

The model uses a semidistributed approach. The spa-

tial discretization may either be based on hillslopes 

(Güntner and Bronstert, 2004; Francke et al., 2008), 

which also allows for lateral surface and subsurface 

redistribution along the hillslope, or on hydrological 

response units (HRUs), which enables faster simula-

tions. This study applied the latter approach. HRUs 

were delineated based on 200 m elevation bands, 

resulting in 11–18 HRUs with a median size of 51 km2 

and a range of 0.01–452 km2. Each HRU was associ-

ated with its dominant soil type, dominant land cover 

type, and its glacier fraction. 

The model includes routines for snow accumulation, 

snow and glacier melt, interception, infiltration, perco-

lation through a multilayer soil, and evapotranspira-

tion. Runoff processes considered by the model are 

infiltration and saturation excess surface runoff, inter-

flow, and groundwater runoff. The model version used 

in this study separates subsurface flow into interflow 

and base flow based on a calibration parameter, and 

also considers that in a small fraction of the catchment 

(e.g., riparian areas, roads or rock areas connected to a 

stream) rainfall directly results into streamflow. The 

following section presents details of the snow module, 

detailed descriptions of other model components can 

be found in Güntner (2002) and Güntner and Bronstert 

(2004).  

For the calculation of snow accumulation, precipita-

tion is separated into rainfall or snowfall based on a 

calibrated threshold temperature. Snowmelt is simu-

lated using a temperature index approach (Hock, 

2003), where the melt factor varies in a sinusoidal 

form between a minimum value at the winter solstice 

and a maximum value at the summer solstice. The 

increase of the melt factor from winter to summer 

reflects an increase in incoming solar radiation and a 

decrease of the snow albedo associated with aged 

snow (Anderson, 2006). 

Due to wind drift, avalanches, and the spatial variabil-

ity of precipitation, snow is rarely uniformly distribut-

ed after snowfall, and variability in the melt processes 

(for example, due to variations in shading) may fur-

ther increase the variability of SWE within an eleva-

tion zone, which is however often neglected in hydro-

logical models. Neglecting this variability of SWE 

within an elevation zone or HRU implicates that an 

elevation zone can only be snow covered or snow free, 

resulting in abrupt changes from completely snow-

covered conditions to completely snow free at the end 

of a melt season. Furthermore, the comparison to 

remotely sensed snow cover is easier if also fractional 

snow cover areas are simulated. In the WASA model, 

the variability of SWE within an elevation zone is 

parameterized using a snow depletion curve, as for 

example described by Liston (2004). The snow deple-

tion curve in this case describes the fractional SCA as 

a function of the SWE divided by the maximum SWE 

at the end of the accumulation season (snow depletion 

curves may also be defined in other ways, for exam-

ple, SCA as a function of time). During accumulation 

a spatially continuous snow cover is simulated; 

snowmelt then results in a gradually decreasing SCA. 

It has been observed that for a given catchment the 

spatial distribution of relative snow amounts is similar 

from year to year so that the shape of the snow deple-

tion curve can be assumed constant in time (e.g., Luce 

and Tarboton, 2004). The distribution of the observed 

SWE is often approximated by a lognormal distribu-

tion (Donald et al., 1995). SCA can then be calculated 

analytically from the maximum simulated SWE at the 

end of the accumulation season and the cumulative 

melt depth (Liston, 2004). This parameterization for 

the description of the fractional SCA has only one 

additional parameter, the coefficient of variation of the 

SWE distribution. It assumes that within each eleva-

tion zone there is always some part with a very thin 

snow cover so that with the beginning of snowmelt a 

snow-free area is created. For cases where this is not 

considered appropriate, one could introduce an addi-

tional parameter defining the SWE that must melt 

before any snow-free area starts to be exposed 

(Donald et al., 1995). The situation that snowfall oc-

curs during the melting phase needs to be considered 

separately. In this case, the model simulates a SCA of 

100% and melt affects the whole area until the new 

snow is melted; the model then proceeds on the estab-

lished snow depletion curve. If the sum of the remain-

ing snow from the main accumulation period and the 

new snow exceed the previous maximum accumula-

tion, the model considers this to be a new accumula-

tion period and a new snow depletion curve is started. 

For HRUs containing a glacier, it is assumed that 

snow remains longest on the glacier so that glacier 

melt does not start until the snow-covered area in that 

HRU is smaller than the glacier area. 

This version of the model has 13 calibration parame-

ters (Table 3.2). The parameter ranges were estab-

lished based on literature values and previous experi-

ences with the WASA model. The glacier melt param-

eter is recalculated into a glacier melt factor with 

values ranging between the snowmelt factor and an 

upper boundary of 15 mm °C−1 d−1.  

The following input data were used to set up the 

WASA model for the Karadarya Basin: the SRTM 

(Shuttle Radar Topography Mission) digital elevation 

model (Jarvis et al., 2008) with a resolution of 90 m, 

the MODIS land cover product at a resolution of 
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Table 3.2: Calibration parameters including values for the lower and upper bounds.  

Routine Parameter Unit Lower bound Upper bound 

Snow and glacier melt min. snowmelt factor mm °C−1 d−1 1 15 

 max. snowmelt factor mm °C−1 d−1 1 15 

 glacier melt parameter - 0 1 

 threshold melt temperature °C −2 2 

 coefficient of variation (cv) - 0.001 1 

Infiltration and percolation kf_corr_f -  0.01 100 

 k_sat_f - 0.01 100 

Subsurface flow frac2gw - 0 1 

 interflow delay factor days 10 100 

 groundwater delay factor days 200 400 

Generation of direct runoff from 
areas connected to the stream 

frac_riparian -  0 0.05 

Spatial variability of saturated areas 
within a model unit 

sat_area_var - 0 0.3 

Precipitation input precipitation bias factor - 0.75 1.5 

 

 

500 m (MCD12Q1) (Friedl et al., 2002), mean month-

ly leaf area index (LAI) values from the 8 day MODIS 

LAI product for 2001–2008 at a resolution of 1 km 

(MOD15A2) (Myneni et al., 2002) aggregated by 

elevation zone, subcatchment and land cover class, a 

soil map (1 : 1 500,000) digitized from the Kyrgyz 

Atlas (Academy of Science of the Kyrgyz SSR, 1987), 

and glacier areas delineated from a Landsat Multispec-

tral Scanner (MSS) scene (resolution 79 m) in summer 

1977.  

A previous analysis evaluated various precipitation 

estimates for this area (Duethmann et al., 2013) and 

concluded that the precipitation product interpolated 

from gauge data using monthly precipitation fields 

derived by multilinear regression against elevation, 

longitude, and latitude was best suited for this area. 

This precipitation product (“MLR-all” in Duethmann 

et al., 2013) was therefore also applied in the current 

study. The model further uses daily time series of 

solar radiation, temperature, temperature lapse rate, 

and humidity. Due to the lack of observational data 

these data were derived from the ERA-40 reanalysis 

data (Uppala et al., 2005) downscaled to a resolution 

of 12 km using the regional climate model Weather 

Research and Forecasting Model (WRF) (Skamarock 

et al., 2008). For details of the WRF simulations 

please refer to Duethmann et al. (2013). The meteoro-

logical time series were applied to the hydrological 

model as area-mean values for each catchment. 

Discharge data used for model calibration were pro-

vided by the Hydrometeorological Service of Kyrgyz-

stan. Water stage is recorded twice daily manually and 

continuously at the larger rivers under high flow con-

ditions using a float driven recording sensor. Dis-

charge is estimated about four times per month during 

low flow and eight times per month during high flow 

conditions using the velocity-area method with veloci-

ties derived from current meter measurements. Data at 

the gauge Gulcha are influenced by diversions into an 

irrigation channel upstream of this gauge. As timing 

and volume of these abstractions were not known, 

they could not be considered in the model. 

3.3.3 Model calibration 

3.3.3.1 Objective functions 

For the calibration to discharge data, the following 

objective function was used:  
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NSE is the Nash-Sutcliffe efficiency value between 

daily observed (Qobs(t)) and simulated (Qsim(t)) dis-

charge and LogNSE is the Nash-Sutcliffe efficiency 

calculated on logarithmic flows. As the Nash-Sutcliffe 

efficiency is particularly responsive to errors in high 

discharge values, and the Nash-Sutcliffe efficiency for 

logarithmic flows is more sensitive to errors in low 

flows, an average of these two measures results in a 

more balanced evaluation of high and low flows. The 

maximum possible value of the objective function 
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is 1, which would indicate perfect agreement between 

simulated and observed discharge.  

Previous studies used different methods for evaluating 

model performance of semidistributed models with 

respect to raster-based remote sensing snow cover. 

Several studies simply compared catchment average 

simulated and observed SCA (Engeset et al., 2003; 

Udnaes et al., 2007; Sorman et al., 2009). This ap-

proach however neglects the information of the SCA 

distribution with elevation, which is also contained in 

the snow cover data. The method suggested by 

Parajka and Blöschl (2008) takes account of the ob-

served SCA in each elevation zone. As the hydrologi-

cal model they applied simulated a uniform distribu-

tion of SWE in each elevation zone, they used an 

indirect approach for the comparison between simu-

lated SWE and observed SCA. They defined two 

kinds of errors—a snow underestimation error if the 

model simulated no snow in an elevation zone but the 

snow-covered area was larger than a threshold, and a 

snow overestimation error if the simulated SWE was 

above an SWE threshold but the remote sensing data 

indicated no snow for this elevation zone. A disad-

vantage of this approach is the subjective choice of the 

thresholds, which can influence the results of the 

comparison. For the snow underestimation error it is 

for example not clear to what value the threshold for 

observed SCA should be set. A SCA threshold of, e.g., 

0.05 means that the model has to simulate at least 

some snow (SWE > 0) if the observed SCA is larger 

than 5%, otherwise this produces an underestimation 

error. By assuming a uniform SWE distribution, this 

however, also has the consequence that the model 

generates snowmelt from the entire elevation zone, 

while in reality snowmelt is only produced from the 

much smaller snow-covered area. In the present study, 

this problem was avoided by introducing the parame-

terization for the fractional SCA in an elevation zone 

as described in section 3.3.2, which then allowed a 

direct comparison between simulated and observed 

snow cover fraction for each elevation zone. While 

introducing such a parameterization increased the 

number of parameters by one, it also allowed a more 

realistic representation of the fractional SCA, which 

could potentially also improve the runoff simulations.  

For the comparison to simulated snow cover, the 

AVHRR snow cover data were summarized by 

catchment and elevation zone. An AVHRR cell 

(1.1 km × 1.1 km) was assigned to an elevation zone 

according to its median elevation, calculated from the 

90 m SRTM digital elevation model. In a next step, 

the fractional snow and cloud cover by catchment and 

elevation zone were calculated. This approach thus 

particularly considers the large-scale heterogeneity at 

a scale larger than the AVHRR cell size. Observed 

snow cover values were only considered for model 

comparison if >20% of that elevation zone was cloud 

free and if there were more than three cloud-free cells. 

The objective function with respect to snow cover was 

then defined as root-mean-squared error (RMSE) 

between simulated and observed SCA: 
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where ),( jiSCAobs
 and ),( jiSCAsim  are the observed, 

respectively, simulated, SCA on observation day i in 

elevation zone j; m is the number of days with snow 

cover observations; and n(i) the number of elevation 

zones with valid observations on day i. The best pos-

sible value of this objective function is 0, which would 

indicate perfect agreement between simulated and 

observed SCA. 

Due to the formulation of the two objectives, multi-

objective model calibration aims at identifying param-

eter sets which maximize objf_q and minimize 

objf_sca. 

3.3.3.2 Multiobjective calibration to 
determine Pareto fronts 

As the optimum solutions for different objectives in 

general do not converge, multiobjective optimization 

aims at identifying a set of Pareto optimal solutions 

instead of one single best solution. A solution is clas-

sified as Pareto optimal (or nondominated) if there is 

no other solution which improves in one or more ob-

jectives without degrading at least one objective. Evo-

lutionary algorithms are particularly suited to solve 

such multiobjective problems, as due to their popula-

tion-based approach they can return a set of solutions 

within a single run (Konak et al., 2006). For this 

study, we applied the Epsilon-Dominance Nondomi-

nated Sorted Genetic Algorithm II (ε-NSGAII) (Kollat 

and Reed, 2006). This algorithm was selected, as in 

comparison studies which also included hydrological 

model calibration in their test problems, this algorithm 

was competitive or superior to other state-of-the-art 

multiobjective algorithms (Kollat and Reed, 2006; 

Tang et al., 2006). ε-NSGAII is based on the NSGAII-

algorithm (Deb et al., 2002), which uses a fast non-

dominated sorting algorithm and elitism. Elitism 

means that the nondominated solutions found so far 

are preserved and survive to the next generation. As 

an extension compared to the original NSGAII-

algorithm, ε-NSGAII introduced the concept of 

ε-dominance, adaptive population sizing and automat-

ic termination, reducing the number of algorithm pa-

rameters to be tuned. ε-dominance allows the user to 

specify the required precision in each objective. The 

user should set it to the difference in objective func-

tion values he or she considers to be relevant. The 

objective space is divided into multidimensional cells, 

with the dimension according to the number of objec-

tives and the cell size in each dimension according to 

the ε-value in this objective. If there is more than one 
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solution within a cell, only one solution—in case of 

minimization of all objectives, the solution closest to 

the origin—is retained. This way the density of the 

final nondominated solutions is controlled. In a series 

of connected runs, the population size is adapted ac-

cording to the number of archived nondominated 

solutions. A new run is started if there is no significant 

increase in the number or quality of the nondominated 

solutions over a selected number of generations. The 

overall search is terminated if there is no significant 

improvement between the archived solutions of two 

successive runs. For this study, we used an initial 

population size of 16 and a maximum run time of 

40,000 generations. ε-values were set to 0.005 for 

objf_q and 0.001 for objf_sca. Other algorithm param-

eters were set to the values as suggested by Kollat and 

Reed (2006). In order to reduce run time, a parallel 

version of the code (Tang et al., 2007b) was applied.  

Snow cover data only were available for the period 

1986–1989. As a two year period was regarded as 

being too short for model calibration with respect to 

discharge, and the model could not be run in the 1990s 

due to missing data, the model was first calibrated in 

simulation period A (1978–1981 and 1986–1987) and 

validated in simulation period B (1982–1985 and 

1988–1989), and then calibration and validation peri-

od were swapped (calibration in simulation period B 

and validation in simulation period A). Thus, calibra-

tion and validation periods usually included two years 

of snow cover and six years of discharge data. Simula-

tions were always performed for a continuous period. 

For example, for calibration in period A, simulations 

were performed for the period 1976–1987. From these 

simulations, objf_q was evaluated over 1978–1981 

and 1986–1987, and objf_sca was evaluated over 

1986–1987. Due to gaps in the discharge data (21 May 

to 31 December 1980 in Ak-Tash and 1989 in Salama-

lik) the calibration or validation periods were accord-

ingly shorter in these two catchments. An additional 

two year period prior to the actual simulation period 

was used for model initialization.  

3.3.3.3 Monte Carlo parameter calibration 
for investigating the value of an 
increasing number of snow cover 
scenes 

The additional information content of an increasing 

number of snow cover scenes was explored by cali-

brating the model using different subsets of snow 

cover images during the calibration period and evalu-

ating the model performance against the snow cover 

images in the validation period. This resulted in a very 

large number of different calibration settings, as dif-

ferent possibilities of, e.g., selecting 5 snow cover 

images from 20 available images in the calibration 

period have to be considered. Optimizing the parame-

ters for each subset of observations was therefore not a 

suitable approach. While for a small number of cali-

bration settings multiobjective calibration usually 

results in better model performances with a lower 

number of simulations, Monte Carlo simulations can 

be more efficient if the number of different subsets of 

observations to which the model should be calibrated 

is very large. After once performing a large number of 

simulations, it is then possible to simply select well-

performing simulations for a large number of different 

calibration settings without further computational cost. 

Assuming uniform distributions between the mini-

mum and maximum bounds, 50,000 random parame-

ter sets were generated using Latin hypercube sam-

pling.  

For each catchment, the RMSE of observed versus 

simulated SCA of each image was evaluated. Snow 

cover images for which the range of RMSE values 

over the 50,000 simulations was zero were not consid-

ered in the next step since they did not exert any con-

straining power. These were generally images where 

only elevation zones far below or above the snowline 

were cloud free and which were thus not challenging 

for the model. In the next step, the value of increasing 

the number of snow cover scenes was evaluated. Cali-

bration and validation period were defined as de-

scribed in section 3.3.3.2 and all simulations where 

objf_q in the calibration period was above 0.5 were 

selected. Now n = 0, 1, … m images were randomly 

chosen from the calibration period, where m denotes 

the number of available images in the calibration peri-

od. In order to calculate the median, minimum, and 

maximum value of objf_sca during the validation 

period, the following procedure was applied (summa-

rized in Fig. 3.3). For each simulation, objf_sca with 

respect to the selected images in the calibration period 

was calculated and the best s = 20 parameter sets were 

selected (for n = 0, s parameter sets were chosen ran-

domly). Selecting an ensemble of best performing 

parameter sets instead of selecting just one best pa-

rameter set is expected to result in a more robust be-

havior during the validation period. For the selected 

 

 

Fig. 3.3: Procedure for calculating the minimum, median, 

and maximum snow cover error during the validation peri-

od, when using n snow cover images for model calibration.  
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simulations, the model performance over the valida-

tion period was evaluated and averaged over the se-

lected simulations. This was repeated j = 10,000 times 

in order to sample different combinations of selecting 

n from m images. Finally, the median, minimum, and 

maximum objf_sca of these 10,000 repetitions were 

calculated. The procedure depicted in Fig. 3.3 was 

repeated for n = 0, 1, … m images. It was also per-

formed for the two different calibration periods (cali-

bration in period A and validation in period B, and 

vice versa). 

3.4 Results and discussion 

3.4.1 Characterization of the trade-offs 
between good performance for 
discharge and snow cover area 

Using a multiobjective evolutionary algorithm, it was 

investigated how well discharge and SCA can be 

modeled simultaneously. Overall the model achieved 

good performances with objective function values for 

discharge between 0.62 and 0.93 (optimum = 1) and 

objective function values for SCA between 0.1 and 

0.29 (optimum = 0). Plots of the Pareto fronts show 

that the trade-offs between good simulations with 

respect to discharge and SCA are generally small in 

the studied catchments (Fig. 3.4). In this figure, the 

red and blue dots indicate the solutions for calibration 

period A and B, respectively. Optimum solutions plot 

in the lower left corner. Only for the catchment Gul-

cha, a larger spread of solutions can be seen, for all 

other catchments, only up to six solutions were found. 

Solutions which differ by less than the specified 

ε-values of 0.005 for objf_q and 0.001 for objf_sca 

were not retained by the algorithm, avoiding overly 

precise trade-offs, which are not meaningful (Kollat et 

al., 2012). Thus in most of the studied catchments a 

good model performance in terms of SCA did not 

preclude a good simulation of discharge. The model 

performances in the validation periods are close to the 

performances if the respective period was used for 

calibration (Fig. 3.4), except for the catchment Gul-

cha, where the model seems to be less transferrable 

between different periods. The peculiarities at Gulcha 

with overall lower performances, a larger trade-off 

between discharge and snow cover performance, and 

lower transferability between the calibration and vali-

dation period are likely to be caused by the unconsid-

ered flow diversions into an irrigation channel up-

stream of this gauge.  

We also compared the performance of the calibrated 

model to an uncalibrated model which simply uses 

mean parameter values between the upper and lower 

 

 

Fig. 3.4: Trade-off curves of model performance against SCA (objf_sca) and discharge (objf_q) for the six study catch-

ments. The x axis is plotted in reverse order so that optimum solutions plot in the lower left corner. Dots: calibration period; 

crosses: validation period; blue: simulation period A (1978–1981 and 1986–1987); red: simulation period B (1982–1985 and 

1988–1989). For example, blue dots indicate the model performance in simulation period A of the solutions from the calibra-

tion in simulation period A, and blue crosses show the model performance in simulation period A of solutions from the cali-

bration in simulation period B. Additionally, the stars show the performance of the uncalibrated model. Please note the dif-

ferent scales of the x axes.  
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Fig. 3.5: Scatterplots of the objective function with respect to SCA (objf_sca) against the objective function with respect to 

discharge (objf_q) showing both the solutions generated by Monte Carlo sampling (blue) and the solutions from the multi-

objective optimization algorithm (red). The x axis is plotted in reverse order so that optimum solutions plot in the lower left 

corner. a) Calibration in simulation period A (1978–1981 and 1986–1987), and b) calibration in simulation period B (1982–

1985 and 1988–1989).  

parameter bound of Table 3.2 (Fig. 3.4). This shows 

that in all cases model performance was improved by 

calibration, and on average, objf_q improved by 0.33 

and objf_sca improved by 0.03 (Fig. 3.4).  

The multiobjective optimization algorithm always 

outperformed the best solutions of the Monte Carlo 

simulations with randomly sampled parameters (Fig. 

3.5). The number of model evaluations used by the 

multiobjective optimization was between 4168 and 

12,472 with an average of 6988. Thus, even though 

the average number of model evaluations in the multi-

objective optimization was about seven times smaller 

than the number of Monte Carlo simulations applied 

in this study, better solutions were achieved through 

multiobjective optimization. The scatterplots in Fig. 

3.5 also show that it is possible to achieve good simu-

a)

b)
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lations with respect to discharge with a large snow 

cover error and vice versa. This was also confirmed by 

single-objective optimizations where the model was 

calibrated only against discharge or only against SCA. 

For the criterion which was included in the optimiza-

tion (either discharge or snow cover area), they result-

ed in virtually the same model performance as the best 

performing solution with respect to this criterion from 

the multiobjective optimization, but only much lower 

performances were achieved for the neglected criteri-

on. Namely, for the optimizations against SCA only, 

objf_q was on average 0.62 worse than the worst solu-

tion from the multiobjective optimization; and for the 

optimizations against discharge only, objf_sca degrad-

ed on average by 0.05. It is therefore necessary to 

consider both objectives for model conditioning. 

3.4.2 Model performance in terms of 
discharge and snow cover area 

In addition to the objective function values, which 

assess the model performance in an aggregated way, 

this section provides a more detailed analysis of the 

model performance with a particular focus on SCA 

prediction. Time series of simulated and observed 

fractional SCA can be compared for each elevation 

zone in each subcatchment (see examples in Fig. 3.6). 

As the trade-offs between the solutions from the mul-

tiobjective optimization were only small, the figure 

depicts only one compromise solution from the multi-

objective optimization indicated by the black line. In 

many cases, the observed decrease in snow cover is 

well represented by the model. Not only start and end 

point in time of snow cover depletion but also the 

fractional snow cover often compares well to the ob-

served one. The model has some difficulties with 

snow events during the melt season. Possible reasons 

for this are uncertainties in the precipitation input, the 

precipitation phase (solid or liquid), and the model 

assumptions for snow events during the melt season. 

The interpolated precipitation is only based on rela-

tively few stations so that the timing of precipitation 

events cannot always be representative for the entire 

catchment. Uncertainties in the precipitation phase are 

due to uncertainties in the temperature and lapse rate, 

as well as the fact that the temperature below which 

precipitation falls as snow is not a fixed value but may 

vary from event to event. If there are snow events 

during the melt season, the simulated SCA of the 

elevation zones with snowfall is increased to 100% 

(assuming that snowfall covers the entire elevation 

zone, see section 3.3.2) and only decreases again after 

this new snow has completely melted, though in reali-

ty this new snow might also disappear more gradually. 

In order to visualize the difference between simula-

tions with comparable performance in terms of objf_q 

but different performance in terms of objf_sca, Fig. 

3.6 also shows results from the Monte Carlo sample, 

selected as the five best and the five worst simulations 

in terms of objf_sca from all solutions with 

objf_q ≥ objf_qmax − 0.05, where objf_qmax is the best 

Monte Carlo solution in terms of objf_q achieved for 

this catchment. The solutions with a poor performance  

Fig. 3.6: Time series of simulated versus observed SCA during the validation period, for selected catchments and elevation 

zones. The simulations show a compromise solution in terms of snow cover and discharge performance from the multiobjec-

tive optimization, and solutions from the Monte Carlo sample with comparable performance in terms of discharge but con-

trasting performance in terms of SCA.  
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Fig. 3.7: Simulated and observed SCA in the six study catchments, for the 28 April 1986, 11 May 1987, and 13 April 

1988. Simulated snow cover is shown for the validation period and a selected compromise solution generated with the multi-

objective optimization algorithm. The simulations also refer to discrete 200 m elevation zones but are drawn as continuous 

lines for better visibility.  

considerably overestimate the snow cover. Despite a 

comparable performance with respect to discharge, 

large errors in the simulation of the snow cover can 

occur if snow cover observations are not considered 

during model calibration. 

From a different perspective, Fig. 3.7 shows simulated 

and observed SCA for all elevation zones of all study 

catchments as examples for three selected days. These 

plots generally show a consistent increase of the ob-

served SCA with elevation with only little noise. A 

typical pattern, apparent on many dates, is that the 

elevation zone where for example around 50% of the 

area is snow covered is at a higher elevation in Chol-

ma and Gulcha than in Tosoi and Donguztoo (Fig. 

3.7 b and 3.7 c). The faster decrease of the snow cover 

in Cholma and Gulcha may partly be explained by 

lower precipitation in these two catchments compared 

to Tosoi and Donguztoo. Differences in temperature, 

aspects or shading may furthermore explain the differ-

ences in snow cover decrease between the catchments. 

In accordance with the observations, the simulations 

also represent the gradual increase of SCA with eleva-

tion over several elevation bands. On some dates, the 

model shows a very abrupt increase of snow cover 

from 0% to 100% over only one or two elevation 

zones not reflected by the observations (e.g., 28 April 

1986). This behavior can again be related to snow 

events during the melt season.  

In order to summarize the behavior over all images, 

the mean bias by elevation zone averaged over all 

dates within the validation period was evaluated. The 

black dots in Fig. 3.8 show the result for a compro-

mise solution from the multiobjective optimization. 

This generally reveals only relatively small systematic 

biases with elevation. In the catchments with a larger 

elevation range, there is a tendency for overestimation 

at high elevations (e.g., Salamalik and Ak-Tash for 

both periods (Fig. 3.8 a and 3.8 b) and Cholma and 

Gulcha for the model calibrated in period B (Fig. 

3.8 b)). Moreover, in the catchment Gulcha, SCA is 

overestimated at low elevations if the model is cali-

brated to simulation period A and validated in simula-

tion period B (Fig. 3.8 a). In this case, the number of 

observations was very low; there are only four obser-

vations for the 1600 m elevation zone in the catch-

ment Gulcha in the period 1986–1987 so that an over-

estimation of SCA at two of these dates caused a large 

average error. Fig. 3.8 additionally also illustrates the 

bias by elevation zone for the selected sets of solu-

tions from the Monte Carlo sample with comparable
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Fig. 3.8: SCA bias by elevation zones averaged over the validation periods (top) 1986–1987 and (bottom) 1988–1989. The 

black dots show results for a compromise solution in terms of snow cover and discharge performance from the multiobjective 

optimization. Bars indicate ranges of values from selected Monte Carlo simulations with comparable performance in terms of 

discharge but contrasting performance in terms of SCA.  

performance for discharge, but contrasting perfor-

mance in terms of SCA. The simulations with a poor 

performance in terms of SCA generally show an over-

estimation of snow cover. This overestimation is how-

ever smaller in the catchments Tosoi and Donguztoo. 

In contrast to this, the selected solutions from the 

Monte Carlo sample with a good performance in terms 

of snow cover only have low bias values, comparable 

to the solutions from the multiobjective optimization. 

As a result of the small trade-offs, the simulated hy-

drographs of the two extreme solutions from the mul-

tiobjective optimization which result in the best model 

performance for discharge and SCA, respectively, are 

most of the time very similar (results not shown). 

Therefore, Fig. 3.9 only shows compromise solutions 

that are good both in terms of discharge and snow 

cover. The time series indicates that the degradation 

between calibration and validation period in Gulcha is 

to a large part the result of an underestimation of dis-

charge in the years 1988–1989 of the model calibrated 

in simulation period A (1978–1981 and 1986–1987) 

and an overestimation in the years 1986–1987 of the 

model calibrated in simulation period B (1982–1985 

and 1988–1989). These differences are likely a result 

of different abstraction volumes for irrigation during 

the two periods. Fig. 3.9 also demonstrates some other 

deficiencies of the model, like too low variability of 

the simulated discharge in Salamalik, or a relatively 

strong overestimation of discharge of the base flow 

during the winter period 1987–1988 in Cholma. How-

ever, overall the model performs well, particularly 

considering the sparse data availability in this region. 

As an example, Fig. 3.10 also shows simulated dis-

charge for solutions from the Monte Carlo sample, 

selected as the five best and five worst solutions with 

respect to objf_sca of all solutions with 

objf_q ≥ objf_qmax − 0.05, for one year in the catch-

ment Ak-Tash. The shown example is typical also for 

other catchments and other years. The most striking 

difference between the two sets of simulations is that, 

compared to the solutions with poor SCA perfor-

mance, the solutions with good SCA performance 

generally result in higher discharge at the beginning 

and lower discharge toward the end of the melting 

period. Thus, the simulations with a good performance 

with respect to snow cover have a higher tendency to 

overestimate the observed discharge at the beginning 

of the melting season and to underestimate toward the 

end, while this is the other way round for the simula-

tions with a high snow cover error. Overall, this re-

sults in a comparable performance with respect to 

discharge for the two sets of solutions. 

3.4.3 Influence of the two objective 
functions on constraining model 
parameters 

In order to illustrate the effect of the two different 

objectives on constraining the different model parame-



40 SATELLITE SNOW COVER FOR CALIBRATION OF A HYDROLOGIC MODEL 

 

ters, sets of solutions which perform well with respect 

to the two objective functions were selected from the 

Monte Carlo sample and evaluated with respect to 

their parameter distributions. For each catchment and 

for the two simulation periods, first the 5% best per-

forming solutions in terms of objf_q were selected 

from the Monte Carlo sample. From these solutions, 

the 5% best performing solutions in terms of objf_sca 

were retained. Fig. 3.11 shows cumulative density 

functions of the resulting parameter distributions. In 

these plots, uniform prior distribution would appear as 

straight lines. Note that the minimum and maximum 

melt factors were swapped when the minimum melt 

factor was larger than the maximum melt factor so that 

the prior distributions are not uniform. The two  

 

Fig. 3.9: Time series of simulated versus observed discharge for a compromise solution (good performance for discharge 

and SCA) from the multiobjective optimization algorithm and the time period 1986–1989. Gray area: observed discharge; red 

line: simulated discharge for model calibration in simulation period A (1978–1981 and 1986–1987); blue line: simulated 

discharge for model calibration in simulation period B (1982–1985 and 1988–1989).  
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Fig. 3.10: Observed discharge and simulated discharge, for 

the catchment Ak-Tash and the year 1987. Simulated dis-

charge is shown for selected parameter sets from the Monte 

Carlo sample with overall comparable performance in terms 

of discharge, but good and poor performance with respect to 

SCA.  

snowmelt factors and the threshold melt temperature 

are conditioned by both objectives. The coefficient of 

variation (cv), which determines the heterogeneity of 

the snow distribution, is largely controlled by 

objf_sca. Most other parameters, like frac2gw, the 

interflow delay factor, sat_area_var, and the precipi-

tation bias factor are controlled by objf_q. Further-

more, some of the model parameters, in particular the 

glacier melt parameter and kf_corr_f hardly get con-

strained. If one selects all solutions with a comparable 

discharge performance (objf_q ≥ objf_qmax − 0.05) and 

then contrasts the five best and five worst simulations 

in terms of SCA (as also done for Fig. 3.6, Fig. 3.8, 

and Fig. 3.10), the solutions with a good SCA perfor-

mance are generally characterized by larger values for 

the parameter cv, higher melt factors, and in some 

cases (Cholma and Gulcha) lower threshold melt tem-

peratures than the simulations with a poor SCA per-

formance. Additionally, the solutions with low SCA 

performance have in some cases also lower values for 

the interflow delay factor, indicating that the too late 

snowmelt is compensated by faster subsurface trans-

port.  

Considering how the various parameters impact the 

model response, the model parameters are affected by 

the different objectives in a plausible way. A large 

variability in the parameter values is typical in many 

hydrological modeling applications, where often very 

different parameter sets may lead to similar perfor-

mance of the objective function values (Beven and 

Binley, 1992). The parameter distributions indicate 

that this problem can to some extent be alleviated 

when in addition to observed discharge also the per-

formance in terms of SCA is considered. This is, for 

example, clearly demonstrated for the parameter cv. In 

other cases, adding the snow cover criterion may lead 

to a shift in the distribution, with possibly only small 

effects on further constraining the distribution. The 

main advantage of taking into account snow cover 

data should however be seen in improving model 

consistency.  

 

Fig. 3.11: Cumulative distribution functions of parameter sets selected from the Monte Carlo sample as the 5% best per-

forming solutions in terms of objf_q (red lines) and after further constraining these solutions selecting the 5% best performing 

solutions in terms of objf_sca (blue lines) for calibration to simulation period A. The six lines indicate the different catch-

ments (for more details please refer to the text).  
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Fig. 3.12: Value of the objective function with respect to SCA (objf_sca) in the validation period as a function of the num-

ber of snow cover images n used in the calibration period. The black line shows the median over 10,000 repetitions of select-

ing n images, the gray lines show the minimum and maximum, respectively. (top row) Results for calibration to simulation 

period A and validation in simulation period B, and (bottom row) results for the reversed case.  

3.4.4 Value of increasing the number 
of snow cover observations 
during the calibration period 

In order to determine how many snow cover images 

are necessary for successful model calibration, we 

investigated how the snow cover objective function in 

the validation period changed with the number of 

snow cover images in the calibration period. General-

ly, the median SCA error continually decreased with 

an increasing number of snow cover images in the 

calibration period (Fig. 3.12). This decrease was 

strongest over the first 1–4 mages, while there was 

little further decrease when increasing the number of 

images from 10 to the maximum possible number of 

images in the calibration period (depending on catch-

ment and period, 17–22 images). 

However, a larger number of images was necessary to 

reduce the maximum SCA error. If the number of 

images is too low, the identified parameter sets may 

not be representative. A model calibrated to all images 

is likely to over- or underestimates individual observa-

tions, due to deficiencies of the model (including 

inputs and parameters) or errors in these observations. 

A small sample can in the worst case therefore be 

dominated by images where such a well-calibrated 

model would for example always overestimate the 

SCA. In such a case the SCA images would shift the 

model in the wrong direction. The maximum SCA 

error was higher when using few images in the cali-

bration period than when using no image and random-

ly selecting 20 parameter sets. The reason for this is 

that there is a very large number of possibilities to 

draw 20 simulations from the available simulations 

(all simulations where the objective function value 

with respect to discharge during the calibration was 

above 0.5) so that it is very unlikely to draw the 20 

worst simulations by random chance. An image which 

indicates an overestimation of the model, although the 

model actually overall underestimates SCA, is thus 

much more effective in selecting simulations with 

poor performance with respect to SCA. In our study, 

in most catchments around 10 images were necessary 

to reduce the maximum error below the value for the 

case where no image was used.  

In the catchments Tosoi and Donguztoo up to 16 im-

ages were necessary to reduce the maximum error 

below the level where no image was used for model 

calibration. A possible reason why a larger number of 

images was needed in these two catchments is the 

lower elevation range (Fig. 3.2), resulting in a lower 

number of data points per image. The number of data 

points per images is determined by the number of 

elevation zones with maximum 80% cloud cover and 

more than three cloud-free cells (see section 3.3.1). 

The average number of data points per image in Tosoi 

and Donguztoo was 6.2 and 5.2, respectively; in con-

trast it was between 10.7 and 13.4 in the other catch-

ments. Furthermore, many images in Tosoi and 

Donguztoo did not allow locating the transitional 

elevation zones between snow and snow-free areas, as 

they showed only snow-free or only snow-covered 

elevation zones. It is likely that images with a lower 

number of observations and images which do not 

allow locating the transitional elevation zones between 

snow and snow-free areas have a lower constraining 

power. Therefore, more images may be necessary to 

compensate the effect of images which tend to draw 

the model in the wrong direction. 

Fig. 3.13 illustrates the effect of individual images on 

objf_sca in the validation period when drawn as first, 

second, or third image, shown as the median change in 

objf_sca in the validation period. The example depicts 

the catchment Salamalik with simulation period A for 

model calibration. When using only one image for 

model calibration, most images result in an improve-

ment of objf_sca in the validation period. In contrast, 

there are some images (22 March 1986, 1 April 1986, 
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16 March 1987, and 24 June 1987) which cause a 

large deterioration of objf_sca in the validation period. 

The effect of such images can be compensated when 

further images are added. Generally, the influence of 

individual images declines with an increasing number 

of images. While the median changes in objf_sca in 

the validation period, as shown in Fig. 3.13, are most-

ly only small, the maximum positive or negative 

change can be much larger, since the influence of an 

image added as the second or third image of course 

also depends on which other image(s) are used for 

constraining the model. For example an image which 

has little constraining power when added as the first 

image, can in combination with particular other imag-

es still result in an improvement of the model perfor-

mance in the validation period.  

Snow cover scenes can only be useful for model cali-

bration if there is variability in the simulated snow 

cover at that time. Therefore, the unconstrained model 

may be used for identifying suitable time periods in 

which snow cover data may be beneficial for model 

calibration. Fig. 3.14 shows the range of simulated 

SCA of 1000 Monte Carlo simulations (generated 

using Latin hypercube sampling and the parameter 

ranges from Table 3.2) which have not been con-

strained by any observational data. Early in the melt 

season, data points at high elevations have no value in 

constraining the model, as there is no variability in the 

simulations. However, these snow cover scenes deliv-

er useful observation points at low to medium eleva-

tions. In contrast, snow cover scenes in the late melt 

season deliver useful data points at medium to high 

elevations. Such relatively fast initial simulations, 

which can be performed a priori before snow cover 

data for model calibration is available, can be used for 

identifying variability hotspots in the simulations. 

Based on this, one can then select suitable time peri-

ods for which snow cover data should be processed.  

 

 

Fig. 3.13: Median effect of individual images on objf_sca 

in the validation period when drawn as first (filled dots), 

second (crosses), or third (gray diamonds) image, for the 

catchment Salamalik with simulation period A for model 

calibration.  

3.5 Conclusions 

This study evaluates the benefit of satellite-derived 

snow cover images for the calibration of a hydrologi-

cal model in snow-dominated catchments in Central 

Asia. In most of the catchments, we found only small 

trade-offs between good simulations with respect to 

discharge and SCA. However, if the parameters were 

selected based on the discharge objective function 

only, this could lead to simulations with large snow 

cover errors. The fact that good discharge simulations 

were also achieved with large snow cover errors and 

thus for the wrong reasons demonstrates very clearly 

that SCA observations should be taken into account 

for model calibration in order to achieve higher inter-

nal consistency of the model. Using a parameteriza-

tion for fractional SCA, allowed a direct comparison 

between simulated and observed SCA for each eleva-

tion zone without requiring any thresholds for the 

comparison of simulated SWE to observed SCA. This 

approach could also be advantageous for other 

semidistributed models, where the comparison to 

observed satellite-derived SCA is generally less 

straight-forward than in raster-based models.  

While the average SCA error was already reduced 

with only few images, it is recommended to use a 

larger number of images (10–16 SCA scenes in this 

study) for model calibration in order to also reduce the 

maximum error in case of an unfavorable selection of 

satellite scenes. Our results should be seen as a start-

ing point toward a more general understanding of the 

value of increasing the number of snow cover images 

for model calibration. As the six catchments investi-

gated in this study are located in the same region, the 

results should at this point only be transferred to 

catchments with a similar physiographic setting and 

snowfall regime. Further studies should investigate 

how the results change with changes in the physio-

graphic setting (e.g., catchments with a much lower 

elevation range) or snowfall regime (e.g., many snow 

events also during the melt season, or not one distinct 

snow season but rather a number of shorter snow 

events over the winter period). As a further step, it 

should also be explored whether there are characteris-

tics of snow cover images (e.g., particular patterns of 

snow cover) which make them particularly useful for 

model calibration. It might for example be important 

that the set of images contains scenes with the snow-

line at low and at high elevations.  

We recommend a wider application of SCA data for 

model calibration if snowmelt is an important runoff 

generation process in the catchment of interest. This 

study demonstrated that good discharge simulations 

could also be attained with large snow cover errors if 

snow cover data were not taken into account for cali-

bration. As satellite-derived SCA data are available 

globally, considering these data for calibration is a 

very good opportunity to improve hydrological model-

ing also in remote, data sparse areas. This is particu- 
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Fig. 3.14: Simulated snow cover ranges of 1000 Monte Carlo simulations of each elevation zone over the time period 1986–

1989 for the catchment Cholma (gray-shaded area). Red crosses show the snow cover observations. The blue line shows 

simulated snow cover for the validation period from a balanced solution of the multiobjective optimization.  
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larly important if the model is applied for an analysis 

of hydrological processes or for climate change sce-

narios. 
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4 Attribution of streamflow trends in snow- and glacier 
melt dominated catchments of the Tarim River, Central 
Asia 

Abstract 

Streamflow of headwater catchments of the Tarim River (Central Asia) increased by about 30% over the period 

1957–2004. This study aims at attributing these trends in streamflow to changes in air temperature and precipita-

tion. The analysis includes a data-based approach using multilinear regression, and a simulation-based approach 

using a hydrological model. The hydrological model considers changes in both glacier area and surface eleva-

tion. It was calibrated using a multiobjective optimization algorithm with calibration criteria based on glacier 

mass balance and daily and interannual variations of discharge. The individual contributions to the overall 

streamflow trends from changes in glacier geometry, temperature, and precipitation were assessed using simula-

tion experiments with a constant glacier geometry, and with temperature and precipitation time series without 

trends. The results showed that the observed changes in streamflow were consistent with the changes in tempera-

ture and precipitation. In the Sari-Djaz catchment, increasing temperatures and related increase of glacier melt 

were identified as the dominant driver, while in the Kakshaal catchment, both increasing temperatures and in-

creasing precipitation played a major role. Comparing the two approaches, the evidence provided by the simula-

tion-based approach was regarded as stronger than the one provided by the data-based approach since the latter 

was hampered by correlations between the explanatory variables and the fact that it is based on statistical links 

instead of process-based cause-effect relationships. A complementary application of both approaches is recom-

mended in order to evaluate and enhance the reliability of results from trend attribution studies.  
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4.1 Introduction 

In mountain regions, snow and glaciers play a cru-

cial role in runoff formation. This makes them one 

of the most vulnerable environments to climate 

change, as temperature changes affect the ratio of 

rain versus snowfall and snow- and glacier melt 

(Birsan et al., 2005). This study focuses on stream-

flow variability in the Aksu catchment, located in 

the Central Tien Shan in Kyrgyzstan and the Xin-

jiang Uyghur Autonomous Region in China (Fig. 

4.1). The Aksu River is the most important tribu-

tary to the Tarim River, contributing about 80% of 

its streamflow (as calculated from average stream-

flow at the last gauges of the Aksu, Hotan, and 

Yarkand before their confluence forms the Tarim 

River, for the period 1964–1988). These water 

resources are of eminent importance for the popula-

tion, industry, agriculture, and natural vegetation in 

the Tarim Basin, where the only significant water 

supply is via streams from the surrounding moun-

tain regions. Several studies report increasing dis-

charge of the Aksu headwater streams (e.g., Zhang 

et al., 2010; Krysanova et al., 2014). While it is 

assumed that these increases are related to concur-

rent trends in temperature, causing higher glacier 

melt, and precipitation (Chen et al., 2009; Zhang et 

al., 2010; Tao et al., 2011; Xu et al., 2011), a 

thorough attribution analysis is still missing. 

The analysis of streamflow trends in mountain 

catchments influenced by snow and glacier melt has 

recently gained more attention from the scientific 

community, and a number of studies also attempt to 

attribute the detected changes to their possible driv-

ers. The link between trends in streamflow and 

possible climatic drivers may be investigated by 

two groups of methods—data-driven or simulation-

driven (Merz et al., 2012). Data-based approaches 

directly relate changes in runoff to changes in cli-

mate without the additional step of applying a hy-

drological model. This has the advantage that un-

certainties from parameterization and structure of 

the hydrological model are avoided. Data-based 

approaches include the investigation of concurrent 

trends in climate variables (Birsan et al., 2005; 

Pellicciotti et al., 2010; Kriegel et al., 2013), corre-

lation analyses (Dahlke et al., 2012), approaches 

based on multiple linear regression (Aguado et al., 

1992; Dettinger and Cayan, 1995; Moore and 

Demuth, 2001; Stahl and Moore, 2006), or on gen-

eralized linear models (Bates et al., 2010). Further, 

climate variables have been used as covariates in 

time-varying distributions of streamflow (Delgado 

et al., 2014; Villarini and Strong, 2014).  

Trend attribution in mountain catchments is com-

plex due to the fact that one has to consider the 

influences of variations in temperature and precipi-

tation, in seasonal snow storage, and in glacier 

mass balance and area at different elevations 

(Molnar et al., 2011). For example, concurrent 

trends in winter streamflow and winter temperature 

may be found, indicating that there are more 

snowmelt events or an increasing fraction of rain as 

compared to snow during winter. However, winter 

temperatures may still be well below 0°C in the 

largest part of the catchment and during most of the 

winter so that the increase in temperature would not 

be sufficient to explain the streamflow increase. In 

order to estimate whether it is physically plausible 

that the temperature increase caused the streamflow 

increase, one would have to extrapolate the temper-

ature to different elevations in the catchment and 

estimate the area where rainfall or snowmelt could 

have occurred. This may be easier incorporated 

within a hydrological modeling approach. Further-

more, a hydrological model can also incorporate 

other available information (apart from streamflow 

data), such as estimates of glacier mass balances or 

snow cover time series. Hydrological modeling thus 

provides a framework for testing whether the hy-

potheses on causes for changes are plausible and 

whether different types of information are con-

sistent with each other. A further advantage of the 

simulation-based approach is the possibility of 

analyzing trends in components of the water cycle 

which are not or cannot be measured individually 

(Hamlet et al., 2007), such as trends in soil mois-

ture or glacier melt. 

Despite these advantages, there are only few studies 

using simulation-based approaches for attributing 

streamflow trends in snow/glacier melt dominated 

catchments to their possible causes. Examples are 

Engelhardt et al. (2014), who used a glaciohydro-

logical model to explain discharge changes between 

different time periods, or Hamlet et al. (2005), who 

applied a hydrological model for attributing the 

decline of snow water equivalents over the western 

United States. Using Global Climate Models runs 

with and without anthropogenic forcing, Hidalgo et 

al. (2009) were able to attribute shifts toward earlier 

streamflow timing in the western United States to 

anthropogenic climate change. Zhao et al. (2013) 

investigated the runoff increase in the Aksu catch-

ment by applying the Variable Infiltration Capacity 

model, and they attributed the runoff increase most-

ly to an increase in precipitation. However, their 

study did not consider parameter uncertainties, and 

observations on mass balances were not taken into 

account for model calibration. In such a region with 

large uncertainties in the precipitation data, this can 

lead to wrong conclusions, as an underestimation of 

precipitation can be compensated in the model by 

an overestimation of glacier melt (Stahl et al., 2008; 

Schaefli and Huss, 2011). 

Negative glacier mass balances result in reductions 

of the glacier area and lowering of the glacier sur-
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face elevation. These changes have a feedback on 

the glacier mass balance: The reduction in glacier 

area in the ablation zone results in less glacier melt 

and thus a relatively more positive glacier mass 

balance, while the lowering of the glacier elevation 

and the associated increase in surface temperature 

causes both increased glacier melt and reduced 

snow accumulation. An analysis of these effects for 

glaciers in Switzerland showed that the negative 

effect caused by glacier surface lowering compen-

sated on average about 50% of the positive effect 

due to glacier area change (Huss et al., 2012). 

While changes in glacier geometry have been taken 

into account in hydrological modeling for climate 

impact analyses (e.g., Stahl et al., 2008; Huss et al., 

2010; Farinotti et al., 2012), to our knowledge they 

have so far not been considered for the attribution 

of observed discharge trends. 

The presented study aims at demonstrating a com-

prehensive trend attribution study in two snow and 

glacier melt dominated catchments. We revisit 

streamflow changes in the Aksu River and apply 

both a data-based approach using multiple linear 

regression analysis, and a simulation-based ap-

proach based on hydrological modeling. For the 

simulation-based approach, glacier area and eleva-

tion changes are taken into account, and multiple 

objectives are considered for model calibration, 

including measures on the temporal variation of the 

simulated glacier mass balance (based on a glacier 

mass balance time series of a nearby glacier), the 

cumulative glacier mass change (based on geodetic 

glacier mass balance estimates), the interannual 

variation of seasonal discharge, and the representa-

tion of discharge trends. The effects on streamflow 

trends caused by glacier geometry, temperature, 

and precipitation changes were investigated through 

simulation experiments with a constant glacier 

geometry, and temperature and precipitation time 

series without trends. This leads us to contrasting 

conclusions as compared to Zhao et al. (2013). 

Questions that motivate this study are (1) whether 

the observed changes in streamflow over the last 

decades are consistent with the changes in tempera-

ture and precipitation, (2) to what extent they can 

be explained by either changes in temperature (and 

glacier mass loss) or in precipitation, and (3) how 

these changes in runoff relate to changes in the 

input from rain, snowmelt and glacier melt.  

4.2 Study area and observed 
hydrometeorological 
changes 

The study area comprises two headwater catch-

ments of the Aksu River, located in the Central 

Tien Shan (Fig. 4.1; Table 4.1). The lower part of 

the Aksu River is not considered as it hardly con-

tributes to runoff generation and is strongly influ-

enced by water management (Tang et al., 2007a). 

The Kakshaal catchment (also called Toxkan or 

Toshkan in China) upstream of the gauge 

Shaliguilanke (see Fig. 4.1 for location) has an area 

of 18,410 km2. About 4.4% were covered by glaci-

ers as revealed by Hexagon satellite imagery of the 

mid-1970s. With an area of 12,950 km2, the Sari-

Djaz catchment (also called Kumarik in China) 

upstream of the gauge Xiehela is about one third 

smaller, but has a higher glacierization (about 21% 

for the mid-1970s). Both catchments feature high 

elevations with mean elevations around 3600–

3700 m, but the elevation range is higher in the 

Sari-Djaz (1450–7100 m) than in the Kakshaal 

catchment (1900–5900 m). The most dominant 

mountain range in the Kakshaal catchment is the 

Kakshaal-Too Range, which stretches through the 

whole catchment up to the south-eastern part of the 

Sari-Djaz catchment. Main mountain ranges in the 

Sari-Djaz catchment are the ones around Tomur 

Feng (Kyrgyz: Jengish Chokusu, Russian: Pik 

Pobedy) and Khan-Tengri in the east, the Teskey 

Ala-Too in the north, and the Ak-Shirak massif in 

the northwest (Fig. 4.1). Due to the high mountain 

terrain, land cover is dominated by grassland, 

Table 4.1: Area, glacier coverage, elevation range, mean annual runoff, and mean annual precipitation of the two catch-

ments. "Interpolated precip." is the areal precipitation estimate from interpolation of station-based observations, as described 

in section 4.3.1. The last column shows areal precipitation estimated from hydrological modeling (see section 4.3.4.1 and 

4.4.2.1), as mean values and with the ranges over the selected model solutions in brackets.  

 

 
Area 

Glacier 
coverage 

(~year 1975) 

 Elevation  
Runoff 

(1957–2004) 

 

Interpolated 
precip. 

(1957–2004) 

Precip. estimated 
by hydr. modeling 

(1957–2004) 

 (km2) (%) min. max. mean (mm a−1) (mm a−1) (mm a−1) 

Kakshaal 18,410 4.4 1900 5900 3550 151 245 386 (372–399) 

Sari-Djaz 12,948 20.9 1450 7100 3700 382 333 474 (450–526) 
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Fig. 4.1: The study catchments, including elevation, discharge gauges, meteorological stations, and locations of Karabat-

kak glacier and geodetic mass balance estimates. The inset shows the location of the study area (dark gray outline) in relation 

to national borders and the Tarim Basin (white outline).  

barren or sparsely vegetated land, and snow and 

ice. 

Average annual precipitation over the period 1960–

1990 measured at precipitation gauges within the 

two catchments ranges from 190 to 320 mm a−1 

(values without undercatch correction), but higher 

values are expected at exposed mountain locations. 

The precipitation regime shows a strong maximum 

in summer, typical for the Central and Southern 

Tien Shan (Aizen et al., 1995; Bothe et al., 2012). 

Average annual runoff over the period 1960–1990 

was 140 and 360 mm a−1 for the Kakshaal and Sari-

Djaz Basin, respectively (Wang, 2006). Maximum 

monthly discharge values occur in July (Kakshaal) 

and August (Sari-Djaz) and are caused by snow-

melt, glacier melt, and the summer precipitation 

maximum. High discharge peaks at the Xiehela 

gauge can further result from quasi-periodic out-

bursts of the Merzbacher Lake, a proglacial lake, 

which refills every year (Glazirin, 2010). The out-

bursts occur about once a year, although years 

without or with two outbursts have been observed 

as well. The average volume of these floods was 

estimated at 170 × 106 m3 (Jinshi, 1992; Wortmann 

et al., 2013), which corresponds to around 5% of 

the summer (JJA) discharge at Xiehela. There is no 

evidence of significant influence of water manage-

ment in both catchments. 

Observed changes in the hydrometeorological vari-

ables and glaciers have been described in a number 

of studies and are only briefly summarized here (for 

an overview, see Krysanova et al., 2014). Over the 

time period 1957–2004 discharge has increased by 

around 30% at the gauges Shaliguilanke and Xie-

hela (Xu et al., 2010; Kundzewicz et al., 2015). 

Over the same period, several studies showed a 

temperature and precipitation increase for stations 

in the Chinese part of the basin (Xu et al., 2010; 

Zhang et al., 2010; Fan et al., 2011; Tao et al., 

2011), while stations close to the basin in Kyrgyz-

stan showed an increase in temperature but not in 

precipitation (Aizen et al., 1997; Aizen et al., 

2006). Changes were also observed in glacier char-

acteristics. Glacier area in the Tien Shan decreased 

over the last decades (see reviews in Sorg et al., 

2012; Unger-Shayesteh et al., 2013). In the Central 

Tien Shan, from which the Aksu headwater streams 

drain, glacier retreat rates were generally lower 
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than in the outer ranges (Unger-Shayesteh et al., 

2013). For the Chinese part of the Aksu Basin, Liu 

et al. (2006) reported a glacier area decrease of 

3.3% for the period 1963–1999. For the period 

1990–2010 and the Sari-Djaz Basin, Osmonov et al. 

(2013) found a glacier area loss of 3.7 ± 2.7%. For 

the Ak-Shirak massif, glacier area losses of 8.7% 

for the period 1977–2003 (Aizen et al., 2006), and 

13.6% for the period from the mid-1970s to the 

mid-2000s and the part draining to the Naryn Basin 

(Kriegel et al., 2013) were reported.  

Geodetic mass balances were available for two 

areas adjacent to our study area (see Fig. 4.1 for 

location). For the Ak-Shirak massif and the period 

1977–1999, Surazakov and Aizen (2006) estimated 

glacier thickness changes of −15.1 ± 8.2 m, based 

on topographic maps and the SRTM3 DEM. As-

suming an estimated ice density of 900 kg m−3, this 

thickness change corresponds to a mass budget of 

−0.62 ± 0.33 m w.e. a−1. For a region south of To-

mur Peak and the period 1976–1999, Pieczonka et 

al. (2013) derived an average glacier mass change 

of −0.42 ± 0.23 m w.e. a−1 from differencing 

SRTM3 and Hexagon DEMs. Mass loss from 

Karabatkak glacier, close to the Aksu Basin in the 

Teskey-Ala-Too mountain range (Fig. 4.1), is in 

line with these geodetic estimates, and over the 

period 1977–1998 an average mass loss of 

−0.64 m w.e. a−1 was measured (Dyurgerov and 

Meier, 2005; WGMS, 2012). 

Rigorous trend attribution studies should also com-

prise a search for possible alternative drivers, and 

evidence that these are inconsistent with the ob-

served changes (Merz et al., 2012). Such alternative 

drivers could be changes in other meteorological 

variables than temperature or precipitation, in the 

water management, or in land cover. Measured time 

series for radiation, wind speed, or humidity were 

not available, and could therefore not be included in 

this analysis. Data for these variables were only 

available from reanalysis data, which, due to 

changes of the observing system over time, are less 

suited for trend-analyses (Bengtsson et al., 2004). 

Changes in water management were excluded since 

there was no evidence for significant influence of 

water management. A distinct change in the land 

cover was the reduction in glacier area and glacier 

surface elevation. This effect is estimated with the 

simulation-based approach. Other possible drivers 

were not known.  

4.3 Data and methods 

4.3.1 Streamflow and 
meteorological data 

Daily discharge data for the gauges Xiehela and 

Shaliguilanke were available for the period 1964–

1987 from the Hydrological Yearbook published by 

the Chinese Ministry of Water Resources. Monthly 

discharge data were available for 1957–2004 

(Wang, 2006). The daily data were checked for 

outliers and jumps to remove possible digitization 

errors. In cases where monthly sums of daily data 

did not agree with the monthly data, more trust was 

given to the daily data. 

Daily meteorological data with variable lengths 

over the study period 1957–2004 from stations 

within and close to the study area were obtained 

from the Kyrgyz Hydrometeorological Service. 

Daily data were available from 4 stations for tem-

perature and 13 stations for precipitation. Further 

monthly station data (11 stations for temperature 

and 3 stations for precipitation) were downloaded 

from a collection of the AsiaCryoWeb group at the 

University of Idaho (http://www.asiacryoweb.org). 

The locations of the meteorological stations are 

shown in Fig. 4.1. Particular attention needs to be 

paid to the station Tien Shan, located at 3614 m in 

the Central Tien Shan. This station was relocated in 

1998/99, and it is under debate whether this reloca-

tion resulted in inhomogeneous measurements 

(Mamatkanov et al., 2006; Kutuzov and Shahge-

danova, 2009; Unger-Shayesteh et al., 2013). 

Monthly temperature anomalies of the station Tien 

Shan show a high correlation to neighboring sta-

tions, and visually no inhomogeneity could be iden-

tified from the comparison to temperature anoma-

lies of neighboring stations. Identifying inhomoge-

neities in the precipitation data of the Tien Shan 

station is difficult, as the only other station in this 

region with a long precipitation time series which 

continues after 1999 is the Naryn station, located at 

a distance of 190 km and a considerably lower 

altitude. Comparing monthly precipitation anoma-

lies of Tien Shan to those of Naryn indicated two 

possible inhomogeneities in 1983 and 1998, with a 

period of relatively low precipitation of the Tien 

Shan station between 1983 and 1998. As the corre-

lation between the two precipitation time series is 

generally low and no reason for a possible inhomo-

geneity of the Tien Shan station in 1983 is known, 

it is not clear whether this is due to climatic varia-

bility or inhomogeneous measurements. Due to this 

ambiguity, and because the station Tien Shan is the 

only high elevation station for which daily precipi-

tation data are available also after 1999, the station 

was finally kept in the analysis. 
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The temperature and precipitation station data were 

spatially interpolated to a 2 km × 2 km grid. When 

interpolated data are used for the analysis of trends, 

one needs to consider that a varying number of 

meteorological stations over time may lead to in-

homogeneities of the resulting data set. However, in 

our study area, selecting only time series covering 

the whole period would leave only two stations and 

likely reduce the ability of a hydrological model 

driven with these data in representing the observed 

discharge. In order to use most of the available data 

but minimize the problem of possible inhomogenei-

ties in the resulting data set, the temperature and 

precipitation data sets were interpolated based on 

anomalies to the reference period 1969–1988, se-

lected due to good data availability (4 stations with 

monthly temperature and 13 stations with monthly 

precipitation time series). Individual missing pre-

cipitation (temperature) values in the monthly time 

series were filled assuming a constant ratio (differ-

ence) to the station with the highest correlation for 

that month. The monthly time series were then 

aggregated over all years of the reference period to 

average monthly values. Interpolation of the time 

series was performed as follows: 

For temperature, monthly lapse rates and intercepts 

were estimated from the average monthly tempera-

ture values over the reference period using linear 

regression with elevation. An average monthly 

gridded climatology for the reference period was 

then estimated from a DEM and these lapse rates 

and intercepts. For the interpolation of the daily 

data for a particular day, (1) differences between 

the daily value and the average monthly tempera-

ture during the reference period were calculated for 

stations with available data for this day and month-

ly data during the reference period. (2) These 

anomalies were then interpolated using the inverse 

distance weighting (IDW) method. (3) The interpo-

lated anomalies were added to the monthly clima-

tology to generate daily temperature maps.  

For precipitation, the average monthly gridded 

climatology during the reference period was based 

on APHRODITE data (Yatagai et al., 2012). This 

0.25° gridded data set was chosen as topography is 

considered in the APHRODITE interpolation meth-

od so that this data set at least improves on a simple 

interpolation of the available station data by IDW. 

As daily APHRODITE data are likely to contain 

inhomogeneities from a varying number of stations, 

we used APHRODITE only to derive the monthly 

gridded climatology during the reference period. 

Daily precipitation was then generated in a similar 

way as the temperature data, but anomalies were 

calculated as ratios instead of differences to the 

average monthly values during the reference period.  

In addition to temperature and precipitation data, 

time series of humidity and radiation were required 

to drive the hydrological model. As hardly any 

measured time series were available, the 0.25° 

Watch Forcing Data based on ERA-40 (WFD-E40) 

(Uppala et al., 2005; Weedon et al., 2011) were 

used for the time period 1957–2001. These were 

complemented with ERA-Interim based Watch 

Forcing Data (WFD-EI) (Dee et al., 2011; Weedon 

et al., 2014) for the period 2002–2004. Correspond-

ence between the two data sets was ensured by 

multiplying the WFD-EI data with a bias factor, 

which was calculated for each day of the year over 

the common period 1979–2001 using 31 day mov-

ing averages.  

4.3.2 Trend analysis 

Throughout this paper, trends were estimated using 

Sen’s slope estimator (Sen, 1968). This estimator is 

less affected by outliers and non-normally distrib-

uted data than linear regression (e.g. Yue et al., 

2003). Trend significance was assessed using the 

nonparametric Mann-Kendall test (Mann, 1945; 

Kendall, 1975). This test is robust against outliers 

and also suited for non-normally distributed data, or 

data with nonlinear trends. Since serial correlation 

may lead to an overestimation of the trend, we 

applied so-called trend free pre-whitening (TFPW), 

thus removing the influence of a lag-one auto-

regressive process (Yue et al., 2002). In contrast to 

the direct application of pre-whitening to the origi-

nal time series, TFPW preserves the trend magni-

tude. Test results are reported as p-values, i.e. the 

probability of being wrong if rejecting the null 

hypothesis of no trend. 

4.3.3 Data-based analysis 

Trends were analyzed for streamflow, precipitation, 

and temperature time series. Multiple linear regres-

sion analysis was conducted to estimate the influ-

ence of temperature or precipitation on interannual 

streamflow variations. This analysis was performed 

at a seasonal time scale in order to consider possi-

bly varying influences in the different seasons. 

Seasons were defined as winter (December, Janu-

ary, February), spring (March, April, May), sum-

mer (June, July, August), and autumn (September, 

October, November). The dependent variable was 

represented by annual series of spring (summer, 

autumn, winter) runoff. Explanatory variables were 

temperature and precipitation of the current season, 

and the average temperature or accumulated precip-

itation over the previous 12 months. A stepwise 

backwards approach (e.g. Backhaus et al., 2003) 

was applied for variable selection, setting the 

p-value of an F-statistic for exclusion and inclusion 

of the explanatory variables to 0.1 and 0.05, respec-

tively.  
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4.3.4 Simulation-based analysis 

4.3.4.1 WASA hydrological model 

The hydrological model WASA (Model of Water 

Availability in Semi-Arid Environments) (Güntner, 

2002; Güntner and Bronstert, 2004) is a semidis-

tributed model with conceptual and process-

orientated approaches. The model has been adapted 

for applications in mountain regions with previous 

applications in Central Asia (Duethmann et al., 

2013; Duethmann et al., 2014). The original spatial 

discretization based on hillslopes (Güntner and 

Bronstert, 2004; Francke et al., 2008) was modified 

into an approach based on hydrological response 

units (HRUs) as it allows faster computations. The 

model has routines for snow versus rain differentia-

tion, snow and glacier melt, glacier mass balance, 

interception, evapotranspiration, infiltration and 

saturation excess surface runoff, interflow, and 

groundwater runoff. The snow and glacier modules 

are described below; descriptions of the other rou-

tines can be found in Güntner (2002). 

If the air temperature falls below a calibrated 

threshold, precipitation is considered as snow. Pref-

erential snow deposition, snow redistribution by 

wind and avalanches, and spatial variability in 

snowmelt result in spatial variability of the snow 

water equivalent. In the WASA model, the spatial 

variability of snow within an HRU is represented 

using a snow depletion curve (Liston, 2004). After 

snowfall, HRUs where snow fall occurred are simu-

lated as completely snow covered. Assuming a 

lognormal distribution of snow depth (e.g. Donald 

et al., 1995), snowmelt results in a gradual melt-out 

of this elevation zone. This is in better agreement 

with observations than an instantaneous change 

from completely snow-covered to snow-free condi-

tions and also allows for a more straightforward 

comparison to snow cover observations from re-

mote sensing (Duethmann et al., 2014). The model 

additionally considers snow redistribution between 

elevation zones. At elevated mountain peaks, 

snowmelt can be very low due to low temperatures. 

However, snow does still not accumulate over 

years, which would result in the formation of glaci-

ers, but is moved to lower elevations by avalanches 

and/or wind transport. In the model, snow which is 

not on a glacier but accumulates above a given 

snow water equivalent threshold is moved to lower 

elevation zones. Snowmelt is calculated with a 

temperature-index approach (Hock, 2003). The 

melt factor varies in a sinusoidal form between a 

minimum value at the winter solstice and a maxi-

mum value at the summer solstice, reflecting the 

increase in incoming solar radiation (Anderson, 

2006). Glacier melt is simulated using the same 

approach as for snowmelt but with a different melt 

factor. The glacier mass balance is calculated from 

snowfall onto the glacier, minus glacier- and 

snowmelt from the glacier area. Glacier melt from 

clean ice and debris-covered glaciers is not differ-

entiated since it is still under debate whether lower 

melt rates, that have to be expected under thick 

debris cover (e.g. Östrem, 1959), also apply at the 

regional scale (Gardelle et al., 2012; Kääb et al., 

2012). In addition, Pieczonka et al. (2013) found 

significant glacier mass loss in the Tomur region 

despite thick debris cover. The effect of debris 

cover is implicitly accounted for in our results, as 

model parameters are calibrated against geodetic 

glacier mass balances, which include both glaciers 

with and without debris cover. 

The model has 13 calibration parameters. Due to 

the large uncertainties in areal precipitation, the 

calibrated parameters include a precipitation bias 

factor. In mountain areas, estimating areal precipi-

tation from sparsely distributed precipitation sta-

tions results in high uncertainties. In such cases, 

hydrological modeling in combination with ob-

served discharge and additionally glacier volume 

changes can be a good alternative for evaluating 

and correcting areal precipitation estimates 

(Duethmann et al., 2013). The precipitation bias 

factor is applied as a constant factor to the precipi-

tation input, e.g. a precipitation bias factor of 1.5 

means that precipitation used in the model is 50% 

higher than the original precipitation input. The 

bounds for the calibration parameters were set ac-

cording to Duethmann et al. (2014), but with larger 

ranges for the groundwater delay factor (200–1000 

days) and the precipitation bias factor (0.5–2.5). 

4.3.4.2 Model setup 

The WASA model was set up for the two study 

catchments using the data sources listed in Table 

4.2. The two study catchments were subdivided into 

16 and 13 subcatchments with an average size of 

1100 km2. Within each subcatchment, HRUs were 

defined as 200 m elevation bands, since differences 

in elevation rather than differences in land cover or 

soil (which are furthermore in mountain regions 

often related to elevation) were assumed to be most 

important for differences in hydrological processes. 

This resulted in 202 (Kakshaal) and 219 (Sari-Djaz) 

HRUs. Each HRU was assigned its glacier fraction, 

dominant land cover, and dominant soil. All mete-

orological data were spatially averaged to the level 

of subcatchments. Temperature data were scaled to 

the average elevation of a HRU using the estimated 

lapse rates. 
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Table 4.2: Spatial data sets used for setting up the WASA model.  

Data type Data source Resolution Reference 

DEM SRTM DEM 90 m Jarvis et al. (2008) 

Glacier outlines 1970s 
Delineated from Landsat MSS images and  
KH-9 Hexagon images (1970s) 

~8m Pieczonka and Bolch (in revision) 

Glacier outlines ~2008 
Delineated from Landsat TM and  

Landsat ETM+ images (2007–2010) 
30 m 

Osmonov et al. (2013), Pieczonka and Bolch 

(in revision) 

Soil types Harmonized World Soils Database 1:1,000,000 FAO/IIASA/ISRIC/ISS-CAS/JRC (2012) 

Land cover  
MODIS land cover product MOD12Q1 

collection 5.1 
500 m Friedl et al. (2002) 

 

 

4.3.4.3 Changes in glacier area and 
elevation 

Over the 48 year study period, effects of changes in 

glacier area and glacier surface elevation cannot be 

neglected and were therefore considered in the 

hydrological model in the following way. Glacier 

area changes were derived from two glacier inven-

tories. This way, it was assured that the considered 

glacier area changes were close to the observed 

ones, while deriving glacier area changes from 

estimated glacier volumes and simulated glacier 

thickness changes could involve larger uncertain-

ties. Glacier cover was available for ~1975 largely 

from KH-9 Hexagon images (resolution 7.6 m), 

which were completed by Landsat Multispectral 

Scanner (MSS; resolution 79 m) data, and for 

~2008 from Landsat Thematic Mapper (TM; reso-

lution 30 m) and Landsat Enhanced Thematic Map-

per Plus images (ETM+; resolution 30 m) 

(Osmonov et al., 2013; Pieczonka and Bolch, in 

revision). Based on the two glacier inventories, 

linear decrease rates in area were calculated for 

each individual glacier. Glacier areas in the model 

were then updated annually according to these 

decrease rates during the period 1975–2004. No 

further glacier inventory was available for the be-

ginning of our study period. For the period before 

1975, unchanged glacier outlines were assumed. 

This is a more plausible assumption than extending 

the linear trend backwards in time, as observed 

glacier mass balances in Central Asia were not far 

from balance in the 1960s and started to become 

predominantly negative in the mid-1970s (Unger-

Shayesteh et al., 2013). 

In order to account for glacier elevation changes, 

the Δh-approach by Huss et al. (2010) was applied. 

Due to ice flow, glacier ice thickness changes in the 

ablation zone are less negative than the local glacier 

mass balance. The Δh-approach uses predefined 

functions to distribute the glacier-wide mass bal-

ance across glacier elevation bands. These func-

tions were parameterized based on glacier thickness 

 

changes reported for the Ak-Shirak massif and the 

period 1977–1999 by Surazakov and Aizen (2006). 

The calculation of glacier thickness changes is 

performed on an annual basis individually for each 

glacier. Glaciers were subdivided into 50 m eleva-

tion bands for this purpose. Glacier elevation 

changes were restricted by glacier thickness, i.e. no 

further reduction in glacier elevation was allowed if 

the accumulated elevation change exceeded the 

estimated glacier thickness. A glacier ice thickness 

distribution of each individual glacier was estimat-

ed based on the Glabtop2 model introduced by 

Linsbauer et al. (2012) and modified by Frey et al. 

(2014) using the filled SRTM DEM and the 1970s 

glacier inventory as input. 

4.3.4.4 Multiobjective model calibration 

For model calibration, criteria based on glacier 

mass balance and river discharge were taken into 

account. As the main precipitation season is in 

summer, snowmelt, rainfall, and glacier melt occur 

at a similar time. Considering both discharge and 

glacier mass balance is therefore important for this 

region, as the uncertainties in precipitation are high 

and require a calibrated precipitation bias factor. 

An underestimation of precipitation can be com-

pensated by an overestimation of glacier melt and 

vice versa. Two criteria were used for the calibra-

tion to discharge. OF_Q1 (Eq. 3) was applied to 

ensure a good model performance with respect to 

the observed hydrograph. In order to achieve a 

balanced solution with a good performance both in 

high and low flow periods, we used a balanced 

Nash-Sutcliffe efficiency for daily discharge val-

ues, which was defined as average of NSEd, the 

Nash-Sutcliffe criterion of daily discharge values, 

and LogNSEd, the Nash-Sutcliffe criterion calculat-

ed from daily logarithmic discharge values: 

 dd LogNSENSEQOF  5.01_ , (3) 

with 
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(4) 

In Eq. (4), Qobs(t) and Qsim(t) are the observed and 

simulated discharge at time t, respectively, and T is 

the number of time steps. 

This criterion is, however, not very sensitive to 

interannual discharge variations, and the perfor-

mance with respect to interannual variations of 

discharge may be low despite good performance for 

daily discharge variations. Therefore, a criterion 

based on annual time series of seasonal discharge 

was formulated additionally: 

SONJJA

MAMDJF

balNSEbalNSE

balNSEbalNSEQOF



2_
 (5) 

where balNSEDJF (balNSEMAM,, balNSEJJA,, 
balNSESON) is the balanced Nash-Sutcliffe criterion 

(cf. Eq. 3) calculated from annual series of ob-

served and simulated discharge for the winter 

(spring, summer, autumn) season. 

Concerning glacier mass balance, a time series of 

observed glacier mass balances for Karabatkak 

glacier for the period 1957–1998, and geodetic 

mass balances for two areas adjacent to our study 

area were available (see section 4.2). Based on 

these data, two calibration criteria with respect to 

glacier mass balances were formulated. The corre-

lation between the simulated catchment-average 

mass balance and the glacier mass balance time 

series of Karabatkak (OF_G1) was used as a crite-

rion reflecting the year-to-year variation of the 

glacier mass balance, which is not given by the 

geodetic estimate. The geodetic estimates, which 

are representative for a larger area but only give 

one estimate over the measuring period, were addi-

tionally applied as criterion for the cumulative mass 

change over the period 1976–1999. Using the mean 

of the two geodetic estimates and the larger of the 

two uncertainty ranges, the criterion OF_G2 was 

formulated as a triangular fuzzy membership func-

tion with a value of 1 if the simulated mass balance 

over 1976–1999 matches the mean value of 

−0.52 m w.e. a−1, a value of 0 if the simulated mass 

balance was outside the estimated uncertainty range 

of −0.85 to −0.19 m w.e. a−1, and linearly increas-

ing/decreasing values in between. 

Snow cover data from remote sensing are a further 

data source suitable for model calibration in snow-

dominated, data sparse regions (Duethmann et al., 

2014). MODIS snow cover data (MOD10A1/ 

MYD10A1; Hall et al., 2002) were summarized 

within elevation zones and subcatchments. In many 

subcatchments, the data showed negligible snow 

cover fractions during winter in elevations zones up 

to 3600 m, interrupted by few, short-lasting snow-

fall events. This is probably due to the low snowfall 

during the winter period which, according to the 

data set described in section 4.3.1, was only 10 and 

12 mm month−1 (average value for the period over-

lapping with the MODIS snow cover data 2001–

2004). Such thin snow layers may be redistributed 

by wind so that snow accumulates in small frac-

tions of the basin, while large parts remain snow 

free. Furthermore, snow may also be removed by 

sublimation. Factors favoring sublimation are low 

humidity and high radiation input, both consistent 

with the low winter precipitation. The model in its 

current form cannot represent the observed snow 

cover data, as sublimation is not considered and the 

parameterization for snow redistribution does not 

become effective before the onset of melt. Satellite 

snow cover data were therefore not used for model 

calibration since calibration against such data 

would result in compensating effects (e.g. model 

parameters might be drawn toward allowing melt at 

very low temperatures), thus increasing errors in 

the internal functioning of the model. Due to the 

very low amounts of winter precipitation, we as-

sume that neglecting the processes of sublimation 

and snow redistribution before melt onset has only 

small effects on the overall performance of the 

hydrological model.  

In the context of multiobjective optimization, we 

seek a set of Pareto optimal (or nondominated) 

solutions instead of a single optimum solution. For 

each of the solutions belonging to this Pareto opti-

mal set, none of the objective functions can be 

improved without degradation in at least one of the 

other objective functions. In this study, the location 

of the Pareto optimal set was estimated using the 

Epsilon-Dominance Nondominated Sorted Genetic 

Algorithm II (ε-NSGAII; Kollat and Reed, 2006), 

which proved to be efficient and effective in studies 

comparing different multiobjective optimization 

algorithms (Kollat and Reed, 2006; Tang et al., 

2006). The density of the final nondominated solu-

tions is controlled using the concept of 

ε-dominance. For each objective function, the user 

defines an ε-value, which is the smallest difference 

in the function that is considered as relevant. For 

this study, the initial population size was set to 16, 

the maximum run time to 30,000 simulations, and 

ε-values were set to 0.01 for all four objectives as 

the different objectives vary in the same order of 

magnitude. Other algorithm parameters were 

adopted from Kollat and Reed (2006).  

The model was calibrated for the period 1976–

1999, according to the available geodetic glacier 
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mass balance estimates. A two year period prior to 

the calibration period was used for model initializa-

tion. Due to missing daily runoff data after 1987, 

OF_Q1 only refers to the period 1976–1987. The 

remaining part of the available time series from 

1957–1975 and 2000–2004 was used as validation 

period. 

After model calibration, solutions were selected 

from the Pareto optimal set for further evaluation. 

Solutions with a glacier mass balance outside the 

uncertainty ranges of the geodetic estimate 

(OF_G2 = 0), or low performance with respect to 

daily or interannual variations of discharge were 

excluded. After inspecting the achieved solutions, 

the threshold for exclusion with respect to interan-

nual variations of discharge was set to 

OF_Q2 < −2. As the remaining solutions all 

showed a good performance with respect to daily 

discharge (OF_Q1 > 0.75), no additional threshold 

was set for OF_Q1. Since the model was applied in 

order to analyze causes for changes in discharge, 

the ability of the model to represent observed dis-

charge trends was set as a further criterion. For this 

purpose, trends in seasonal discharge time series 

were calculated over the whole study period, as the 

calibration or validation periods were regarded as 

too short for the calculation of trends. Solutions 

which did not simulate a significant positive (nega-

tive) trend (p > 0.1), even though the observed time 

series showed a positive (negative) trend, were 

excluded from further evaluation. 

4.4 Results 

4.4.1 Data-based analysis 

In both catchments the trend analysis revealed in-

creasing discharge in all months over the period 

1957–2004 (Fig. 4.2 a–d), in agreement with previ-

ous studies. For the Kakshaal catchment, trends 

were significant at the 5% level in nearly all 

months. The highest absolute increases in monthly 

discharge occurred during May to July. In most 

months, discharge increased by around 30% (rela-

tive changes with respect to the mean of the study 

period), with larger changes in May and lower 

changes in August. In the Sari-Djaz catchment, the 

largest absolute increases in discharge were ob-

served for July and August, where monthly dis-

charge increased by 33 mm, or 32%.  

Changes in precipitation show a less clear picture, 

with both increases and decreases (mostly not sig-

nificant) (Fig. 4.2 e–h). The summer months, which 

are the months with the highest precipitation, only 

show insignificant changes in both catchments.  

Temperature, in contrast, increased during all 

months in both catchments (Fig. 4.2 i–j). In the 

Kakshaal catchment, temperatures increased most 

strongly during the winter months, with changes of 

3–4 K over the 48 year study period. In the Sari-

Djaz catchment, significant trends with p-values 

≤0.05 occurred mostly during the second half of the 

year from July to December. Relatively large posi-

tive trends but with slightly lower significance 

levels occurred in January and February. 

In order to analyze the relation between discharge 

and climate parameters on a seasonal scale, a re-

gression model for estimating the seasonal dis-

charge was applied. Explanatory variables were 

temperature and precipitation of the current season, 

and average temperature and accumulated precipi-

tation of the last year. The regression model result-

ed in coefficients of determination (R2) between 0.1 

and 0.6 (Table 4.3, Fig. 4.3). Only relatively low 

R2-values were achieved for spring in both catch-

ments, and also for winter in the Sari-Djaz catch-

ment. Trends of discharge from the regression 

model were generally lower than trends of the ob-

served discharge, except for autumn (Table 4.3). 

The identification of the regression model was 

impaired by significant correlations between the 

explanatory variables, for example summer temper-

atures and summer precipitation were significantly 

negatively correlated (p < 0.01) with correlation 

coefficients of −0.6 and −0.4 for the Kakshaal and 

Sari-Djaz catchment, respectively (Table 4.4). 

The influence of the variables included in the re-

gression can be evaluated by standardizing the 

coefficients (Table 4.3). For the high flow season in 

summer, and also for the following autumn season, 

the variables with the highest influence were pre-

cipitation in the Kakshaal catchment, and tempera-

ture in the Sari-Djaz catchment. The stronger influ-

ence of precipitation on discharge for the Kakshaal 

catchment is related to a higher contribution of 

snowmelt and rain for the Kakshaal as compared to 

the Sari-Djaz River, where glacier melt plays a 

larger role (Krysanova et al., 2014). In winter, the 

most important explanatory variables were precipi-

tation of the last year for the Kakshaal and tempera-

ture of the last year for the Sari-Djaz catchment. A 

large part of the variability in winter can be ex-

plained by discharge of the previous year (analysis 

not shown), indicating that the greatest discharge 

fraction in winter is release from storage. This re-

sults in a stronger influence of last year’s precipita-

tion in the Kakshaal and of last year’s temperature 

in the Sari-Djaz catchment. The performance of the 

regression models is lowest in spring, and the vari-

ables with the strongest influence are mean temper-

ature of the previous year for the Kakshaal, and 

spring temperature for the Sari-Djaz catchment. 
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Fig. 4.2: Monthly changes in discharge (a–d), in catchment average precipitation (e–h), and in temperature (i–j) over the 

period 1957–2004 for the Kakshaal and Sari-Djaz catchment. Changes in discharge and precipitation are reported in absolute 

(mm) and relative values (%). Bar colors indicate the significance level of the Mann-Kendall trend test.  

 

 

Fig. 4.3: Observed (blue) and modeled (gray) seasonal discharge for the Kakshaal and Sari-Djaz catchment. The modeled 

discharge is based on a regression model with temperature and precipitation of the current season and of the last year as 

possible explanatory variables.  
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Table 4.3: Results of the linear regression analysis of discharge: coefficient of determination (R2), trend in observed dis-

charge (Qobs) and corresponding p-value, trend in discharge as assessed with the regression model (Qregr) and correspond-

ing p-value, as well as the included variables (T: temperature, P: precipitation) with standardized coefficients, trend, corre-

sponding p-value, and the coefficient multiplied with the trend in the explanatory variable. Trends are reported as cumulative 

values over the period 1957–2004.  

       Included explanatory variables 

 R2 Trend  

Qobs 
(mm) 

p-value 

trend Qobs 

Trend  

Qregr 
(mm) 

p-value 

trend Qregr 

 Variable Standardized 

coefficient 

Trend of expla-

natory variable 

p-value 

of trend 

Trend × 

coefficient 
(mm) 

     Kakshaal 
 

  
 

  

Winter 0.55 3 0.00 2 0.01  T last year 0.39 1.6°C  0.00 1.3 

       P last year 0.58 15%  0.23 0.8 

Spring 0.13 14 0.00 7 0.00  T last year 0.36 1.7°C 0.00 6.6 

Summer 0.44 27 0.00 19 0.00  T 0.48 1.2°C 0.01 12.6 

       P 0.62 4% 0.81 1.4 

       P last year 0.35 17% 0.17 5.9 

Autumn 0.46 6 0.02 7 0.00  T 0.31 2.4°C 0.00 4.8 

       P 0.40 28% 0.16 2.1 

       P last year 0.29 19% 0.16 2.2 

     Sari-Djaz 
 

  
 

  

Winter 0.14 3 0.01 1 0.04  T last year 0.35 1.0°C 0.00 0.8 

Spring 0.11 7 0.01 1 0.82  T 0.33 0.4°C 0.42 1.1 

Summer 0.59 74 0.00 63 0.00  T 0.67 1.1°C 0.00 47.0 

       T last year 0.22 1.3°C 0.00 16.1 

Autumn 0.30 12 0.10 13 0.00  T 0.55 1.8°C 0.00 13.1 

 

 

 

Table 4.4: Correlations between explanatory variables (T: temperature, P: precipitation) used in the regression models. * and 

** indicate correlations with p-values <0.05 and <0.01, respectively.  

 T  

P 

T last year 

P last year 

T 

T last year 

T 

P last year 

P 

P last year 

P 

T last year 

Kakshaal 

Winter 0.0 0.1 0.5** −0.1 0.2 0.1 

Spring −0.1 0.1 0.4** 0.0 0.0 0.5** 

Summer −0.6** 0.1 0.3* 0.2 0.0 0.2 

Autumn 0.0 0.2 0.5** 0.3* 0.2 0.3* 

Sari-Djaz 

Winter −0.2 0.3* 0.5** −0.1 0.3 0.2 

Spring 0.4** 0.2 0.4** 0.3 0.1 0.5** 

Summer −0.4** 0.3* 0.4* 0.3* 0.1 0.3 

Autumn 0.1 0.3* 0.3* 0.6** 0.2 0.5** 
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Trend analyses of the climate parameters that were 

included in the regression models can give indica-

tions of the possible causes for the changes in dis-

charge. Based on this, increasing streamflow in the 

Kakshaal catchment in summer, winter, and autumn 

can be explained by significantly increasing tem-

peratures (p < 0.05). Increases of precipitation 

likely further contributed to this trend, even though 

these increases were not significant (p > 0.1) (Table 

4.3). The calculated trend multiplied with the re-

spective (not standardized) coefficient of the re-

gression equation can give an indication for the 

relative influence of the temperature or precipita-

tion trend on the discharge trend. This points to a 

stronger influence of the temperature as compared 

to the precipitation trend. In the Sari-Djaz catch-

ment, seasonal streamflow was only related to the 

temperature of the respective season or of the last 

year, and not related to precipitation. Discharge 

increases in the Sari-Djaz catchment may therefore 

primarily be attributed to the temperature increases 

(Table 4.3), pointing at a stronger importance of 

snow and glacier melt. However, even though plau-

sible explanations for the statistically identified 

relations could be found, the results should be taken 

with care, particularly considering the correlations 

between some of the explanatory variables. 

4.4.2 Simulation-based analysis 

4.4.2.1 General model performance 

While there were no clear trade-offs between the 

two objective functions for discharge (OF_Q1 and 

OF_Q2), trade-offs were apparent between the 

discharge and glacier objective functions, and to a 

very small extent between the two glacier objective 

functions (Fig. 4.4). A distinct trade-off is observed 

between OF_Q1 and OF_G1, and this trade-off was 

larger for the Sari-Djaz than for the Kakshaal 

catchment. From the resulting Pareto set, solutions 

were selected for further evaluations if they showed 

an acceptable performance in terms of interannual 

discharge variation, if the simulated glacier mass 

balance was inside the range given by the geodetic 

estimate, and if a significant trend for seasonal 

streamflow was simulated when the observed time 

series displayed a trend (see section 4.3.4.4), result-

ing in the selection of 28 solutions for the Kakshaal 

and 6 solutions for the Sari-Djaz catchment. 

Daily and monthly discharge variations are well 

represented by the model (Table 4.5; Fig. 4.5–4.6). 

The slightly lower model performance in the 

Kakshaal catchment is likely related to the stronger 

 

 

Fig. 4.4: Trade-off curves of model performance with respect to daily discharge (OF_Q1) against model performance with 

respect to interannual discharge variations (OF_Q2), glacier mass balance time series at Karabatkak glacier (OF_G1), and the 

geodetic glacier mass balance (OF_G2) for the two study catchments. The x axes are plotted in reverse order so that optimum 

solutions always plot in the lower left corner. Blue dots show solutions used for further analyses, gray dots show solutions 

which were excluded due to too low performance with respect to OF_Q2, OF_G2, or representation of observed trends (see 

section 4.3.4.4).  
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Fig. 4.5: Simulated and observed daily runoff for the period 1964–1987 for the Kakshaal catchment.  
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Fig. 4.6: Simulated and observed daily runoff for the period 1964–1987 for the Sari-Djaz catchment. Gray triangles mark 

the dates of reported GLOFs as listed in Glazirin (2010).  



62  ATTRIBUTION OF STREAMFLOW TRENDS 

 

Table 4.5: Range of Nash-Sutcliffe efficiency (NSE), Nash-Sutcliffe efficiency calculated for logarithmic discharge values 

(logNSE), and volume bias for daily and monthly discharge during the calibration and validation period of the WASA model.  

 NSE  logNSE  Volume bias (%) 

 Kakshaal Sari-Djaz  Kakshaal Sari-Djaz  Kakshaal Sari-Djaz 

 Daily 

calibration 0.77–0.82 0.85–0.87  0.84–0.87 0.95–0.96  −5 – 8 1 – 9 

validation 0.67–0.73 0.80–0.84  0.82–0.86 0.94–0.95  −7 – 8 7 – 14 

 Monthly 

calibration 0.81–0.86 0.91–0.94  0.88–0.91 0.96–0.96  −6 – 7 −2 – 6 

validation 0.80–0.86 0.86–0.92  0.85–0.90 0.95–0.95  −7 – 6 10 – 18 

 

 

influence of precipitation in this catchment, which 

is generally associated with higher uncertainties 

than temperature. For some flood peaks at the Sari- 

Djaz gauge, large deviations occur (Fig. 4.6). These 

peaks may be related to GLOFs from Merzbacher 

Lake, which cannot be simulated by the WASA 

model.  

The dynamics of the simulated catchment average 

glacier mass balance is generally similar to the 

observed mass balance of Karabatkak glacier (Fig. 

4.7). The low correlation value between the time 

series at Karabatkak and the simulated glacier mass 

balance in the Sari-Djaz Basin (Fig. 4.4, Fig. 4.7) 

can to a large extent be explained by an underesti-

mation during the last five years. For the period 

1976–1999, for which geodetic glacier mass bal-

ances were available, the mass balance was simu-

lated at −0.85 to −0.25 m w.e. a−1 and −0.83 to 

−0.51 m w.e. a−1 for the Kakshaal and Sari-Djaz 

catchment, respectively, in agreement with the 

range derived from the geodetic estimates applied 

for model calibration. Over the complete simulation 

period 1957–2004, the simulated mass balance was 

estimated between −0.76 and −0.13 m w.e. a−1 for 

the Kakshaal and between −0.77 and 

−0.40 m w.e. a−1 for the Sari-Djaz catchment. 

The simulated fraction of runoff from glacier melt 

(defined as melt water from glacier ice/firn, without 

snowmelt or rain from glacier areas) may be ap-

proximated as the simulated glacier melt divided by 

the simulated runoff, assuming that evaporation 

from glacier melt is small. This results in glacier 

melt contributions to runoff of 9–24% for the 

Kakshaal catchment, and 35–48% for the Sari-Djaz 

catchment. 

The calibrated precipitation bias factor (see section 

3.4.1) allowed us to estimate the areal precipitation 

from the simulated and observed discharge. The 

catchment average precipitation was estimated 

about 50% higher than the original estimates based 

on interpolated precipitation data (Table 4.1). It 

reached values of 372–399 mm a−1 for the Kakshaal 

and 450–526 mm a−1 for the Sari-Djaz catchment. 

 

 

Fig. 4.7: Interannual variation of the observed glacier mass balance at Karabatkak glacier, and simulated catchment aver-

age glacier mass balance for (a) the Kakshaal and (b) the Sari-Djaz catchment.  
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4.4.2.2 Model performance with respect 
to interannual variability of 
discharge 

While the model performance is high for daily or 

monthly time series, it is considerably lower when 

looking at interannual variations of annual or sea-

sonal flow. This is because seasonal variations 

between winter low flow and summer high flow are 

much more distinct than interannual variations. For 

the Kakshaal catchment, R2-values between simu-

lated and observed series of average annual flow 

over the whole study period are between 0.61 and 

0.64 (Table 4.6). Comparable fits were also 

achieved for annual series of seasonal flow, except 

for spring where discharge and its interannual var-

iation are underestimated by the model. The simu-

lated streamflow follows the long-term variations in 

observed discharge over the 48 year period with 

low discharge values at the beginning of the time 

period and around 1980, and higher discharges in 

the late 1960s and particularly after 1995 (Fig. 

4.8 a). In the Sari-Djaz catchment, model perfor-

mance for interannual variation of annual or sea-

sonal values is lower than for the Kakshaal catch-

ment (Table 4.6). This is mostly due to larger de-

viations during the last ~10 years (Fig. 4.8), and 

generally low performance in winter and spring. A 

reason for the larger deviations of the hydrological 

model for the last ~10 years could be the lower 

availability of precipitation data during that period. 

In both catchments, the observed runoff shows 

increasing trends over both annual and seasonal 

time scales (Table 4.6). In the Kakshaal catchment, 

trends in simulated annual and seasonal discharge 

were close to the observed ones. In the Sari-Djaz 

catchment, the hydrological model showed an un-

derestimation of trends in summer, and an overes-

timation in autumn. This might be related to a ten-

dency of the GLOFs from Lake Merzbacher occur-

ring earlier in the year (Glazirin, 2010). 

For the Kakshaal catchment, the hydrological simu-

lations resulted for all seasons in higher R2-values 

than the regression model, and the hydrological 

model also showed a better performance with re-

spect to the deviation between trends in modeled 

and observed discharge. For the Sari-Djaz catch-

ment the two models were comparable; the hydro-

logical model resulted in slightly higher R2 for win-

ter and autumn, and the regression model showed a 

higher performance in summer. In summer and 

autumn, the regression model achieved better re-

sults with respect to trends. 

4.4.2.3 Effect of changes in glacier area 
and elevation 

The effect of changes in glacier surface geometry 

was estimated by a set of simulations in which 

glacier area and glacier surface elevation were kept 

constant (Table 4.7). These simulations showed that 

changes in the glacier geometry had little effect on 

discharge trends in the less glacierized Kakshaal 

catchment. In the Sari-Djaz catchment, with a glac-

ierization of 21%, the simulations showed that not 

considering changes in glacier geometry results in 

higher discharge increases. Estimated from these 

simulations, the increases in annual discharge 

would have been 14–23% higher if there had been 

no changes in glacier geometry (uncertainty range 

based on parameter uncertainties; Table 4.7). 

Changes in glacier area, which led to lower dis-

charge increases, outweighed the changes in glacier 

surface elevation, which led to additional increases 

in discharge. Overall, glacier changes therefore 

resulted in lower discharge increases as compared 

to the hypothetical situation of unchanged glacier 

geometries. 

4.4.2.4 Simulation with precipitation and 
temperature time series without 
trend 

In order to investigate to what extent precipitation 

and temperature changes contributed to the ob-

served changes in discharge, simulations with time 

series of these variables without trend were per-

formed. This included three simulation experi-

ments: (1) precipitation and temperature input 

without trend, (2) precipitation without trend and 

original temperature; (3) temperature without trend 

and original precipitation. For these simulation 

experiments, temperature or precipitation time 

series were generated which contained no changes 

over time, i.e. no trends nor changes of the daily or 

interannual variability. In order to achieve this, the 

same one-year daily time series was applied to all 

years in the simulation period. The daily time series 

of an arbitrary year in the middle of the study peri-

od was selected (the year 1980 was used), and a 

linear scaling was applied to the daily values so that 

the monthly means corresponded to the climatolog-

ical means of the study period 1957–2004. The 

simulations with these temperature or precipitation 

time series were performed by keeping the glacier 

geometries unchanged.  

The simulations with no-trend time series for both 

precipitation and temperature resulted in negligible 

streamflow trends (Table 4.8). This corroborates 

that the discharge trends for the model with the 

original precipitation/temperature data can largely 

be explained by the changes in these forcing data. 

The results show that both increases in temperature 

and precipitation contributed to the discharge in-

creases in the Kakshaal catchment, with a higher 

influence of the precipitation increases (Table 4.8). 

The simulated trends with no-trend temperature  

or no-trend precipitation input were compared to 

the trends of the simulations with the original time 
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Fig. 4.8: Observed and simulated (a-b) annual, and (c–j) seasonal discharge for the Kakshaal and the Sari-Djaz catchment.  

 

Table 4.6: Coefficient of determination (R2) between annual and seasonal simulated (Qsim) and observed (Qobs) discharge, 

as well as corresponding trends over the period 1957–2004. For model performance and trends of simulated discharges the 

table gives ranges over the selected model parameterizations.  

    Qobs  Qsim 

  R2  Trend p-value  Trend p-value 

  -  (mm) -  (mm) - 

Kakshaal 

Annual  0.61–0.64  47 0.00  47–53 0.00–0.03 

Winter  0.57–0.65  3 0.00  2–3 0.00–0.02 

Spring  0.27–0.29  14 0.00  9–12 0.00–0.00 

Summer  0.62–0.65  27 0.00  22–27 0.04–0.09 

Autumn  0.45–0.62  6 0.02  7–9 0.00–0.05 

Sari-Djaz 

Annual  0.43–0.49  102 0.00  89–101 0.00–0.01 

Winter  0.19–0.22  3 0.01  1–1 0.03–0.09 

Spring  0.10–0.12  7 0.01  8–10 0.01–0.02 

Summer  0.41–0.47  74 0.00  50–57 0.02–0.03 

Autumn  0.34–0.36  12 0.10  25–30 0.00–0.01 
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Table 4.7: Trends over the period 1957–2004 and p-values of the Mann-Kendall test for time series of annual and seasonal 

discharge, as simulated by different WASA model versions with and without considering changes in glacier area and eleva-

tion (ranges over the selected model parameterizations). The simulations were performed with the original precipitation and 

temperature time series.  

 Model 1 

Change in glacier area 
and surf. elevation 

 Model 2 

Constant glacier  
geometry 

 Trend  p-value  Trend  p-value 

 (mm)   (mm)  

Kakshaal 

Annual  47–53 0.00–0.03   47–54 0.00–0.02 

Winter  2–3 0.00–0.02   2–3 0.00–0.01 

Spring  9–12 0.00–0.00   9–12 0.00–0.00 

Summer  22–27 0.04–0.09   23–28 0.04–0.09 

Autumn  7–9 0.00–0.05   8–10 0.00–0.03 

Sari-Djaz 

Annual  89–101 0.00–0.01   105–116 0.00–0.00 

Winter  1–1 0.03–0.09   1–1 0.01–0.02 

Spring  8–10 0.01–0.02   8–10 0.01–0.02 

Summer  50–57 0.02–0.03   60–71 0.01–0.01 

Autumn  25–30 0.00–0.01   29–33 0.00–0.00 

 

 

Table 4.8: Trends over the period 1957–2004 and p-values of the Mann-Kendall test for simulated time series of annual and 

seasonal discharge, as ranges over the selected model parameterizations. The simulations were performed with different 

combinations of original (orig.) and no-trend precipitation and temperature time series, using a model which assumes a con-

stant glacier geometry.  

 orig. P,  
orig. T 

 no-trend P,  
no-trend T 

 orig. P,  
no-trend T 

 no-trend P 
orig. T 

 Trend  p-value  Trend  p-value  Trend  p-value  Trend  p-value 

 (mm)   (mm)   (mm)   (mm)  

             Kakshaal 

Annual  47–54 0.00–0.02   0–3 0.04–0.78   35–45 0.07–0.12   11–22 0.01–0.05 

Winter  2–3 0.00–0.01   0–0 0.00–0.31   2–3 0.00–0.02   0–1 0.00–0.09 

Spring  9–12 0.00–0.00   −0–0 0.27–0.88   7–10 0.00–0.00   6–7 0.01–0.03 

Summer  23–28 0.04–0.09   0–2 0.08–0.91   15–23 0.25–0.40   1–7 0.22–0.65 

Autumn  8–10 0.00–0.03   0–1 0.01–0.32   4–7 0.08–0.15   3–6 0.01–0.17 

                Sari-Djaz 

Annual  105–116 0.00–0.00   3–6 0.17–0.59   2–6 0.81–0.92   92–107 0.00–0.01 

Winter  1–1 0.01–0.02   0–1 0.00–0.02   −1–−1 0.17–0.22   4–4 0.00–0.00 

Spring  8–10 0.01–0.02   −0–0 0.32–0.53   1–2 0.70–0.95   10–11 0.00–0.01 

Summer  60–71 0.01–0.01   1–3 0.12–0.45   2–3 0.87–0.99   50–59 0.01–0.01 

Autumn  29–33 0.00–0.00   1–2 0.38–0.49   −4–−3 0.33–0.38   27–31 0.00–0.00 
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Fig. 4.9: Annual variation of the input from rain, snowmelt, and glacier melt, as represented in the WASA model for the 

selected model parameterizations for (a) the Kakshaal and (b) the Sari-Djaz catchment.  

 

series in order to estimate the relative influence of 

temperature or precipitation changes on the dis-

charge trends. Not considering the temperature 

changes reduced the annual discharge trend in the 

Kakshaal catchment by 10–28%, while not consid-

ering the precipitation changes reduced the annual 

discharge trend by 56–78%. In the Sari-Djaz 

catchment, changes in precipitation had only very 

small effects and increases in discharge were main-

ly caused by the increases in temperature (Table 

4.8). Not considering changes in temperature re-

duced the annual discharge trend in the Sari-Djaz 

catchment by 94–98%, while not considering 

changes in precipitation reduced the annual dis-

charge trend by only 7–12%. 

4.4.2.5 Changes of rainfall, snowmelt, 
and glacier melt contributions  

We analyzed changes in simulated contributions of 

snowmelt, liquid precipitation, and glacier melt to 

the overall input to the hydrological system. This is 

slightly different from the contributions to dis-

charge, which would be reduced by evapotranspira-

tion and shifted in time by storage delays. In both 

catchments, the model shows significant increases 

of glacier melt (p < 0.01) and insignificant increas-

es in rainfall and snowmelt (p > 0.1) (Table 4.9, 

Fig. 4.9). In the Kakshaal catchment, the model 

indicates that 13–29% of the changes in water input 

were due to increased glacier melt, and 71–87% 

due to increased precipitation, while for the Sari-

Djaz catchment, increased glacier melt accounted 

for 56–85% of the changes in water input and 

changes in precipitation for 15–44%. 

 

 

Table 4.9: Trends over the period 1957–2004 in the simulated inputs to the hydrological system by rain, snowmelt, and 

glacier melt for the two study catchments, calculated with the Sen’s slope estimator and the Mann-Kendall test.  

 Trend  

(mm) 

p-value 

of trend 

Contribution to overall trend in simulated 

water input (%) 

Kakshaal 

Rain  35–42 0.13–0.25  42–59 

Snowmelt  16–24 0.26–0.46  22–30 

Glacier melt  9–24 0.00–0.01  13–29 

Sari-Djaz 

Rain  12–15 0.82–0.91  14–17 

Snowmelt  −1–24 0.41–0.99  −1–27 

Glacier melt  49–73 0.00–0.01  56–85 
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4.5 Discussion 

4.5.1 Glacier melt contribution and 
trend attribution for two 
headwater catchments of the 
Aksu River 

Our estimates of the glacier melt contribution to 

runoff of 9–24% for the Kakshaal and 35–48% for 

the Sari-Djaz are similar to those of Zhao et al. 

(2013), who derived glacier melt contributions of 

23% and 43.8% for the Kakshaal and Sari-Djaz, 

respectively. Dikikh (1993) estimated glacier melt 

contributions of 24% for the Kakshaal, and 33% for 

the Sari-Djaz Basin (the latter is called Aksu in 

their study; glacier contributions calculated from 

the values for ice melt and total runoff in Table 7 of 

their study). Including rainfall, snowmelt, and glac-

ier melt from the glacier area, Aizen and Aizen 

(1998) estimated that the glacier areas contributed 

36–38% to the total runoff in the Sari-Djaz Basin 

(called Aksu in their study).  

Our results shed new light on the attribution of 

streamflow trends for the Aksu headwater catch-

ments. Several other studies also indicated that the 

increase of annual runoff of these two catchments 

was caused by increases in temperature and precipi-

tation, based on correlations between runoff time 

series of the Kakshaal and Sari-Djaz catchments 

with precipitation and temperature time series of 

meteorological stations (Jiang et al., 2007; Xu et 

al., 2010), but did not quantify the role of precipita-

tion or temperature increases. Based on a hydrolog-

ical simulation approach, a study by Zhao et al. 

(2013) found that discharge increases over the peri-

od 1970–2007 were (a) due to precipitation increas-

es alone in the Kakshaal catchment, and (b) by 96% 

due to increases in precipitation and 4% due to 

increases in glacier melt in the Sari-Djaz catch-

ment. In contrast, our study found that precipitation 

and temperature played both a role for the dis-

charge increases in the Kakshaal catchment, and 

that temperature increases were the dominant driver 

in the Sari-Djaz catchment. While the analyzed 

time periods do not completely overlap, important 

differences of the current study in comparison to 

Zhao et al. (2013), which may explain these differ-

ences, are (1) the additional use of calibration crite-

ria based on glacier mass balance for model calibra-

tion, (2) the attention paid to data consistency dur-

ing temperature and precipitation interpolation, (3) 

the representation of glacier geometry changes, (4) 

the model evaluations for interannual variations in 

discharge and representation of observed discharge 

trends, and (5) the consideration of uncertainties 

resulting from different model parameterizations.  

4.5.2 Data-based versus simulation-
based trend attribution 

So far, only few studies applied simulation-based 

approaches for the attribution of discharge trends in 

snow/glacier melt influenced catchments. Engel-

hardt et al. (2014) applied a hydrological model to 

three highly glacierized catchments in Norway over 

a time period of 52 years. The study differs from 

our study in that trend analysis methods were not 

applied, and trend attribution was not a primary aim 

of the study. A similar approach as in our study was 

used by Hamlet et al. (2005, 2007). Using a hydro-

logical model and simulations with fixed tempera-

ture and precipitation time series, the authors inves-

tigated the influence of precipitation and tempera-

ture changes on changes in snow water equivalents, 

and the timing of runoff and soil moisture recharge 

over the western United States during the 20th cen-

tury.  

A higher number of studies attempts to explain 

streamflow trends in mountainous regions by inves-

tigating concurrent trends in meteorological varia-

bles. For example, Birsan et al. (2005) related the 

mostly increasing trends of annual runoff in their 

study on 48 catchments in Switzerland to increased 

temperature as the observed changes in precipita-

tion were not sufficient to explain the streamflow 

changes. For glacierized basins, the analysis of 

concurrent trends in temperature and precipitation 

may also be complemented by considering glacier 

mass balance time series (Pellicciotti et al., 2010). 

Approaches based on regression analyses allow a 

more quantitative relation between trends and their 

possible drivers than those based on concurrent 

trends. For example, Aguado et al. (1992) and 

Dettinger and Cayan (1995) applied multiple linear 

regressions to investigate the relative contribution 

of temperature and precipitation changes on trends 

in fractional winter and spring runoff for mountain 

catchments in California. Moore and Demuth 

(2001) related variability in summer streamflow in 

a small glacierized catchment in British Columbia, 

Canada, to climate variability using a multiple 

linear regression approach with the possible ex-

planatory variables temperature, temperature of 

previous months, winter mass balance, net mass 

balance of the previous year, and time.  

This study applied both, a simulation-based and a 

regression-based approach. We see the two meth-

ods as complementary; as they are based on basi-

cally different approaches, it is expected that this 

increases the reliability of the results. Both ap-

proaches indicated that the streamflow changes 

were consistent with the changes in temperature 

and precipitation. Comparing the evidence provided 

by both methods, the evidence from the data-based 

approach was regarded as weaker than the one from 

the simulation-based approach, due to the following 
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reasons: (i) it was hampered by correlations be-

tween precipitation and temperature, (ii) it is not 

directly based on cause-effect relationships, (iii) it 

showed a slightly weaker performance for the rep-

resentation of seasonal streamflow and trends, and 

(iv) other information (e.g. information on glacier 

mass balances from measured time series or geodet-

ic estimates) cannot easily be integrated. The simu-

lation approach can also give further insights, for 

example on the changes in rainfall, snowmelt, and 

glacier melt. 

4.5.3 Multiobjective model 
calibration 

For the simulation-based analysis, this study ap-

plied a multicriteria approach for model calibration. 

In addition to the daily discharge time series, inter-

annual discharge variations, and two criteria based 

on glacier mass balance were considered. Taking 

into account mass balance observations is particu-

larly important if the uncertainties in the areal pre-

cipitation are large and inputs from snowmelt, rain, 

and glacier melt overlap in time. Both factors hin-

der the identification of the glacier melt parameters 

from the discharge time series alone (Schaefli et al., 

2005). Including objective functions on different 

variables can highlight discrepancies between the 

model and the different data sets, which can give 

directions where further research should focus. The 

trade-off between the model performance with 

respect to discharge and the glacier mass balance 

time series in the Sari-Djaz Basin indicates possible 

problems in the model or the data. The reason is 

currently unclear. The temporal dynamics of 

Karabatkak glacier may not be representative for 

the temporal dynamics of a larger number of 

glaciers, but this could also be caused by errors in 

the measured mass balance time series, errors in 

other model calibration or input data, or model 

structural errors. A new study indicates geodetic 

glacier mass balance estimates of −0.35 

± 0.34 m w.e. a−1 for the time period 1974–1999 for 

the Sari-Djaz Basin (Pieczonka and Bolch, in 

revision), which largely overlaps with the glacier 

mass balance criterion applied in this study. Geo-

detic mass balance estimates derived specifically 

for the Kakshaal catchment could reduce the uncer-

tainties resulting from the use of mass balance 

estimates of neighboring regions.  

Evaluating the model behavior with respect to the 

observed variability in the past is also a good model 

test if it is intended to apply the model to estimate 

streamflow changes in response to climate scenari-

os. This could for example reveal problems of the 

model which are related to instabilities of the model 

parameters over time (Merz et al., 2011). Studies 

which apply a hydrological model for climate

change scenarios often evaluate the model perfor-

mance only by using classical criteria like the 

Nash-Sutcliffe criterion on a daily or monthly time 

scale (e.g., Liu et al., 2010; Hagg et al., 2013). As 

mountain catchments often have a strong seasonal 

regime with high flows from snow and glacier melt 

during summer and low flows during the winter 

half year, this results in apparently high model 

performance for all models which can replicate this 

behavior (Schaefli and Gupta, 2007). However, if a 

model is planned to be applied for climate change 

scenarios, it is crucial that also the performance 

with respect to interannual variability and possible 

long term trends is included as this is the critical 

part of the model with respect to scenario analyses. 

4.5.4 Limitations 

The temporal variability of temperature and pre-

cipitation was derived from the available data and 

may not be representative for all subregions. Tem-

perature or precipitation trends may be different for 

different subregions, but this is only captured by the 

analysis if it is reflected in the measured data. Pre-

cipitation data of the station Tien Shan were left in 

the analysis, even though it is unclear whether they 

are influenced by the relocation in 1998/99. Based 

on our previous analyses performed without includ-

ing the station Tien Shan, it is assumed that omit-

ting this station from the interpolation of precipita-

tion data would mainly influence results of the Sari-

Djaz catchment. The analysis would likely attribute 

a larger part of the discharge increases also to in-

creases in precipitation, but temperature increases 

would probably still play the dominant role for 

increases in discharge. 

The initial glacier elevation in the hydrological 

model was based on the SRTM DEM, as a DEM 

for the entire study area at the beginning of the 

study period was not available. Absolute glacier 

elevations are therefore underestimated. This is 

partly compensated by the calibrated parameters 

and is assumed to have little effect on the estimated 

trends in glacier melt and discharge. It is to note 

that the lowering of the glacier surface elevation 

during the study period, which has an influence on 

the trends, is represented in the model.  

This study considered direct effects on evapotran-

spiration, for example through increasing tempera-

tures. In contrast, indirect effects through possible 

changes in vegetation and in the length of the grow-

ing period were not accounted for. Thus, the in-

crease in evapotranspiration may have been under-

estimated. Due to the generally low temperatures at 

high altitudes, this effect is, however, assumed not 

to be very large in the considered catchments.  

While our approach accounted for uncertainties in 

model parameters, uncertainties from different 
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model structures were not considered. These could 

be explored using an ensemble of hydrological 

models. 

4.6 Conclusions 

This study used two approaches based on regres-

sion analysis and hydrological modeling in order to 

understand the recent increases in discharge in two 

headwater catchments of the Tarim River. For the 

more strongly glacierized Sari-Djaz catchment, 

both approaches agree on the dominant role of 

increasing temperatures as a cause for the discharge 

changes. Simulated changes in the input contribu-

tions from rain, snowmelt, and glacier melt show 

that increases in the overall input to the hydrologi-

cal system were dominated by increases in glacier 

melt, which contributed 56–85% to the overall 

increases in water input from rain, snowmelt, and 

glacier melt. In the Kakshaal catchment, increasing 

discharge over the last decades was related to both 

increasing temperatures and increasing precipita-

tion. The data-based approach suggests that a larger 

fraction of the discharge increase was due to 

changes in temperature rather than to changes in 

precipitation. In contrast, the simulation-based 

approach revealed a higher influence of the precipi-

tation increases. These results, derived from the 

simulations with input time series without trends, 

are also reflected by the simulated changes in the 

input contributions from rain, snowmelt, and glaci-

er melt. Increases in glacier melt in the Kakshaal 

catchment contributed 13–29% to the overall in-

creases in water input from rain, snowmelt, and 

glacier melt, while the major part of the increases to 

the water input was from increased precipitation.  

The simulations indicated glacier melt contributions 

to runoff of 9–24% for the Kakshaal, and 35–48% 

for the Sari-Djaz catchment. The analysis high-

lighted large uncertainties of areal precipitation in 

data sparse mountain regions of Central Asia. With 

values of 372–399 mm a−1 for the Kakshaal and 

450–526 mm a−1 for the Sari-Djaz catchment, the 

areal precipitation estimates adjusted by model  

 

calibration indicated that the original estimates 

based on interpolation of station data underestimat-

ed by about 50%.  

Using calibration criteria based on glacier mass 

balances and the interannual variation of discharge 

in addition to the performance with respect to daily 

discharge led to more credible models. This is par-

ticularly important in such data sparse catchments. 

In strongly seasonal discharge regimes, high per-

formance with respect to monthly or daily stream-

flow can result in overestimation of the skill of the 

model. An evaluation with respect to the interannu-

al variability of, e.g., seasonal flow can be a good 

measure to indicate whether the model responds 

adequately to interannual changes in temperature 

and precipitation, which is a prerequisite for models 

set up for climate change impact analyses. 

While data-based approaches for trend attribution 

are simpler to implement and thus particularly suit-

ed to give insights for a large number of catch-

ments, simulation-based approaches have the ad-

vantage that the cause-effect relationships can be 

represented in a process-based way, which suggests 

that their results can provide stronger evidence for 

trend attribution. Where possible, a complimentary 

application of both approaches is recommended.  
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5 Discussion and 
conclusions 

5.1 Main results 

Hydrological modeling and studying past hydrolog-

ical changes can improve our understanding of the 

hydrology in mountain catchments in Central Asia. 

However, due to the scarcity of hydrometeorologi-

cal data, hydrological modeling in mountain re-

gions of Central Asia is challenging and involves 

large uncertainties. In this thesis, I first investigated 

which approaches and additional data can be used 

to improve hydrological modeling in data sparse 

mountain catchments. Second, I studied the possi-

ble causes for observed discharge increases in two 

snow and glacier melt influenced mountain catch-

ments in Central Asia. This chapter summarizes the 

main achievements with respect to the research 

questions formulated in chapter 1.5. 

Can monthly precipitation fields from 
downscaled reanalysis data be used 
for interpolating gauge observations? 

Adequately estimating areal precipitation is an 

important problem for hydrological modeling in 

data sparse mountain catchments. Using down-

scaled reanalysis data for deriving the spatial distri-

bution of precipitation can be a suitable alternative 

to purely statistical methods in such regions, partic-

ularly when it is not possible to derive the relation 

with the orography from the station data. This 

method of spatially interpolating precipitation data 

was applied to six headwater catchments of the 

Karadarya Basin in Central Asia, using reanalysis 

data, which had been downscaled to a resolution of 

12 km with the regional climate model WRF 

(Weather Research and Forecasting Model; 

Skamarock et al., 2008). It was compared to other 

methods based on inverse distance weighting, mul-

tilinear regression against topographical variables, 

direct usage of the downscaled reanalysis data, and 

APHRODITE, an existing gridded data set (Yatagai 

et al., 2012). Results from the comparison by hy-

drological modeling showed that in five out of the 

six catchments the suggested method performed 

equally well as the best performing method for the 

study region based on multilinear regression. In the 

catchment where the suggested method behaved 

less well, this is possibly related to the insufficient 

representation of the orography by the regional 

climate model. The suggested method clearly out-

performed the direct usage of WRF data, in particu-

lar with respect to the temporal variations of precip-

itation. Cross-validation further indicated that the 

suggested method is more robust against omitting 

individual stations than multilinear regression.  

How can areal precipitation 
estimates be compared by 
hydrological modeling? 

As areal precipitation estimates for sparsely gauged 

mountain catchments can show very large differ-

ences, methods for evaluating these estimates are 

important. However, in catchments with few pre-

cipitation gauges this is not straightforward, as the 

traditionally applied cross-validation can be mis-

leading if the precipitation gauges are not in repre-

sentative locations. The evaluation of precipitation 

estimates by hydrological modeling and a compari-

son of simulated and observed discharge can be a 

well-suited alternative. This approach has been 

further advanced in this thesis in order to differenti-

ate between errors in the precipitation volume and 

errors in the temporal dynamics. Parameter uncer-

tainties were considered within the calibration 

framework and were taken into account for evaluat-

ing the different precipitation data sets. The appli-

cation of this approach to headwater catchments of 

the Karadarya Basin showed that the investigated 

precipitation estimates mainly differed in the vol-

ume bias. Considering parameter uncertainties in 

the calibration approach was essential to demon-

strate that the differences between the investigated 

precipitation estimates were mostly larger than the 

parameter uncertainties. 

What are the trade-offs between good 
model performance with respect to 
discharge and snow cover? 

Using snow cover data in addition to discharge data 

for model calibration can be a good way to increase 

the internal consistency of a hydrological model. 

Trade-offs between good model performance with 

respect to discharge and with respect to snow cover 

were investigated in six headwater catchments of 

the Karadarya Basin using a multiobjective optimi-

zation algorithm. The results revealed only small 

trade-offs between the two calibration criteria. This 

means that in the investigated catchments good 

model performance for snow cover and discharge 

could be achieved with the same parameterization. 

However, small trade-offs do not mean that the 

snow cover observations were not important for 

constraining the model parameters. Additional 

Monte Carlo simulations demonstrated that good 

discharge simulations could also be obtained with 

large snow cover errors. Including snow cover 
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observations hence increased the internal consisten-

cy of the model.  

Furthermore, this study showed that the need for 

threshold values for the comparison between simu-

lated snow water equivalent and observed snow 

cover areas can be avoided by adding a parameteri-

zation for the calculation of snow cover area to the 

hydrological model (Liston, 2004). The parameteri-

zation assumes a lognormal distribution of snow 

water equivalents and introduces one additional 

calibration parameter. This approach for evaluating 

semidistributed models with respect to remotely 

sensed snow cover data is also recommended for 

other hydrological models which are to be calibrat-

ed to snow cover data. 

How many snow cover scenes should 
be used for model calibration? 

In this thesis, it was investigated how the added 

information content of additional snow cover 

scenes changes with an increasing number of 

scenes in the calibration period. My results showed 

that it was necessary to include 10–16 snow cover 

scenes for model calibration. When using too few 

snow cover scenes, this bears the risk that the se-

lected scenes show an atypical deviation between 

observation and model, which results in the selec-

tion of parameters not representative for the catch-

ment. This is the first time the added value of in-

creasing the number of snow cover scenes in the 

calibration period has been analyzed. The results 

are practically relevant as an indication of how 

many snow cover scenes should be included for 

model calibration. Particularly when the snow cov-

er information first needs to be derived from satel-

lite raw data, this information can be very valuable. 

To what extent can streamflow 
increases in two headwater 
catchments of the Aksu River be 
attributed to increases in 
temperature and precipitation? 

This study investigated possible causes of recent 

streamflow increases in two headwater catchments 

of the Aksu River using two approaches based on 

regression analysis and hydrological modeling. For 

the Sari-Djaz catchment, the two approaches agreed 

that the increase in temperature is the dominant 

driver for the observed discharge increase. For the 

Kakshaal catchment, the study indicated that both 

increases in temperature and increases in precipita-

tion contributed to the increases in discharge. How-

ever, while the regression-based approach pointed 

toward a higher influence of temperature compared 

to precipitation on the increasing discharge, the 

simulation-based approach indicated a slightly 

higher influence of the precipitation increases. The 

simulation-based approach additionally enabled an 

analysis of the changes in simulated water sources 

from glacier melt, snowmelt, and rainfall. The re-

sults indicated that increases in glacier melt ac-

counted for 56–85% of the increases in water input 

to the hydrological system for the Sari-Djaz catch-

ment. In the less strongly glacierized Kakshaal 

catchment, a larger fraction of the increases in wa-

ter inputs to the hydrological system was from 

precipitation than from glacier melt, which contrib-

uted 13–29% to the overall increases in water input.  

5.2 Discussion and future 
research questions  

5.2.1 Interpolation of station-based 
precipitation time series with 
precipitation fields from 
downscaled reanalysis data 

The method of interpolating station-based precipita-

tion time series with precipitation fields from 

downscaled reanalysis data depends on the assump-

tion that the precipitation field from atmospheric 

modeling represents the spatial precipitation field in 

a realistic way. When applying this method to a 

new region, it is therefore necessary to check this 

assumption. As a first point, it can be tested wheth-

er the resolution of the atmospheric model is suffi-

cient to resolve the main topographic features of the 

studied region. If relevant mountain ranges are 

disregarded by the model, the regional climate 

model will not be able to simulate corresponding 

precipitation features, and one should first seek a 

higher resolution of the regional climate model 

before the data can be used for interpolation. In a 

next step, the simulated precipitation data can be 

evaluated quantitatively as well as qualitatively. 

Quantitative evaluation involves comparing the 

simulated precipitation with observed precipitation 

time series from available stations, even though this 

comparison is compromised by the scale difference 

between the grid-based model data and the point-

based station data. Further qualitative evaluation of 

the spatial precipitation patterns may be performed 

considering documented precipitation features in 

the region or more general knowledge about precip-

itation patterns in mountainous terrain.  

Using precipitation fields from high-resolution 

reanalysis data was also pursued for the study in the 

Aksu catchment. However, the study area was only 

covered by the first model domain of the WRF 

model with a resolution of 36 km × 36 km, but did 

not fall inside the second model domain with a 

resolution of 12 km × 12 km. Since the topography 
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was only represented in a relatively crude way, it 

was doubtful whether the precipitation fields from 

the relatively coarse downscaled reanalysis data 

could provide a realistic precipitation field for the 

Aksu region. The evaluation with measured precipi-

tation time series revealed larger biases and lower 

correlations to observations than in the Karadarya 

Basin. As further downscaled data with a higher 

resolution were not available, downscaled reanaly-

sis data were not applied for interpolating station-

based precipitation time series for the study in the 

Aksu catchment. 

Due to increasing computer power, downscaled 

reanalysis data at high resolutions become increas-

ingly available, offering a good potential for the 

wider use of such data. For example, data sets of 

WRF-downscaled reanalysis data are available for 

the Arctic (Arctic System Reanalysis; Polar 

Meterology Group/Byrd Polar Research Center, 

2012) and for a region in high Asia between c. 25–

40°N and 72–100°E (High Asia Refined Analysis; 

Maussion et al., 2014). The direct use of down-

scaled reanalysis precipitation data in a hydrologi-

cal model can be problematic, as also shown in this 

thesis (chapter 2). A method which combines spa-

tial fields from downscaled reanalysis data with 

measured precipitation time series, like the one 

suggested in this study, can be a useful alternative 

and may therefore also be a suitable method for 

deriving precipitation estimates in other data sparse 

mountain regions. 

5.2.2 Evaluating areal precipitation 
estimates by hydrological 
modeling 

Evaluating areal precipitation estimates by hydro-

logical modeling and the comparison of simulated 

and observed discharge is particularly well suited 

for mountain areas with sparse data and a high 

variability of precipitation, as results from cross-

validation may not be meaningful in such regions. 

However, the method cannot be transferred to re-

gions where the water balance cannot be closed due 

to significant groundwater in- or outflows or water 

abstractions for which the data is not available. 

Furthermore, the method may be inconclusive if the 

differences between precipitation data sets are only 

small. While the evaluation procedure may be in-

fluenced by errors in the observed discharge data as 

well as the model structure and input data, in data 

sparse mountain catchments, these uncertainties are 

likely smaller than the differences between differ-

ent precipitation estimates. In many mountain re-

gions precipitation is considerably higher than 

evapotranspiration, which means that possibly large 

errors in evapotranspiration only result in small 

errors of the precipitation estimate. This makes 

approaches based on the water balance well suited 

for many mountain regions (Müller-Lemans et al., 

1997). 

Using hydrological modeling and observed dis-

charge enabled a correction of the original areal 

precipitation estimates for the investigated catch-

ments. Since it was later discovered that the catch-

ment Gulcha in the Karadarya Basin is influenced 

by abstractions, the precipitation estimates for this 

catchment are likely too low. If data on the abstrac-

tions become available, an improved areal precipi-

tation estimate can be made using naturalized 

streamflow data for model calibration. 

In this thesis, the introduction of a precipitation bias 

factor in order to differentiate between deviations in 

the precipitation volume and in the temporal per-

formance was suggested. The precipitation bias 

factor was used as a temporally constant factor, 

which was included in the model calibration. This 

enabled us to specify by how much the original 

areal precipitation estimate over- or underestimated 

precipitation, and it was possible to separately 

evaluate the temporal performance of the precipita-

tion data set. While this study used a temporally 

constant factor, in reality this factor is likely to 

change over time. The value of the precipitation 

bias factor may change depending on, e.g., weather 

pattern, wind direction, precipitation type (solid or 

liquid), precipitation intensity, or wind speed dur-

ing the event. Temporally variable rainfall errors 

have been considered using storm-dependent rain-

fall multipliers (Kavetski et al., 2002; Kavetski et 

al., 2006; Vrugt and Robinson, 2007), or time-

dependent stochastic rainfall multipliers (Reichert 

and Mieleitner, 2009). However, a temporally vary-

ing precipitation factor may increase parameter 

uncertainties and involves the risk that such a factor 

compensates for other errors in the model. Further 

research should investigate in what cases a tempo-

rally varying precipitation factor can be introduced. 

For example, fast reacting catchments, where a 

large part of the rainfall directly leads to runoff, 

offer a high potential for the identification of a 

temporally variable precipitation factor. In contrast, 

the temporal variation of the precipitation factor 

cannot be resolved during times when precipitation 

is stored in the catchment, e.g. as snow.  

5.2.3 Satellite-derived snow cover 
for hydrological model 
calibration 

The study in the Karadarya Basin clearly showed 

that using satellite-derived snow cover in addition 

to discharge data increased the model consistency. 

If the model is only calibrated to discharge, the 

model performance with respect to discharge was 

similar, but the snow cover error could be consider-
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ably higher. In the investigated catchments, signifi-

cant trade-offs between good model performance 

regarding discharge and regarding snow cover were 

only found for the catchment Gulcha. These larger 

trade-offs were likely caused by deficiencies of the 

discharge data, which are impaired by abstractions 

upstream of the discharge gauge. While, apart from 

this catchment, trade-offs for the investigated 

catchments were only small, larger trade-offs may 

be found in other catchments, or using other hydro-

logical models. Such trade-offs can indicate prob-

lems with the calibration data, other input data, the 

model structure, or a combination of these, and the 

reasons should be investigated. 

Despite the advantages of including snow cover 

data for model calibration, this approach was not 

applied in the Aksu Basin due to particularities of 

the snow regime that the model was not able to 

represent. In the Aksu Basin, the winter season is 

characterized by very low precipitation. Based on 

MODIS snow cover data, one can observe that 

snowfall events during winter only result in a short-

lasting snow cover, which disappears during the 

following days, even though interpolated tempera-

tures are clearly below 0°C. It is therefore unlikely 

that the disappearance of the snow cover can be 

explained by snowmelt, and probably other pro-

cesses played a role. Such processes could be snow 

redistribution by wind, which might accumulate the 

thin snow cover in small wind-sheltered parts not 

captured by the binary satellite data, or sublimation. 

Since the current version of the WASA model can-

not represent these processes, including these snow 

cover data would likely shift the model parameters 

toward wrongly generating snowmelt at very low 

temperatures in order to reproduce the disappear-

ance of the snow cover.  

While these snow cover data could not be applied 

for calibrating the current version of the WASA 

model in the Aksu Basin, they might be helpful for 

implementing these processes into the model. In 

order to model sublimation, one could replace the 

temperature-index method for snowmelt by an 

energy-balance model which also includes sublima-

tion. However, moving toward such a more phys-

ics-based approach also increases the data require-

ments. The current version of the WASA model 

does not include snow redistribution by wind before 

the onset of snowmelt. The variability of the snow 

water equivalent is represented by a parameteriza-

tion, which comes into effect only after the begin-

ning of snowmelt. As the variability of wind speed 

and directions cannot easily be captured, the physi-

cal redistribution of snow by wind is difficult to 

describe. A further challenge is to quantify the 

respective role of sublimation and wind transport. 

Field observations could give more insights into 

this question. 

In this thesis, it was analyzed how the added infor-

mation content of additional snow cover scenes in 

the calibration period changes with an increasing 

number of scenes. The study included six catch-

ments and was performed for two calibration peri-

ods. The results are therefore expected to be trans-

ferable to other catchments with similar physio-

graphic settings and snowfall regimes. However, 

further research is required for a more general un-

derstanding of this question. The following hypoth-

eses emerged from my research and could be used 

to guide further investigations. The first hypothesis 

is that a lower number of snow cover scenes is 

required for catchments with a large elevation 

range. The study in the Karadarya Basin indicated 

that a higher number of snow cover scenes was 

required for the catchments Tosoi and Donguztoo, 

which are the two smallest catchments and also the 

two catchments with the smallest elevation range. 

As the data is summarized by catchment and eleva-

tion zone, a snow cover scene results in fewer data 

points in a catchment with a smaller elevation range 

than in a catchment with a larger elevation range. 

Furthermore, data points within or close to the 

transition elevation range between snow-free and 

snow-covered conditions are expected to be most 

informative. For a catchment with a smaller eleva-

tion range, the time period over which such most 

informative data points can occur is shorter than in 

catchments with a larger elevation range, where the 

disappearance of snow can be tracked in a higher 

number of elevation zones and thus over a longer 

time period. A second hypothesis is that a higher 

number of snow cover scenes is required with an 

increasing snow cover error of the calibrated mod-

el. If the snow cover error is large, more scenes are 

required to avoid an unrepresentative selection of 

snow cover scenes. For example, it was observed 

that the model had more difficulties in representing 

the snow cover during periods of intermittent snow-

fall events in the melting phase. This was related to 

uncertainties in the precipitation input, the precipi-

tation phase (solid or liquid), and in the assump-

tions of the snow cover parameterization for small 

snowfall events during the melting phase. More 

snow cover scenes are likely needed if they are 

from such periods where the snow cover error is 

higher. More insights into these questions could be 

gained by evaluating the added information of an 

increasing number of snow cover scenes in the 

calibration period for further catchments. These 

catchments should have different characteristics 

than the catchments investigated in this thesis (e.g., 

other snowfall regimes) to investigate the transfera-

bility of the results from this study to different 

study areas, and they should include catchments 

with high and low elevation ranges.  

This study used satellite-derived snow cover data as 

an additional variable for model calibration and 
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showed that these data delivered useful information 

for increasing the internal consistency of the model. 

A disadvantage of snow cover data is that they do 

not contain information on the amount of water 

stored in the snow cover. It has been shown that 

snow heights derived from airborne laser scanning 

are more powerful than snow cover data in con-

straining model parameters (Schöber et al., 2014). 

However, these data depend on flight missions and 

are therefore only available for small to medium 

size catchments and associated with high costs. 

Satellite-derived products on snow heights or snow 

water equivalents may be derived from active or 

passive microwave sensors. However, uncertainties 

of these data are large, particularly in mountainous 

areas (Botteron et al., 2013). Active microwave 

sensors like Synthetic Aperture Radar are affected 

by large errors resulting from inhomogeneities of 

the snowpack and vegetation, and furthermore only 

have low recurrence frequencies. Passive micro-

wave sensors are limited by their low spatial resolu-

tion (e.g. AMSR-E 25 km), errors caused by vary-

ing snow densities and grain sizes, and the fact that 

the data are not reliable for snow water equivalents 

of >15cm (Hancock et al., 2013). These problems 

currently hamper the application of satellite-derived 

snow water equivalent products for the calibration 

of hydrological models in mountainous areas. 

5.2.4 Further data for multiobjective 
model calibration 

Besides snow cover and discharge data, also glacier 

mass balance data were used for model calibration 

in this thesis. At the end of this section, further data 

with a high potential for increasing model con-

sistency, such as remote sensing data on soil mois-

ture, evapotranspiration, and total water storage 

variations, as well as stable isotope and geochemi-

cal tracers, will be discussed. 

Glacier mass balance data were crucial for the cali-

bration of the hydrological model in the catchments 

of the Aksu Basin. Due to the large uncertainties in 

precipitation there is otherwise a high risk of com-

pensating an underestimation of glacier melt runoff 

by too high runoff from snowmelt and rainfall, and 

vice versa. Since glacier mass balance data were 

included in the model calibration, the hydrological 

model enabled not only investigating whether 

changes in discharge were consistent with the 

changes in temperature and precipitation, but also 

whether these changes are also consistent with the 

glacier mass balance observations. 

Mass balances representative for a larger area, as 

derived by geodetic methods, are particularly useful 

for calibrating hydrological models at larger scales. 

Ideally, the area of the geodetic estimate matches 

with the area of the investigated catchment. For the 

Sari-Djaz catchment, a mass balance estimate 

which covers the complete catchment is now avail-

able (Pieczonka and Bolch, in revision). It largely 

confirms the previous estimate based on two close-

by regions. The Kakshaal catchment is geograph-

ically at a farther distance to the available geodetic 

estimates so that differences to the available esti-

mates might be larger. A geodetic glacier mass 

balance estimate specifically for the Kakshaal 

catchment would be very useful to increase the 

confidence in the hydrological model for this 

catchment. Uncertainties of these geodetic esti-

mates are currently still rather large. These uncer-

tainties are related to the accuracy of the DEM, the 

penetration of the radar signal in snow and ice, and 

the assumptions for missing pixels in the accumula-

tion areas (Surazakov and Aizen, 2006; Pieczonka 

et al., 2013). If the precipitation amount is corrected 

based on observed discharge and hydrological 

modeling, uncertainties of the glacier mass balance 

can result in large uncertainties of the precipitation 

bias factor in highly glacierized catchments with 

low precipitation. For example, the precipitation 

factor in the Sari-Djaz catchment varied between 

1.35 and 1.58 for catchment average mass balances 

between −0.40 and −0.77 m w.e. a−1 (for the period 

1957–2004). A reduced uncertainty range of the 

geodetic glacier mass balance estimates is crucial 

for being able to better constrain model parameters, 

particularly the melt parameters and the precipita-

tion bias factor.  

In addition to the geodetic estimates, a mass bal-

ance time series of a close-by glacier, measured 

using the glaciological method, was applied for 

model calibration. Despite possibly large differ-

ences in absolute mass balances values, temporal 

mass balance variations are regarded as well corre-

lated at the scale of mountain ranges (Huss, 2012), 

and therefore the correlation between the measured 

time series and the catchment average time series 

was used as calibration criterion. This way, the 

advantages of both data sources could be combined. 

The criterion on the cumulative glacier mass loss 

was based on the geodetic estimates, which are 

representative for a larger area but not resolved in 

time, while the criterion on the temporal variation 

was based on glaciological measurements, which 

reflect the interannual variations but might not be 

representative in terms of absolute mass balance 

values. 

Particularly for the Sari-Djaz catchment, model 

parameterizations which resulted in good perfor-

mance with respect to discharge resulted in low 

correlation between the simulated catchment aver-

age mass balance time series and the mass balance 

time series at Karabatkak glacier. Such trade-offs 

can point to possible problems of the model or the 

data and can be used as indication where further 

research should focus. The fact that by evaluating 
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the temporal variation of a single glacier with the 

average behavior of a large number of glaciers 

different entities are compared could be a possible 

cause for the trade-off. Even though typically tem-

poral mass balance variations are assumed to corre-

late well at the scale of mountain ranges (Huss, 

2012), the spatial variations may in this case be 

larger. Another possible cause for this trade-off are 

errors in the glacier mass balance data itself. The 

accumulation area of Karabatkak glacier is difficult 

to access so that measurements were probably only 

performed over part of the glacier and extrapolated 

to the whole glacier. Changes in the methodology 

or accessibility of the glacier in individual years 

could have caused biased results for some years. 

Further possible causes for this trade-off are errors 

in other model input or calibration data, or errors in 

the model structure. 

In this study, the geodetic glacier mass balances 

were used as lumped estimates. Further research 

may also compare the spatial variation of the simu-

lated glacier mass balances with those provided by 

the geodetic estimates, as a further aspect for evalu-

ating the internal consistency of the model. When 

investigating to what extent the model is able to 

represent spatially distributed mass balances, some 

modifications of the model might be considered. 

For example, differences in the energy input by 

aspect could be taken into account, either within the 

current approach by varying model parameters by 

aspect, or by changing to an enhanced temperature-

index (Hock, 1999; Pellicciotti et al., 2005), or an 

energy-balance approach. In case the behavior of 

individual glaciers is mostly influenced by local 

variations in temperature and precipitation which 

are not captured by the sparse station network, or if 

glacier surges play a larger role, it may not be pos-

sible for the model to reflect the spatial variability 

in mass balances.  

While glacier melt is expected to be lower under 

thick debris cover (Östrem, 1959; Reid et al., 

2012), it is still not clear whether these lower melt 

rates for glaciers with debris cover are also valid at 

the regional scale (Gardelle et al., 2012; Kääb et al., 

2012). In this thesis, different melt rates under 

clean ice and debris-covered glaciers were not con-

sidered. Since the cumulative glacier mass loss was 

calibrated against geodetic estimates which include 

glaciers with and without debris cover, the effect of 

debris cover is implicitly taken into account. In the 

future, the model might be modified to consider 

varying melt parameters as a function of the debris 

cover (Juen et al., 2014). Since the effect of the 

debris cover on ablation strongly depends on the 

thickness of the debris layer, with thin debris layers 

resulting in enhanced melt and thick debris layers 

resulting in reduced melt (Östrem, 1959), this also 

requires estimates of the debris layer thickness. 

These might be derived from thermal band satellite 

imagery (Foster et al., 2012). Spatially distributed 

geodetic mass balances could aid in estimating melt 

parameters as a function of debris cover thickness.  

The internal consistency of hydrological models for 

data sparse mountain catchments may be further 

increased by considering data on other variables 

than snow or glacier mass balance. Remotely 

sensed data are, for example, also available for soil 

moisture, evaporation, or total water storage, and 

further information can also be gained from stable 

isotopes or geochemical tracers.  

Satellite-derived soil moisture data can be obtained 

from different types of microwave sensors (Wagner 

et al., 2007). These data however only reflect soil 

moisture of the top few centimeters, while most 

hydrological models represent deeper soil layers. In 

order to enable a comparison between the simulated 

and satellite-derived soil moisture data, either a 

surface soil layer needs to be introduced into the 

hydrological model (Parajka et al., 2009), or an 

exponential filter may be applied to the remote 

sensing data so that the data can serve as an indica-

tor for soil moisture of a deeper soil layer (Wagner 

et al., 1999). For mountainous areas, comparisons 

of satellite-derived to observed (Brocca et al., 2011) 

or simulated soil moisture showed, however, large 

deviations (Laguardia and Niemeyer, 2008; Parajka 

et al., 2009; Rüdiger et al., 2009). These deviations 

are caused by higher noise in the remote sensing 

soil moisture data in high relief terrain, but possibly 

also by higher errors of the hydrological models 

(e.g. due to higher uncertainties in soil depths, or 

larger uncertainties in the meteorological input 

data) (Rüdiger et al., 2009). A further advancement 

of remote sensing methods for soil moisture in high 

relief terrain will be of advantage for integrating 

these data with hydrological modeling in mountain 

catchments, and could contribute to increasing the 

internal model consistency of hydrological models 

in mountain catchments in Central Asia. 

Different methods have been developed to calculate 

evapotranspiration based on remote sensing data. 

Evapotranspiration may be estimated as a residual 

of the surface energy balance, like in the frequently 

applied Surface Energy Balance Algorithm for 

Land (SEBAL) (Bastiaanssen et al., 1998). It esti-

mates evapotranspiration based on land surface 

temperatures derived from remote sensing data in 

the thermal-infrared band, further satellite data on 

albedo, the Normalized Difference Vegetation 

Index, and vegetation height, and additional mete-

orological data on wind speed, air temperature, and 

the water vapor pressure (Gao et al., 2008). Evapo-

transpiration estimates derived with SEBAL were 

for example used for constraining parameters of a 

hydrological model applied in a data sparse river 

basin in Zambia, where they enabled the estimation 

of spatially variable parameters (Winsemius et al., 
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2008). Due to the large uncertainties in the areal 

precipitation estimates in the catchments investigat-

ed in this thesis, a calibrated precipitation bias fac-

tor was introduced. The calculated evapotranspira-

tion therefore is particularly important since it di-

rectly influences the water balance and thus also the 

precipitation bias factor. In future research, it would 

therefore be desirable to compare the evapotranspi-

ration calculated by the hydrological model also 

with evapotranspiration estimates based on remote 

sensing data. 

For large catchments, total water storage variations 

from GRACE (Gravity Recovery And Climate 

Experiment) can be a further data source for hydro-

logical model calibration (Lo et al., 2010; Werth 

and Güntner, 2010). GRACE observes variations in 

the gravitation field, from which variations in water 

mass can be deduced. These estimates include stor-

age variations in snow, glacier ice, groundwater, 

soil moisture, and lakes. However, the data has a 

maximum resolution of 400 km (Wahr et al., 2004), 

with a better performance observed at larger scales 

(Güntner, 2008). The catchments investigated in 

this thesis are therefore too small for a comparison 

with GRACE data. However, such an evaluation 

will be useful if in a future step the simulated area 

is extended to a larger region. 

When applying hydrological models in catchments 

influenced by snow and glacier melt, an important 

question is whether the runoff contributions from 

rainfall, snowmelt, and glacier melt are simulated 

correctly. Hydrograph separation based on tracer 

methods may be used to evaluate the simulated 

runoff contributions. Stable isotopes of water (2H 

and 18O) are ideal conservative tracers of water 

sources. Hindshaw et al. (2011) evaluated the simu-

lated runoff source contributions of their hydrologi-

cal model by simulating the oxygen isotopic com-

position in streamflow with their hydrological 

model. The simulated oxygen isotopic composition 

could then be compared to the observed values. For 

cases where only groundwater and glacier melt 

water contribute to streamflow, the glacier melt 

contribution may be estimated using a two-

component mixing model with glacier melt and 

groundwater as end members (Nolin et al., 2010). 

In many cases, however, snowmelt and rainfall 

overlap with glacier melt so that more end members 

need to be considered. This requires a multi-

component mixing model and additional tracers 

(e.g., two tracers are needed for a three-component 

mixing model). Geochemical tracers may be used 

in combination with isotope tracers (Klaus and 

McDonnell, 2013). It would be desirable to apply 

these methods also for evaluating runoff contribu-

tions in mountain catchments in Central Asia. First 

steps toward a regular sampling program have re-

cently been started in the Ala Archa catchment, 

located in the northern Tien Shan. 

5.2.5 Attribution of streamflow 
trends in two high mountain 
catchments using a data-based 
and a simulation-based 
approach 

In this thesis, a data-based and a simulation-based 

method for trend attribution in snow and glacier 

melt influenced catchments were applied. This also 

illustrated the advantages and disadvantages of the 

two approaches. Data-based approaches, like multi-

linear regression in this thesis, are typically rela-

tively fast and easy to apply. An important disad-

vantage is that it is not clear whether the identified 

relationships are due to physical cause-effect rela-

tionships or statistical artifacts. Furthermore, the 

interpretation may be hampered by correlations 

between possible drivers, as also shown in my 

analyses. Using a hydrological modeling approach 

has the advantage that changes in the processes are 

linked to changes in drivers via causal relation-

ships. Furthermore, other data, e.g. glacier mass 

balance data in this study, may be integrated with 

the hydrological model so that it is also possible to 

evaluate whether the assumed causes for the chang-

es are also consistent with these data. The simula-

tion-based approach also enables investigating 

changes in variables which are typically not meas-

ured, for example changes in glacier melt. Disad-

vantages of the hydrological modeling approach are 

the greater effort for setting up the model, and the 

introduction of model parameter and structural 

uncertainties.  

As recommended by Merz et al. (2012), trend at-

tribution studies should provide evidence of con-

sistency with the assumed drivers of change and of 

inconsistency with alternative drivers, as well as a 

confidence statement. The attribution study in this 

thesis abstained from giving a quantitative confi-

dence statement. A quantitative confidence interval 

could, for example, be based on the different model 

parameterizations, but the ensemble of model pa-

rameterizations in this study was regarded as too 

small for such an analysis, and the so derived con-

fidence interval would cover only one aspect of the 

uncertainties. However, a qualitative evaluation of 

factors influencing the confidence in the attribution 

study can be provided (Table 5.1).  

Generally, the confidence in attribution studies may 

be increased by applying several, possibly basically 

different approaches instead of relying on only one 

approach. The regression and simulation-based 

approaches can be regarded as independent. Even 

when using different approaches, these, however, 

still rely on the same data, which might contain 

errors or may not be able to capture spatially varia-

ble trends. For example, in this study, the same 
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runoff, temperature, and precipitation time series 

were used in both approaches.  

For a reliable trend attribution study, spatially well 

distributed homogeneous meteorological time se-

ries should be available. Spatially variable trends in 

meteorological variables can only be captured by a 

sufficiently dense station network. Furthermore, the 

existence of a high number of meteorological sta-

tions facilitates the identification of inhomogenei-

ties in the time series. 

Trend attribution studies in data sparse catchments 

are therefore associated with higher uncertainties. A 

varying number of available stations over time can 

generate inhomogeneities in the interpolated data 

set if this fact is not considered appropriately dur-

ing the interpolation of the meteorological data. In 

the present study, this problem was minimized by 

interpolating anomalies with respect to a reference 

period, instead of directly interpolating the meteor-

ological time series. 

Results of regression-based analyses should be 

questioned if no physical explanation for the identi-

fied statistical relationships can be found. For the 

regression models in the investigated catchments 

the identified relationships were physically plausi-

ble. The identification of the regression model, i.e. 

explanatory variables and regression coefficients, 

may however still have been impaired by correla-

tions between the explanatory variables.  

Like the regression based approach, the simulation-

based approach is influenced by the quality of the 

available data, which in this case also includes 

further model input data. Parameter uncertainties 

were considered by selecting a number of parame-

ter sets from the multiobjective calibration for the 

trend attribution analysis. Uncertainties from dif-

ferent model structures are likely larger than the 

parameter uncertainties. The resulting model struc-

tural uncertainties can be analyzed by including an 

ensemble of different hydrological models in the 

analysis, which was, however, outside the scope of 

the current analysis.  

Different model structures can represent a different 

level of physical realism. For an attribution analy-

sis, the model should consider all relationships 

which are relevant for the observed changes. For 

example, if glacier geometry changes are not repre-

sented in the model, their effect cannot be investi-

gated, possibly leading to a wrong attribution 

statement.  

Table 5.1: Factors for evaluating the credibility of a trend attribution study.  

 Factor Evaluation for the present study 

General 
Application of several, basically different 

approaches 
 

Application of regression-based and simulation-based 

approach 

 Inspection of various alternative drivers  
No evidence for a significant influence of water man-

agement; therefore unlikely a possible alternative driver  

  - 
Possible changes in wind speed, radiation, or humidity 

were not investigated due to lack of data 

Data situation 
Spatially well distributed, homogeneous time 

series 
- 

Meteorological data were only sparse, an inhomogeneity 

at Tien Shan station could not be excluded 

  -  
Measured time series for radiation, humidity, and wind 
speed not available 

 
Dealing with a variable number of meteoro-

logical inputs in an appropriate way 
 

Interpolation of anomalies instead of direct interpolation 

of the data 

Regression-based 

approach 

No correlation between the explanatory 

variables 
- Correlations were observed 

 Selection of explanatory variables plausible  Yes, see section 4.4.1 

Simulation-based 

approach 

Incorporation of other data besides discharge 

into model calibration /evaluation. 
 

Multiobjective calibration taking into account a meas-

ured glacier mass balance and geodetic mass balance 

estimates 

 Evaluation of model parameter uncertainties  
28 and 6 model parameterizations were considered for 
the attribution analysis 

 Physical realism of the model  Glacier geometry changes were explicitly considered 

  - 

Temperature index approach for snow and glacier melt 

not suited for investigating the specific influence of 
changes in radiation 

 Evaluation of model structural uncertainties  - No, only one model was applied 
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The fact that the model applied in this thesis per-

formed well with respect to interannual variations 

and long-term trends in discharge indicates that the 

model responds well to interannual changes in 

temperature and precipitation and can reproduce the 

changes observed over the study period. Evaluating 

the model with respect to interannual variations and 

long-term trends can also be a useful test if it is 

intended to apply the model for investigating the 

impacts of future climate change. Models and pa-

rameterizations which passed this test are more 

likely to adequately represent the physical process-

es and can therefore be expected to provide more 

reliable simulations under climate change. Simula-

tions for future climate projections are however 

very challenging, since future changes are likely 

greater than the observed changes, and the model 

performance for these future conditions cannot be 

tested. In the present study, a number of model 

parameterizations was excluded because of their 

poor performance with respect to the observed 

trends over the complete study period. This would 

not have been possible if only data for the calibra-

tion period were available. A number of studies 

showed that calibrating a hydrological model to 

periods with contrasting climate conditions may 

result in a loss of model performance when parame-

ters calibrated to one period are applied to another 

period (Vaze et al., 2010; Merz et al., 2011; Coron 

et al., 2012; Seiller et al., 2012). For example, Merz 

et al. (2011) calibrated a hydrological model to 273 

catchments in Austria for periods with different 

climate conditions, and found that, in response to 

observed increases in precipitation and temperature, 

the model reacted with higher streamflow, while 

measured streamflow in contrast remained mostly 

stable. Similarly, Coron et al. (2012) found a low 

transferability between periods with different levels 

of precipitation in their study on 216 catchments in 

southeast Australia. The nature of the parameter 

nonstationarity may help to identify which process-

es are not adequately represented by the model and 

may guide model improvement (Westra et al., 

2014). More research is required to assess which 

model structures and which calibration strategies 

are well suited for investigating past and future 

hydrologic changes. 

5.3 Concluding remarks 

The approaches developed in this thesis for moun-

tain catchments in Central Asia are also transferra-

ble to other data sparse mountain regions, such as 

the Andes or the Himalaya. For example, using

precipitation patterns from downscaled reanalysis 

data for the interpolation of station-based precipita-

tion data can be a good solution for interpolating 

precipitation data in regions where the precipitation 

pattern cannot be derived from the station data. The 

demonstration of larger snow cover errors when 

neglecting snow cover data for model calibration 

hopefully encourages other modelers to integrate 

snow cover data in the model calibration/evaluation 

process for achieving a higher model consistency. 

Due to the low density of precipitation gauges in 

many mountain regions, the comparison of precipi-

tation data sets using hydrological modeling and 

observed discharge should be the preferred way of 

comparing precipitation data sets also in other 

mountain headwater catchments (if there are no 

significant influences of water management). 

Based on hydrological modeling, this study im-

proved our knowledge on the hydrological cycle in 

the Karadarya and Aksu catchments, including a 

better understanding of the water balance, hydro-

logical processes, and past hydrological changes. It 

could be shown that global precipitation data sets 

strongly underestimate precipitation in the Kara-

darya headwater catchments. The additional use of 

snow cover data for model calibration enabled us to 

better constrain when and where snowmelt oc-

curred. Results of the study in the Aksu headwater 

catchments indicated that the discharge increase in 

these catchments strongly relates to glacier shrink-

age and increased glacier melt. This means that the 

additional water resources stem to a large extent 

from depletion of glacier storage. Once these stor-

ages are depleted, a decrease of the water resources 

must be expected. In the next step, the hydrological 

models will be applied in combination with climate 

change scenarios in order to estimate hydrologic 

impacts of projected climate change in the future. 

This contributes to improving the scientific basis 

for the planning of water management.  

Hydrological modeling in mountain catchments of 

Central Asia is challenging, due to the low density 

of the measurement networks and the large uncer-

tainties involved. However, water resources of 

these mountain regions are important for a large 

number of people, and hydrological modeling in 

these regions is therefore very relevant to gain an 

improved understanding of the regional hydrology. 

This thesis demonstrated that by including addi-

tional data derived from atmospheric modeling and 

remote sensing the credibility of hydrological mod-

els can be increased also in data sparse mountain 

regions. 
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