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Abstract

Mathematical modeling of biological systems is a powerful tool to systematically investigate
the functions of biological processes and their relationship with the environment. To obtain
accurate and biologically interpretable predictions, a modeling framework has to be devised
whose assumptions best approximate the examined scenario and which copes with the
trade-off of complexity of the underlying mathematical description: with attention to detail
or high coverage. Correspondingly, the system can be examined in detail on a smaller
scale or in a simplified manner on a larger scale. In this thesis, the role of photosynthesis
and its related biochemical processes in the context of plant metabolism was dissected by
employing modeling approaches ranging from kinetic to stoichiometric models.

The Calvin-Benson cycle, as primary pathway of carbon fixation in C3 plants, is the initial
step for producing starch and sucrose, necessary for plant growth. Based on an integrative
analysis for model ranking applied on the largest compendium of (kinetic) models for the
Calvin-Benson cycle, those suitable for development of metabolic engineering strategies
were identified.

Driven by the question why starch rather than sucrose is the predominant transitory
carbon storage in higher plants, the metabolic costs for their synthesis were examined. The
incorporation of the maintenance costs for the involved enzymes provided a model-based
support for the preference of starch as transitory carbon storage, by only exploiting the
stoichiometry of synthesis pathways.

Many photosynthetic organisms have to cope with processes which compete with carbon
fixation, such as photorespiration whose impact on plant metabolism is still controversial.
A systematic model-oriented review provided a detailed assessment for the role of this
pathway in inhibiting the rate of carbon fixation, bridging carbon and nitrogen metabolism,
shaping the C1 metabolism, and influencing redox signal transduction.
The demand of understanding photosynthesis in its metabolic context calls for the

examination of the related processes of the primary carbon metabolism. To this end, the
Arabidopsis core model was assembled via a bottom-up approach. This large-scale model
can be used to simulate photoautotrophic biomass production, as an indicator for plant
growth, under so-called optimal, carbon-limiting and nitrogen-limiting growth conditions.

Finally, the introduced model was employed to investigate the effects of the environment,
in particular, nitrogen, carbon and energy sources, on the metabolic behavior. This resulted
in a purely stoichiometry-based explanation for the experimental evidence for preferred
simultaneous acquisition of nitrogen in both forms, as nitrate and ammonium, for optimal
growth in various plant species.
The findings presented in this thesis provide new insights into plant system’s behavior,

further support existing opinions for which mounting experimental evidences arise, and
posit novel hypotheses for further directed large-scale experiments.
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Zusammenfassung

Mathematische Modellierung biologischer Systeme eröffnet die Möglichkeit systematisch
die Funktionsweise biologischer Prozesse und ihrer Wechselwirkungen mit der Umgebung
zu untersuchen. Um präzise und biologisch relevante Vorhersagen treffen zu können, muss
eine Modellierungsstrategie konzipiert werden, deren Annahmen das untersuchte Szenario
bestmöglichst widerspiegelt und die dem Trade-off der Komplexität der zugrunde liegenden
mathematischen Beschreibung gerecht wird: Detailtreue gegenüber Größe. Dementspre-
chend kann das System detailliert, in kleinerem Umfang oder in vereinfachter Darstellung
im größeren Maßstab untersucht werden. In dieser Arbeit wird mittels verschiedener
Modellierungsansätze, wie kinetischen und stöchiometrischen Modellen, die Rolle der
Photosynthese und damit zusammenhängender biochemischer Prozesse im Rahmen des
Pflanzenstoffwechsels analysiert.
Der Calvin-Benson-Zyklus, als primärer Stoffwechselweg der Kohlenstofffixierung in

C3-Pflanzen, ist der erste Schritt der Stärke- und Saccharoseproduktion, welche maß-
geblich für das Wachstum von Pflanzen sind. Basierend auf einer integrativen Analyse
zur Modellklassifizierung wurden aus der größten bekannten Sammlung von (kinetischen)
Modellen des Calvin-Benson-Zyklus diejenigen ermittelt, die für die Entwicklung von
Metabolic-Engineering-Strategien geeignet sind.

Angeregt von der Fragestellung warum Kohlenstoff transitorisch vorwiegend in Form von
Stärke anstatt Saccharose gespeichert wird, wurden die metabolischen Kosten beider Synthe-
seprozesse genauer betrachtet. Die Einbeziehung der Bereitstellungskosten der beteiligten
Enzyme stützt die Tatsache, dass bevorzugt Stärke als temporärer Kohlenstoffspeicher
dient. Die entprechende Untersuchung erfolgte einzig auf Grundlage der Stöchiometrie der
Synthesewege.

In vielen photosynthetisch-aktiven Organismen findet zudem Photorespiration statt, die
der Kohlenstofffixierung entgegenwirkt. Die genaue Bedeutung der Photorespiration für den
Pflanzenmetabolismus ist noch umstritten. Eine detaillierte Einschätzung der Rolle dieses
Stoffwechselweges bezüglich der Inhibierung der Kohlenstofffixierungsrate, der Verknüpfung
von Kohlenstoff- und Stickstoffmetabolismus, der Ausprägung des C1-Stoffwechsels sowie
die Einflussnahme auf die Signaltransduktion wurde in einer modell-basierten, kritischen
Analyse vorgenommen.

Um die Photosynthese in ihrem metabolischen Kontext verstehen zu können, ist die Be-
trachtung der angrenzenden Prozesse des primären Kohlenstoffmetabolismus unverzichtbar.
Hierzu wurde in einem Bottom-up Ansatz das Arabidopsis core Modell entworfen, mittels
dessen die Biomasseproduktion, als Indikator für Pflanzenwachtum, unter photoautotrophen
Bedingungen simuliert werden kann. Neben sogenannten optimalen Wachstumsbedingungen
kann dieses großangelegte Modell auch kohlenstoff- und stickstofflimitierende Umweltbe-
dingungen simulieren.

Abschließend wurde das vorgestellte Modell zur Untersuchung von Umwelteinflüssen auf
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das Stoffwechselverhalten herangezogen, im speziellen verschiedene Stickstoff-, Kohlenstoff-
und Energiequellen. Diese auschließlich auf der Stöchiometrie basierende Analyse bietet
eine Erklärung für die bevorzugte, gleichzeitige Aufnahme von Nitrat und Ammonium, wie
sie in verschiedenen Spezies für optimales Wachstum experimentell beobachtet wurde.
Die Resultate dieser Arbeit liefern neue Einsichten in das Verhalten von pflanzlichen

Systemen, stützen existierende Ansichten, für die zunehmend experimentelle Hinweise
vorhanden sind, und postulieren neue Hypothesen für weiterführende großangelegte Expe-
rimente.
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Chapter 1.

Introduction

1.1. The merits and intricacies of investigating plants
Plants have a key role for life on earth. They are one of the major primary producers of
organic material and oxygen (O2), required by most other organisms for viability. While
herbivores use diverse parts of plant for sustenance, e.g., leaves (koalas), wood (termites),
seeds (birds), and pollen (bees), human beings make use of them beyond nutrition. We
cultivate plants to harvest additional specific products as fuels and for other economic
purposes, such as: clothes (cotton), medicine (codeine, morphine) and drugs (nicotine,
caffeine). Therefore, crop plants are the key element in agriculture and industry such that
they are increasingly in the focus of research, with two principle questions: “How to improve
crop yield?” [1] and “How does crop plants adapt to changing climatic conditions?” [2].

Crop plants are usually bred to increase yield or improve their fitness. These undertakings,
in combination with the demand for enhancing the production of particular compounds
(e.g., lipids), often result in altered chemical composition. To address the aforementioned
questions, it is important to understand plant responses on the metabolic level.
Metabolic processes subsume the entirety of biochemical processes occurring within

a biological system (e.g., cell or organism) that support its viability. The biochemical
reactions converting simple substances to more complex ones form the anabolism, while the
catabolism captures the processes of breaking down metabolites to yield energy. The most
remarkable metabolic feature of plants is their ability to grow under photoautotrophic
conditions, whereby they use energy from photons and convert it into cellular energy,
enabling photosynthesis.
Outside the kingdom of plants, there are only six other groups where photosynthetic

organisms are found: algae, amongst the eukaryotes, as well as cyanobacteria, purple
bacteria, green sulfur bacteria, green nonsulfur bacteria and heliobacteria, amongst the
prokaryotes. The photosynthetic pathways differ amongst these groups in various aspects,
e.g., underlying biochemistry, anatomy and/or overall morphology [3]. The main categori-
zation into oxygenic and anoxygenic photosynthesis is based on the utilized electron donor,
namely, water (H2O) [4], sulfide [5] or nitrite [6]. Eukaryotes and cyanobacteria perform
the oxygenic form, whereby O2 is produced in the photosynthetic reactions by oxidizing
H2O (see section 1.4.1).
Based on the ability to utilize light energy, plants are able to synthesize all organic

compounds starting from low-energetic precursors, while heterotrophic organisms require
high-energetic precursors to drive the metabolism. In other words, plants can utilize distinct
sources for energy and the necessary chemical elements, such as carbon dioxide (CO2),
H2O, nitrate and/or ammonium, sulfate or hydrogen sulfide, and inorganic phosphate,
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rather than to take up a single molecule combining energy and nutrients. This facilitates
the identification and investigation of the individual steps of the (plant) anabolic processes.

The major stages of anabolism are threefold: (1) synthesis of the metabolites serving as
building blocks, i.e., monosaccharides, amino acids, and nucleotides, (2) the (re)activation
using cellular energy from compounds, such as adenosine triphosphate, and (3) the assembly
of these building blocks to macromolecules composing the biomass of each cell. The key
metabolites of the plant anabolism include carbohydrates, such as sugars, starch and
cellulose, free amino acids and proteins, nucleic acids, including DNA and RNA, and
the diverse biochemical compound group of lipids. In addition, plants synthesize more
complex metabolites, such as vitamins and the so-called secondary metabolites, for feeding
deterrence, pathogen defense, stress-protection, attraction of pollinators and seed-dispersing
animals, and as agents of plant-plant competition [7]. Nevertheless, already the synthesis
pathways of these building blocks are numerous, intricate and interrelated. For instance,
amino acid synthesis bridges carbon and nitrogen metabolism, and, in the case of cysteine
and methionine, the synthesis pathways additionally link to sulfur metabolism. Nucleotide
synthesis, moreover, interrelates to phosphorus metabolism such that considering solely
the building block synthesis pathways results in a highly complex network. To elucidate
the complexity of the metabolism, it is important to understand the underlying molecular
mechanisms and their interrelationship [8]. This reveals insights into the emerging principles
of metabolic behavior.
The metabolic state of a cell is determined by the interaction of metabolism with the

remaining system’s levels, including genome, transcriptome, and proteome. For instance, the
metabolic behavior of the (active) biochemical processes is in part affected by the activity
of the underlying enzymes. These, in turn, can be influenced via preceding transcriptional
control and RNA processing, as well as post-translational modification and/or allosteric
modulation [9].
Aside from the modulation by the different cellular levels, metabolism is also shaped

by the environment, namely, abiotic and biotic factors. Unfavorable conditions, termed
stresses in the extreme cases, can affect metabolism either directly, via limitations on the
availability of key nutrients, or indirectly, due to its internal modulation by the other
cellular processes [10, 11]. Following this line of argumentation, it is evident that plant
phenotype (including the state of metabolism) emerges from system-wide effects of genetic
and/or environmental perturbations [12, 13].

1.2. Approaches for system’s investigation

The classical approach to address the questions raised bases on experimental in vivo or
in vitro studies only, whereas the emerging approaches often involve the in silico guided
examination of systemic effects of perturbations. Pursuing the classical approach for testing
hypotheses in well-investigated model organisms is the standard in modern biology. For
instance, this approach was employed to determine the combination of genetic modifications
which permits the production of potato starch with very high amylose content [14]. In this
particular case, the structure and synthesis pathways as well as the impact in industrial
applications are well-documented [15]. These provide the necessary knowledge which can
be used as a starting point for a feasible number of targeted experiments to identify the
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most promising candidate modifications.

This classical approach is not suitable for dissecting processes which have not been
systematically investigated, such as metabolic adaptation to environmental changes or
specialized (secondary) metabolism. For instance, identifying the genes pertaining to
synthesis pathway of vitamin E in tomato proved to be difficult due to the lack of
detailed background knowledge [16]. Although the biosynthesis pathways of the vitamin
E compounds, tocopherol and tocotrienol, were elucidated in 1979 [17], the involved key
enzyme encoding genes have been identified only in the mid 1990s, but only for Arabidopsis
thaliana (Arabidopsis) and Synechocystis sp. PCC6803 [18]. Thus, pursuing the solely
experimental reverse genetics approach and testing systematically the impact of all genes in
tomato would be time consuming and potentially uncertain since all gene knockouts would
have to be created, established, and analyzed. In contrast, to narrow down candidate genes
putatively affecting tocopherol content Almeida and coworkers [19] integrated high pressure
liquid chromatography measurements and in silico methods, more precisely, BLAST-based
analyses against Arabidopsis sequences and quantitative trait loci analysis for characterizing
and mapping the genes involved in the biosynthesis pathway. These tocopherol-related
pathway candidate genes provide, then, the starting point for further reverse genetic
analyses to verify the genes of the vitamin E metabolism.

The main difference of these two approaches is their understanding of the metabolic
system as a ’reductionist’ and ’integrationist’, respectively [20]. Methodological reduction
is described by Ayala [21] as “the claim that the best strategy of research is to study
living phenomena at increasingly lower levels of complexity and, ultimately, at the level
of atoms and molecules” and, therefore, accounts for the local effects of the system (e.g.,
metabolism). On the other hand, according to Mishler and Brandon [22], integration refers
to the “active interaction among parts of an entity. In other words, does the presence or
activity of one part of an entity matter to another part?” Hence, by pursuing the concept
of integration the global, system-wide effects can be examined. By only considering the
local effects, the inferred mechanisms might be confounding due, e.g., misinterpreting the
experimental data. In this manner, false-negative and false-positive implications might arise
from measuring no metabolic signal (although unexamined metabolites may show effects)
and metabolic changes which may be actually caused by other biochemical reactions (due to
complexity and intricate interrelationship of metabolic processes). In contrast, considering
the system-wide impact facilitates the consideration of the interdependence of subsystem
effects of interpretation, however, at the cost of not revealing all molecular mechanisms.

Benefiting by both research strategies leads to the conceptual approach of systems
biology combining “the identification and detailed characterization of the parts, with the
investigation of their interaction with each other and with their wider environment, to
elucidate the maintenance of the entity” [20]. The claim of understanding the complexity
of the biological system propelled the various omics technologies. Therein, the respective
system level is systematically examined through high-throughput experiments resulting in
a surge of data. Analyzing and interpreting these data and the underlying mechanisms
insistently calls for the integration by in silico investigations.
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1.3. In silico investigations

In in silico approaches, based on continuous and discrete data, both the deterministic and
stochastic processes are examined by means of mathematical models of the underlying
system, e.g., by mechanistic kinetic and stoichiometric models. Often it is assumed that
“the observed dynamics are driven exclusively by internal deterministic mechanisms” [23].
However, for instance pharmacological processes are exposed to influences that are not
completely understood or not feasible to model explicitly. In order to model stochastic
processes, a system of stochastic differential equations, as a natural extension to the
deterministic, is used [24].
Focusing on dynamic, continuous modeling of metabolism, the corresponding processes

are typically described by ordinary differential equations. While the “scope of kinetic
models is to quantify the rates of the [bio]chemical reaction as a function of system [. . . ]
properties”, e.g., metabolite concentration and kinetic parameters [25], stoichiometric
models aim at determining a feasible distribution of reaction rates (fluxes) for each reaction,
termed flux distribution, without using any knowledge of the underlying kinetic form.

Kinetic modeling, the conventional approach to simulate metabolic processes, describes
the changes of metabolite concentrations over time and, thereby, enables to answer questions
about detailed scenarios, their transient behavior, and/or effects of potential regulatory
events. The various models of reaction kinetics can be categorized regarding their levels of
reaction modeling, for instance, law of mass action and equilibrium approximation are based
on substrate-product level, whereas Michaelis-Menten and Hill kinetics rely on substrate-
enzyme level. By considering substrate binding to the enzyme, the mathematical formulation
of reaction rate becomes more complex. However, this allows the incorporation of regulatory
processes. In general, kinetic modeling is based on detailed background knowledge about
the dynamic behavior of the system, e.g., enzyme action, substrate binding affinities in
terms of kinetic parameters (k in mass action and Km in Michaelis-Menten), and regulatory
mechanisms. Additionally, it acts on the assumption that the system behaves similarly in
vivo and in vitro such that the predominantly in vitro measured kinetic parameters are a
proper approximation. Unfortunately, the availability of this information mostly restricts
the applicability of kinetic modeling to small-scale and at most medium-scale models.

The examination of large-scale metabolic networks is rendered possible via stoichiometric
modeling. Here, the complexity of the reaction rate description is reduced to the topology of
the underlying system, i.e., only the stoichiometry and the directionality of the biochemical
reactions as well as physiologically plausible minimum and maximum reaction rates (flux
boundaries) are taken into account. Based on the quasi-steady state approximation for
the internal metabolites, the systemic behavior and respective properties pertaining to
homeostatic conditions can be examined (see section 1.4.2). By means of network-based
pathway analyses, such as elementary modes [26] and extreme pathways [27], insights
into pathway structure and reaction essentiality can be gained. The usage of additional
(invariant and/or environment-specific) restrictions of the solution space render constraint-
based analyses possible. On the one hand, measured (mainly extracellular) fluxes and/or
(de)activating regulatory constraints enable the elucidation of reaction contributions to
overall metabolic processes (metabolic flux analysis). On the other hand, assuming an
optimal realization of metabolic processes in a cell owing to the evolutionary pressure
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provides the means for predictive analyses by using the so-called flux balance analysis
(FBA; see section 1.4.3) [28]. By means of linear programming the model is rendered
“capable of predicting the [molecular] phenotype (flux distribution) that will be expressed
under certain conditions (given by the input constraints)” [29]. The drawback of those
investigations within the metabolic context is disregarding the dynamic behavior of the
internal processes, i.e., understanding the metabolite concentration adaptations and detailed
regulatory processes. However, the simplification of the metabolic system does not constrain
the solution space, since any steady-state solution of a kinetic model is also a solution
of a stoichiometric model with proper flux boundaries. Moreover, it is noteworthy that
the quasi-steady state approximation does not imply that “the dynamic nature of the
entire process is completely disregarded, because dynamic extracellular processes, such as
substrates uptake and product formation, can still be considered” [29].

Compliant with the systems biology approach, the research efforts for modeling metabolic
processes should be directed towards rendering kinetic modeling applicable on a large
scale. This would allow both, a detailed characterization of molecular mechanisms and
their dynamic behavior as well as the examination of the interaction with all system’s level
and the environmental factors. Since such a model is not yet available, the crucial step in
modeling metabolic processes is the selection of the modeling approach according to the
biological question(s) to address. Moreover, the modeling outcome highly depends on the
available data, and the assumptions which are closest to the examined scenario. Knowledge
about the shortcomings and advantages of the respective approaches, in combination with
these three criteria, can reduce the risk of misinterpreting the data and the emerging
principles underlined by the molecular mechanisms.

1.4. Underlying concepts and methods of the thesis

This section briefly covers the key biological and modeling concepts and methods used in
several chapters. The methods exclusively applied in one chapter are provided in those
respective method sections.

1.4.1. Plant photosynthesis

Photosynthesis in plants describes the process of carbon fixation, in terms of CO2 assi-
milation, by means of splitting H2O and releasing O2. This process is realized in distinct
ways due to plants’ adaptation to different climatic conditions. Increased light intensities,
elevated temperatures and dryness [30] result in morphological modifications, e.g., increased
thickened and fleshy leaves, as well as anatomical adaptations, e.g., Kranz anatomy with
almost uniform mesophyll layer and absence of palisade layer, respectively. Biochemically,
C4 and CAM plants differ from C3 plants in the ways in which carbon is fixed. In C4 and
CAM plants, a prior CO2 fixation step is introduced that separates the initial and final CO2
assimilation spatially and temporally, respectively. As a result, while C4 plants can increase
the photosynthetic efficiency regarding ribulose-1,5-bisphosphate carboxylase/oxygenase,
CAM plants can enhance the efficiency of H2O utilization. In the following, the focus is on
the basic photosynthesis processes of C3 plants, dealt with in this thesis.
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The photosynthetic pathway comprises the light reactions involving the related oxygen-
evolving complex, and the Calvin-Benson cycle (CBC). In the CBC pathway the inorganic
carbon is assimilated, for which the light reactions provide the required cellular energy [31].
In order to integrate the light reaction processes within the scope of metabolic modeling,
the photon absorption, the electron transfer through the protein complexes, and the proton
translocation across thylakoid membrane have to be included (see Chapter 5). According
to the available Enzyme Commission number in AraCyc [32], the light reactions can be
encompassed by five biochemical reactions. For simplification, the underlying O2 production
by splitting H2O is merged with the processes conducted at the photosystem II. In contrast,
the underlying biochemical reactions of the CBC are modeled on different levels of details,
depending on the considered aspects of photosynthesis (see Chapter 2). The CBC comprises
13 biochemical reactions catalyzed by 11 different enzymes, and can be divided into three
stages: (1) the carboxylation of ribulose 1,5-bisphosphate, forming two molecules of 3-
phosphoglycerate, (2) the reduction of 3-phosphoglycerate to glyceraldehyde-3-phosphate,
the branch intermediate for sucrose synthesis, and (3) the regeneration of the CO2 acceptor.
The regeneration stage of the CBC contains, the branch-point towards starch synthesis as
well as several shared reactions with gluconeogenesis and pentose phosphate pathway. This
position as the branching point to all further anabolic processes in plants is the reason for
the great importance of the CBC.

1.4.2. Quasi-steady state approximation
The quasi-steady state approximation describes the simplification of the metabolic system
with respect to the time-hierarchy of the underlying biochemical reactions. Based on this
time-hierarchy, the reactions can be categorized into slow and fast [33]. After a short
transient period, the metabolite concentrations of the substrates pertaining to a fast
reaction can be considered constant (although, they may exhibit minor changes) [34]. In
addition, these changes are very small compared to those in slow reactions, supporting
the approximation of constant metabolite concentrations over time, termed quasi-steady
state approximation. This assumption is well-established for enzyme-substrate complex
formation compared to product formation in kinetic modeling [35] as well as for intracellular
processes compared to extracellular ones in stoichiometric modeling [29].
Based on the quasi-steady state approximation, often homeostatic conditions are si-

mulated. Cannon [36] devised the term homeostasis as: “The coordinated physiological
processes which maintain most of the steady states in the organism are so complex and so
peculiar to living beings [. . . ] that I have suggested a special designation for these states,
homeostasis. The word does not imply something set and immobile, a stagnation. It means
a condition–a condition which may vary, but which is relatively constant” [36]. In line
with this, homeostasis is a property maintaining the state of the system rather than its
functions [37], and, accordingly, is at best described by a stable steady state referring to
“unstressed” environmental conditions.
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1.4.3. Constraint-based methods for stoichiometric modeling

Flux balance analysis1 allows predicting the synthesis and/or consumption rate of specific
metabolites or combinations thereof, e.g., representatives of cell biomass as a growth
indicator. The underlying assumption is that the metabolic processes of cells have evolved
towards an optimal behavior, forced by the evolutionary pressure, i.e., the metabolic fluxes
are regulated such that an optimal flux distribution is achieved [28, 29]. Based on an
ascertained metabolic objective, e.g., starch synthesis or growth enhancement in terms of
biomass production, a linear program is formulated composed of: (1) the optimization of the
objective function, cTv, which can be any linear combination of fluxes v, where c denote
the objective coefficients, (2) the steady state postulation, where S is the stoichiometric
matrix, (3) the specifications of the reaction directionalities via lower and upper flux
boundaries, vmin and vmax, (4) and possible further constraints (Equation 1.1):

max /min cTv
s.t. S · v = 0

vmin ≤ v ≤ vmax
. (1.1)

It is noteworthy that the resulting flux distribution may not be unique, i.e., it is only a
representative achieving the maximum/minimum of the objective function and obeying the
constraints. Modifications of the conventional FBA formulation enable the examination of
quadratic problems, transience of metabolism (dynamic FBA) [39], and provide unique
solutions by performing an additional optimization step [29, 40], or selecting a specific
distribution (geometric FBA) [41].
Certainly, FBA has limitations, e.g., by neglecting the reaction kinetics, it cannot be

used to predict metabolite concentrations and can only account for specific regulatory
effects, such as reaction (de)activation [28].

Flux variability analysis1 enables the determination of alternative pathways, in terms
of different combinations of reaction sequences, achieving the same optimal behavior of
the cell with respect to a predefined metabolic objective. Such alternative pathways are
shunts, by-passes or overlapping biochemical pathways, such as the CBC and pentose
phosphate pathway, and reflect the redundancy which occurs in most metabolic networks
[42]. According to this, flux variability analysis quantifies the flexibility of the underlying
metabolic processes while maintaining the prespecified yield. By a series of optimization
steps, the feasible range of steady-state fluxes for each reaction is determined. Here, a
reaction is denoted as variable if the potential flux range is more than 1 % of the total flux
range.

Flux coupling analysis1 facilitates the analysis of metabolic relationships and the detection
of functionally related reactions, by examining dependencies between two reactions that
are “active” together, in terms of carrying a nonzero flux in a steady state [43]. By a
series of optimization steps, the effects of changing the flux of one coupling partner on the
second reaction can be investigated [44]. Thereby, one distinguishes three types of couplings,

1Based partially on the supplemental material of Arnold and Nikoloski (2014) [38] (see Chapter 5).
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namely fully-, partially- and directionally-coupled reactions. Two reactions are fully-coupled,
if changing the reaction flux of one coupling partner results in a fixed proportional change
of the flux of the other reaction. On the other hand, for partially-coupled reactions such a
change only causes an arbitrarily change of the corresponding coupling partner. Importantly,
those effects are mutual, whereby the change of each of both reactions induce the respective
change of the other reaction flux. In directionally-coupled reactions, this relationship is
asymmetric. All reactions which do not fall into these categories are termed uncoupled [45].
As the computation of flux couplings only relies on the stoichiometry of the metabolic

network, constraints such as flux boundaries are ignored. The compared models drama-
tically differ in the number of import and export reactions which highly influence the
coupling of reactions. Consequently, all nonessential importers and exporters are removed
to establish a comparable framework. Moreover, all “nonactive”, so-called blocked, reactions
are eliminated, including also those arising from the removal of the importers and exporters
(in accordance to the algorithm’s procedure) [44]. Accordingly, a functional networks is
obtained for which the couplings are identified.

1.5. Organization of the thesis

The focus of this thesis is to illustrate different aspects of modeling photosynthesis and
related metabolic processes, and to reveal their applicability for addressing biological
questions. Depending on the different question(s) to address, the suitable modeling approach
is chosen for each analysis, from detailed small-scale reaction kinetic towards large-scale
stoichiometric modeling. The analyses are applied to Arabidopsis, as the best-investigated
C3 plant model organism.

In order to investigate the photosynthetic processes in detail, first of all, either a model
has to be assembled or a proper model can be selected from the multitude of existing ones.
In Chapter 2, a quantitative comparative analysis of existing CBC models is presented
to determine the best-performing ones with respect to a combination of criteria ensuring
biological functionality. For that purpose, several models had to be amended to get them
properly working and allow comparability (published as Arnold and Nikoloski, Arnold and
Nikoloski, 2011, 2014 [46, 47]2).
The most-promising candidate of CBC models, capable for metabolic engineering ap-

plications, is utilized in Chapter 3 to demonstrate the impact of enzyme turnover and
synthesis by integrating enzyme action and stoichiometric modeling. In doing so, the costs
of enzyme de novo synthesis can be incorporated3 which provide the means to expand the
concept of metabolic costs by the maintenance costs of enzyme provision. As a result, the
metabolic costs for synthesizing the photosynthesis related end-products are determined,
thus, elucidating the transitory carbon storage mechanism.

In Chapter 4, the modeling attempts of the photorespiratory pathway in various level of
detail and considered context are characterized. Thereby, the interconnection of photore-

2The review article in Trends in Plant Science was intended as a succeeding publication to the original
article in Mathematics and Computers in Simulation (special issue for outcomes arising from the Workshop
DIEBM2010). Repeatedly delay in the publication process required the inclusion of the underlying methods
in the supplemental material of Arnold and Nikoloski, 2011 [46].

3Amongst others, based on the model presented in Chapter 5, Arnold and Nikoloski, 2014 [38].
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spiration and photosynthesis is highlighted, and its characteristic of bridging carbon and
nitrogen metabolism and the corresponding still controversial role are assessed (published
as Arnold and Nikoloski, 2013 [48]).
For the purpose of investigating the photosynthetic processes within the immediate

metabolic context, the demand for a large-scale model of Arabidopsis’ primary metabolism
of high quality is raised in Chapter 5. In contrast to the existing models, a bottom-up
assembled model is devised, capable of simulating photoautotrophic conditions by obeying
the law of mass conservation and without the usage of gap-filling algorithms. Moreover,
the additional annotation of enzyme complex structures enables the calculation of enzyme
synthesis costs which, in turn, is used to explore the trade-off between protein synthesis
and growth (under revision as Arnold and Nikoloski, 2014 [38]).

Metabolic costs and their relevance highly depend on the present environmental conditions.
Chapter 6 reveals the effects of different nitrogen sources as well as light and carbon-source
conditions on the metabolic costs of amino acid synthesis. Moreover, the comparative
analysis of different models across the considered conditions reinforces the importance of
the model selection and a careful curation (under revision as Arnold et al., 2014 [49]).
The results and the drawn conclusions of each analysis are summarized and discussed

in Chapter 7. Moreover, a potential extension is considered offering the perspective of
modeling on a large scale by at least partially accounting for dynamic information of the
metabolism. Such an approach may set the course for diminishing the shortcomings of the
currently existing two distinct approaches of modeling metabolism.
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Chapter 2.

A quantitative comparison of Calvin-Benson
cycle models4

The Calvin-Benson cycle provides the precursors for biomass synthesis necessary for
plant growth. The dynamic behavior and yield of the CBC depend on the environmental
conditions and regulation of the cellular state. Accurate quantitative models hold the
promise of identifying the key determinants of the tightly regulated CBC function and
their effects on the responses in future climates. We provide an integrative analysis of
the largest compendium of existing models for photosynthetic processes. Based on the
proposed ranking, our framework facilitates the discovery of best-performing models with
regard to metabolomics data and of candidates for metabolic engineering.

2.1. Modeling as a step towards understanding
Mathematical modeling of integrated processes lends itself as a useful tool for in silico
probing of biological systems. The existing modeling paradigms hold the promise to tackle
one of the greatest challenges in plant physiology, improving the understanding of the
CBC, its limiting steps, and the relation to plant growth [50]. Mathematical modeling
allows for placing this important metabolic pathway in the context of its cellular milieu
(e.g., surrounding pathways) and the entire carbon cycle. Moreover, it provides the means
for predicting systemic behavior on various levels of the system, rendering it valuable in
planning laborious experiments aimed at confirming posited hypotheses.
Here we present a comprehensive critical review of the existing models of the CBC. By

assembling and implementing a compendium of 15 models, our aim is to identify those
model candidates that provide quantitatively accurate predictions for the levels of CBC
intermediates and show biologically plausible dynamics. These candidates, in turn, can be
used in metabolic engineering [51] and in the design of synthetic metabolic pathways for
improved carbon fixation, growth and yield [52].

2.2. Overview of model components
The challenge of modeling involves selection of the relevant biochemical reactions. In the
case of the CBC, the most general description includes the three stages: carboxylation,
reduction and regeneration, which can further be divided into more specific sub-processes

4This chapter is based on the publication of Arnold and Nikoloski (2011) [46]. Section 2.6 was extracted
from the corresponding supplemental material.
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down to the level of single reactions. One of the key reactions is the initial step, whereby
carbon dioxide (CO2) enters the CBC. It is termed the ribulose-1,5-bisphosphate carboxyla-
se/oxygenase (RuBisCO; EC 4.1.1.39) reaction, although the corresponding enzyme name is
misleading [53]. In fact, the enzyme initially reacts with ribulose-1,5-bisphosphate (RuBP),
resulting in the enediol-enzyme complex which can then capture CO2 (carboxylation)
or oxygen (O2, oxygenation) [54, 55]. Due to its biochemical importance, this step has
been included in almost all modeling attempts either at reaction level or its represen-
tation as substrate-enzyme and product-enzyme steps [56]. The other key reactions of
the CBC, such as those catalyzed by fructose-1,6-bisphosphatase (FBPase; EC 3.1.3.11),
sedoheptulose-1,7-bisphosphatase (SBPase; EC 3.1.3.37) and ribulose-5-phosphate (Ru5P)
kinase (EC 2.7.1.19), also appear in almost every model at the reaction level [51, 56–61].

In the case of the end-product processes, the key reactions involve adenosine diphosphate
(ADP) glucose pyrophosphorylase (AGPase, EC 2.7.7.27) for starch synthesis, uridine
triphosphate glucose-1-phosphate uridylyltransferase (EC 2.7.7.9) for sucrose synthesis and
RuBisCO (oxygenase function) for photorespiration. Moreover, the steps branching from
the CBC and competing for the branch-point intermediates have to be carefully considered.
For instance, the triose phosphates (TP) are the branch intermediates for sucrose synthesis,
and the export of TP out of the chloroplast is the corresponding branching point. There is
a strict counter-exchange of TP with inorganic phosphate (Pi) via the triose-phosphate
translocator (TPT) which does not follow classical enzyme kinetics, thus requiring careful
selection of modeling strategies [62].
The regulatory processes, activation and inhibition, enable the adaptation to different

conditions and represent yet another aspect of the modeled pathways. Light activation, as
the best characterized effect of an external regulator, affects several enzymes of CBC and
of the end-product processes, which undergo a 2 to 40-fold increase in activity after the
onset of light [63–65].
A common example of an external metabolic regulator of the CBC is the CO2–O2

competition for RuBisCO. In both (i.e., carboxylation and oxygenation reactions), each
gaseous substrate acts as an inhibitor of the reaction involving the other, i.e., CO2 and O2
influence the CBC/photorespiration ratio [66] (Appendix A.1.3).
Internal metabolic regulators can be distinguished by the direction of their effect in a

reaction chain. If a reaction does not take place, its substrate(s) will accumulate and its
product(s) will be depleted. The concentration of substrates or products could then inhibit
the downstream reactions, termed forward regulation. However, in backward regulation,
metabolites may activate or inhibit previous reactions by affecting the activity of the
corresponding enzymes or by producing the necessary cofactor.
Forward regulation for photosynthetic processes is experimentally proven for AGPase.

The CBC intermediate 3-phosphoglycerate (PGA) increases the activity of AGPase by 9 to
80-fold and enforces starch production [67, 68]. By contrast, Pi inhibits this reaction and it
was shown that the stromal PGA/Pi ratio, in fact, exerts control over CO2 incorporation
into starch [69, 70].
A typical backward regulation within the CBC is the product inhibition (also termed

product competition) of FBPase, whereby increased concentration of fructose-6-phosphate
(F6P) inhibits the enzyme activity of the previous reaction [71]. More complex cases of
regulatory processes exist, such as substrate competition for a CBC enzyme. Transketolase
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(EC 2.2.1.1) catalyzes two reversible reactions, the transformation of F6P or sedoheptulose-
7-phosphate with glyceraldehyde-3-phosphate (GAP) to erythrose-4-phosphate or ribose-5-
phosphate (R5P) with xylulose-5-phosphate (X5P), respectively (Appendix Equation A.32).
It may be expected that the different substrates inhibit the competing reaction, although
only the inhibition of F6P and R5P has been experimentally established. However, the
unproven inhibition by the remaining substrates has often been used in modeling of the CBC
[51, 56, 61], although it may lead to doubtful conclusions. Moreover, this inhibitory effect
has been proven only for Leishmania mexicana [72], an obligate intracellular protozoan
parasite. The integration of such regulatory processes, not experimentally proven for higher
plants, or even for the model plant Arabidopsis thaliana (Arabidopsis), could result in more
implausible predictions. This exemplifies the fact that regulatory processes are the most
challenging part of modeling the CBC and, therefore, have to be examined with special
care.

2.3. Classification of CBC models

By thoroughly reviewing the literature spanning the past three decades, we assembled the
largest existing compendium of models for the CBC. The compendium consists of 15 models,
including the initial modeling attempts covering various contexts of photosynthesis-related
processes and some of their widely cited extensions [51, 56–61, 73–80] (Appendix Table A.1).
We provide a detailed classification of the models included in the compendium based on (1)
model boundaries, i.e., the coverage of CBC together with the end-product pathways; (2)
levels of cellular organization, i.e., leaf, cell or compartment; (3) complexity of kinetics [81],
translating the model structure into mathematical equations for analyzing spatiotemporal
properties; and (4) included regulatory processes, specifying the regulators, their types and
the resulting formalization [82].
The considered models differ in their boundaries due to the aspects of photosynthesis

they cover. Five of the models focus on the RuBisCO reaction and merge the remaining
steps of the CBC (Table 2.1, column 3). There are three models describing the CBC in
detail but omit related processes. A group of three models investigate the processes taking
place in the chloroplast, namely the CBC and starch synthesis, and the remaining four
models additionally integrate the different end-product pathways. The model of Laisk et al.
(2006) [56] originally includes the photosystems and electron transport chain; however, in
the model comparison, we use a reduced version capturing the CBC and the end-product
pathways (Appendix A.1.2).
The model boundaries partly affect the levels of cellular organization. Models focusing

exclusively on the CBC and the processes in the chloroplast were modeled at compartment
level (Table 12.1, column 2), whereas models including sucrose synthesis (and photore-
spiration) span the cell level. As a result, the cell-level models include details concerning
compartmentalization and the related transport steps. The remaining models describe
photosynthesis at the most complex biological level, i.e., the leaf. This level necessitates
consideration of diffusion and the difference of atmospheric and intercellular partial pressure
of gases. However, these details were merely included in the RuBisCO-focusing group,
consisting of the smallest models.
A critical part of kinetic modeling is the translation of the model structure into ma-
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Chapter 2. A quantitative comparison of Calvin-Benson cycle models

Table 2.1.: Classification of the 15 CBC models.

Model Classification RefLevel Boundary Kinetics Regulation
Farquhar et al.

Leaf

Ru
Bi
sC

O

c [73]
Medlyn et al. c [74]
Schultz c [75]
Sharkey et al. c [76]
Damour and Urban c [77]
Fridlyand and Scheibe Plastid [57]
Zhu et al. (2009) [78]
Giersch et al.

Cell

p [79]
Hahn ++ [80]
Poolman et al. + a c m n p [60]
Pettersson and Ryde-Pettersson + a c m n p [58]
Woodrow and Mott + c p [59]
Laisk et al. (1989) ++ a c [61]
Laisk et al. (2006) ++ a x [56]
Zhu et al. (2007)

C
BC

+++ a c m n p [51]
+ – CBC & starch; ++ – CBC & starch & sucrose; +++ – CBC & starch & sucrose & photorespiration;

– mass action; – equilibrium approximation; – Michaelis–Menten; – Michaelis–Menten
like; – special function; a – activation; c – competitive; m – mixed; n – non-competitive; p –
competitive product; x – unidentified inhibition.

thematical equations, requiring specification of the reaction kinetics. The most common
approaches for modeling reaction kinetics include mass-action and Michaelis-Menten kine-
tics (Table 2.1, column 4; Appendix A.1.3). In the compendium, other types of kinetics in
the form of Michaelis-Menten-like and special functions are also considered. The special
functions comprise the kinetics proposed by Giersch, specifically tailored to TPT [62], and
all remaining kinetics within the compendium which do not fall into the common theoretical
frameworks. Regardless of the type, the kinetic functions describe the velocities of the
modeled reactions, and determine the temporal changes of the metabolite concentrations
which can be mathematically described by differential equations.

Nevertheless, there exist simplifications of the kinetics, such as the equilibrium appro-
ximation, which are not suitable for time-resolved description. For reactions modeled
by this approximation such as TP isomerase (EC 5.3.1.1), one assumes rapid settling
into equilibrium. This assumption may be advantageous as it allows reducing the system
size. The metabolites involved in reactions, which are very fast compared to the adjacent
reactions, are merged into a metabolic pool and their transient behavior is determined by
the dependence to this pool [51, 56, 61] (Appendix Equation A.20). Such simplifications
are common and reliable for small metabolic pools including two or three different inter-
mediates. However, equilibrium approximation of many reactions forming one pool may
restrict or even disable any temporal analysis of the remaining system, as the differential
equations can be evaluated solely at steady state [58, 59], without any additional assumpti-
on (Appendix A.1.3). As a result, equilibrium approximation has not been used to model
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2.4. Model analysis and comparison

the key reactions discussed above.
The employed kinetics can be regarded as the determinants of the regulatory processes.

For instance, the mass-action kinetics and the equilibrium approximation do not allow
the inclusion of any regulation term. For the CBC models, Michaelis-Menten, Michaelis-
Menten-like as well as special-functions kinetics can integrate regulatory processes and
reinforce their usage for modeling the key reactions. In the compendium, there are several
combinations of regulators and regulated reactions: altogether, 19 reactions are regulated
by 19 regulators (Appendix A.1.3). We further distinguished six different (sub)types of
regulation: one activation and five inhibition (i.e., competitive, mixed, non-competitive,
competitive product and unidentified) (Table 2.1, column 5; Appendix Tables A.3 and A.4).
This resulted in 29 different combinations of regulators and regulation types across all
reactions, and up to six different terms of regulation for a single reaction.

2.4. Model analysis and comparison

To capture biologically realistic scenarios, a model of the CBC should be stable and robust
to small parameter perturbations. Moreover, it should reflect the experimental data. These
three criteria form the basis for the ranking of the models in the compendium. Furthermore,
models whose dynamics are more similar to those determined as well-performing will be
considered more reliable. To this end, we carried out the following analyses with respect to
(1) sensitivity, (2) stability, (3) robustness and (4) residual sum of squares (RSS) at the
resulting steady states.
The implementation of the models in the compendium has proven a challenging step,

especially the case of reproducing the published results. To facilitate the usage of the
compendium, we implemented the included models in Systems Biology Markup Language
(SBML) suitable for analysis tools, such as: SBtoolbox2 and COPASI (Appendix A.1.4,
Table A.5). Nevertheless, further challenges arose: the models of Pettersson and Ryde-
Pettersson [58], Poolman et al. [60] and Zhu et al. (2007) [51] use the same incorrect
velocity for the AGPase reaction due to a unit inconsistency first appearing in Pettersson
and Ryde-Pettersson [58] (Appendix A.1.2). We resolved this issue in accordance with the
authors’ suggestion. A similar inconsistency was corrected for the reaction describing the
transformation of PGA to sink in the model of Zhu et al. (2009) [78]. In addition, for some
models not all kinetic parameters are given. Here, we resolved this issue by using values
obtained from prior model versions [61, 83, 84], alternative models [51, 56, 58, 61, 73, 74]
and literature [85–87] (Appendix Table A.2). Nevertheless, even after this step, the model
of Fridlyand and Scheibe [57] has missing parameter values. As a result, this model was
excluded from further analyses.
As the temporal analysis requires model output in the form of time series, the models

based on the steady-state assumption cannot be evaluated in the time domain; therefore,
the models of Pettersson and Ryde-Pettersson [58] and Woodrow and Mott [59] were
excluded from temporal analyses and were not implemented in SBML. Furthermore, for
the model of Laisk et al. (1989) [61], imaginary concentrations for ADP arise (Appendix
Equation A.11) at physiologically plausible values for ADP-glucose and adenylphosphate
(Appendix Equations A.13 and A.14). Therefore, this model was also been excluded from
any further analysis.
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Chapter 2. A quantitative comparison of Calvin-Benson cycle models

To enable a fair comparison, the initial conditions for all models must be the same. To
this end, we chose the inner and outer metabolite concentrations from Zhu et al. (2007)
[51] as a reference data set of initial values, due to its extensive coverage and literature
support. This includes the boundary conditions for the CBC – namely, CO2, O2, the
energy equivalents provided by the electron transport chain and the Pi pool. Whether the
boundary conditions are inner metabolites, outer metabolites, or even not integrated, varies
from model to model. However, if integrated, the initial values of the boundary conditions
are almost the same within the compendium (Table 2.3). Only the model of Hahn [80] uses
very different initial values due to its special metabolites, such as thiamine pyrophosphate
glycoaldehyde. Based on these values, we determined the steady state by using the resulting
time series or calculated it by using the steady-state assumption. Startlingly, very different
steady-state solutions were obtained from the thirteen suitable models, e.g., for PGA
and TP within 0.147–215.042 and 0.113–8.503 mM (Figure 2.1; Appendix Table A.6),
respectively. The set of obtained steady-state solutions for the metabolite concentrations is
the starting point for the analyses.

2.4.1. Stability and robustness analyses

Metabolic systems have evolved to provide stable and robust operation in a well-defined
physiological range, reflecting the effects of external and internal perturbations, respectively.
To check which of the models are endowed with these properties, we carried out a stability
analysis (Methods 2.6.2) to investigate the effects of external perturbations on the system.
All of the 11 models suitable for this analysis were stable at the given steady state (Table 2.2,
column 2; Appendix Tables A.7–A.12).

To investigate the robustness, namely, the effects of changing values for the kinetic para-
meters, as internal perturbations, we tested whether the system exhibits small deviations
from the given steady state (Methods 2.6.3). This evaluation was repeated 105 times and
the relative frequency of robust instances was recorded (Table 2.2, column 3; Algorithm 2.1).
Among the six most robust models are the five of the RuBisCO-focusing group [73–77],
and the model of Zhu et al. (2009) [78]. These models are also the six smallest within
the compendium, leading to the claim that robustness decreases with increasing model
complexity. The order of the remaining models supports this claim: Giersch et al. [79]
(ranked seventh) covers the CBC only (but is larger than that of Zhu et al., 2009 [78]);
whereas Poolman et al. [60] (ranked eighth), Laisk et al. (2006) [56] (ninth) and Zhu et al.
(2007) [51] (tenth) comprise each one additional end-product process. The model of Hahn
[80] is the only which does not follow the rule. The underlying mass-action kinetics does not
permit inclusion of regulatory processes which are needed to stabilize thermodynamically
highly irreversible fluxes, in particular, the carbon flux through the CBC down to the
end-product processes.

2.4.2. Compliance with data

The biological relevance of the models is reinforced by the compliance of the computational
predictions to experimental data. We calculated the RSS between the given steady-state
concentrations and metabolomics data of Arabidopsis [88] to investigate the physiological
plausibility of the predictions of each model. The data include one of the most recent
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Figure 2.1.: Quantitative steady-state concentrations of PGA, TP, Ru5P and RuBP for each
model within the compendium (green) and the corresponding experimental
data (gray). For Zhu et al. (2009) [78], only GAP is available instead of TP
(G). Experimentally, Ru5P could be measured only together with X5P (F).
The brighter gray indicates the extrapolated concentration of Ru5P using the
assignment of Zhu et al. (2007) [51]. The values of the models marked with *
are analytically calculated, those marked with ** could not be evaluated (and
are excluded for this reason) and the remaining are simulated.

measurements capturing almost all CBC metabolites. Moreover, the experimental data
were obtained under non-limiting CO2, O2 and light conditions in accordance with the
assumptions of most of the models. As mentioned above, the model of Hahn [80] is the
only outlier (Appendix Table A.5). We note that CBC metabolites are compartmentalized,
but only partial experimental support is available for them [89, 90]. To use these data, we
converted them by using the subcellular volumes [91] together with assumptions, such as
GAP is 5 % of dihydroxyacetone phosphate [92] (Methods 2.6.4; Appendix Table A.13). We
would like to stress that no time series is required for these calculations and, consequently,
the RSS can be calculated for 13 models in this compendium. Because of the different model
boundaries, the RSS involves different numbers of metabolites for each model. For model
comparison, we employed the averaged RSS, RSS (Table 2.2, column 4; Methods 2.6.4).
The models of Pettersson and Ryde-Pettersson [58], Poolman et al. [60] and Woodrow
and Mott [59] best describe the Arabidopsis data. The high ranking of this group of
models is comprehensible taking into account that the two last models are extensions of
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Chapter 2. A quantitative comparison of Calvin-Benson cycle models

the first and, therefore, are similar in structure, size and model boundaries. However, the
model of Farquhar et al. [73] has the fourth high compliance to the data, whereas the
other RuBisCO-focusing models are ranked between ninth and thirteenth. This shows that
similar model structure only does not imply similar compliance to data. The relationship
between low rank and high model complexity observed in the case of robustness analysis is
not found for the case of RSS.

2.4.3. Sensitivity analysis
Models describing the same pathway should show similar dynamic behavior in the vicinity
of their steady states. At present, a comparison of dynamic behavior across the models is
hampered by the lack of time-resolved experimental data for the concentration of metabolites
appearing in more than one compartment. Therefore, to determine the similarity for two
models, we carried out a sensitivity analysis comprising metabolic control analysis (MCA)
for each model [93] and the Kendall rank correlation of the outcomes for each pair of
models [94]. The concept of MCA allows investigation of the effects of small parameter
perturbations on a steady state. We focused on the elasticity and flux control coefficients
which describe the contribution of perturbations in metabolite concentrations on the
velocity of a single reaction and changes in enzyme activity on all velocities, respectively.
To enable the comparison of the different models, six new matrices were created from each
original MCA matrix by reduction and merging of entries, corresponding to the model
boundaries (Appendix Tables A.14 and A.15). The similarities between the models could
then be investigated for the most general form of the CBC, more detailed versions of the
CBC with five steps, as well as for the entire CBC with starch and/or sucrose synthesis.

In addition, for any pair of models, the Kendall rank correlation τ was used to quantify
the similarity of the MCA results (Methods 2.6.5, Equation 2.8). Larger τ implies more
similar behavior between the compared models (Figure 2.2; Appendix Tables A.16–A.26,
Figures A.1 and A.2). We note that τ cannot be calculated in the case of only one substrate
and two reactions, since it requires at least six arguments. Therefore, five of the remaining
11 models, focusing on the RuBisCO reaction, are excluded from this analysis.

For the models of Zhu et al. (2009) [78], Giersch et al. [79], Hahn [80], Poolman et al.
[60], Laisk et al. (2006) [56] and Zhu et al. (2007) [51], the Kendall correlation of the
elasticities, τE , yields a value greater than zero in each of the six cases for each possible
pair of models. This provides a similarity between all models with respect to local effects
on reaction velocities. However, regarding the global effects captured by the Kendall
correlation of the flux control coefficients, τE , the models differ considerably, which is
demonstrated by τE ∈ [−1, 1]. Large variations do not only appear for different pairwise
combinations, but also for the same combination among the different cases. For a given
model, the average of the six cases is used to identify the most similar candidate from
the compendium. This is done for the elasticity (τ̄E) and the flux control coefficients (τ̄E),
as well as for their combination, τ̄av (Appendix Table A.27). The mutually most similar
pairs of models are: Zhu et al. (2009) [78] and Hahn [80], Giersch et al. [79] and Laisk
et al. (2006) [56], and Poolman et al. [60] and Zhu et al. (2007) [51]. These similarities,
τ̄av, were integrated into the final ranking (Appendix Table A.28, column 11), so that
models showing similar dynamic behavior to well-performing ones became higher ranked.
Obviously, worse-performing models and those similar to them are then ranked lower.
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Figure 2.2.: Kendall τ ’s for pairwise comparison of the category considering 4 substrates
and 3 reactions (s4r3; Appendix Tables A.16 and A.17) where: red indicates
very similar, black neutral and turquoise very different dynamic behavior
(legend right hand side).

2.4.4. Ranking

The applied analyses favor different models as best-performing (Appendix Table A.28). To
determine the best-performing models, we worked out a score combining the ranking of
each criterion with respect to their relevance. In our opinion, for a biologically reliable CBC
model, (1) the stability is of paramount importance, since small perturbations of metabolite
concentrations should not lead to the system’s break-down; (2) the compliance of the
model predictions to experimental data is the second crucial property, because regardless of
how stable a model is, if the steady state is physiologically unreliable the model is useless
for biological predictions; and (3) the model robustness is consequently the third basic
principle. To demonstrate their relevance, the criteria are weighted by decreasing factors,
here chosen as: four, two and one, respectively (Appendix Equation A.33).

The resulting preliminary score for each model (Table 2.2, column 5; Appendix Table A.28)
is further combined with the one of the most similar model via linear combination. For
the models applicable for sensitivity analysis, the similarity value (τ̄av) is used as the
weighting factor (Appendix Equation A.34). So, the greater the similarity of the mutually
most similar models, the more the preliminary ranking of the most similar model influence
the final score of a model (Table 2.2, column 7; Appendix Table A.28). For the models
unsuitable for sensitivity analysis, the weighting factor is set to zero. Therefore, their final
rank is affected only by the preliminary score.

The overall best-performing model of this ranking is that of Farquhar et al. [73]. Although
the model and its extensions are criticized [53], when restricted to the ranking criteria it
performs best to investigate carbon fixation processes. Due to the focus on the RuBisCO
reaction and the merging of the remaining steps of the CBC, i.e., the small model size,
the RuBisCO-focusing models [73–77] (ranked first, fourth, sixth, tenth and eleventh)
provide insufficient information for metabolic engineering. Moreover, the last four models
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Table 2.2.: Results and model rankings of the investigated 15 models. The results of stability
and robustness analysis as well as the compliance with data (RSS) are included
in columns 2–4. Column 6 comprise the most similar model as far as the model
is suitable for sensitivity analysis. Columns 5 and 7 contain the preliminary and
the final model rankings, respectively. The shadings indicate the candidates for
metabolic engineering.

Model Results Ranking RefStability Robustness RSS[mM2] Preliminary Similarity Final
Farquhar et al. X 0.4156 11.0248 1 1 [73]
Medlyn et al. X 0.5960 14.9133 4 4 [74]
Schultz X 0.6628 994.0520 9 10 [75]
Sharkey et al. X 0.0304 45343.9510 11 11 [76]
Damour and Urban X 1 55.5920 5 6 [77]
Fridlyand and Scheibe ‡ – – 14 14 [57]
Zhu et al. (2009) X 0.0642 25.4759 8 [80] 9 [78]
Giersch et al. X 0.0293 11.8853 3 [56] 3 [79]
Hahn X 0 14.3666 5 [78] 7 [80]
Poolman et al. X 0.0187 0.7460 1 [51] 2 [60]
Pettersson and Ryde-Pettersson † – 0.2811 12 12 [58]
Woodrow and Mott † – 4.2994 13 13 [59]
Laisk et al. (1989) ‡ – – 14 14 [61]
Laisk et al. (2006) X 0.0150 14.4639 5 [79] 5 [56]
Zhu et al. (2007) X 0.0004 14.5347 9 [60] 8 [51]
X – stable steady state; † – unstable steady state; ‡ – no steady state at all

[57–59, 61] (with respect to the ranking) are inappropriate for such applications because
they cannot be evaluated in the time domain.

By dividing the models into these two groups, best-performing regarding carbon fixation
or metabolic engineering, the RuBisCO-focusing [73–77] as well as the last four models
[57–59, 61] should be excluded from the metabolic engineering application category. Thus,
the model of Poolman et al. [60], ranked second, is the best-performing model suitable for
metabolic engineering applications. The compliance to the Arabidopsis data is very high,
promising reliable predictions. Furthermore, the models of Giersch et al. [79] and Laisk
et al. (2006) [56] are promising candidates for metabolic engineering applications. The
model of Giersch et al. [79] is more robust than that of Poolman et al. [60], whereas the
model of Laisk et al. (2006) [56] provides the connection in the original model boundaries
to include photosystems and the electron transport chain. Interestingly, the next model of
the ranking, that of Hahn [80] (ranked seventh), is one of the simplest, as it is based on
mass-action kinetics and, consequently, does not consider regulatory processes. However,
these modeling assumptions undermine the importance of metabolic regulation, and may
lead to inaccurate predictions, especially under changing environmental scenarios [95].
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2.5. Modeling challenges ahead

This newly assembled compendium of CBC models allows for some important questions
directly related to biotechnology applications to be readdressed. To this end, our model
classification can serve as an easy reference of CBC models, components and relations
between them, based on different modeling aspects. Moreover, the proposed analysis frame-
work can be employed to address the optimization of the net carbon fixation, identification
of missing regulators, or the maximization of biomass production. Furthermore, it can
facilitate analysis of the CBC spatio-temporal dynamics of which rigorous treatments are
scarce [81]. As challenges of metabolic engineering, these issues are largely unexplored in
plant research. Our findings further reinforce the potential of the framework in developing
models of better performance for other metabolic processes (e.g., cancer development).
As modeling is an iterative process, the compendium can only point out the best-

performing models if the ranking criteria together with the compendium itself are regularly
updated. To this end, the latest models, as well as the new insights into the underlying
biology of the photosynthetic processes, can be incorporated. For instance, at present there
are no time-resolved experimental data that clearly include the metabolite concentrations in
the different compartments to enable the comparison of predictions regarding the dynamic
behavior of the investigated process. In this context, methods can also be incorporated to
push forth various aspects of the biologically relevant theoretical analyses. For instance,
the integration of the Variational Bayes measure [96] can then take into account the model
complexity within the analysis of compliance to data which will be part of our future
studies.

2.6. Methods

2.6.1. Steady state analysis

Each method applied in this study integrates a steady state solution of the given models.
To provide the same initial values and, therefore, enable a fair comparison, we have
chosen a reference data set of metabolite concentrations [51]. Hence, we can also provide
similar boundary conditions, namely, CO2, O2, adenosine triphosphate (ATP), nicotinamide
adenine dinucleotide phosphate (NADPH) and the Pi pool for almost all models (Table 2.3).
The model of Hahn [80], is the only model deviating from the common conditions due
to their unusual metabolite and reaction definitions, such as: thiamine pyrophosphate
glycoaldehyde and the corresponding splitting of the transketolase reaction. The very
different steady state values (Appendix Table A.6) give an idea of the undifferentiated
modeling situation and of the importance of this study.

2.6.2. Stability analysis

Stability Analysis is a well-established method comprising the calculation of the Jacobian
at the given steady state and its evaluation by considering the eigenvalues (Appendix
Tables A.7–A.12). Thereby, one has to use a full-rank system which can require an initial
system reduction. Therefore, the mass-conservation equations for the dependent metabolites
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Table 2.3.: Initial boundary conditions for the 13 involved models within the compendium.
The shaded entries denote values obtained by assignment rules.

Model Boundary conditions [mM] RefCO2
a O2

b ATP NADPH Pi
Farquhar et al. 0.230 0.210 0.210 [73]
Medlyn et al. 0.245 0.210 0.210 [74]
Schultz 0.350 0.210 0.210 [75]
Sharkey et al. 0.245 0.210 0.210 [76]
Damour and Urban 0.245 0.210 0.210 [77]
Zhu et al. (2009) 0.680 6.348 [78]
Giersch et al. 0.213 5.000 [79]
Hahn 923.790 3.875 2.500 [80]
Poolman et al. 0.680 0.210 0.978 [60]
Pettersson and Ryde-Pettersson 0.680 0.210 0.975 [58]
Woodrow and Mott 0.680 0.975 [59]
Laisk et al. (2006) 0.360 0.212 0.680 0.210 0.011 [56]
Zhu et al. (2007) 0.268 0.206 0.680 0.210 0.975 [51]
a – [µbar]; b – [mbar]

are used to rewrite the velocity functions in terms of the independent metabolites. Additio-
nally, the stoichiometric matrix has to be reduced by eliminating the rows corresponding
to the dependent metabolites. Such reduction is required for the models of Giersch et al.
[79] and Hahn [80]. To determine the stability of the steady state, one has to examine the
sign of the (greatest) eigenvalue(s), leading to the following conditions:

(1) If the real part of all eigenvalues is negative, the steady state is asymptotically stable.

(2) If the real part of the greatest eigenvalue is positive, the given steady state is unstable.

(3) If the real part of the greatest eigenvalue is zero, for a linear system the steady
state is marginal stable. For non-linear systems the steady state has to be further
investigated.

2.6.3. Robustness analysis

To test the models for robustness, we have introduced small parameter perturbations,
p = 0.05, at the steady state, x∗, and have checked whether the system reaches the “same”
steady state (Algorithm 2.1). The parameter perturbations are of the form (Equation 2.1):

kper =
(
1 + (−1)r{0;1} p · r[0;1]

)
korig. (2.1)

The “same” steady state is defined as the original with a deviation up to d = 0.05. We
have repeated this procedure n = 105 times and have recorded the positive instances.
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Algorithm 2.1: Steps of robustness analysis
Data:
perturbation, p = 0.05,
numbers of repetitions, n = 105,
deviation, d = 0.05
Result: Relative frequency of robust instances, f
begin

Determine the original steady state, x∗(korig) via the original kinetic parameter,
korig
for j = 1 to n do

Set random variables: r{0;1} = rand({0; 1}), r[0;1] = rand([0; 1])
Set perturbed kinetic parameter: kper =

(
1 + (−1)r{0;1} p · r[0;1]

)
korig

Determine the perturbed steady state, x∗(kper)
for each element k of x∗(kper) do

if |x∗(kper)− x∗(korig) | < d · x∗(korig) then
increase counter, c

end
end

end
f = c

n

end

2.6.4. Compliance with data

To support the biological relevance of the predicted steady states, we have performed a
comparison with metabolomics of Arabidopsis [88] by using RSS (Equation 2.2):

RSS =
m∑
i=1

(yi − x∗i )
2 , (2.2)

RSS = 1
m

m∑
i=1

(yi − x∗i )
2 . (2.3)

The experimental data were obtained by ion pair reverse-phase chromatography coupled
by a triple quadrupole mass spectrometer (IPC-MS/MS) measurements of metabolites of
the CBC, starch and sucrose synthesis as well as the involved cofactors. Unfortunately,
these data do not consider the compartmentalization and, therefore a recalculation of
the data is required. Moreover, the data have to be transformed from

[
nmol
g FW

]
to [mM] to

enable the comparison. The underlying assumptions for recalculation and transformation
comprise: (1) the concentration of GAP is 5 % of the one of dihydroxyacetone phosphate
(DHAP) [92], (2) 1 g fresh weight (FW) corresponds approximately to 1 mg chlorophyll
(Chl) [97], (3) PGA, DHAP, fructose-1,6-bisphosphate, F6P, glucose-6-phosphate (G6P)
and uridine diphosphate-glucose are compartmentalized as shown for spinach and wheat
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[89, 90], (4) GAP is compartmentalized as DHAP5, (5) glucose-1-phosphate as G6P1,
and (6) Arabidopsis leaves have the same subcellular volume per mg Chl as shown for
spinach [91]. Then, the resulting concentrations (y; Appendix Table A.13) and the predicted
steady state concentrations (x∗) are combined to the RSS. Because of the different model
boundaries the RSS involves different numbers of metabolites for each model and, therefore
we have employed the averaged RSS, RSS (Equation 2.3).

2.6.5. Sensitivity analysis

The similarity of two models is investigated by carrying out a sensitivity analysis comprising
Metabolic Control Analysis (MCA) and Kendall rank correlation.

Metabolic Control Analysis

The concept of MCA provides the means to investigate the effects of parameter perturbations
on the steady state of a system. There exist three different properties: (1) local effects
on single reaction rates due to perturbations of metabolite concentration (elasticity),
and (2) global effects on all velocities due to perturbations of metabolite concentration
(concentration control) or (3) due to perturbations of enzyme activities (flux control). We
investigate the CBC regarding the elasticity (E, Equation 2.4) and flux control coefficients
(F, Equation 2.5):

εvk
Si

= Si
vk

∂vk
∂Si

, (2.4)

C
Jj
vk = pk

Jj

∂Jj
∂pk

(
pk
vk

∂vk
∂pk

)−1
. (2.5)

The resulting elasticity and flux control matrices have different sizes due to the different
model boundaries. To enable the comparison of pairs of models, we reduce and merge these
matrices into seven different sizes (Appendix Table A.14).

Kendall rank correlation

As a result of the MCA, we arrive at six different categories (Appendix Table A.15) to test
the similarities using Kendall rank correlation.

The Kendall rank correlation is a measure of the association between two sets of measured
quantities. More precisely, the similarity of the orderings of the data sets when ranked by
each of the quantities is determined [94]. In our framework, we compare the results of the
MCA between each pairs of models, namely, the order of the most influential perturbations
of metabolite concentration and enzyme activities, respectively. The seventh category,
s1r2, includes only one substrate and two reactions which are too few arguments for a
Kendall rank correlation. Therefore, at least 6 arguments are required to obtain potential
significant statements (note that 6! = 720, resulting in a p-value of 0.0014). For the other

5personal communication with Mark Stitt
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categories, each matrix is converted into a row vector, w, by appending the rows of the
matrix (Equation 2.7):

M = (aij)i=1,...,m; j=1,...,n M ∈ Km×n, (2.6)
w = (a11 . . . a1n . . . am1 . . . amn) w ∈ Km·n. (2.7)

The similarity of two vectors by the Kendall’s τ is defined as the difference of concordant
and discordant pairs divided by the total number of pairs (Equation 2.8):

τ = number of concordant pairs− number of discordant pairs
total number of pairs , (2.8)

= P (same order)− P (different order) . (2.9)

Therefore, larger (positive) τ ’s represent greater similarity whereas negative τ ’s stand
for oppositional behavior. For the six cases and two MCA coefficients, the results are
arranged in twelve matrices (Appendix Tables A.16–A.26) which are visualized via heatmaps
(Appendix Figures A.1 and A.2). Moreover, for the six categories the Kendall τ coefficients
for the same pairs of models are summed up to determine the overall τ̄E , τ̄F , and τ̄av,
respectively (Equation 2.10):

τ̄av = τ̄E + τ̄F
2 , τ̄E/F = 1

n

n∑
j=1

τE/F j . (2.10)

Because not each pair of models appears in the same number of categories, the average is
considered (Appendix Table A.27). The largest τ̄ for a given model, then, determines the
most similar model. For the final ranking, the most similar model with respect to τ̄av is
chosen as local and global effects are both important.
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Chapter 3.

Integrating enzyme action and stoichiometric
modeling: The case of the Calvin-Benson
cycle and related end-product processes

3.1. Background

Ever since the seminal work of Sumner (1926), enzymatic proteins are known as the
primary catalysts of chemical reactions in biological systems. Enzymes accelerate the rate
of biochemical reactions without being consumed by providing an alternative route of
lower activation energy. They are usually selective, i.e., a small number of highly specific
substrate molecules fit in the so-called active site of an enzyme. Protein complexes, acting
as enzymes, usually include more than one active site, so that they are able to catalyze
more than one reaction simultaneously. To achieve full biochemical activity, many enzymes
require one or several chemical, non-protein compounds, called cofactors. The probably
most thoroughly studied cofactors are adenosine triphosphate (ATP) and nicotinamide
adenine dinucleotide (phosphate; NAD(P)H), so-called coenzymes which bind loosely to the
enzyme to facilitate the progression of energetically unfavorable reactions. Upon binding,
ATP and NAD(P)H release energy stored in energy-rich covalent bonds and high-energy
electrons, respectively. The vast majority of biochemical reactions are enzymatically driven
which is why, often, the enzyme name is used as a synonym for the catalyzed reaction. This
is also the reason why enzymes are commonly understood to enable metabolic functionality.

Modeling the kinetics of biochemical processes allows the incorporation of the enzymatic
properties for the respective reactions via kinetic parameters. In mass-action kinetics, this
is taken into account indirectly by the reaction rate constants, k. On the other hand,
the enzymatic properties, such as concentration, E, and maximum reaction rate, Vmax,
respectively, are directly incorporated in Michaelis-Menten kinetics via Vmax = kcatE,
where kcat denotes the turnover rate. However, the incorporation of kinetic information
for larger systems is often problematic due to insufficient knowledge and/or the lack of
experimental data. An attempt to overcome this issue is the application of parameter
estimation via optimization which is, unfortunately, very computationally intensive for
medium- and large-scale models [98].
Alternatively, stoichiometric modeling can be utilized for in silico investigations of

the modeled system. Assuming steady-state conditions, stoichiometric modeling enables
the examination of the biochemical reaction solely based on stoichiometry and reaction
directionality. Nevertheless, this simplification is in line with the predictions from kinetic
modeling, since any solution of a kinetic model is also a solution of the corresponding
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stoichiometric model with proper flux boundaries.
In order to incorporate the involved enzyme of a biochemical reaction in stoichiometric

modeling, we examined the system on the substrate-enzyme-product level of reaction
modeling. Traditionally, stoichiometric models cannot capture the involved enzymes of
a biochemical reactions as the net stoichiometry of each reactant is taken into account
(S + ��E → P + ��E). Here, we present a novel approach to circumvent this obstacle of
integrating enzymes and, accordingly, to enable the consideration of this key element of
biochemical systems. This allows us to incorporate enzyme-specific turnover rates such that
we account at least partially for the dynamic features of enzymes rather than to consider
them as static pools of infinite capacity.

This approach also enables the investigation of the impact of the enzyme synthesis costs.
In accordance with Craig and Weber [99], the metabolic costs of the enzymes are estimated
as the energy demand, in terms of ATP, to synthesize the required amino acids and to
assemble the complete polypeptide sequence including post-translational processing. Thus,
we were able to extend the current concept of metabolic costs.

The metabolic costs, in terms of energy, usually account only for the energy demand of the
synthesis process itself, i.e., interconverting the provided biochemical precursor(s) into the
desired metabolite (composition). However, metabolic costs also comprise the maintenance
costs for the employed underlying machinery, enzymes synthesis and degradation [100].
Thereby, assuming steady-state or even homeostatic conditions implicates the maintenance
of the levels of the involved enzyme, which corresponds to an ascertained flux distribution
in a conventional stoichiometric model. Pursuing the extended stoichiometric modeling
approach additionally constrains the respective included enzyme turnover and synthesis
rates to be equal.
Here, we show that integrating enzymes and stoichiometric modeling allows to amend

the metabolic costs reinforcing biological findings. Illustrated on the case of a small-scale
stoichiometric model of the Calvin-Benson cycle (CBC) which also includes the end-product
processes of starch and sucrose synthesis, we compare the metabolic synthesis costs of the
two end-products, in terms of ATP requirements, according to the traditional and the
extended concept.

3.2. Small-scale Calvin-Benson cycle model

To arrive at an accurate stoichiometric model of the CBC, we adapted a kinetic model
examined in the comparative analysis and ranking of CBC models from Arnold and Nikoloski
(2011) [46] (see Chapter 2). We utilized the model of Poolman et al. [60], the best-performing
model which comprises a detailed description of the CBC and is, additionally, suitable
for metabolic engineering applications [46]. By converting the original kinetic model, we
introduced a few metabolites, namely, water (H2O), adenosine diphosphate glucose (ADPG),
and two artificial starch metabolites comprising one and two glucose units, respectively. In
this fashion, we not only ensured that the model is mass-balanced, but also enabled export of
a starch dimer via an extension of the starch synthesis pathway. Moreover, we included the
biochemical reactions and metabolites according to the well-investigated sucrose synthesis
pathway (Figure 3.1). It is noteworthy that the ADPG pyrophosphorylase (AGPase) and
the uridine triphosphate glucose-1-phosphate uridylyltransferase (UGPase) reactions are
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3.2. Small-scale Calvin-Benson cycle model

both provided as merged reactions comprising the inorganic diphosphatase (EC 3.6.1.1)
converting pyrophosphate and H2O to inorganic phosphate (Table 3.1, highlighted by *).
As a result, we obtain a stoichiometric model comprising 43 metabolites and 43 biochemical
reactions of which seven are import and export reactions.

F6P G6P G1P UDPG

Cytosol FBP SucP Suc

DHAP GAP PGA Sink

UTP 2 Pi

UDP

Pi

DHAP GAP DPGA PGA

Stroma
CO2

FBP
RuBP

G1P G6P F6P

Ru5P

ADPG

E4P

X5P

starchn

starchn+1 SBP S7P R5P

NADP NADPH

ADP ATP

Pi

ATP

2 Pi

ADPPi
Pi

ADP

ATP

Pi Pi Pi

Pi Pi Pi

Figure 3.1.: Schematic representation of the small-scale stoichiometric model of the CBC
and associated end-product processes of starch and sucrose synthesis.
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Table 3.1.: Reaction list according to AraCyc [32] of the small-scale stoichiometric model of
the CBC and associated end-product processes of starch and sucrose synthesis.
The reactions denoted by * are merged reactions comprising the inorganic
diphosphatase (EC 3.6.1.1) converting pyrophosphate and H2O to Pi.

Calvin-Benson cycle (Chloroplast)
RuBP + CO2 + H2O → 2 PGA RuBisCO (EC 4.1.1.39)

PGA + ATP 
 DPGA + ADP PGA kinase (EC 2.7.2.3)
DPGA + NADPH → GAP + NADP + Pi GAP dehydrogenase (EC 1.2.1.13)

GAP 
 DHAP TP isomerase (EC 5.3.1.1)
GAP + DHAP 
 FBP FBP aldolase (EC 4.1.2.13)

FBP + H2O → F6P + Pi FBPase (EC 3.1.3.11)
GAP + F6P 
 E4P + X5P F6P transketolase (EC 2.2.1.1)

DHAP + E4P → SBP SBP aldolase (EC 4.1.2.13)
SBP + H2O → S7P + Pi SBPase (EC 3.1.3.37)
GAP + S7P 
 R5P + X5P S7P transketolase (EC 2.2.1.1)

X5P 
 Ru5P Ru5P epimerase (EC 5.1.3.1)
R5P 
 Ru5P R5P isomerase (EC 5.3.1.6)

Ru5P + ATP → RuBP + ADP Phosphoribulokinase (EC 2.7.1.19)
Starch synthesis and degradation (Chloroplast)

F6P 
 G6P G6P isomerase (EC 5.3.1.9)
G6P 
 G1P Phosphoglucomutase (EC 5.4.2.2)

G1P + ATP + H2O → ADPG + 2 Pi ADPG pyrophosphorylase (EC 2.7.7.27)*
ADPG → starch1 + ADP starch synthase (EC 2.4.1.21)

ADPG + starch1 → starch2 + ADP starch synthase (EC 2.4.1.21)
starch2 + Pi → starch1 + G1P (starch) phosphorylase (EC 2.4.1.1)
starch1 + Pi → G1P (starch) phosphorylase (EC 2.4.1.1)

Sucrose synthesis (Cytosol)
GAP 
 DHAP TP isomerase (EC 5.3.1.1)

GAP + DHAP 
 FBP FBP aldolase (EC 4.1.2.13)
FBP + H2O → F6P + Pi FBPase (EC 3.1.3.11)

F6P 
 G6P G6P isomerase (EC 5.3.1.9)
G6P 
 G1P Phosphoglucomutase (EC 5.4.2.2)

G1P + UTP + H2O 
 UDPG + 2 Pi UDPG pyrophosphorylase (EC 2.7.7.9)*
F6P + UDPG → SucP + UDP SucP synthase (EC 2.4.1.14)

SucP → Suc + Pi SucP phosphorylase (EC 3.1.3.24)
energy transformers (Chloroplast,Cytosol)

ADP + Pi → ATP + H2O ATP synthase (EC 3.6.3.14)
NADP → NADPH Fd-NADP reductase (EC 1.18.1.2)

UTP + ADP 
 UDP + ATP NDP kinase (EC 2.7.4.6)
Transport reactions

PGA + Pic → PGAc + Pi TP translocator (Fischer, 2011)
GAP + Pic → GAPc + Pi TP translocator (Fischer, 2011)

DHAP + Pic → DHAPc + Pi TP translocator (Fischer, 2011)
ATPc + ADP + Pi 
 ATP + ADPc + Pic NTP transporter (Fischer, 2011)

H2O → H2Oc Diffusion
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3.3. The extended stoichiometric model

3.3. The extended stoichiometric model

The consideration of enzyme synthesis and degradation allows the quantification of meta-
bolic costs of building blocks with respect to the de novo synthesis costs of the catalyzing
enzymes. For this purpose, we first incorporated the enzymes as internal metabolites of
the stoichiometric metabolic network. As the stoichiometric matrix comprises only the
net stoichiometric coefficients of the underlying reaction equations, we have to distinguish
between the portion of the enzyme that catalyzes a reaction, E (termed “active enzyme”),
and the released portion of the enzyme after catalyzing the reaction, E′ (termed “inactive
enzyme”; Figure 3.2). Accordingly, reversible reactions are split into two reactions, each
with one active enzyme (Figure 3.2B). Reactivation of an inactive enzyme is achieved
by including a corresponding regeneration reaction specific to the considered enzyme.
Moreover, based on the distinction of active and inactive enzyme, we defined that enzyme
synthesis, Esyn, results only in active enzyme, and the degradation, Edeg, acts only on the
inactive enzyme.
Accordingly, for each biochemical reaction, three to four enzyme-related reactions are

incorporated, depending on the reaction reversibility. Implementing these modifications
and additions results in a extended stoichiometric model including 97 metabolites and 140
reactions.

E + S
v−→ E′ + P

Esyn Edeg
vdeg = t · v

A

E + S
v−⇀↽− E + P

E E′
+ S

vf−→ + P

+ P
vr−→ + S

Esyn Edeg
vdeg = t

(
vf + vr

)

B

Figure 3.2.: Reaction schemes of an irreversible biochemical reaction (A) and a reversible
reaction (B) including enzyme synthesis, Esyn, and degradation, Edeg, as well
as regeneration reaction.

3.3.1. Enzyme synthesis

Enzyme synthesis and the corresponding synthesis costs, in terms of ATP, were modeled
as an ATP hydrolyzing import of the active enzyme (Equation 3.1):

x ATP + x H2O→ E + x ADP + x Pi, (3.1)
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where x is the energy demand of the de novo synthesis of the catalyzing enzyme. The
metabolic costs of each protein can be decomposed into: (1) the biosynthesis costs of the
protein building blocks, namely, amino acids, and (2) the assembly and maturation costs
of a protein. For the cost determination, we first had to ascertain the subunit structure as
well as the encoding genes of each enzyme (Tables 3.2).

Table 3.2.: Subunit structure, gene-encoding and EC number of the involved, catalyzing
enzymes. The slanted genes encode a non-catalytic subunit.

Enzyme EC Structure Genes
RuBisCO 4.1.1.39 [RbcL]8[RbcSx]8 RbcL ATCG00490

RbcS1A AT1G67090
RbcS1B AT5G38430
RbcS2B AT5G38420
RbcS3B AT5G38410

PGA kinase 2.7.2.3 [PGKx] PGK1 AT3G12780
PGK2 AT1G56190

GAP dehydrogenase 1.2.1.13 [GapA-x]4 OR
[GapA-
x]2[GapB]2

GapA-1 AT3G26650
GapA-2 AT1G12900
GapB AT1G42970

TP isomerase 5.3.1.1 [TIM] TIM AT2G21170
Aldolase 4.1.2.13 [SFBA-x]4 SFBA-1 AT2G21330

SFBA-2 AT4G38970
SFBA-3 AT2G01140

FBPase 3.1.3.11 [FBP]4 FBP AT3G54050
Transketolase 2.2.1.1 [TKL-x] TKL-1 AT3G60750

TKL-2 AT2G45290
SBPase 3.1.3.37 [SBP]2 SBP AT3G55800
Ru5P epimerase 5.1.3.1 [RPE] RPE AT5G61410
R5P isomerase 5.3.1.6 [PRI] PRI AT3G04790
Phosphoribulokinase 2.7.1.19 [PRK]2 PRK AT1G32060
G6P isomerase 5.3.1.9 [PGI]2 PGI AT4G24620
Phosphoglucomutase 5.4.2.2 [PGM1] PGM1 AT5G51820
ADPG pyrophosphorylase 2.7.7.27 [ApLx]2[ApSx]2 ApL1 AT5G19220

ApL2 AT1G27680
ApL3 AT4G39210
ApL4 AT2G21590
ApS1 AT5G48300
ApS2 AT1G05610

Starch synthase 2.4.1.21 [SSx] SS1 AT5G24300
SS2 AT3G01180
SS3 AT1G11720
SS4 AT4G18240

(Starch) Phosphorylase 2.4.1.1 [PHSx] PHS1 AT3G29320
PHS2 AT3G46970
continued on next page
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Table 3.2: Subunit structure, gene-encoding and EC number of the involved,
catalyzing enzymes – continued

Enzyme EC Structure Genes
ATP synthase 3.6.3.14 [ATPA]3[ATPB]3

[ATPC1][ATPD]
[ATPE][ATPF]
[ATPG][ATPH ]14
[ATPI ]

ATPA ATCG00120
ATPB ATCG00480
ATPC1 AT4G04640
ATPD AT4G09650
ATPE ATCG00470
ATPF ATCG00130
ATPG AT4G32260
ATPH ATCG00140
ATPI ATCG00150

Fd-NADP reductase 1.18.1.2 [FNR-1][FNR-2] FNR-1 AT5G66190
FNR-2 AT1G20020

cyt TP isomerase 5.3.1.1 [CTIM] CTIM AT3G55440
cyt aldolase 4.1.2.13 [SFBA-7]4 SFBA-7 AT4G26520
cyt FBPase 3.1.3.11 [CFBP]4 CFBP AT1G43670
cyt G6P isomerase 5.3.1.9 [PGIC]2 PGIC AT5G42740
cyt phosphoglucomutase 5.4.2.2 [PGMx] PGM2 AT1G70730

PGM3 AT1G23190
UDPG pyrophosphorylase 2.7.7.9 [UGPx] UGP1 AT3G03250

UGP2 AT5G17310
SucP synthase 2.4.1.14 [SPSxF]2 OR [SPSxF]4 SPS1F AT5G20280

SPS2F AT5G11110
SPS3F AT1G04920
SPS4F AT4G10120

SucP phosphatase 3.1.3.24 [SPPx]2 SPP1 AT1G51420
SPP2 AT3G52340
SPPa AT2G35840
SPPb AT3G54270

NDP kinase 2.7.4.6 [NDPKx]6 NDPK1 AT4G09320
NDPK2 AT5G63310
NDPK3 AT4G11010
NDPK4 AT4G23900

Amino acid biosynthesis costs

The synthesis of the amino acids, as protein building blocks, represents the first part of the
enzyme costs. To this end, we first had to determine the underlying amino acid composition
of each enzyme such that we could calculate, subsequently, their individual costs. In analogy
to previous studies [101–103], we approximated the costs based on large-scale metabolic
models comprising the various and intricate synthesis pathways of the different amino acids.
We focused on growing leaf cells assuming that energy efficiency is an adequate objective
of these cells, i.e., the synthesis pathways requiring the least amount of energy, in terms
of ATP, are preferably utilized. The consequent optimizations were solved by means of
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flux balance analysis obtaining a minimum cost estimation for the amino acids. Here, we
pursued two approaches based on the studies of (1) Sajitz-Hermstein and Nikoloski [101],
and (2) Arnold and Nikoloski (2014) [38] (see Chapter 5).

Most of the enzymes are not uniquely defined by a single amino acid sequence, there
often exist isozymes with different subunit structures and/or encoding genes, and isoforms
of genes, i.e., different splicing forms. In order to reinforce the biological plausibility of the
costs, we decided to select a single representative polypeptide sequence for each case rather
than to average over all possible combinations resulting in an artificial sequence. Therefore,
we accounted for all possible amino acid compositions, A, and, subsequently, determined
the representative using of the medoid (for Euclidean distance). A medoid determines the
representative(s) of a data set, rdist, with the minimum average dissimilarity to all other
candidates (Equation 3.2). Here, we described the dissimilarity by the euclidean distance of
the relative amino acid frequency of two amino acid compositions, x and y (Equation 3.3):

reuc = arg min
x∈A

1
|A|

|A|∑
y=1

d(x, y) , (3.2)

d(x, y) =

√√√√ 20∑
i=1

(
nxi∑
j n

x
j

− nyi∑
j n

y
j

)2

, (3.3)

where |A| is the cardinality of set A, nxi is number of amino acid i in amino acid composition
x. In doing so, we obtained one representative polypeptide sequence for each subunit for
the catalyzing enzymes and, accordingly, a unique amino acid composition for each enzyme
(Table 3.3).

In order to assign the amino acid biosynthesis costs of each involved enzyme, we integrated
the respective unique amino acid composition and a metabolic costs determination approach.
In the study of Sajitz-Hermstein and Nikoloski [101], the costs for synthesizing the amino
acids individually were obtained based on the Arabidopsis metabolic network of Poolman
et al. [104] (Table 3.4). These single amino acid costs were multiplied with the respective
amino acid composition resulting in the enzyme-specific building block synthesis costs.
We emphasize that the model of Poolman et al. [104] simulates heterotrophic growth
conditions and, moreover, the consequent costs refer to day scenario. In contrast, the
Arabidopsis core model of Arnold and Nikoloski (2014) [38] (see Chapter 5) represents
photoautotrophic growth conditions matching the here investigated small-scale model of
the CBC and related end-product synthesis processes. Based on the Arabidopsis core model,
we utilized the respective amino acid composition as objective function to calculate the
energy demand of each enzyme, in terms of ATP. More precisely, we incorporated the
number of each amino acid as stoichiometric coefficients of the biomass reaction Bio_AA
and determined the minimum ATP consumption while synthesizing one unit of the amino
acid composition using flux balance analysis (Algorithm B.1). The Arabidopsis core model
and the corresponding minimum ATP consumption algorithm are detailed in Chapter 5.
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Chapter 3. Integrating enzyme action and stoichiometric modeling

Table 3.4.: Published amino acid synthesis costs, in terms of ATP, of Sajitz-Hermstein and
Nikoloski [101] for heterotrophic growth conditions during the day.

Amino acid Ala Arg Asn Asp Cys Glu Gln Gly His Ile
Costs [ATP] 19.33 41.32 26.66 25.33 19.33 31.33 32.66 13.33 39.99 37.33
Amino acid Leu Lys Met Phe Pro Ser Thr Trp Tyr Val
Costs [ATP] 37.33 38.66 31.33 55.33 31.33 19.33 25.33 68.66 55.33 31.33

Protein assembly costs6

While the costs for the amino acid biosynthesis differ for the underlying biochemical
pathways and, consequently, vary over proteins with different amino acid composition, the
costs for the protein assembly can be approximated per amino acid or polypeptide. Besides
the actual protein assembly, we took into account costs arising from protein maturation.
The protein assembly or biosynthesis comprises four energy demanding steps: (1) the

amino acid activation, (2) the formation of the initiation complex, (3) the amino-acid-
sequence elongation, and (4) the finalizing of the polypeptide within the termination
phase. Before an amino acid is capable of being included into protein biosynthesis, it
has to be activated by forming the corresponding aminoacyl-transfer RNA (tRNA). This
activation process requires one molecule of ATP and releases one molecule of adenosine
monophosphate (AMP) and pyrophosphate, respectively. The recycling of AMP into ADP
requires a second molecule of ATP, so that, for convenience, the cost can be estimated as
two molecules ATP (Formulas 3.4–3.6, Table 3.5):

aa + ATP + tRNA
 aa-tRNA + AMP + PPi, (3.4)
AMP + ATP
 2ADP, (3.5)
PPi + H2O→ 2Pi. (3.6)

The actual biosynthesis starts with the formation of the initiation complex. Thereby, first
the small ribosome subunit, the translation initiation factors and the ternary complex
including one molecule guanosine triphosphate (GTP) form the 43S preinitiation complex
[105]. By means of further translation initiation factors the messenger RNA (mRNA) is
ATP-dependent activated and, subsequently, attached to build the 48S initiation complex.
Finally, the large ribosome subunit and a further initiation factor comprising a further
GTP are added to form the 80S initiation complex whereby the associated initiation factors
are displaced [105]. In the end, both GTP are hydrolyzed and released and the nucleoside-
diphosphate kinase (EC 2.7.4.6) catalyzes the recycling of GTP via ATP such that the
costs for the initiation can be approximated by three molecules ATP per polypeptide
(Formulas 3.7 and 3.8, Table 3.5):

6Based on the supplemental material of Arnold and Nikoloski (2014) [38] (Chapter 5).
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3.3. The extended stoichiometric model

40S + 60S + mRNA + eIFs + 2GTP + ATP→ 80S + eIFs + 2GDP + ADP + 3Pi, (3.7)
2GDP + 2ATP
 2GTP + 2ADP. (3.8)

During an elongation cycle, first an elongation factor binds the aminoacyl-tRNA forming
the ternary complex and, subsequently, releases the aminoacyl-tRNA into the so-called
aminoacyl (A) site of the ribosome and catalyzes thereby the peptide bond formation.
Secondly, another elongation factor catalyzes the translocation of the peptidyl-tRNA into
the peptidyl (P) site while the deacylated tRNA is pushed to the exit (E) site. The
application of both elongation factors requires one molecule of GTP released as guanosine
diphosphate (GDP), respectively. By means of the nucleoside-diphosphate kinase the cost
of the elongation cycle can be estimated with two molecules ATP per peptide bound
(Formulas 3.9 and 3.10, Table 3.5):

80S–aan + aa-tRNA + eEFs + 2GTP→ 80S–aan+1 + eEFs + 2GDP + 2Pi, (3.9)
2ATP + 2GDP
 2ADP + 2GTP. (3.10)

The finalizing release of the polypeptide sequence in the termination phase requires the
binding of a termination factor. Again, this factor is associated with a molecule of GTP
which is hydrolyzed before the factor is released. By recycling the GDP to GTP, the costs
for the termination phase is given by one molecule ATP per polypeptide (Formulas 3.11
and 3.12, Table 3.5):

80S–aaN + eRF + GTP→ post-termination complex + peptide + eRF + GDP + Pi,
(3.11)

ATP + GDP
 ADP + GTP. (3.12)

Furthermore, we accounted for the costs of protein maturation including the energy de-
mand for maintenance processes, the secretion of signaling sequences and post-translational
modifications. Altogether, these processes consume approximately one molecule ATP per
amino acid as specified in Table 3.5. Consequently, the overall costs for the protein assembly
can be estimated as five molecules of ATP hydrolyzed per amino acid of synthesized protein.

3.3.2. Enzyme degradation

Biologically determined enzyme turnover rates describe the portion of degraded protein per
time. However, as stoichiometric models take into account the stoichiometry of the internal
metabolites rather than the respective concentrations, we defined the enzyme degradation
as degraded protein per catalyzed reaction. In order to reinforce the biological relevance,
we estimated the turnover based on the turnover number, kcat, and the half-life, T1/2, of
each enzyme. In doing so, we determined the maximum number of catalyzed reactions,
kmax, as the product of half-life and turnover number, and the turnover rate per reaction
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Chapter 3. Integrating enzyme action and stoichiometric modeling

Table 3.5.: Itemization of the protein assembly costs comprising the protein biosynthesis
and the maturation.

Process Costs [ATP] Ref
Protein biosynthesis

Amino acid activation 2 per amino acid [106]
Initiation 3 per polypeptide [105]
Elongation – peptide bond formation and trans-
location

2 per peptide bond [106]

Termination 1 per polypeptide [106]
Tool maintenance 0.16 per amino acid [106]

Signal sequences – 0.7 · 0.18 · (costs from biosyn-
thesis and biodegradation of polypeptide)

0.65 per amino acid [106]

Amino acid turnover 0 per peptide bond [107]
Post-translational processing

Methylation, acetylation, etc. 0.1 per peptide bond [107]
Phosphorylation, e.g. enzyme (de)activation 0.1 per peptide bond [107]

Protein biodegradation 1 per peptide bond [106]
Total ≈ 5 per amino acid [108]

by considering the respective reciprocal value (Equation 3.13):

kdeg = 1
kmax

, kmax = kcat · T1/2, (3.13)

The turnover numbers of the considered enzymes were extracted from the Braunschweig
Enzyme Database (BRENDA), with preference to values specific to Arabidopsis or other
plants (Table 3.6). For the half-lives, we chose a data set of Chlamydomonas reinhardtii
(Chlamydomonas) from Mastrobuoni et al. [109], due to its extensive coverage of the
catalyzing enzymes and the deficiency of comparable data for Arabidopsis. Mastrobuoni
and colleagues identified more than 2500 proteins and measured the ratio of protein labeled
with heavy amino acids and light amino acids at different time points. Assuming exponential
cell growth, an exponential decay of the light protein, they estimated the half-life of the
proteins [109].

As a result, the enzyme turnover rates are coupled with the number of catalyzed reactions.
However, as several enzymes, in particular complexes, comprise more than one active sites,
we had to account for the number of active sites in the catalyzing reaction. For this
purpose, we included the reciprocal value of the number of active sites as the stoichiometric
coefficient of the enzyme (Equation 3.14):

1
c
E + S → 1

c
E′ + P . (3.14)
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3.3. The extended stoichiometric model

Table 3.6.: Enzyme degradation rates per catalyzed reaction and the corresponding half-lives
from Chlamydomonas [109] and the turnover numbers from given organisms.

Enzyme Half-life time [h] Turnover number
[

1
s

]
Reference organism Degradation rate

RuBisCO 57.586 3.4 N. tabacum [110] 704, 852.64−1

3.7 S. oleraceae [110] 767, 045.52−1

5.8 Chlamydomonas [110] 1, 202, 395.68−1

PGAK 69.024 31.5 V. radiata [111] 7, 827, 321.6−1

GAPDH 56.976 61 S. oleraceae [112] 12, 511, 929.6−1

223 (PGA) Chlamydomonas [113] 45, 740, 332.8−1

251 (NADPH) Chlamydomonas [113] 51, 483, 513.6−1

430 (NADPH) Chlamydomonas [114] 88, 198, 848.0−1

TPI 188.48 4700 (GAP) S. cerevisiae [115] 3, 189, 081, 600.0−1

500 (DHAP) S. cerevisiae [115] 339, 264, 000.0−1

4300 (GAP) T. molitor [116] 2, 917, 670, 400.0−1

4467 (GAP) P. falciparum [117, 118] 3, 030, 984, 576.0−1

9000 (GAP) E. coli [115] 6, 106, 752, 000.0−1

SFBA 45.847 40 (FBP) V. radiata [119] 6, 601, 968.0−1

33.3 (SBP) V. radiata [119] 5, 496, 138.36−1

64.5 (FBP) D. carota [120] 10, 645, 673.4−1

25.2 (SBP) D. carota [120] 4, 159, 239.84−1

FBPase 73.986 (SBPase) 635 (reduced) S. oleracea [121] 169, 131, 996.0−1

22.9 T. aestivum [122]
TK 48.776 0.0187 (X5P) S. oleracea [123] 3, 283.60−1

0.0148 (R5P) S. oleracea [123] 2, 598.79−1

SBPase 73.986 81 (reduced) S. oleracea [124] 21, 574, 317.6−1

RPE 43.875 7100 S. oleracea [123] 1, 121, 445, 000.0−1

0.138 S. oleracea [125] 21, 797.1−1

PRI 43.875 (RPE) 3440 S. oleracea [126] 543, 348, 000.0−1

PRK 30.359 463 Chlamydomonas [127] 50, 602, 381.2−1

926 Chlamydomonas [127] 101, 204, 762.4−1

PGI 36.277 1000 (G6P) H. sapiens [128] 130, 597, 200.0−1

650 (F6P) H. sapiens [128] 84, 888, 180.0−1

18 (F6P) C. auratus [129] 2, 350, 749.6−1

PGM 56.638 50 (G1P) P. aeruginosa [130] 10, 194, 840.0−1

AGPase 33.107 158 (G1P) S. tuberosum [131] 18, 831, 261.6−1

166 (ATP) S. tuberosum [131] 19, 784, 748.2−1

38.17 (G1P) Z. mays [132] 4, 549, 299.08−1

43.32 (ATP) Z. mays [132] 5, 163, 102.86−1

StS 36.101 235 P. vulgaris [133] 30, 541, 446.0−1

StP 32.506 (PHOA) 0.0037 (starch) S. tuberosum [134] 432.98−1

0.001 (G1P) S. tuberosum [134] 117.02−1

UGPase 33.107 (AGPase) 3400 T. latifolia [135] 405, 229, 680.0−1

27.04 S. chungbukensis [136] 3, 222, 767.81−1

SPS 36.101 (StS) 235 (StS) P. vulgaris [133] 30, 541, 446.0−1

SPP 32.506 (StP) 0.0037 (StP) S. tuberosum [134] 432.98−1

ATPS 44.083 (ATPC) 285 (ATP) E. coli [137] 45, 229, 158.0−1

FNR 96.673 200 (Fd) S. oleracea [138] 69, 604, 560.0−1

139 (Fd) P. sativum [139] 48, 375, 169.2−1

90 (Fd) Chlamydomonas [138] 31, 322, 052.0−1

NDPK 33.1 (GDPK) 147 (dTDP) P. sativum [140] 17, 516, 520.0−1

106 (dCDP) P. sativum [140] 12, 630, 960.0−1

2085 (ATP) P. sativum [141] 248, 448, 600.0−1
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Chapter 3. Integrating enzyme action and stoichiometric modeling

3.4. Results and discussion

Based on the studies of Sajitz-Hermstein and Nikoloski [101], and Arnold and Nikoloski
(2014) [38], we were able to determine the de novo synthesis costs of all enzymes considered
in the modeled system. As mentioned above, the two approaches differ in the underlying
large-scale model which results in, amongst others, different underlying growth conditions,
namely, heterotrophic ones pursuing the approach of Sajitz-Hermstein and Nikoloski [101],
and photoautotrophic ones based on the study of Arnold and Nikoloski (2014) [38]. The
total enzyme synthesis costs in the photoautotrophic scenario are consistently larger than
those under heterotrophic growth conditions (Table 3.7). This is caused by the higher
amino acid synthesis costs under photoautotrophic conditions as there are no high-energetic
precursors available nor amino acids can be taken up from soil. However, qualitatively the
two measures are highly concordant as corroborated by Kendall rank correlation coefficient
τ = 0.9943.
Furthermore, the costs of an enzyme are, as expected, roughly in accordance with its

molecular weight (Table 3.7). Large enzyme complexes, i.e., ribulose-1,5-bisphosphate
carboxylase/oxygenase (RuBisCO) and ATP synthase, have large costs, while small mono-
meric or dimeric enzymes such as 3-phosphoglycerate (PGA) kinase, UGPase, and triose
phosphate (TP) isomerase are least expensive, in terms of ATP demand. Interestingly,
the “fast” enzymes with high turnover numbers, which are often modeled by mass-action
kinetics or equilibrium approximations (see Chapter 2), have also low costs, e.g., TP isome-
rase, Ribose-5-phosphate (R5P) isomerase, and UGPase. The exception is the octametric
ribulose-5-phosphate (Ru5P) epimerase which would be the fourth least expensive enzyme
if the costs per active site would be taken into account. However, since only the complete
enzyme can be synthesized de novo, we account for the total energy demand.
Incorporating the determined enzymes costs and the corresponding turnover rates we

were able to amend the metabolic costs for synthesizing the photosynthesis related end-
products, i.e., starch and sucrose. Therefore, we considered unphosphorylated sucrose and
the artificial starch molecule comprising two α(1→4) bound glucose units. Accordingly,
both metabolites have the same molecular formula such that a comparison is unbiased with
respect to material costs. The conventional examination of metabolic costs yield an equal
energy demand of 38 ATP per molecule starch and sucrose. In contrast, the integration of
enzymes results in shift towards distinct larger costs for sucrose synthesis, independently of
the pursued approach (Table 3.8). More precisely, for the synthesis of one starch molecule
of two glucose units about 170 and 219 molecules of ATP are needed under heterotrophic
and photoautotrophic growth conditions, respectively, while producing one molecule of
sucrose requires over 40 % more energy in both cases. These elevated costs suggest a
purely stoichiometry-based explanation of storing carbon during the day as transitory
starch rather than as sucrose. Certainly, this in silico analysis do not provide the complete,
biological explanation but corroborates the observations from experiments in contrast to
the conventional approach.
The analysis of the photosynthetic and the corresponding end-product processes shows

the impact of supplementing the metabolic synthesis costs with the maintenance costs of the
involved enzymes. Unfortunately, it is not applicable yet on large-scale metabolic models
as the required data for determining the enzyme turnover rates, i.e., enzyme half-lives, are
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3.4. Results and discussion

Table 3.7.: Total de novo synthesis costs of the catalyzing enzymes and their number of
active sites (Act). SN and AN denote the pursued approach for the comprised
amino acid biosynthesis costs of the respective enzyme, namely, Sajitz-Hermstein
and Nikoloski [101], and Arnold and Nikoloski (2014) [38] (see Chapter 5).

Enzyme EC Act Costs [ATP] Molecular weight
SN AN [kDa] Reference

RuBisCO 4.1.1.39 8 (L) 193608 266916 560 Arabidopsis,
Chlamydomo-
nas

[142]

PGAK 2.7.2.3 1 16606 22603 39 S. oleracea [143]
GAPDH 1.2.1.13 2 (A) 55964 75653 189 S. oleracea [113]
TPI 5.3.1.1 2 21254 28847 59 S. oleracea [144]
SFBA 4.1.2.13 4 56469 77236 148 S. oleracea [145]
FBPase 3.1.3.11 4 58751 80076 160 S. oleracea [146]
TK 2.2.1.1 2 52564 71867 160 S. oleracea [123]
SBPase 3.1.3.37 2 27876 38121 66 S. oleracea [147]
RPE 5.1.3.1 8 79187 108248 200 S. oleracea [123]
PRI 5.3.1.6 2 19364 26425 49 S. oleracea [126]
PRK 2.7.1.19 2 29213 40210 110 Arabidopsis [148]
PGI 5.3.1.9 2 41069 56515 140 S. oleracea [149]
PGM 5.4.2.2 1 22560 30784 60 S. tuberosum [150]
AGPase 2.7.7.27 2 (S) 72952 99937 210 Arabidopsis [151]
StS 2.4.1.21 1 41009 56608 70 S. tuberosum [152]
StP 2.4.1.1 1 31386 43359 151 S. oleracea [153]
ATPS 3.6.3.14 3 (B F1) 195799 269065 ≈500 S. oleracea [154]
FNR 1.18.1.2 1 23306 31924 35 Arabidopsis [155]
cTPI 5.3.1.1 2 17987 24380 59 S. oleracea [144]
cSFBA 4.1.2.13 4 51511 70595 143 S. oleracea [145]
cFBPase 3.1.3.11 4 48939 66839 130 S. oleracea [146]
cPGI 5.3.1.9 2 40804 56329 125 S. oleracea [149]
cPGM 5.4.2.2 1 20986 28601 60 S. tuberosum [150]
UGPase 2.7.7.9 1 17181 23408 53 Arabidopsis,

S. tuberosum
[156, 157]

SPS 2.4.1.14 2 77208 106277 270 S. oleracea [158]
SPP 3.1.3.24 2 31432 43494 115 P. sativum [159]
NDPK 2.7.4.6 6 51105 70130 111 S. oleracea [160]

not available, particularly for Arabidopsis. Apart from this challenge, the bottleneck of
the method is the determination of the unique amino acid composition as often the exact
enzyme subunit structure is not recorded. However, the potential of this approach is, on
the one hand, by approximating the actual metabolic costs to gain insight into resource
allocation and application for, e.g., storage, with respect to cost minimization. On the
other hand, by varying the turnover rates regarding different environmental scenarios, we
can begin to examine the effects of enzyme degradation on metabolic costs.
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Chapter 3. Integrating enzyme action and stoichiometric modeling

Table 3.8.: Metabolic costs of starch and sucrose synthesis with and without incorporation
of enzyme degradation, respectively.

Biomass component Conventional Extended model
model based om SN based om AN

Sucrose 38 242.2776 319.3640
Starch (two glucose units) 38 170.3808 219.3265
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Chapter 4.

Comprehensive classification and perspective
for modeling photorespiratory metabolism7

Biological processes involved in photorespiratory and photosynthetic metabolism operate
concurrently and affect the interplay between carbon and nitrogen assimilation reflected
in plant growth. Experimental evidence has indicated that photorespiratory metabolism
has a wide-ranging influence not only on other principal metabolic pathways but also on a
multitude of signaling cascades. Therefore, accurate quantitative models of photorespiration
can provide a means for predicting and in silico probing of plant behavior at various levels
of the system. We first present a comprehensive classification of current models of photo-
respiratory metabolism developed within the existing carbon-centric modeling paradigm.
We then offer a perspective for modeling photorespiratory metabolism by considering the
coupling of carbon and nitrogen metabolism in the context of compartmentalized, genome-
scale metabolic models of C3 plants. In addition, we outline the challenges stemming
from the need to consider plant metabolic and signaling pathways in assessing the still
controversial role of photorespiration and to confront the devised models with the ever
increasing amounts of high-throughput data.

4.1. Background

Photorespiratory metabolism includes reactions involving multiple pools compartmentalized
among the chloroplast, mitochondrion and peroxisome, and operates concurrently with pho-
tosynthetic metabolism. The role of photorespiratory metabolism goes beyond the obvious
recycling of carbon in glycolate (GLC) back to glycerate (GA), and mounting evidence
points to its important role in shaping the energetics of photosynthesis, compartmental
reductant exchange, nitrate assimilation, one-carbon (C1) metabolism and redox signal
transduction (for recent reviews, see Foyer et al. [161], Bauwe et al. [162]). Nevertheless,
understanding of the implications of photorespiration and modulation of its function on
plant metabolism as a whole remains fragmented.

Quantitative modeling of photorespiration offers an alternative for in silico investigation
of entire plant systems, and necessitates the inclusion of not only the metabolic level but
also cell signaling and regulation of translation and transcription. This type of modeling
alternative goes hand in hand with the high-throughput data obtained simultaneously from
various system levels, i.e., the transcriptome, proteome and metabolome. Furthermore,

7This chapter is based on the publication of Arnold and Nikoloski (2014) [47]. For consistency the
abbreviations were adjusted and the language was changed to American English.
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existing data indicate that the impact of photorespiratory metabolism increases with
increasing light intensity, temperature, oxygen (O2) concentration and water (H2O) deficit
[162–164]. Therefore, the study of photorespiratory metabolism requires examining the effect
of concomitant variations in environmental conditions. Finally, the promise of quantitative
modeling is that findings regarding the system’s functioning under changing environmental
conditions can be coupled with results of internal perturbations, e.g., gene knockout, up-
or down-regulation of gene expression and inclusion of novel reactions, to engineer a plant
system having maximized yield.
Here, we first provide an overview of the model components of the photorespiratory

pathway. We then provide a comprehensive classification of the existing modeling approaches
of photorespiratory metabolism, and indicate assumptions, advantages and shortcomings of
the existing models developed within the carbon-centric modeling paradigm. This succinct
review includes models of ribulose-1,5-bisphosphate carboxylase/oxygenase (RuBisCO),
its extensions and models coupling photosynthetic and photorespiratory metabolism.
Subsequently, we present a detailed overview of existing genome-scale models incorporating
the photorespiratory pathway. Finally, we present a perspective on how genome-scale
modeling can be used to investigate the role of photorespiration in an integrated overview
of metabolism.

4.2. Overview of model components

The plant photorespiration pathway involves 12 reactions that are partitioned among
three compartments, namely the chloroplast, peroxisome and mitochondrion, with bypasses
through the cytosol [165]. The reactions catalyzed by RuBisCO (EC 4.1.1.39) provide the
interplay between photosynthesis and photorespiration. This enzyme initially reacts with
ribulose-1,5-bisphosphate (RuBP), resulting in the enediol enzyme complex that can then
react with O2, which is termed oxygenation [54, 166], or react with carbon dioxide (CO2),
which is termed carboxylation. Upon oxygenation, one molecule of RuBP is transformed
into one molecule of 3-phosphoglycerate (PGA) and one molecule of phosphoglycolate
(2PG). The 2PG is hydrolyzed by phosphoglycolate phosphatase (EC 3.1.3.18) into GLC
and inorganic phosphate (Pi); both of these reactions take place in the chloroplast. The
resulting GLC is transported into the peroxisome and is there oxidized by glycolate
oxidase (EC 1.1.3.15) to glyoxylate (GOX) and hydrogen peroxide (H2O2). Using catalase
(EC 1.11.1.16), H2O2 is in turn degraded into H2O and O2. This step invokes the relationship
between photorespiration and signaling pathways, since H2O2 serves as a trigger of many
cascades [167]. Upon reacting with glutamate (Glu), a reaction catalyzed by glycine
transaminase (EC 2.6.1.4) in the peroxisome, GOX is transformed into glycine (Gly) and α-
ketoglutarate (KG). In the mitochondrion, through a series of four reactions, two molecules
of Gly are transformed into one molecule each of serine (Ser), ammonia (NH3) and CO2.
Three of these reactions, namely glycine dehydrogenase (decarboxylating) (EC 1.4.4.2),
aminomethyltransferase (EC 2.1.2.10) and dihydrolipoyl dehydrogenase (EC 1.8.1.4), form
the glycine cleavage system (GCS). The transformation of the second Gly into Ser is
catalyzed by glycine hydroxymethyltransferase (EC 2.1.2.1). The resulting Ser is transported
in the peroxisome where, together with GOX, it enters the reaction catalyzed by serine-
glyoxylate transaminase (EC 2.6.1.45), resulting in 3-hydroxypyruvate (HPR) and Gly.
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The glycerate dehydrogenase or hydroxypyruvate reductase, respectively, (EC 1.1.1.29
or 1.1.1.81; redundant) in turn transforms HPR into GA, also in the peroxisome. After
which GA and adenosine triphosphate (ATP) enter the reaction catalyzed by glycerate
kinase (EC 2.7.1.31) in the chloroplast, and are transformed into PGA and adenosine
diphosphate (ADP), thus closing the photorespiratory cycle. For completeness, Table 4.1
includes the enzyme names, Enzyme Commission (EC) numbers, corresponding biochemical
reactions together with their compartmentalization and reversibility, obtained from AraCyc
9.0 [32] and PlantCyc 6.0 [168].

4.3. Carbon-centric modeling paradigm

The existing models of photorespiration are carbon-centric as they only consider the
effect of photorespiration on photosynthesis and disregard the role of nitrogen. They
include a progressively larger set of rate-limiting steps to CO2 assimilation, starting from
mechanistic models of RuBisCO, to electron transport, production and consumption of
reduced nicotinamide adenine dinucleotide phosphate (NADPH) and ATP, as well as
inclusion of other metabolic pools. Moreover, some of the models have been extended from
the level of a single enzyme, namely RuBisCO, to the chloroplast and the whole leaf. In
the following, we present the assumptions on which the reviewed models are based, and
provide a brief overview of their advantages and disadvantages with respect to the type of
elicited conclusions.

4.3.1. Models of RuBisCO

The first attempts in modeling photorespiration and its relation to photosynthesis were
focused on developing a mathematical description of RuBisCO. As carboxylation and
oxygenation of RuBP directly connects photosynthetic carbon assimilation (i.e., the Calvin-
Benson cycle (CBC)) and photorespiration these two reactions are included in all considered
models.

Let [O2] and [CO2] denote the atmospheric concentrations of O2 and CO2, respectively.
Moreover, let Γ denote the concentration of CO2 at which no net assimilation occurs (i.e.,
rates of photosynthesis and photorespiration are equal), the so-called CO2 compensation
point. We will use vo and vc to denote the rates of oxygenation and carboxylation, and Vo
and Vc for their maxima. The rates of dark respiration, photorespiration and (net) CO2
assimilation will be denoted as Rd, vp and A, respectively. We note that dark respiration
includes the release of CO2 from the mitochondria in the light, in addition to that resulting
from photorespiration. Finally, KO2 and KCO2 will denote the Michaelis-Menten inhibition
constants for O2 and CO2, respectively. Note that the maximum efficiency for a reaction of
maximum rate Vmax and the Km value for its substrate is denoted by ψ, where ψ = Vmax

Km
.

A thorough literature search indicated that the earliest attempts to model the interplay
between photorespiration and photosynthesis were those of Forrester et al. [170] and
Tregunna et al. [171]. These authors set out to experimentally determine the effect of O2
on the rate of photorespiration in detached soybean and tobacco leaves by measuring the
release of CO2 in both light and dark conditions. The authors indicated that ([CO2]− Γ)
represents the concentration of CO2 available for photosynthesis. This quantity captures
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the inhibitory effect of O2 as Γ increases linearly with [O2], given as Γ ≈ k [O2]. The rate
of photorespiration can then be expressed as function of Γ, [CO2] and A as follows:

vp = A

CO2 − Γγ. (4.1)

Ogren and Bowes [166] defined A as the difference between the rate of true (gross)
photosynthesis and the rate of photorespiration, i.e.,

A = ψ · exp
(
− [O2]
KO2

)
[CO2]− ψ · exp

(
− [O2]
KO2

)
k [O2] , (4.2)

where ψ is termed the carboxylation efficiency of photosynthesis in the absence of O2.
This parameter can be determined by measuring the rate of CO2 evolution into CO2-free
gases at varying [O2], which is expressed as −ψ · exp

(
− [O2]
KO2

)
k [O2]. Rearranging the terms

yields vp = ψ · exp
(
− [O2]
KO2

)
Γ for the rate of photorespiration. These empirically developed

expressions were used to demonstrate that O2 has a large effect on CO2 evolution in
the light, i.e., photorespiration, but has little to no effect on dark respiration, and thus
historically contributes to delineation of the two processes.

Laing et al. [172] developed mathematical expressions for the velocities of carboxylation
and oxygenation reactions catalyzed by RuBisCO, taking into account the competitive
inhibition of CO2 and O2, resulting in the following:

vc = VcKO2 [CO2]
KCO2KO2 +KO2 [CO2] +KCO2 [O2] , (4.3)

vo = VoKCO2 [O2]
KCO2KO2 +KO2 [CO2] +KCO2 [O2] . (4.4)

Assuming that at low [CO2] the quantity KO2 [CO2] becomes negligible, the rates of
carboxylation and oxygenation can be written as:

wc = Vc
KCO2

KO2

KO2 + [O2] [CO2] , (4.5)

wo = Vo
KCO2

KCO2

KO2 + [O2] [O2] . (4.6)

To take into account the proportion of GLC carbon that is released in photorespiration,
one may introduce a scaling factor t into the oxygenation rate, which results in the following
expression:

wc − two = Vc
KCO2

KO2

KO2 + [O2]

(
[CO2]− tVoKCO2

VcKO2

[O2]
)
. (4.7)

Comparison of this expression with that empirically developed, above, indicates that
k = t

VoKCO2
VcKO2

and ψ = Vc
KCO2

, since exp
(
− [O2]
KO2

)
≈ KO2

KCO2 +[O2] from the Maclaurin series
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expansion of e−x. Since at Γ net photosynthesis is zero, it implies that

Γ = VoKCO2

VcKO2

[O2] . (4.8)

Moreover, applying the same assumptions, the ratio between wo and wc, denoted as φ, can
be expressed as

φ = wo
wc

= VoKCO2 [O2]
VcKO2

[CO2] , (4.9)

which captures the most essential relationship between photorespiration and photosynthesis
as determined in RuBisCO-focused models. Farquhar [173] developed similar expressions
for the rates of carboxylation and oxygenation, and indicated that they are appropriate for
describing enzyme kinetics in conditions of excess RuBP, typically occurring when RuBisCO
is assayed. Discarding the fact the carboxylation-oxygenation is an ordered reaction, and
assuming that the dependence of the velocities of both reactions on free RuBP is the same
(described by one apparent Michaelis-Menten constant, Kr), Farquhar [173] and Farquhar
et al. [73] obtained

vo
wo

= vc
wc

= [RuBP]
[RuBP] +Kr

. (4.10)

This expression describes two cases with respect to whether the concentration of RuBP is
smaller or larger than the total concentration of active sites. The authors pointed out that
in vivo these are two cases that can become rate-limiting for carboxylation, later termed
RuBisCO-limited and RuBP regeneration-limited photosynthesis. To further examine these
cases, Farquhar et al. [73] also incorporated the adjacent photosynthetic reactions.

4.3.2. Extensions of RuBisCO-focused models

With the argument that in the photorespiratory pathway, oxygenation of RuBP with one
molecule of O2 releases 0.5 molecules CO2, Farquhar et al. [73] described the net rate of
CO2 assimilation as

A = vc − 0.5vo −Rd. (4.11)

Therefore, the rate of photorespiration ’is defined’ as half of the rate of oxygenation. At
the compensation point, Γ, in absence of dark respiration, the oxygenation-carboxylation
ratio is then φ = 2. As the carboxylation reaction may not only be limited by the amount of
RuBisCO, the authors incorporated RuBP availability as a rate-limiting step, the so-called
RuBP regeneration-limited photosynthesis. They argued that regeneration itself is limited
by the supply of NADPH and ATP from the light-dependent reactions and, therefore,
consider their consumption.

Using stoichiometry-based arguments, Farquhar et al. [73] determined the rates of PGA
production as well as NADPH and ATP consumption as functions of φ and vc. Given the
photon flux density (PFD), I, the fraction f lost as absorption by other than chloroplast
lamellae, the maximum rate of carboxylation, J ′, allowed through electron transport is
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then given as

J ′ = 0.25 (1− f) I
2 + 2φ , (4.12)

where the denominator denotes the ratio between the rate of NADPH consumption and
vc. The actual rate of carboxylation, vc, is then no greater than min(wc, J ′). Using similar
arguments, Farazdaghi and Edwards [174] determined the net rate of CO2 assimilation in
the absence of dark respiration.

Sharkey [175] introduced a third rate-limiting step for the RuBisCO reaction, namely,
triose phosphate (TP) utilization. Starch and sucrose synthesis are required at one-third
the rate of CO2 fixation; otherwise, the level of Pi will decline and becomes rate limiting.
This effect is included in many extensions of the model of Farquhar et al. [73] [75–77, 176],
which, nevertheless, leads to only minor structural changes to the original model. The
influence of different photosynthesis-related parameters, such as temperature of Vc, J ′ [74],
Rd and Γ [75], light intensity of J ′ [75], leaf age of Rd and Γ [75], stomatal conductance to
H2O vapour [75] and starch accumulation (with and without the presence of sink activity)
of J ′ [77], is taken into account. Although the inclusion of these parameters results in
small changes to the model equations, the difference between the model predictions are
sometimes quite large [46].

The models described above consist exclusively of algebraic equations that can only
capture the steady-state behavior through restricting assumptions regarding coupling
between the included metabolic pools. Typical for these models is that they first attempt
to describe the relationship between steady-state supply and demand fluxes. Although
they were extended to describe the behavior of the chloroplast and/or the whole leaf, they
cannot be used to study transient changes of the relationship between photosynthesis and
photorespiration at varying light intensities and concentrations of CO2 and O2. Moreover,
due to their RuBisCO focus, their applications in investigating various metabolic engineering
strategies are severely limited.

Gross et al. [177] restricted the model to the components deemed responsible for the
dynamic responses of whole leaf photosynthesis to variations in PFD, namely light activa-
tion and dark deactivation of enzymes in the CBC, stomatal responses to varying PFD,
variation in the internal leaf [CO2] and variations in the pool R, representing RuBP and all
intermediate components leading to RuBP, and pool G, denoting components of the GLC
and GA pathways. This resulted in six non-linear differential equations, of which three
model the change in R, G and vc over time, and the remaining three are taken from an
existing model of stomatal conductance [178]. Although this model facilitates steady-state
analysis as well as analysis of transient behavior, the functional form for some of the
fluxes in the model remains questionable. On the other hand, Lawlor and Pearlman [179]
established a relationship between steady-state carbon fluxes in a model containing RuBP,
PGA, Gly and Ser, as well as the storage and sucrose pools, which were in turn used to
simulate the dynamics of incorporating 14C in the aforementioned pools.
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4.3.3. Models coupling photosynthetic and photorespiratory metabolisms

A description of the dynamics of the pools involved in photosynthetic and photorespiratory
metabolism was included in the model of Hahn (1987) [180], a simpler version of which is
analyzed in Hahn (1991) [181], as well the model of Zhu et al. [51]. All of these have modeled
this interplay based on kinetics and have partially considered compartmentalization. A
quite different approach was pursued by Young et al. [182], who assembled a structural
model of the underlying biochemical reactions to estimate fluxes from the associated carbon
maps. Here, we briefly review the modeling assumptions in the four models together with
the solution strategies.
The model of Hahn (1987) [180] is an extension to his mathematical model of C3 leaf

carbon metabolism [80, 183] to consider the oxygenation reaction as well as the GLC and
GA pathways (as described in Tolbert [184]). The model is not mass-balanced regarding
H2O and O2 and does not incorporate coenzymes such as nicotinamide adenine nucleotide
(NAD). To reduce the number of variables, the chloroplast, peroxisome and mitochondrion
are regarded as a single pool, referred to as the extended chloroplast. In addition, the
model includes pools in the cytosol, vacuole, intercellular air spaces and mesophyll tissue.
The model includes 33 state variables whose dynamic changes are described through a
system of ordinary differential equations (ODEs) with mass action kinetics. Due to the
choice of the kinetic law, this modeling approach does not consider regulatory mechanisms.
Inspection of the included biochemical reactions indicates that the GLC oxidase and

the Ser:GOX transaminase are lumped with the catalase and the GA dehydrogenase,
respectively, while the three reactions of the GCS and the Gly hydroxymethyltransferase
are lumped into one. The other reactions are modeled as presented in Table 4.1. To
find steady-state solutions, Hahn (1987) [180] provided two approaches: one for the state
variables and the other for the rate constants. The first approach is based on the six
conservation laws regarding: (1) concentrations of ATP and ADP, (2) concentrations of
uridine tri- and di-phosphate (UTP and UDP), (3) Pi concentration in the extended
chloroplast and (4) in the cytosol, (5) nitrogen concentration in the extended chloroplast
and (6) concentrations of Glu, glutamine (Gln) and KG. One can then specify six of the
state variables arbitrarily, which can be used to express the remaining variables as functions
thereof. In the second approach, Hahn (1987) [180] specified two external parameters, the
gross photosynthetic rate and the photorespiration rate per unit area of leaf tissue, in such
a way that the photorespiration rate is 20% of the value of the gross photosynthetic rate.
Therefore, the relationship between photorespiration and photosynthesis is a priori fixed
and is not elucidated from the model itself. Based on these assumptions, the model includes
28 parameters describing the mass action kinetic constants, dark respiration rate constant
and the diffusion rate constants for CO2 and O2 between the atmosphere and intercellular
air spaces. Subsequently, the values for these parameters are obtained in dependence on
the concentration of the considered pools and a trial-and-error procedure. We point out
that with this solution strategy, the obtained values for the mass action kinetic constants
are apparent and may reflect regulatory mechanisms in place, although mass action law is
employed. This is probably the explanation for why, in a recent ranking of models for the
CBC, a highly regulated process in itself, the model of Hahn (1986) [80] performs relatively
well [46].

Hahn used the model to simulate the induction of photosynthesis after a period in absence
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of light, with the assumption that the concentration for some of the CBC intermediates is
zero. The predictions of the model for increased [CO2] and decreased [O2] implies that the
inhibition of photosynthesis by photorespiration is eliminated, where the compensation
point is assumed to be Γ = 0.05. However, the model results in higher GLC levels for lower
O2 concentrations, which, as Hahn (1987) [180] argued, might be a result of excluding
some pathways in which this metabolite participates. Until today, no such pathways have
been discovered, which would imply that the model of Hahn requires modifications leading
to possibly different findings and implications.
To demonstrate that photorespiration has a stabilizing effect on photosynthesis, in the

sense that without photorespiration a model of the CBC cannot exhibit a stable steady
state, Hahn (1987) [180] simplified the model presented above to mathematically describe
dynamic changes in three pools, namely RuBP, PGA and TP. These pools are transformed
in six lumped stoichiometrically balanced biochemical reactions, whose fluxes are again
mathematically described via mass action kinetics. The model was subsequently reduced
to consider only two variables, i.e., the pools of RuBP and PGA, with which one could still
demonstrate the induction stages of photosynthesis and the inhibition of photosynthesis by
photorespiration. While the findings from these models qualitatively matched observations
from the medium-size kinetic model, the quantitative agreement and rigorous explorations
of the entire phase space for the simplified models have not yet been undertaken.
The model of Zhu et al. [51] mathematically captures the state-of-the-art regarding

knowledge of the CBC and endproduct processes, namely, starch and sucrose syntheses,
as well as its interplay with photorespiration. It captures 28 state variables, including
the pools of TP, hexose phosphates and pentose phosphates. Within the 36 reactions,
the pool metabolites are used separately, which requires that the biochemical reactions
interconverting such metabolites are given additionally as equilibrium approximations. The
remaining reactions are modeled either via Michaelis-Menten kinetics, whereby, surprisingly,
the rate of reversible reactions includes the denominators pertaining to irreversible reactions,
or special kinetics taken from other models. As in the model of Hahn (1987) [180], GCS
and the Gly transformation are lumped. However, in contrast to Hahn’s model [180], GA
dehydrogenase is included separately, while catalase is not considered. Interestingly, the
concentrations of O2, Glu, KG, and oxidized and reduced NAD and NADH are fixed, while
Pi and ADP are bound by conservation relationships. The majority of model parameters
are obtained from a large literature review. Recent analyses of models for the CBC have
shown that by integrating required corrections [46, 185], the predictions from this model are
in relatively good agreement with experimental measurements of metabolite concentrations
[46].
As mentioned above, the model of Young et al. [182] uses the atom transitions within

photoautotrophic metabolism of Synechocystis to estimate carbon fluxes from 13C labeling
data. In contrast to the previously described models, this is based on a structural modeling
approach. Structural models are typically used to estimate the flux distribution for a given
cellular scenario. To this end, the considered reactions coherently exclude coenzymes and
by-products, and are partially merged. For instance, the seven reactions of photorespiration
from Gly transaminase to GA dehydrogenase are modeled as one reaction. Such a modeling
approach precludes detailed investigations of a particular pathway. Nevertheless, structural
modeling provides the possibility to expand boundaries of the modeled metabolic processes.
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Moreover, it addresses the limitations of kinetic modeling, which requires substantial
knowledge about parameter values.

4.4. Genome-scale metabolic models – the perspective for
modeling photorespiratory metabolism

Characterization of gene functions, especially for model species, provides the basis for
developing large-scale models of metabolism covering multiple compartmentalized and
highly coupled biochemical reactions. Accurate genome annotation is the first step in
establishing the correct stoichiometry, which can in turn be used in structural modeling
techniques, such as flux balance analysis (for a recent review, see Llaneras and Picó [29]).
The number of reactions is usually much larger compared to the number of metabolites
and, thus, determining the steady state fluxes results in solving an underdetermined system
of linear equations. This system usually has an infinite number of solutions. To restrict
the solutions, one usually constrains the space of feasible flux distributions by imposing
flux boundaries, and assumes that the systems operate towards optimization of one or a
combination of several objectives (expressed as linear combination or ratios of fluxes).
Here, we examined the accuracy of the core photorespiration pathway in the existing

genome-scale metabolic networks in the model C3 plant Arabidopsis thaliana (Arabidopsis),
the alga Chlamydomonas reinhardtii (Chlamydomonas) as well as the cyanobacteria
Synechocystis sp. PCC 6803 and Cyanothece sp. ATCC 51142. To this end, we use as
reference the compartment and reversibility information of Arabidopsis from PlantCyc 6.0
[168] for each of the 12 reactions presented in Table 4.1. Finally, for comparison with C4
species, we use two genome-scale metabolic models of Zea mays. The numbers of reactions
and metabolites, as well as their source, are presented in Table 4.2 (for models for which
there was no Systems Biology Markup Language (SBML) file available, the information
from the original paper is used). In the following, we emphasize the reactions for which
the direction is inaccurately assigned compared to that presented in Table 4.1. This is in
agreement with the idea that a reversible reaction may assume a particular direction based
on further constraints derived from data.
The model of Poolman et al. [104] contains 1406 reactions and 1297 metabolites, and

does not consider compartmentalization and mass balancing with respect to H2O. The
Catalase is not included in the model, while the reactions of the GCS are given as one
summary reaction. The AraGEM model of de Oliveira Dal’Molin et al. (2010) [186] contains
1625 reactions and 1767 metabolites, and considers compartmentalization. As in the model
of Poolman et al. [104], the GCS is represented as one summary reaction. The compart-
mentalization of the reactions follows the reference given in Table 4.1. The model of Saha
et al. [187] is slightly larger compared to AraGEM [186] and contains 1798 reactions and
1820 metabolites. Considering the lumping of reactions belonging to the photorespiration
pathway, compartmentalization and reversibility, this model matches AraGEM [186]. The
model of Mintz-Oron et al. [188] is the largest existing Arabidopsis model, comprising
3508 reactions and 2930 metabolites. It is the only genome-scale metabolic network model
that covers secondary metabolism, e.g., fatty acid synthesis. While the lumping of reactions
belonging to the photorespiration pathway and their compartmentalization matches that
of AraGEM [186], the lumped reaction is constrained to operate in the opposite direction
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Chapter 4. Classification and perspective for modeling photorespiratory metabolism

compared to the reference in Table 4.1.
In Chlamydomonas, the photorespiratory pathway deviates from that in higher plants

[169]. For instance, the oxidation of GLC to GOX is catalyzed by glycolate dehydrogenase
(EC 1.1.99.14); together with all other peroxisomal reactions from the plant pathway, it is
thought to be displaced to the mitochondrion. As the GLC dehydrogenase does not produce
H2O2, the catalase is not needed for the photorespiration. The smallest of the genome-scale
models for Chlamydomonas is that of Boyle and Morgan [189], including 484 reactions
and 458 metabolites compartmentalized in the cytosol, chloroplast and mitochondrion.
This model is not mass balanced with respect to H2O, and includes neither the GLC
dehydrogenase nor the plant counterpart. Moreover, it does not include the GCS. The
2PG phosphatase, the Ser:GOX transaminase, and the HPR reductase are inaccurately
located in the cytosol. The larger model of Nogales et al. [192] consists of 863 reactions and
795 metabolites, but does not consider compartmentalization. Here, the reactions of the
GCS are again lumped into one reaction. The AlgaGEM model of de Oliveira Dal’Molin
et al. (2011) [190] is a compartmentalized model, including the chloroplast, peroxisome,
mitochondrion and cytosol, and consists of 1718 reactions and 1890 metabolites. It captures
current knowledge of the Chlamydomonas photorespiratory pathway, as well as some of the
plant-specific reactions. As in almost all models, the GCS is modeled as a single reaction,
while the reversibility follows that of AraGEM [186], since AlgaGEM [190] is its extension.
The model of Chang et al. [191] is the largest compartmentalized model of Chlamydomonas,
consisting of 2191 reactions and 1706 metabolites. It is the only model in which the GCS
is modeled as three separate reactions. Furthermore, it correctly covers photorespiration
regarding compartmentalization and reversibility.

The photorespiration of cyanobacteria is closer to that in Chlamydomonas than to plants,
as it comprises exactly the same biochemical reactions as in Chlamydomonas. Of course,
cyanobacteria are not compartmentalized as they have only a single compartment. The
existing models of Synechocystis sp. PCC 6803 of Knoop et al. [193] and Cyanothece sp.
ATCC 51142 of Vu et al. [194] are comparatively small, containing 380 and 719 reactions,
and 291 and 689 metabolites, respectively. The reactions of the GCS are lumped in both
models. Moreover, the model of Vu et al. [194] does not include the Gly transaminase and
GA kinase.
For comparison, the two models of the C4 species Zea mays, of de Oliveira Dal’Molin

et al. (2010) [195] (C4GEM) and Saha et al. [187], contain 1243 and 1985 reactions, and
1432 and 2129 metabolites, respectively. Both models are compartmentalized, consider the
GCS as one reaction, and follow the reversibility of AraGEM [195]. This is expected as
both are extensions of the AraGEM model [186], and the photorespiration of Zea mays is
almost identically annotated. The only exception is the GCS, which has not been assigned
as a combination of several reactions in PlantCyc 6.0 [168]. However, in the model of
Saha et al. [187], GA dehydrogenase is inaccurately localized in the chloroplast, while the
reference in Table 4.1 indicates localization in the peroxisome.
This brief review indicates that all considered genome-scale models include almost all

components of photorespiratory metabolism. Clearly, consideration of the GLC oxidase and
the catalase for plants provides the entry point for investigating the role of photorespiration
in modulating signals related to cellular energy metabolism. Through the GLC oxidase,
photorespiration assumes the role of one of the fastest H2O2-producing systems under
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different environmental conditions [196]. H2O2 has been recognized as a major signaling
molecule in plants, notably during hormonal signaling to control plant growth and in
stress responses [197]. Therefore, the photorespiration-dependent production of H2O2 in
the peroxisome could be the first step for signal transduction from carbon assimilation
in the chloroplast to the rest of the cell. The impact of changes in the rate and nature
of producing of H2O2 on metabolism can therefore be captured by providing integrative
modeling of signaling and metabolic pathways, which has already been attempted in
unicellular organisms [198–200]. In addition, photorespiratory metabolism is thought to
provide, through Ser, the main substrates to C1 metabolism, supplying one-carbon units
needed to synthesize proteins, nucleic acids and many methylated molecules [201], leading to
important processes including DNA and histone methylation. It is expected that large-scale
optimization approaches may provide some insights into the interrelations between the
aforementioned processes.
While all these models describe the carbon metabolic interplay of photorespiration

and photosynthesis, the connection to nitrogen metabolism is neglected. It is known
that elevated levels of CO2 inhibit photorespiration, increase photosynthetic activity and,
therefore, accelerate plant growth. Moreover, it has been experimentally demonstrated that
after a few days or weeks the rate of plant growth notably falls, and levels of leaf nitrogen
and total protein ultimately decrease. There are several hypotheses explaining these coupled
effects, known as CO2 acclimation hypotheses. Beside the carbohydrate sink limitation
[202] and the progressive nitrogen limitation theories [203], there is a third hypothesis,
provided by Bloom [204], which considers the role of photorespiration. Bloom [204] pointed
out that in C3 plants, nitrate (NO3) assimilation depends on photorespiration. Therefore,
any inhibition of photorespiration directly affects NO3 assimilation. Consequently, for
plants using NO3 as major nitrogen source, the level of organic nitrogen compounds, such
as proteins, declines, resulting in a reduced biomass yield. As an explanation, Bloom [204]
has provided three physiological mechanisms. First, reduction of NO3 to nitrite (NO2)
consumes NADH, which among others, is produced through photorespiration [205]. Second,
the conversion of NO2 to ammonium requires transport from cytosol into chloroplast,
which, in turn, requires the chloroplast to be more alkaline than the cytosol. Elevated
CO2 concentrations acidify the chloroplast stroma which then inhibits the abovementioned
transport [206]. Third, NO2 reduction depends on reduced ferredoxin, an electron donor
that is also involved in several other reactions. The involved electron acceptors have different
affinities for electrons; H2O2 reduction exhibits by far the highest affinity, while reduction
of NO2 and CO2 fixation compete for the ferredoxin at high NO2–CO2 ratios [207].
There are a few models covering nitrogen metabolism [208–212] that can serve as a

starting point for extending the carbon-centric approaches. All but one of these models
are kinetic, comprising six to 17 ODEs and capturing very different aspects of nitrogen
metabolism, such as true protein- and non-protein-related nitrogen conversion in the context
of digestion [208], ammonia detoxification in liver lobuli [212] and, of course, the integration
of inorganic nitrogen components at different levels of detail. While van Riel et al. [209]
focused on five pools corresponding to the fixation of ammonia to synthesize protein via
Gln and Glu only, Rabouille et al. [210] considered different carbon and nitrogen pools for
fixation, storage, catabolism and growth. The most promising candidate as a starting point
is the model of Resendis-Antonio et al. [211]. It is a structural genome-scale metabolic
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network of Rhizobium etli comprising 387 reactions and 371 metabolites. As Rhizobia
are nitrogen-fixing bacteria, the model captures complete nitrogen metabolism, which is
largely consistent to that in plants, and related carbon metabolism, such as the citric acid
cycle. As a first step, the two reaction lists of the carbon-centric plant and the Rhizobium
metabolic networks could be merged and manually curated by removing Rhizobium-specific
reactions and adding those that are plant-specific and nitrogen-related.

Once a complete metabolic network of carbon and nitrogen metabolism is assembled, the
effects of the interplay of these two forms of metabolism can be readily tested. For instance,
through perturbing nitrogen-specific reactions, the effects on carbon-specific reactions as
well as effects on the whole system can be evaluated. This will provide new insights and
opportunities for understanding photorespiratory influences on a plant system that may
have evolved towards maximizing yield [213].

4.5. Conclusions
Mounting experimental evidence suggests that the role of photorespiration extends beyond
the mere supply of the CBC with organic carbon. Photorespiratory metabolism interacts
with other important metabolic pathways governing the interplay between carbon and
nitrogen metabolism. Moreover, it provides the metabolites and metabolic precursors,
such as H2O2 and methyl group donors, necessary for initiation of many crucial signal
transduction processes. Furthermore, the systemic impact that photorespiratory metabolism
may have is tightly linked with the division of its components into multiple compartments.
In light of these novel insights, understanding fine tuning of the levels for photorespiratory
intermediates and resulting fluxes to maintain a system that robustly responds to perpetually
changing conditions is thus of major importance to modern plant biology.

Here, we have argued that existing attempts to establish kinetic models of photorespira-
tion are solely carbon-centric, neglected the complex role of photorespiration, and have
mostly accounted for only a handful of its intermediates. We have noted that existing mo-
dels considered the coupling of simplified photorespiratory and photosynthetic metabolism,
and have been used to determine some effects of photorespiration on the CBC. However,
the scale of photorespiratory metabolism and the system levels affected by it suggest
that accurate kinetic modeling, with the aim of revealing the control points and devising
metabolic engineering strategies, would require massive efforts to experimentally determine
the staggering number of parameters (even where mass action kinetics is assumed).
Constraint-based modeling, e.g., flux balance analysis, coupled with high-throughput

data provide an alternative to detailed kinetic modeling while accounting for the large
number of participating reactions and metabolites. Recent extensions to this approach allow
the inclusion of regulatory and signaling events that have so far been largely unrecognized in
modeling photorespiratory metabolism. We believe that these approaches may provide the
basis not only for generation of novel testable hypotheses, but also for synthetic engineering
of pathways related to photorespiratory metabolism in order to optimize plant yield.
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Chapter 5.

Bottom-up metabolic reconstruction of
Arabidopsis thaliana and its application to
determining the metabolic costs of enzyme
production8

Large-scale modeling of plant metabolism provides the possibility to compare and contrast
different cellular and environmental scenarios with the ultimate aim of identifying the
components underlying the respective plant behavior. The existing models of Arabidopsis
thaliana (Arabidopsis) are top-down assembled whereby the starting point is the annotated
genome, in particular, the metabolic genes. Hence, dead-end metabolites and blocked
reactions can arise which are subsequently addressed by using gap-filling algorithms in
combination with species-unspecific genes. Here we present a bottom-up assembled, large-
scale model which relies solely on Arabidopsis-specific annotations and results in inclusion
only of manually curated reactions. While the existing models are largely condition-
unspecific by employing a single biomass reaction, we provide three biomass compositions
which pertain to realistic and frequently examined scenarios: carbon-limiting, nitrogen-
limiting and optimal growth conditions. The comparative analysis indicates that the
proposed Arabidopsis core model exhibits comparable efficiency in carbon utilization and
flexibility to the existing network alternatives. Moreover, the model is utilized to quantify
the energy demand of amino acid and enzyme de novo synthesis in photoautotrophic
growth conditions. Illustrated on the case of the most abundant protein in the world,
ribulose-1,5-bisphosphate carboxylase oxygenase, we determine its synthesis cost in terms
of adenosine triphosphate (ATP) requirements. This, in turn, allows us to explore the
trade-off between protein synthesis and growth in Arabidopsis. Altogether, the model
provides a solid basis for completely species-specific integration of high-throughput data,
such as gene expression levels, and for condition-specific investigations of in silico metabolic
engineering strategies.

5.1. Background

Understanding plant responses to changing environmental conditions provides the oppor-
tunity of identifying and modifying the components involved in the underlying cellular

8This chapter is based on the manuscript of [38]. The assembled Arabidopsis core model and the
supplemental files are provided on the attached CD.
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mechanisms acting on gene regulation, signaling, and metabolism [214, 215]. Constraint-
based modeling offers the means for predicting the behavior of plants and, thus, their
responses, in different environments based on the stoichiometry of the considered bioche-
mical reactions [216]. Therefore, recent research efforts have been aimed at assembling
large-scale models of plant metabolism at different levels of cell-type and compartment
resolution [186, 188]. Nevertheless, applications of these models lag behind their equivalents
in the microbial kingdom, which have been successfully employed in simulating and predic-
ting behavior of unicellular organisms under various internal (e.g., genetic modifications)
and external (e.g., environmental stimuli) perturbations [213, 217].
The existing models have been assembled by following a top-down approach, whereby

the list of partial plant-specific, but often not species-specific, annotations is augmented via
gap-filling algorithms to achieve a functional network of biochemical reactions [218]. For
simulating plant responses, an additional assumption is made regarding the optimization
of a biomass reaction, reflecting the plant composition arising under a particular condition
[186, 219]. Therefore, any predicted solutions, often resulting from subsequent optimization
of secondary objectives (e.g., photon usage efficiency [186], total flux minimization [40]),
pertain to the sole scenario captured in the biomass reaction. Here we take a bottom-up
approach to reconstruct a large-scale metabolic network of Arabidopsis which relies solely
on Arabidopsis-specific annotations and results in the inclusion of only manually curated
reactions (thus, avoiding the need of using gap-filling algorithms). In addition, by employing
high-throughput data, we have assembled and validated biomass reactions representing
carbon-limiting, nitrogen-limiting, and optimal growth conditions for Arabidopsis.

Enzymes are the driving force of biochemical reactions by enhancing the reaction rates,
and, accordingly, form the link between proteome and metabolome. Understanding the costs
of enzyme production, in terms of energy demand, provides the opportunity to estimate the
expenditures for metabolism. In analogy to Craig and Weber [99], we define metabolic costs
as the amount of energy sacrificed by diverting it to enzyme synthesis instead of utilizing it
for ATP production/formation from adenosine diphosphate (ADP) and inorganic phosphate
(Pi). Besides the metabolite interconversion, enzyme synthesis constitutes a large part of
the metabolic energy demand. To this end, we ask the question of quantifying the cost of
enzymes partitioned into costs of amino acid biosynthesis and protein assembly. While the
energy demand of protein assembly can be well approximated, as shown in the analysis,
the cost of amino acid biosynthesis requires the consideration of the underlying metabolic
pathways. A careful curated metabolic model provides the opportunity for determining
biochemically meaningful costs by incorporating the complexity of the synthesis pathways
[101–103] (see Amino acid costs section). To this end, we make the distinction between
physical (e.g., light) energy and metabolic equivalents, including ATP and nicotinamide
adenine nucleotide (phosphate; NAD(P)H). Moreover, as NAD(P)H can be converted into
ATP via cellular respiration, metabolic costs can be solely expressed in terms of ATP
equivalents. Finally, and most importantly, the costs will be biochemically meaningful for
photoautotrophic growth conditions if the enzyme synthesis is only based on low-energetic
inorganic precursors (i.e., water, carbon dioxide (CO2), Pi, nitrate/ammonium (NO3/NH4)
and sulfate/hydrogen sulfide (SO4/H2S)). Once quantified, the enzyme costs are used
to explore the trade-off between protein synthesis and growth, which is the ultimate
application of the assembled model as illustrated on the case of ribulose-1,5-bisphosphate
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carboxylase oxygenase (RuBisCO).

5.1.1. Succinct review of existing models of Arabidopsis metabolism

Large-scale modeling enables the investigation of specific pathways (e.g., amino acid synthe-
sis) or combinations thereof (e.g., carbon metabolism) within their metabolic context. As
metabolic pathways are tightly interconnected, their functionalities, regarded as objectives,
usually depend on the remaining network. In case of Arabidopsis, there already exist a
handful of large-scale metabolic models [104, 186, 188, 220] which assemble a wide range
of Arabidopsis’ genome-metabolome associations [104], incorporate compartmentalization
[186, 188, 220] and, in the case of one of the most recent, accounts for pathways of the secon-
dary metabolism [188]. However, these models are, unfortunately, unsuitable or incomplete
for the purpose of determining conditions-specific cellular behavior as well as metabolic
costs of enzyme production. The model of [104] reflects heterotrophic environmental con-
ditions, neglects subcellular compartmentalization (and, thus, also transport reactions),
and is not mass-balanced regarding oxygen and protons. While the updated and improved
version of this model, proposed in [220] incorporates subcellular compartmentalization,
the law of mass conservation is still violated. The subsequent models, including those of
[186] and of [188] tackle also this issue and claim that they are capable to additionally
simulate photoautotrophic scenarios. However, the model of [186] cannot produce all 20
amino acids providing SO4, more precisely Arg and His. While the latest model from [188]
resolve this drawback, there are other issues arising. On the one hand, the model violates
the law of energy conservation in such a way that it can produce, for instance, biomass
without any supply of energy, neither in form of light nor as high-energetic precursors.
On the other hand, the gene-protein-reaction (GPR) associations for enzyme complexes
comprising isoforms are inaccurate: For all 19 unique complexes, the logical operators
declaring whether genes are encoding different subunits (’AND’) or isoforms (’OR’) are
given in such a form that the ’OR’ operation is of higher precedence than the ’AND’
operation. Consequently, for a gene deletion of the large subunit of RuBisCO (RbcL), the
model would predict no effect since the small subunit of RuBisCO (RbcS1A, RbcS2B and
RbcS3B) is considered as a complete isozyme. Beyond these issues, the model of [188]
additionally covers the secondary metabolism which can be disregarded for our purposes,
i.e., examining the central carbon metabolism and estimating enzyme costs. For these
reasons, we have assembled a novel metabolic network capable of producing all amino acids
by providing only inorganic compounds, while benefiting from the inclusion of verified
knowledge only.

5.2. Results and Discussion

The starting point for the novel metabolic model was the photoautotrophic conditions
whereby only the import of light, water, CO2, Pi, NO3 and/or NH4, and SO4 and/or H2S
is allowed. Consequently, pathways enabling the synthesis of all amino acids solely from
these inorganic compounds were considered for inclusion. To this end, we first identified
the metabolic precursors of the amino acids and their pathways, e.g., Calvin-Benson cycle,
glycolysis and citric acid cycle (Figure 5.1; Appendix Table B.10). We then extended the list
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of required pathways to all associated pathways of the plant central carbon metabolism, such
as light reactions and respiration. To assemble a metabolic model that can be employed
to simulate various scenarios, we additionally included the synthesis pathways of the
remaining known major cell components, or at least their precursors. As a result, the first
draft of the model comprised twenty pathways and can produce sink and source sugars (i.e.,
fructose, glucose (Glc), sucrose), a cell wall precursor (i.e., uridine diphosphate glucose
a representative of cellulose), a fatty acid precursor (i.e., malonyl-CoA) and a signaling
precursor (i.e., trehalose).

Figure 5.1.: Schematic representation of the most basic biochemical pathways comprising
the metabolic precursors for the carbon skeletons of all amino acids. The list of
pathways comprising the direct precursors is provided in Appendix Table B.10.
Amino acids highlighted in italics have more than one precursor.

The reconstruction process is almost the same as for a genome-scale metabolic network
and, therefore, we followed the protocol from [221] in all steps except the initial. In contrast
to using genome-mapping as in previous top-down reconstructions, here we started with
the essential pathways of the central carbon metabolism and identified, first, the underlying
reactions, their corresponding Enzyme Commission (EC) numbers and, in the end, the
annotated genes (Figure 5.2; Methods). Therefore, we denote our approach as bottom-up,
resulting in what we term the Arabidopsis core model (Supplemental File 1 – SBML
model).

The Arabidopsis core model represents a photoautotrophically growing Arabidopsis leaf
cell, but is also capable to simulate heterotrophic scenarios by adapting the energy source
and disabling the light reactions. Due to three experimentally determined biomass functions
(see Methods and Appendix B.1.4), defined as the fractional contribution of known cell
components to the overall biomass, the model can be utilized to simulate three realistic and
frequently examined environmental settings, namely carbon-limiting, nitrogen-limiting and
optimal growth conditions. Altogether, it comprises 236 unique metabolites, 345 unique
reactions related to 61 unique subsystems which comprises 87 unique internal transport
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Figure 5.2.: Reconstruction workflow for the Arabidopsis core model. The arrow labels
represent the used databases: A – AraCyc 11.5 [32], T – TAIR [222], K –
KEGG [223], U – UniProt [224], M – MapMan [225], P – PPDB [226], L –
Literature. Black arrows refer to the workflow of the bottom-up approach,
while gray arrows denote the steps of the top-down approach.

reactions (Figure 5.3; Supplemental File 2 – Reaction list). The subsystems capture common
biochemical pathways and functional groups such as transport. Moreover, the Arabidopsis
core model is accurate with respect to mass and energy conservation, a prerequisite to
ensure an optimal nutrient utilization and biochemical soundness of the predictions. By
means of balancing the atoms of the left-hand and right-hand side of all internal reactions,
the model utilizes exactly the amount of each precursor to produce one unit of biomass as
the sum of molecular formula it specifies (Appendix Table B.6).

5.2.1. Model comparison

The Arabidopsis core model differs in several issues from the existing Arabidopsis models
[104, 186, 188], not only due to the particular reconstruction approach employed. The
photoautotrophic scenario permits only the uptake of inorganic compounds such that
nitrogen, sulfur and phosphorus are taken up as ions, a process mostly associated with a
proton uptake. In addition, this is the first model that includes the corresponding additional
ATP costs to account for the proton secretion necessary for maintaining the intercellular
pH value (Appendix B.1.2). Further, we incorporated the electron transport chains, namely
light reactions and oxidative phosphorylation, as sequences of reactions with each reaction
representing one of the five respective complexes. In doing so, we included the linkage of
photosynthesis and nitrate assimilation via the competition for the reduced ferredoxin, and
facilitated the consideration of the 14-fold symmetry of the ATP synthases subunit C, the
proton-powered turbine [227].

Another substantial difference is the consideration of the GPR associations. As mentioned
above, we considered only organism-specific annotations such that we accomplished a
functional metabolic network without support of gap-filling algorithms, unlike the existing
Arabidopsis models [104, 186, 188]. To this end, for only four biochemical reactions of the
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Figure 5.3.: Schematic overview of the major subsystems of the Arabidopsis core model.

Arabidopsis core model are no gene annotations provided, so-called spontaneous reactions
(4/ (549− 229) ≈ 1.25 %; Table 5.1). In addition, only reactions involved in maintenance,
transport, import and export processes, and reactions related to biomass production are
not annotated (229 inapplicable; Table 5.1). In contrast, for the models of [186] and [188]
21 % and 37 % of these potentially annotated reactions, respectively, have no support for
appearance in Arabidopsis. Importantly, spontaneous reactions are not excluded as there
is not enough information provided for their precise identification. Nevertheless, for the
Arabidopsis core model, the four nonannotated reactions are precisely such spontaneous
reactions. Moreover, we did not provide only the common GPR associations, but also
rendered the assignments compartment-specific where possible. Additionally, we collected
the complete enzyme complex structure with respect to the stoichiometry (Appendix B.1.5;
Supplemental File 2 – Reaction list). Together with the organism-specific annotations,
this enables a reliable incorporation of Arabidopsis high-throughput data, such as gene
expression levels, and, accordingly, plausible gene knockout as well as gene expression
studies.
There are some aspects in which the Arabidopsis core model performs differently in

comparison to the existing models. First, we tested the biomass simulated by the models
through maximizing the production of biomass units under the same photoautotrophic
conditions (Appendix Table B.8) and by using the biomass reaction of [186]. Technically,
this maximization problem is solved by flux balance analysis (FBA; Appendix B.2.1). Based
on 1000 molecules of CO2 the Arabidopsis core model synthesizes 60.2845 units of biomass,
while the models of [186] and [188] yield 55.0119 and 55.0212 biomass units, respectively
(Table 5.1). This shows that the Arabidopsis core model predicts more efficient conversion
of CO2 into biomass. Nevertheless, for this purpose it assimilates more photons than the
model of [186]. We would like to stress that it is not possible to make such a statement for
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the model of [188] as, unfortunately, the import of photons is not necessary to produce
biomass under photoautotrophic conditions in this model. Since no high-energetic, organic
compounds are imported, in the respective model, light is the only external energy source.
Therefore, the model of [188] violates the law of energy conservation such that it produces
energy out of nothing within the system.

Furthermore, we tested the models for their flexibility by examining the flux variability,
the reaction-specific range of feasible flux values ensuring optimal biomass production
(Appendix B.2.2), and the flux coupling, the pairwise dependencies of feasible reaction
fluxes (Appendix B.2.3). As expected, the Arabidopsis core model has the lowest flux
variability frequency and the highest flux coupling frequency (Table 5.1) implicating lower
flexibility in comparison to the other models considered. Intuitively, this is caused by the
difference in its reconstruction, bottom-up instead of top-down, and the resulting smaller
number of reactions.
Nevertheless, the comparative analyses are based only on the functional fraction of the

models to ensure a consistent framework. To this end, we first removed all blocked reactions
and, subsequently, all import and export reactions which were rendered redundant under
photoautotrophic conditions along with the resulting blocked reactions. In this way, we
achieved a considerably smaller but completely functional metabolic network specifically
for the photoautotrophic conditions. While for the Arabidopsis core model and that of
[188] approximately 80 % of the original reactions are functional, only 40 % of the reactions
of the model of [186] are operational, i.e., are capable of carrying a nonzero flux. The
resulting functional network sizes are concordant with the respective flexibility, i.e., the
large functional model of [188] has a higher flux variability frequency and a lower flux
coupling frequency than the others. This might result from the multitude of transport
reactions enabling the cell-wide transport of for instance ADP, ATP, NAD(P) NAD(P)H
and Pi in this model. Moreover, the flexibilities of the two models capturing only the
primary metabolism, namely the Arabidopsis core model and the model of [186], are similar.
This demonstrates that, in fact, a bottom-up reconstructed model can achieve a similar
functional network size as a genome-scale metabolic network, assembled by a top-down
procedure.

5.2.2. Cell performance with respect to different cellular scenarios
The performance of a cell is usually described in terms of the properties of a specific
biochemical process, regarded as an objective. For instance, energy efficiency, expressed
through ATP consumption, is often assumed and used as an objective [103, 228]. To this
end, one determines the number of required ATP to produce a metabolite of interest or a
set of metabolic precursors representing a biochemical process, such as sucrose or biomass.
Accordingly, the optimal cell performance can be characterized by the minimum amount of
required energy.
The validity of the cell performance depends on a clearly defined cellular state such as

developmental stage, trophic status of the cell, and cell type. Juvenile and mature leaf cells
differ in the respective predominantly active biochemical processes, e.g., photosynthesis
to enhance growth and to synthesize sucrose, respectively. Therefore, the appropriate
choice of the biochemical process of interest is very important. Furthermore, while under
heterotrophic conditions high-energetic organic precursors are provided to the cell, these
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Table 5.1.: Model comparison regarding network properties pertaining to gene annotati-
on, functionality, biomass production and flexibility, i.e., flux variability and
flux coupling. Reactions which are inapplicable for gene-annotations cover re-
actions involved in maintenance, transport, import or export processes nor
related to biomass production (*). The flexibility analysis is performed for the
photoautotrophic scenario (**; Table B.8).

Property Arabidopsis
core model

de Oliveira
[186]

Mintz-Oron
[188]

Total number of reactions 549 1601 3508
Annotated 316 1177 1696
Inapplicable* 229 111 811
Annotation-deficient 4 313 1001
Blocked 0 928 0
Redundant importer and exporter** 88 9 92
Additional blocked** 35 21 586
Functional** 426 643 2830

Maximal biomass (1000 CO2) 60.2845 55.0119 55.0212
Flux variability frequency (> 1%) 0.1423 0.2581 0.9132
Flux coupling frequency 0.0919 0.0412 0.0015
Fully 0.0047 0.0197 0.0009
Partially 0.0145 0.0002 0.0000
Directionally 0.0727 0.0212 0.0006

precursors first have to be synthesized from low-energetic inorganic substances under
autotrophic conditions. Consequently, the energy efficiency would at least differ in the
amount of ATP in excess, starting from the high-energetic precursors, and the amount of
required ATP to synthesize them. For this study, we focused on autotrophic, juvenile leaf
cells and assumed that growth enhancement as well as energy efficiency are appropriate
objectives. As a further objective, we accounted for the optimal resource allocation by
determining the minimal precursor requirements for a functional network.
Altogether, we investigated three different environmental conditions, i.e., cellular sce-

narios, namely carbon-limiting, nitrogen-limiting and ambient growth conditions. These
scenarios are represented by the three experimentally determined biomass compositions
each reflecting 1 g dry weight (DW) of Arabidopsis leaf material (Appendix B.1.4; Sup-
plemental Data 1 and 2). The ambient, or often called optimal, growth conditions are, if
at all, limited by the availability of energy which corresponds to light limitation under
autotrophic conditions. The experimental setup for the nitrogen limitation is based on a
protocol from [229] that results in a mild but sustained restriction of growth. In accordance
to the authors, we would like to stress that this differs from earlier nitrogen deficiency expe-
riments where strong nitrogen limitations were obtained. In contrast, the carbon limitation
is experimentally realized via short-day conditions (8:16 light-dark cycle) [97, 230–232]
which affect the starch accumulation during the day and results in a restriction of carbon
availability (during nights) [97, 232].
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From the modeling perspective, the limiting environmental settings can be implemented
by restricting the import of the respective nutrient source. Thus, carbon limitation is
realized via restricted CO2 import and nitrogen limitation by constraining NO3 and/or
NH4 import. For the optimal growth scenario, we acted on the assumption of light limitation,
since unlimited resource availability is not applicable. Nonetheless, as light absorption
of a plant is limited by its overall leaf surface, this assumption is biochemically justified.
Energy efficiency and minimal precursor requirements are determined by means of FBA
(Appendix B.2.1). Here, the modeling characteristic of the photoautotrophic scenario is
the the lack of overlap in the supply of nitrogen, carbon, sulfur and phosphorus, i.e., each
imported metabolite comprises only one of these chemical elements. This substantially
simplifies the analysis as the required amount of precursors can be readily determined.
As expected, the cell performance varies across the cellular scenarios. The carbon-

limiting scenario requires the least amount of each precursor as well as of the energy
equivalents to produce one unit of biomass, namely 1 g DW (Table 5.2, columns 2–7). This
indicates that the biomass contains less organic material in that it comprises more inorganic
compounds or water. On the one hand, this is in accordance with the calculated biomass
coverage (Appendix Table B.7). On the other hand, it points out that the nominal values
of the required precursors are inappropriate to compare the different scenarios. Moreover,
regarding the ATP requirement of the system, we would like to emphasize that the biomass
compositions of the Arabidopsis core model do not include maintenance costs representing
the energy demand necessary for cell replication, e.g., macromolecular synthesis (growth-
associated maintenance), and cell maintenance, e.g., turgor pressure (nongrowth-associated
maintenance; see Methods section). These costs are highly condition-specific [220] which
would result in distinct, higher overall ATP demands and, accordingly, affected photon
requirements. As a consequence, we considered the respective ratios of utilized CO2 and
NO3 (Table 5.2, columns 8) which is notably smaller for the nitrogen-limiting conditions
implying that the nitrogen incorporation and accumulation is increased. Experimentally,
it has been confirmed that Arabidopsis growing under low NO3 concentrations contain
similar levels of proteins and higher levels of free amino acids [229]. In contrast, the cell
nitrate content is reduced more than 10-fold which, nevertheless, results in a small decrease
of the total nitrogen concentration. As the biomass reaction does not comprise NO3, only
the increase in the organic nitrogen can be examined. Moreover, it has been experimentally
shown that the reduced overall nitrogen availability can almost be compensated by an
elevated NO3 assimilation [232]. In support of this claim, the gene expression of the low-
affinity NO3 transport system is shown to be induced under low NO3 concentrations [233].
This demonstrates that the biomass function used in our modeling also reflects cell storage.

5.2.3. Estimation of enzyme costs
Metabolic costs can be considered as the amount of energy, in terms of ATP, sacrificed
by diverting it to the synthesis of a building block instead of utilizing it for ATP produc-
tion/formation from ADP and inorganic phosphate (Pi) [99]. The metabolic costs of an
enzyme are mainly determined by its de novo synthesis costs related to its turnover and
recycling. The half-life time, and thus the turnover, of a protein can be approximated
by means of the N-terminal amino-acid residue, the so-called N-end rule [234]. For E.
coli, S. cerevisiae and mammalian cells there exist quite precise protein turnover for the
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Table 5.2.: Minimum requirements of precursors and energy equivalents to produce 1 mg
biomass of the representative cellular scenarios. The gray shaded entries denote
the respective limiting precursor.

Cellular
scenario

Minimal precursor consumption [mmold ] Precursor ratio
hν CO2 NO3 Pi SO4 ATP hν : CO2 hν : NO3 CO2 : NO3

Optimal
growth 196.862 20.621 2.595 0.013 0.065 186.316 9.547 75.875 7.948

Carbon li-
mitation 182.639 19.192 2.350 0.013 0.058 172.854 9.517 77.714 8.166

Nitrogen
limitati-
on

259.648 26.737 4.104 0.014 0.099 245.738 9.711 63.260 6.514

different N-terminal residues [235, 236]. For plants, in contrast, while the stability order of
chloroplastic and cytosolic proteins have been resolved [237, 238] determining the turnover
times requires further investigations. Nevertheless, the key aspect for a proper estimation of
enzyme costs is adequate modeling of the protein synthesis. This process actually comprises
three parts: (1) the biosynthesis of the single amino acids, (2) the composition of the
amino-acid sequence, and (3) the protein maturation. The costs of each part are separately
determined and are then summed.

The costs for producing amino acids were approximated based on the assembled model.
For this purpose, we relied on the assumption that the plant uses the synthesis pathway
requiring the least amount of energy, in terms of ATP. The underlying optimization is
solved using FBA (Appendix B.2.1). Since light energy is provided in the photoautotrophic
scenario, we were able to directly restrict the consumption of energy instead of falling back
on the utilization of metabolic precursors such as Glc. Subsequently, the minimal amount
of required photons was converted into, on the one hand, the amount of ATP required to
synthesize the amino acid of interest, and, on the other hand, the remaining number of
ATP available for other processes (Appendix B.2.1). The result of these calculations is the
minimal metabolic energy costs in terms of ATP (Figure 5.4; Appendix Table B.10) and
provides one possible steady-state flux distribution, i.e., a possible flux through the system
which permits the synthesis of the amino acid without any accumulation or depletion of
other metabolites.
To establish a cost measure for the protein synthesis in terms of assembling the amino-

acid sequence, a representative amino-acid sequence for the respective enzyme has to be
determined. This is in almost all cases not unique as enzymes can be multimers, can have
isoforms, and/or different splicing forms can exist. Unfortunately, the complex structure
of enzymes is only seldom available, e.g., predominantly from the Braunschweig Enzyme
Database (BRENDA) [239] and the AraCyc [32] database. Moreover, the structure of
some enzymes varies across species and/or environmental conditions such as for ATP
synthase (EC 3.6.3.14). Its proton-powered turbine, encoded by subunit III, is predicted to
consist of 12 subunits in E. coli, 10 subunits in S. cerevisiae and 14 subunits for plants
[227]. Furthermore, there is evidence that the size of this proton-powered turbine changes
under stress conditions indicating a modification in the subunit stoichiometry [240]. As a
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consequence, we accounted only for plant data and collected all verified compositions. We
followed a similar procedure for the identification of subunit isoforms or whole isozymes as
well as for different splicing forms of the encoding genes, respectively. Finally, we assembled
all different combinations of enzyme compositions and, thereby, yield for RuBisCO 3003
potential amino-acid sequences.
To assign protein assembly costs, the next task consists of identifying the energy de-

manding steps which are fourfold: (1) the amino-acid activation with an estimated cost of
two molecules ATP per amino acid, and the three stages of the translation process: (2)
initiation, (3) elongation, and (4) termination (Appendix Table 3.5). Thereby, the formation
of the initiation complex requires approximately three molecules ATP per polypeptide and
the elongation of the amino-acid sequence consumes two molecules ATP per cycle and,
thus, per amino acid. The final release of the new polypeptide during the termination stage
costs another molecule of ATP per polypeptide.
The third component of the enzyme costs is related to the energy requirements for

protein maturation. This comprises costs for error correction and maintenance of the
biosynthesis apparatus, synthesis of signal sequences and post-translational processing such
as methylation and phosphorylation [106, 108]. Therefore, one can approximate another
molecule of ATP per amino acid for protein maturation (Appendix Table 3.5). Altogether,
the simplified costs of protein synthesis and maturation can be estimated by five molecules
of ATP per amino acid residue, respectively.

Due to the multitude of previously determined amino-acid sequences, the resulting costs
of an enzyme may lie in a large range. As the enzyme costs are based on the minimal
amino-acid costs, they are underestimated. The minimal cost value serves as a lower
boundary for the estimation.
The range of costs permits insights of the extent of variation in actual enzyme costs.

The comparison of different enzyme costs may be of specific interest to identify enzymes
with highly variable costs. These enzymes may serve as a target for improving the systems
efficiency, in terms of metabolic engineering.

Costs of amino acids

Amino acids are the basic components of all proteins. In metabolic modeling they are often
even used as protein representatives as the protein synthesis itself is too elaborate to be
modeled accurately. The various and intricate synthesis pathways of the different amino
acids result in such a highly complex network that even their minimal costs lie in a quite
wide range of 22.5 and 117.4 molecules ATP (Figure 5.4; Appendix Table B.10). The costs
largely comply with the size of the corresponding amino acids. This compliance becomes
higher by further considering other chemical features such as the number of amine groups
or the incidence of sulfur. It seems that the incorporation of additional amine groups (e.g.,
Arg and Lys) as well as the incorporation of sulfur (as for Cys and Met) is expensive.
Apparently, also the formation of cyclic, especially aromatic, structures is very expensive.
This is the case for Trp, Tyr and Phe, the aromatic amino acids, as well as for His which
additionally contains three amine groups. Altogether, the calculated minimal costs coincide
rather well with the complexity of the corresponding amino acids.
The comparison with existing cost measures facilitates the evaluation of our cost esti-

mation (Appendix Table B.10). The existing approaches are threefold: (1) based on
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Figure 5.4.: Amino acid costs based on the Arabidopsis core model under optimal growth
conditions. The white numbers at the bottom of the bars denote the average
ranking over the amino acid cost estimation of [99], [241],[242], [243], [102],
[101] and that of the Arabidopsis core model (see Appendix Table B.10). For
comparison, the amino acid composition with respect to the size of the carbon-
skeleton, and the number of incorporated amine groups and sulfur is given in
the lower bar plot.

physiochemical properties of amino acids, (2) relying on selected metabolic pathways, and
(3) based on genome-scale models. [242] employed the former approach using the molecular
weight of the amino acids as a approximation of their synthesis costs. This enables a valid
estimation across all species as the molecular weight is constant (Appendix Table B.10).
In contrast, the remaining two approaches incorporate organism-specific information. For
instance, [99], [241] as well as [243] followed the second approach relying on glycolysis, citric
acid cycle and pentose phosphate pathway. Intermediates of these pathways are provided
as precursors for the amino acid synthesis and the ATP equivalents directly invested into
amino acid synthesis are counted. These studies are conducted for E. coli and S. cerevisiae.
With the existing of genome-scale metabolic models the determination of amino acids costs
in the metabolic context has been enabled for full genome sequenced organisms, such that
first plant-specific costs were calculated. [102], [101], and [103] determined the costs for S.
cerevisiae, Arabidopsis and E. coli, respectively, and compared their results to calculations
based on central metabolic precursors. [101] provided an estimation specifically for day and
night scenarios, whereby the minimal number of required ATP equivalents is determined
with Glc provided to the system.

While all these studies describe heterotrophic scenarios, our estimations are determined
for autotrophic conditions. As, moreover, only the approximation of [101] is plant-specific,
we only consider the ranking of the amino acids for comparison. By ordering the amino
acids regarding their average rank over all measures, they can be divided into four groups
coinciding with our cost ranking: the five cheapest amino acids (Ala, Gly, Ser, Asp, Asn),
two groups of six and four moderate costly ones, respectively (Thr, Pro, Cys, Glu, Gln,
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Val, and Met, Ile, Lys, Leu), and the five most expensive ones (Arg, His, Phe, Tyr and
Trp; Figure 5.4; Appendix Table B.10). Particularly for the last group the ranking is fully
consistent as even the order within the group is the same.

Costs of RuBisCO

RuBisCO is the most abundant protein in plant cells and, moreover, the most abundant
protein in the world [244]. It is one of the key enzymes of photosynthesis, more precisely
it is the initial enzyme of the Calvin-Benson cycle. This attributed key position can be
explained, on the one hand, by its very low catalytic rate of 3.4 to 3.7 fixed molecules
carbon dioxide per second [110] and, on the other hand, it is justified by the substrate
competition. Approximately each fourth reaction proceeds with oxygen instead of carbon
dioxide [245] whereby the respective catalytic rate is even lower, 0.42 fixed molecules
oxygen per second [246].

A single RuBisCO complex comprises 16 subunits, eight large and eight small ones. The
large subunits are encoded by a single gene in Arabidopsis, namely ATCG00490. In contrast,
the small subunits can be derived from four different genes, AT1G67090, AT5G38430,
AT5G38420 and AT5G38410, which, furthermore, occur in two, one, one and three splicing
forms, respectively. In order to determine the costs for RuBisCO, all possible 3003 amino
acid compositions have to be analyzed. The resulting range of costs account for 243,287.9 to
269,133.9 molecules ATP per complex (Appendix Table B.11). For the same amount of
ATP between 2508.1 to 2774.6 molecules of sucrose can be synthesized. To obtain a better
impression of this huge amount of ATP, we converted the number of ATP molecules in
the standard unit of physical energy. Using the Gibbs free energy of ATP synthase, one
can easily establish that 36 kJ mol−1 ATP [247] results in 1.454 to 1.609 ×10−14 J per
complex or 8.758 to 9.689 J nmol−1 RuBisCO. In comparison, 1 nmol of RuBisCO has a
mass of 0.55 mg and the human heart and brain consume roughly 2 and 20 J s−1 [248–250],
respectively.

Probably of greatest interest is the amortization of the production costs of RuBisCO. To
this end, one can consider the resource allocation trade-off between growth and protein
synthesis, as two contending tasks: increasing the leaf area allows a higher light absorption,
while enhancing the protein synthesis stimulates and accelerates the metabolism. By
means of the biomass composition representing optimal growth conditions, we were able to
determine the potential growth enhancement, in terms of produced biomass, if resources
are not utilized towards synthesizing RuBisCO. Based on the assumption that one unit
of biomass represents 1 g DW of an Arabidopsis rosette and, accordingly, instead of
synthesizing 1 nmol of RuBisCO the plant could gain 1.3058 to 1.4445 mg DW. The plants
that were used to assemble the optimal growth biomass composition had an average mass
of 124.36 mg FW [232], approximately 10.94 mg DW, which implicates an increase of 12 to
13 % DW. Certainly, this is only an approximation as, on the one hand, de novo synthesis of
RuBisCO is considered and, on the other hand, cell maintenance costs are not incorporated
(see Method section). However, these values seems to be in a physiologically plausible
range considering a half-life of RuBisCO of approximately seven days in mature leaves
[251] and an absolute growth rate of 0.9 mg DW d−1 [252]. According to this, Arabidopsis
approximately gains 6.3 mg DW while one complex of RuBisCO has to be re-synthesized.
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5.2.4. Perspectives of estimating enzyme costs

The presented enzyme cost estimation takes into account only the required energy for de
novo synthesizing a complex of RuBisCO. However, in homeostasis synthesis costs are only
of relevance if the degradation process is also considered. Accordingly, only the amount of
degraded enzyme has to be synthesized whereby the breakdown process itself can involve
additional energy requirements. Overall, the actual enzyme costs are highly affected by the
protein degradation (rate) which varies with the environmental scenarios.

A possible approach to assess the protein degradation is the examination of the relative
costs per reaction. One complex of RuBisCO can catalyze in parallel eight carboxylation
or oxygenation reactions, respectively. Moreover, as mentioned above RuBisCO has a
half-life of approximately seven days [251] which results in a total number of approximately
1.6 to 1.74 million reactions per complex. Relative to each ongoing reaction, the costs for a
complex of RuBisCO are between 0.14 and 0.17 parts of a molecule ATP per RuBisCO
reaction. These additional costs represent an essential part of the overall metabolic costs
that should be incorporated for the involved enzymes. Consequently, the cost estimations
for all soluble metabolites, amino acids as well as for the enzymes have to be updated.
This will improve the current estimations and lead to new insights regarding the metabolic
relevance of the enzymes as the enzymatic influences can be taken into account.

5.3. Conclusion

In this study, we presented a bottom-up reconstruction of the extended central carbon
metabolism of a young Arabidopsis leaf cell, and demonstrated that the resulting metabolic
network model can be used to effectively simulate photoautotrophic conditions. Due to the
bottom-up reconstruction and a careful manual curation, we resolved the shortcomings
of the existing genome-scale models of Arabidopsis such as: (1) the demand for using
gap-filling algorithms and, accordingly, a low gene-annotation coverage of the reactions
[186, 188], (2) the occurrence of dead-end metabolites and blocked reactions [104, 186],
(3) potential violation of mass and energy conservation [104, 188], and/or (4) incorrect
GPR associations [188]. Combined with the, here presented, extended GPR associations,
i.e., the incorporation of the complex stoichiometry, the Arabidopsis core model can be
readily employed for the integration of high-throughput data, e.g., gene expression studies,
and for investigations of other in silico metabolic engineering scenarios, e.g., codon usage
optimization.
In comparison with the existing compartmentalized Arabidopsis models [186, 188], the

presented Arabidopsis core model shows slightly higher efficiency in carbon utilization, and
flexibility similar to that of [186]. In contrast to these models, the Arabidopsis core model
comprises three biomass reactions which pertain to frequently examined scenarios: carbon-
limiting, nitrogen-limiting and optimal growth conditions. The underlying compositions
are determined experimentally and enable biologically reliable condition-specific analyses
of the young leaf metabolism and the plant response.
Moreover, we demonstrated the application of the Arabidopsis core model to estimate

the energy demand of amino acid and enzyme synthesis in photoautotrophic conditions.
Using the example of RuBisCO, the predominant protein of the world, we specify the
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costs of the protein de novo synthesis, in terms of ATP requirements, and provide an
approximation for the costs per catalyzed reaction. Finally, we used the Arabidopsis core
model to explore the trade-off between protein synthesis and growth to quantify how much
energetic resources, in terms of ATP, are sacrificed on synthesizing proteins instead of
dedicating them to biomass production and vice versa.

5.4. Methods

The reconstruction of the Arabidopsis core model is in accordance with the protocol
from [221], except for the initial step. We started from well-documented and essential
biochemical pathways and identified the underlying reactions, their corresponding EC
numbers and, in the end, assigned the annotated genes (Figure 5.2). This first, automated
draft was assembled by means of the AraCyc 11.5 [32], The Arabidopsis Information
Resource (TAIR) [222], Kyoto Encyclopedia of Genes and Genomes (KEGG) [223], UniProt
[224] and MapMan [225] databases. Thereby, we only considered organism-specific data,
particularly for the gene identification.

In the next manual curation stage, every entry of the draft was examined critically and
the information was corrected, improved, or completed. This comprised the assignment of
the correct metabolite formulas in dependence of the occurring pH value. As the model
should be adaptable for different cell scenarios and the pH value of the cell varies with the
environmental conditions, we enabled the assignment of pH-dependent charged formulas.
Thereby, given the pH value of a compartment, the charge and, consequently, the metabolite
formula was determined by employing the International Chemical Identifier (InChI) keys
and the resulting pKa values.

Moreover, we assigned information about the subcellular localization of a reaction extrac-
ted from TAIR [222], Plant Proteome Database (PPDB) [226] and UniProt [224] databases
(Figure 5.2). We took into account four subcellular compartments – the chloroplast, the
mitochondrion, the peroxisome and the cytosol which represents all remaining cell com-
partments. If contradictory or no information was available, we followed these three rules
of thumb: (1) assign the compartment of the reactions in the vicinity of the pathway, (2)
allow spontaneous reactions to be assigned in all compartments, and otherwise (3) restrict
the reaction to take place only in the cytosol.
The compartmentalization not only requires but also permits the incorporation of sub-

cellular transport reactions, representing active and passive transport processes across
compartment boundaries (also termed transporters). To avoid futile cycles and to achieve a
biological reliable network, we attempted to minimize the number of internal transporters
and included primarily verified transport reactions. A thorough literature scan resulted
in 87 different suitable transport reactions including diffusion processes of small, hydro-
philic components as well as reactions realized by uniporters, symporters and antiporters.
Transport reactions affecting the peroxisome were modeled as diffusion since the case is
still not fully resolved whether active transporters are needed. Notably, experimentally
verified transporters exist only for a small portion of metabolites. To render the model
functional, in terms of ensuring that all reactions are functional (i.e., can carry flux), we
had to consider incorporating unconfirmed or even unreported transport reactions whose
existence is speculated by experimentalists [253].

71



Chapter 5. The Arabidopsis core model and the metabolic costs of enzyme synthesis

Biologically probably the most important step is the specification of a biomass function,
defined as the fractional contribution of known cell components to the overall biomass. As
the biomass varies with the cellular scenario, we have to account for the developmental
stage of the cell and the cell type, as well as the environmental conditions. While growing
cells produce the required components for cell division and expansion, mature leaf cells
mainly synthesize the transport sugar, sucrose [254, 255]. In contrast, mature stem cells
predominantly serve as mechanical support and transport system and, usually, convert the
transport sugars into cell wall components. In addition, the overall biomass composition
under ambient conditions greatly differs from the composition under stress conditions
[256]. For these purposes, we assembled three different biomass functions for the model
focusing on growing leaf cells and, therefore, comprising sugars, amino acids, nucleotides,
and precursors for cell wall, fatty acids and signaling pathways (Table 5.3, Cell performance
section). The proposed biomass compositions used in the presented model are based on refer
to rosette fresh weight measurements of autotrophically grown plants which are converted
into dry weight for modeling consistency (Appendix Text B.1.4). In contrast, the biomass
compositions of the existing genome-scale Arabidopsis models were either experimentally
determined heterotrophic cell culture compositions [104, 219, 257] or estimated leaf cell
compositions [186].
It is noteworthy to emphasize that the biomass compositions of the Arabidopsis core

model do not cover maintenance costs of a cell representing the energy demand necessary
for cell replication, e.g., macromolecular synthesis (growth-associated maintenance), and
cell maintenance, e.g., turgor pressure (nongrowth-associated maintenance). The reasons
for this are twofold: (1) the established underlying experimental determination [220] is,
unfortunately, not applicable for photoautotrophic scenario, and (2) a general approximation
is biologically implausible as the maintenance energy demand is highly condition-specific.
[220] could approximate the difference between energy expenditure of the cell, measured in
terms of Glc uptake, and the requirements for synthesizing biomass in silico for heterotrophic
Arabidopsis cell cultures. An analogous measurement for the photoautotrophic scenario
would require the determination of the respective energy source, e.g., photons. Furthermore,
in the study of [220] it has been shown that the maintenance costs are highly condition-
specific, between 13 and 79 % of total ATP produced. Consequently, the approximation
of a general cost value for the three different growth conditions in the photoautotrophic
scenario based on the heterotrophic cell culture data would be biologically unacceptable.
After collecting and reviewing, the resulting reconstruction was converted into a ma-

thematical model using the COBRA toolbox. Thereby, we would like to emphasize that
this single model can account for all three cellular scenarios by adjusting the respective
model parameters. To facilitate easy access and wide usability, we provide these models
into Systems Biology MarkUp Language (SBML) format (Supplemental File 1 – SBML
model).
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Table 5.3.: Major biomass components of an photoautotrophic Arabidopsis leaf cell and
their approximated composition with respect to dry weight (DW). The detailed
composite is given in Appendix B.1.4.

Component
[
µmol
g DW

]
References

Cell wall 363.88a [258]
Protein 2911.09b [232, 259]
Soluble metabolites 214.66b [232]
Lipid 779.97b [260]
Starch 294.86a,b [232]
DNA, RNA 4.25b [261]
a values for Glc dimer; b values of optimal growth conditions
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Chapter 6.

Effects of varying nitrogen sources on amino
acid synthesis costs in Arabidopsis thaliana
under different light and carbon-source
conditions9

The efficient allocation of resources in terms of matter and energy towards individual
processes, like growth and reproduction, is essential to guarantee survival of plant species.
The quantification of the costs of metabolite synthesis is a prerequisite to understand trade-
offs arising from energetic limitation. Here, we define metabolic costs of a building block
as the energy required for its de novo synthesis in terms of adenosine triphosphate (ATP),
as a universal cellular energy currency. Amino acids synthesis is of accentuated interest,
since it does not only bridge the energy demanding carbon and nitrogen metabolisms,
but also provides the building blocks of proteins that enable metabolic functionality
including resource acquisition. We quantify amino acid synthesis costs in Arabidopsis
thaliana (Arabidopsis) utilizing flux balance analysis of three distinct state-of-the-art
metabolic reconstructions to ensure robust results. As metabolism depends on and adjusts
to the environmental conditions, we consider the day-night alternation, which is known to
be highly influential, as well as photoautotrophic and heterotrophic growth conditions. In
particular, we show that the nitrogen supply in the form of nitrate and/or ammonium is
one of the key determinants of amino acid synthesis costs, in agreement with evidence from
experiments. The association of costs with experimentally observed growth patterns suggests
that metabolic costs are involved in shaping regulation of plant growth. Furthermore, we
derive a purely stoichiometry-based explanation for the preferred simultaneous uptake of
both sources (if provided) which has been observed in several plant species.

6.1. Background
Metabolism can be regarded as an integrated network of biochemical reactions through
which simple chemical building blocks are assembled into larger molecules supporting
cellular tasks which ensure viability and reproduction. As a result, metabolism does not
operate in isolation from the other levels of cellular organization, and its state is tightly
regulated via the participating proteins that enable the underlying reactions [262]. In
addition, metabolism responds timely to changes in the environment or internal cues

9This chapter is based on the manuscript of [49]. The supplemental data is provided on the attached
CD.
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communicated via regulatory events and cascades [263]. The metabolic state is, therefore,
ultimately modified by reallocating the utilization of the available resources, namely, the
acquired simple precursors, the enzymatic composition, and the levels of intermediate
building blocks.
In a simplified manner, metabolism can be viewed as a complex supply and demand

network whose operation arguably and most critically depends on the environmental condi-
tions. The metabolic costs of a building block can be defined by the resource requirement of
its (de novo) synthesis, as these resources cannot be allocated to other metabolic processes.
Clearly, metabolic costs will only affect the metabolic state if the respective resource is
limiting (in terms of matter or energy). Metabolic costs in terms of energy have already
been studied, as energy availability often limits growth [101, 264]. Thereby, the energy
equivalent ATP can be utilized as a universal energy currency since it drives the majority of
all endothermic cellular reactions. In plants, the availability of energy, provided by sunlight
or carbohydrates, determine the energy budget of the cell. Therefore, understanding the
(re)allocation of the cellular energy budget under varying conditions would shed light on
the cost-related regulation of plant metabolism.
Amino acids bridge carbon and nitrogen metabolism in plants (as they are composed

from both nutrients) and provide the building blocks of enzymes that enable metabolic
functionality. Therefore, they are of particular interest when addressing the relation between
metabolic costs and metabolic states, giving insight into resource allocation as a design
principle. In line with this, it has been experimentally shown that, in Arabidopsis, the
nitrogen source, predominantly nitrate (NO3) and/or ammonium (NH4), influences the
amino acid and protein levels [265] as well as the growth rate [265, 266]. Therefore, we ask
to what extent the in silico predictions of amino acid biosynthesis costs depend on the
nitrogen source and whether or not they are in accordance with evidence from experiments.
Here, we employed large-scale modeling to examine system-wide metabolic responses

to changing environmental conditions. However, the resulting predictions are expected to
highly depend on (the quality of) the underlying metabolic model. To reduce the possibility
that the results are mere artifacts from the used model, we conducted a comparative
analysis of three metabolic networks of Arabidopsis, namely, the models of Poolman et al.
[104], de Oliveira Dal’Molin et al. [186], and Arnold and Nikoloski [38]. In addition, we
examined the influence of changing environmental and cellular scenarios on amino acid
biosynthesis costs. Thereby, we accounted for day and night scenarios, as probably the most
frequently examined with respect to effects on plant metabolism, under photoautotrophic
and heterotrophic growth conditions. The associated alternation between photosynthetic
carbon fixation and cellular respiration during night and the resulting transitory levels
of starch [97] give rise to the assumption that these conditions likewise affect amino acid
biosynthesis. Finally and most importantly, we elucidated the influence of nitrogen supply on
amino acid synthesis costs by examining four different scenarios: sole NO3 and NH4 supply,
respectively, as well as supply of both nitrogen sources with an additional constraint for
equal uptake (termed, “equal nitrogen uptake”) and without (termed, “arbitrary nitrogen
uptake”). The latter results in a self-adjusting uptake ratio towards optimal energy source
utilization.
Altogether, our predictions are in accordance with the experimental data and are

supported by the comparative analysis of state-of-the-art large-scale model reconstructions
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of Arabidopsis. Furthermore, the findings confirm the prevailing observation of preferred
simultaneous acquisition of nitrogen in both forms, as NO3 and NH4, for optimal plant
growth [267, 268].

6.1.1. Cost estimation of amino acid synthesis

We quantify metabolic costs of amino acids in terms of the metabolic energy equivalent
ATP. The energetic equivalency of ATP is given by the Gibbs free energy which is consumed
during ATP formation from adenosine diphosphate (ADP) and inorganic phosphate (Pi)
or released via ATP hydrolysis. For simplicity, we refer to these processes as “production
of ATP” and “consumption of ATP”, respectively. As ATP hydrolysis can drive various
endothermic reactions by providing free energy and because other energy equivalents (e.g.,
the redox equivalent nicotinamide adenine nucleotide (phosphate; NAD(P)H)) can be
utilized for ATP production, we refer to ATP as the universal cellular energy currency.
We define the cost of an amino acid as the energy required for its de novo synthesis

in terms of ATP. In analogy to Craig and Weber [99], cost is quantified as the ATP
sacrificed by diverting energy source to amino acid synthesis instead of ATP production.
This definition differs from that used in Kaleta et al. [103], based on the net ATP usage,
which implies that allocation of resources to amino acid synthesis does not impose a
burden on remaining metabolism. We distinguish between different carbon, nitrogen,
and energy sources pertaining to the environmental and cellular scenarios of interest. As
in the approach of Sajitz-Hermstein and Nikoloski [101], we utilize available metabolic
reconstructions together with flux balance analysis [28] to determine the corresponding
environment- and organism-specific costs. We assume that an organism employs the
synthesis pathway requiring minimum energy. Therefore, we provide lower bounds of the
metabolic costs.

The amino acid synthesis costs are determined in three optimization steps (utilizing flux
balance analysis), resulting in: (i) maximum of the ATP production per energy source
uptake, termed ATP production efficiency, (ii) minimum energy uptake per unit amino
acid synthesis in terms of ATP, termed total ATP cost, and (iii) maximum surplus ATP
production while synthesizing the amino acid, denoted by surplus ATP cost. The total
ATP costs are described as the product of the minimum energy source uptake per unit
amino acid synthesis and the ATP production efficiency. The total ATP costs can be
higher than the amount of ATP actually utilized in the synthesis of the amino acid. On
the one hand, the energy source may also serve as the carbon source, e.g., glucose (Glc)
in heterotrophic cells. In this case, it can occur that more Glc is taken up than needed
for providing energy to drive amino acid synthesis, because the demand for building the
carbon skeletons exceeds the energetic demand. On the other hand, inflexibilities of the
system could render it incapable to optimally utilize the energy source, e.g., due to fixed
stoichiometries in the generation of ATP and NAD(P)H (explored in greater detail below).
In both cases, while synthesizing the amino acid with minimum energy source uptake, a
surplus of ATP can be generated and diverted to other processes. Altogether, the energetic
costs of amino acid synthesis are calculated as the difference of the total and the surplus
ATP costs. A detailed description of the three steps of the computational procedure is
given in the Methods section.
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6.2. Results and Discussion
In accordance with earlier studies [99, 103, 241, 242], the costs of the different amino acids
fall in a wide range from 11 to 129.2 ATP per amino acid. Nevertheless, the costs largely
differ across the used models, examined environmental and cellular scenarios, as well as
the different nitrogen sources. First, we examined how the amino acid costs are affected by
the used metabolic network. Second, we explored the impact of day and night as well as of
cellular conditions. In particular, we examined the two major cell types with respect to
their trophic level: carbon-fixing cells using the light energy, photoautotrophs, and cells
utilizing organic compounds as both carbon and energy source, namely chemoheterotrophs.
In the following, we refer to these as autotrophic and heterotrophic cells, respectively.
Obviously, the night scenario is also heterotrophic. In the analysis, we considered the sole
NH4 supply as a nitrogen reference condition. Third, we analyzed the influence of distinct
nitrogen sources and their combination on the amino acid costs.

6.2.1. Model comparison

The used metabolic models of Poolman et al. [104], de Oliveira Dal’Molin et al. [186], and
Arnold and Nikoloski [38] represent the state-of-the-art modeling of Arabidopsis’ primary
metabolism. The model of Poolman et al. [104] describes heterotrophic leaf cells, whereas
the models of de Oliveira Dal’Molin et al. [186], and Arnold and Nikoloski [38] are capable
to simulate both heterotrophic and autotrophic growth. The models of Poolman et al. [104]
and de Oliveira Dal’Molin et al. [186] are both top-down reconstructions, starting from the
genome annotations. In contrast, the model of Arnold and Nikoloski [38] is reconstructed in
bottom-up fashion, whereby the operability of the incorporated reactions and metabolites
is ensured by starting from well-documented and vital biochemical pathways. Therefore,
the models differ in the total number of reactions and metabolites. Nevertheless, the size
of the underlying operational network, which excludes blocked reactions and dead-end
metabolites, is comparable (Table 6.1). Here, unique reactions and metabolites correspond
to the numbers of different reactions and metabolites across all compartments. As the
model of Poolman et al. [104] comprises equivalence reactions, e.g., interconverting two
species of fumarate (’FumEquiv’), in this case we do not provide the number for unique
reactions and metabolites.
Furthermore, the model of Poolman et al. [104] is uncompartmentalized, although it

contains a pseudo-compartment including a small number of segregated metabolites without
any corresponding reactions. In the model of Poolman et al. [104], the corresponding
metabolites are labeled by ’mit’ and comprise NAD, NADH and protons which are
participating in the citric acid cycle and the oxidative phosphorylation. In contrast, the
models of both de Oliveira Dal’Molin et al. [186], and Arnold and Nikoloski [38] contain
the four major cell compartments: cytosol, chloroplast, mitochondrion and peroxisome. In
addition, the model of de Oliveira Dal’Molin et al. [186] includes three pseudo compartments,
namely the vacuole, an accumulation compartment, and a biomass compartment, to enable
specific export. The model of Arnold and Nikoloski [38] contains the lumen in the chloroplast
and the intermembrane space in the mitochondrion, as two subcompartments to enable the
generation of the proton motive force for ATP formation. This pseudo compartmentalization
may cause the occurrence of futile cycles, as in the case of the model of Poolman et al.
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Table 6.1.: Comparison of the models of Poolman et al. [104], de Oliveira Dal’Molin et al.
[186], and Arnold and Nikoloski [38] with respect to the network properties
pertaining to functionality.

Property Poolman de Oliveira Arnold
Reactions (unique) 1406 1601 (1472) 549 (345)
Blocked reactions 712 956 0
Functional reactions (unique) 694 645 (578) 549 (345)
Importer and exporter 39 (39) 18 (18) 97 (37)

Metabolites (unique) 1253 1736 (1508) 407 (236)
Dead-end metabolites 428 797 0
Functional metabolites (unique) 825 939 (752) 407 (236)

Compartments (pseudo) 1 (1) 4 (3) 4 (2)
Transporter (unique) – 80 (42) 125 (87)
Blocked transporter – 15 0
Functional transporter (unique) – 65 (36) 125 (87)

[104], which prohibits the analysis of ATP production in the original setup. To resolve this
issue and allow a reasonable comparison across the different models, minor modifications
of the models are applied (see Methods).

The interpretation of metabolite synthesis costs in terms of energy might depend on the
overall energetic expenditure of an organism into individual metabolite synthesis. Therefore,
instead of considering only the synthesis costs, we examined the ratios of total energetic
investment into amino acids of Arabidopsis bound in proteins to obtain biologically reliable
results. To this end, we determined the amino acid frequencies, denoted by f , in Arabidopsis
leaf proteins [259] (see Supplemental Data 3), which we combine with amino acid costs. It
has to be noted that we cannot ascertain the available nitrogen source(s) in the underlying
data set. Furthermore, it is unclear if the therein examined cells were strictly autotrophic
or heterotrophic, as both cell types had most likely been utilized. Therefore, the analyses
of amino acid costs are presented not only for each model but also for the different trophic
levels and environmental conditions. We consider amino synthesis costs at day which is in
accordance with the setup of the utilized data set.
We calculated first the average weighted amino acid costs, Cavw (Equation 6.1)

Cavw =
n∑
i=1

f(aai)C(aai) . (6.1)

The model of Poolman et al. [104] yields lowest average costs for each examined trophic
and nitrogen uptake scenario compared to the costs based on the other models (Table 6.2).
This is most likely due to the absence of compartments in this model, whereby the synthesis
pathways are simplified, such that some metabolite interconversions, requiring additional
ATP, do not take place. For instance, according to AraCyc [32], guanosine monophosphate is
synthesized in the cytosol starting from inosine monophosphate (IMP) which, in contrast, is
synthesized in the chloroplast. The IMP itself cannot be transported across the membranes
separating these two compartments. Therefore, IMP has first to be converted to adenosine
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monophosphate (AMP) under consumption of energy. After crossing the membrane, AMP
is converted back to IMP. Obviously, such conversions do not take place in the model of
Poolman et al. [104]. In contrast, the models of de Oliveira Dal’Molin et al. [186], and
Arnold and Nikoloski [38] are both compartmentalized and, accordingly, show higher costs
for each scenario.

Next, we determined the average weighted distance of amino acid costs, δavw , which
quantifies the similarity of costs obtained by utilizing two different metabolic networks
(Equation 6.2)

δavw =
n∑
i=1

f(aai) |C1(aai)− C2(aai) |. (6.2)

The costs based on the models of de Oliveira Dal’Molin et al. [186], and Arnold and
Nikoloski [38] are more similar to each other than to the costs based on the model of
Poolman et al. [104]. This is corroborated by the Kendall rank correlation coefficient
(see Table 6.2). These qualitative findings hold irrespectively of the trophic level and the
nitrogen source uptake scenario, and may indicate that the costs obtained by the models
of de Oliveira Dal’Molin et al. [186], and Arnold and Nikoloski [38] are more reliable.

Table 6.2.: Model comparison of Poolman et al. [104], de Oliveira Dal’Molin et al. [186],
and Arnold and Nikoloski [38] with respect to weighted average amino acid
cost, Cavw , and average weighted distance of amino acid costs, δavw as well as
Kendall rank correlation τ of the product of frequencies and costs (p-value <
0.5 in all cases). The trophic level scenarios, heterotrophic and autotrophic, are
denoted by Het and Aut, respectively. The examined nitrogen source scenarios
are sole NH4 supply, equal uptake of NH4 and NO3 (50:50), sole NO3 supply,
and arbitrary nitrogen uptake (arb).

Cavw
Poolman de Oliveira Arnold

NH4 50:50 NO3 arb NH4 50:50 NO3 arb NH4 50:50 NO3 arb
Het 28.19 28.19 28.19 28.19 31.41 42.85 54.89 31.41 31.13 38.83 46.8 34.44
Aut – – – – 43.76 54.92 66.09 43.76 42.06 50.6 60.51 46.75

δavw
Poolman : Arnold de Oliveira : Poolman Arnold : de Oliveira

NH4 50:50 NO3 arb NH4 50:50 NO3 arb NH4 50:50 NO3 arb
Het 5.61 10.82 18.61 7.92 5.01 14.67 26.7 5.01 2.44 5 8.09 4.87
Aut – – – – – – – – 2.54 4.57 5.58 4.39

τ
Poolman : Arnold de Oliveira : Poolman Arnold : de Oliveira

NH4 50:50 NO3 arb NH4 50:50 NO3 arb NH4 50:50 NO3 arb
Het 0.67 0.68 0.72 0.6 0.75 0.73 0.69 0.75 0.88 0.87 0.96 0.77
Aut – – – – – – – – 0.93 0.89 0.94 0.89
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6.2.2. Comparison of day and night scenarios under autotrophic and
heterotrophic growth conditions

Probably the most influential environmental factor investigated in plant research is the
alternation of day and night which causes extensive changes in plant metabolism, including
most likely also adjustments in amino acid biosynthesis [97, 269–272]. As another important
factor, we examined the impact of the trophic level of the cell, more precisely, the influence
of autotrophic and heterotrophic scenarios. As the model of Poolman et al. [104] does not
comprise light reactions, the comparison of heterotrophic and autotrophic day conditions
can be conducted only for the models of de Oliveira Dal’Molin et al. [186], and Arnold and
Nikoloski [38].Furthermore, we performed the analyses for all relevant inorganic nitrogen
supply settings to arrive at conclusions which hold irrespectively of the nitrogen source.
In general, the costs of amino acids under heterotrophic day and (heterotrophic) night

conditions are more similar to each other compared to autotrophic day conditions. While
the deviation of absolute amino acid costs is distinctly smaller between heterotrophic
day and night conditions (see Supplemental Data 3), the rank correlations are very large
for all models and scenarios. Moreover, the correlations are stronger for heterotrophic
conditions versus night conditions (Table 6.3; the only exception is the setting of equal
uptake of nitrogen sources for the model of Arnold and Nikoloski [38]). These costs are
similarly downscaled compared to autotrophic conditions. The reason for the two findings
is the equal energy and carbon source usage, namely Glc, in both scenarios. For the
models of de Oliveira Dal’Molin et al. [186], as well as of Arnold and Nikoloski [38],
the synthesis costs pertaining to night conditions of almost all amino acids are higher
than those for heterotrophic day conditions (Figure 6.1). We observed an increase of Glc
import accompanied by increased ATP surplus production at night indicating that the
night-specific restrictions on metabolism result in a more inflexible system. In contrast,
the costs based on the model of Poolman et al. [104] are smaller at night than during the
day. This is caused by the decreased capability of the system to produce ATP from Glc
(ATP production efficiency with respect to Glc) at night, namely, 28 ATP/Glc compared
to 31 ATP/Glc at day. Hence, utilizing a specific amount of Glc for amino acid synthesis
leads to a smaller sacrifice of potential ATP production at night compared to utilizing the
same amount at day. This effect likely outweighs the increase in costs due to additional
inflexibilities at night. The change in the ATP production efficiency with respect to Glc
could not be justified by biologically meaningful interpretation and renders the costs based
on the model of Poolman et al. [104] questionable. Such discrepancy of ATP production
efficiency was not detected for the other two models.
The amino acid synthesis under autotrophic conditions requires, in general, more ATP

than under heterotrophic conditions (Figure 6.2). The only exception is glycine synthesis
which is marginally smaller in the model of Arnold and Nikoloski [38] for arbitrary
nitrogen uptake. The reason for the increased costs under autotrophic conditions is the
type of carbon source: starting from inorganic CO2 instead of utilizing high-energetic
Glc requires additional, energy-demanding assimilation/fixation reactions to synthesize
common precursors of the amino acids, e.g., 3-phosphoglycerate or pyruvate. In addition,
the amount of ATP which is released by Glc breakdown to arrive at these precursors results
in lower costs.

Importantly, the impact of costs can differ across scenarios, in particular for autotrophic
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Table 6.3.: Association of amino acid costs pertaining to the individual models with respect
to day-night shift and trophic level determined by Kendall rank correlation τ
(p-value < 0.05 in all cases). In particular, the scenarios are heterotrophic and
autotrophic day (Het and Aut), and night (Nig). The examined nitrogen source
scenarios are sole NH4 supply, equal uptake of NH4 and NO3 (50:50), sole NO3
supply, and arbitrary nitrogen uptake (arb).

τ
Poolman de Oliveira Arnold

NH4 50:50 NO3 arb NH4 50:50 NO3 arb NH4 50:50 NO3 arb
Het:Nig 0.94 0.94 0.94 0.94 0.96 1 1 0.96 0.97 0.91 0.98 0.95
Aut:Het – – – – 0.94 0.96 0.92 0.94 0.87 0.92 0.96 0.89
Nig:Aut – – – – 0.96 0.96 0.92 0.96 0.88 0.93 0.96 0.86

and heterotrophic cells. A shift in resource availability, e.g., of the respective energy source,
may be accompanied by a considerable change of the total cellular ATP production, which,
in turn, may outweigh the effects of higher costs. For instance, while in autotrophic cells the
accessible amount of energy source per cell is physiologically restricted by the leaf surface,
which also limits the total cellular ATP budget, the utilization of Glc in heterotrophic
cells is limited by different mechanisms, which might affect the ATP budget. Therefore,
conclusions cannot be drawn generally without accounting for specifics of the investigated
condition.

6.2.3. Effects of different nitrogen sources

The importance of an adequate nitrogen supply in the form of NO3 and/or NH4 is well-
documented for optimal plant growth [229, 265]. For instance, Masakapalli et al. [265] have
shown experimentally that amino acid and protein levels vary with the nitrogen source,
although the measured net depletion of nitrogen from the medium was found to be of
almost the same rate. To examine whether the effects of nitrogen source on the absolute
amino acid levels could be due to supply-dependent differences in synthesis costs, we set
up and investigate four nitrogen scenarios by adjusting the nitrogen uptake: (i) sole NO3
supply, (ii) sole NH4 supply, (iii) equal uptake of the two nitrogen sources, NO3 and NH4,
and (iv) arbitrary uptake of the two nitrogen sources, which results in a self-adjusting
uptake ratio towards optimal energy source utilization.
The comparison of the respective amino acid synthesis costs demonstrates that the

scenarios where nitrogen is provided exclusively as NO3 or NH4 correspond to the extremes
of costs. It is important to point out that the costs for the model of Poolman et al. [104]
do not change across the nitrogen uptake scenarios (Tables 6.2 and 6.3). Consequently,
the following comparison is based on the models of de Oliveira Dal’Molin et al. [186],
and Arnold and Nikoloski [38]. The sole supply of NH4 results in the lowest amino acid
synthesis costs across all scenarios. In contrast, omitting NH4 in favor of NO3 requires
the largest amount of ATP for most conditions. Only the costs of glycine synthesis in
the case of sole NO3 supply for the model of Arnold and Nikoloski [38] are marginally
smaller compared to the equal uptake of both nitrogen sources (Supplemental Data 3). The
experimental finding that decreased levels of amino acid and protein levels are detected for

84



6.2. Results and Discussion

sole NO3 supply compared to mixed nitrogen supply [265] gives rise to the hypothesis that
higher costs of amino acid synthesis result in lower synthesis rates. As mentioned above,
the net depletion of nitrogen was observed at almost the same rate for the two scenarios,
indicating that the nitrogen taken up by the plant is stored in another form, most likely
as free nitrate in the vacuole [229]. Accordingly, the assimilated carbon (or Glc) which is
not allocated to amino acid synthesis can be invested into other growth-related synthesis
processes including, amongst others, the synthesis of sugars and organic acids. This is
in accordance with the observed increased growth rate and elevated levels of sugars and
organic acids under sole NO3 supply [265, 266].
To verify and further analyze the relation between (minimum) amino acid costs and

nitrogen supply, we next examined the costs of amino acid synthesis for arbitrary nitrogen
uptake. For the model of de Oliveira Dal’Molin et al. [186], as expected, the costs and the
corresponding nitrogen uptake match those of the minimum cost scenario, namely with
sole NH4 supply. Interestingly, this is not the case for all amino acids in the model of
Arnold and Nikoloski [38] (see Supplemental Data 3). More specifically, the amino acids
whose synthesis exceeds the minimum costs were, in fact, those whose synthesis exhibits
the utilization of both NO3 and NH4. This is due to the minimization of the respective
energy source uptake in the evaluation of amino acid synthesis costs (see Methods). In the
case of the autotrophic scenario, the light reactions enable the utilization of light energy to
generate NADPH and ATP. Thereby, both energy equivalents are produced in a fixed ratio,
which is 7:9 (NADPH:ATP) for the model of Arnold and Nikoloski [38]. The final transfer
of the electrons to NADP is catalyzed by ferredoxin-NADP reductase (FNR; EC 1.18.1.2)
which oxidizes ferredoxin. Well-established (but still highly discussed) is the hypothesis of
the competition of FNR and nitrite reductase (NiR; EC 1.7.7.1) for reduced ferredoxin
[273]. Accordingly, the assimilation of NO3 would relax the fixed NADPH:ATP ratio, since
the reduced ferredoxin produced by photosystem I (EC 1.97.1.12) can be diverted to nitrite
reduction via NiR. Following this line of argumentation, the assimilation of NO3, ultimately,
allows a more efficient usage of the energy source, light, but at higher costs, in terms of
ATP. Similar argumentation holds for heterotrophic day and night conditions with respect
to the fixed NADH:ATP ratio from Glc breakdown. Here, the FNR operates in the reverse
direction such that NADPH reduces ferredoxin which is diverted to nitrite reduction. In
accordance with the hypothesis, this also results in a relaxation of the NADH:ATP ratio,
since NADH can be easily converted to NADPH and can result in more efficient utilization
of the energy source Glc.
In contrast, the light reactions in the model of de Oliveira Dal’Molin et al. [186] are

lumped to an artificial reaction which, as stated by the authors, describes how “ATP and
NADPH [are] generate[d] from light (overall reaction in chloroplast)”. However, to ensure
the assimilation of NO3, the FNR reaction is required separately, thus rendering the light
reactions and NO3 assimilation independent. Accordingly, the above discussed scenario of
activating NO3 assimilation to relax the fix NADPH:ATP ratio has no effect for the model
of de Oliveira Dal’Molin et al. [186]. On the other hand, several studies have shown that
optimal plant growth is usually achieved if nitrogen can be acquired in both forms, NO3
and NH4, from the soil [267, 268]. Therefore, our findings based on the model of Arnold and
Nikoloski [38] for arbitrary nitrogen uptake have experimental support. It is noteworthy
to emphasize that these findings were obtained by only exploiting the stoichiometry of
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Arabidopsis’ metabolism.
As mentioned above, the costs of amino acid synthesis increase with the NO3 fraction of

nitrogen uptake. Interestingly, this relation seems not to occur in a strictly proportional
manner. For the majority of amino acids the deviation from the averaged nitrogen costs,
Dav
N = 1

2 (CNO3 + CNH4)− C50:50 differs from zero (Figure 6.3). The reason behind is the
change of the nitrogen uptake ratio of NO3 and NH4 which affects predominantly the
operation of nitrate reductase (NR; EC 1.7.1.1) and NiR. Therefore, we expected that
reactions linked via the other reactants of NR and NiR, namely ferredoxin and NAD(P)H,
are also strongly affected. Indeed, we found a reciprocal relation of NiR to the competing
FNR such that less NADPH is produced if NO3 is assimilated, as discussed above. In
addition, NADPH (or its unphosphorylated equivalent, NADH) is needed as substrate of
the NR such that NO3 assimilation induces further deficiency of NADPH. Nevertheless,
the complexity of the metabolic networks precludes addressing the exact implications
on the individual costs. The exceptions to the nonzero deviation include the costs under
autotrophic conditions of the model of de Oliveira Dal’Molin et al. [186] which are, as
stated above, incapable to reveal/point out the competition of carbon fixation and NO3
assimilation.
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Figure 6.3.: Deviation from the averaged nitrogen costs for the models of de Olivei-
ra Dal’Molin et al. [186, blue], and Arnold and Nikoloski [38, red]. The values
given in the legend denote the numbers of amino acids whose deviation differs
from zero.

6.2.4. Conclusions and implications

While, by definition, a model is never an exact reproduction of reality, the applied assump-
tions should affect the properties of interest in the least possible way. The quality of a
metabolic reconstruction strongly influences the model predictions since model artifacts and
errors could bias the results. By examining the impact of three published models of primary
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Arabidopsis metabolism [47, 104, 186], we ascertained the model of Poolman et al. [104] to
be unsuitable for the determination of amino acid costs. The lack of compartmentalization,
amongst others, is a major source of bias in that case.

To obtain biologically meaningful results, the employed modeling approach should take
into account the relevant environmental conditions. Here, we focused on the influence of
day and night, of the trophic level, as well as of the nitrogen supply, which have been
shown to strongly affect amino acid synthesis costs.
The majority of amino acid costs for night conditions are higher than those under

heterotrophic day conditions. In addition, the costs under heterotrophic day conditions
are distinctly exceeded by the amount of required ATP for synthesis under autotrophic
conditions (Figure 6.4). Nevertheless, it is worth pointing out that positing hypotheses
about resource reallocation in plants based on comparison of these costs may be misleading.
The impact of metabolic costs in terms of energy depends on the availability of the
respective resources (in the sense of environmental supply, e.g., light intensity, as well
as the ability to use this supply, e.g., leaf surface). A limitation of resource availability
imposes constraints on the energy budget. The effect of metabolic costs then depends on
their ratio to the energy budget. Consequently, an environmental shift accompanied with
a change in resource limitation may not only alter the metabolic costs but also the total
energy budget (and, hence, the effect of the costs).

NO3

50:50

NH4

HD N AD

energy
carbon

Glc Glc
hν

CO2

Costs

Figure 6.4.: Schematic representation of the different investigated scenarios, namely, auto-
trophic and heterotrophic day (AD and HD) as well as night (N), and the trend
with respect to the corresponding amino acid synthesis costs. The gradient
represents the costs trend whereby lighter gray denotes low costs.

Understanding the patterns of resource reallocation as a result of a shift in conditions
requires the calculation of metabolic costs and, in addition, the determination of changes to
the limiting resource budget. Such an analysis would undoubtedly require a clear analysis
of time intervals which a resource budget may account for. Shifts between autotrophic and
heterotrophic day as well as night conditions are likely to be accompanied by considerable
changes of the energy budget of individual cells due to the switch of energy source.
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Nevertheless, in this case, a constant energy budget (per cell) may still exist as a result
of a coordinated balance between energy source utilization and growth rate. This seems
to be in contrast to the fact that amino acids appear to be predominantly synthesized
during day [274] which indicates that the energy budget may be larger compared to night.
In general, the comparison of costs across trophic levels and species warrants caution and
careful biological interpretation.

The supplied nitrogen source extensively affects amino acids costs, exhibiting lowest costs
for sole NH4 and highest costs for sole NO3 supply, in the models of de Oliveira Dal’Molin
et al. [186], and Arnold and Nikoloski [38] (Figure 6.4). Our results, which are based only
on the stoichiometric information of Arabidopsis’ metabolism, are in accordance with
experimental findings. The increased costs of amino acid synthesis for sole NO3 supply
compared to sole NH4 supply offer an explanation for the decreased amino acid and protein
levels observed in plants grown under these conditions [265]. This is in line with former
calculations showing increased production of enzymes for plants grown with NH4 as sole
nitrogen source compared to NO3 as sole nitrogen source [100]. Furthermore, the elevated
efficiency in energy usage under mixed nitrogen supply suggests a stoichiometric explanation
of mixed uptake of NH4 and NO3 for optimal plant growth which has been observed in
many plant species if both nitrogen sources are supplied [267, 268]. Certainly, our in silico
analysis may not provide the complete, biological explanation but provides starting points
for further experimental studies.
The utilization of resources often limits growth, even under optimal conditions [275].

Thus, particular resource allocation towards individual processes point at cellular strategies
to ensure plant survival and reproduction. As protein synthesis, and therefore amino
acid synthesis, consumes a major part of a plant’s available energetic resources [251], it is
expected to play a considerable role in trade-offs arising from energetic limitation. Biological
reasonable attribution of metabolic costs is a prerequisite to understand these trade-offs
and their implications for plant growth. As it has also been recently argued, metabolic costs
(in terms of ATP) of ribulose 1,5-bisphosphate carboxylase oxygenase turnover represent
a major investment in plants Arnold and Nikoloski [38]. Therefore, the determination of
condition-specific amino acid synthesis costs may serve as a starting point for metabolic
engineering in plants towards improved growth and yield in agricultural applications. This
could be achieved by manipulation of amino acid sequences of individual enzymes as
well as of utilization of whole pathways towards higher efficiency of energetic investments
and, therefore, improved growth. However, understanding the energetic trade-offs may not
only be exploited by using individually cheaper or more efficient pathways, but also by
reorganization of metabolism. We believe that understanding these trade-offs is a first step
towards such holistic manipulations in plants.

6.3. Methods

6.3.1. Model modifications

To enable a reliable determination of amino acid costs, minor modifications for each
model had to be made. To ensure a comparable framework, we disabled all importer
and exporter as well as biomass reactions in the models and enabled only the necessary
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importer and exporter in the examination of the individual scenarios (see 6.3.2). In
the case of the models of Poolman et al. [104] and de Oliveira Dal’Molin et al. [186],
additional modifications were required to enable the determination of the ATP production
efficiency. While de Oliveira Dal’Molin et al. [186] provide an updated version of their model
(http://web.aibn.uq.edu.au/cssb/resources/Genomes.html) which resolves the issue
(Table 6.4), no improved version is provided for the model of Poolman et al. [104]. In that
case, the authors have stated that energy can be generated out of nothing which lead
us to the assumption that there exists at least one futile cycle including the ATPase. To
identify a futile cycle, we constrained all fluxes to be less than or equal to an arbitrary
number, e.g., 1000, and determined the maximum flux through the ATPase. We then
consecutively knocked out each reaction of the network to identify those which contribute
most and are, accordingly, part of a futile cycle (Algorithm 6.1). We manually gathered
the participating reactions, defined a modification to cancel the futile cycle and integrated
it in the succeeding iterations of this algorithm (Table 6.4 and 6.5). Altogether, we could
identify all futile cycles affecting ATP production in three iterations, whereby analysis of
single knockouts was sufficient.

Table 6.4.: Modified model constraints compared to the published model versions of Pool-
man et al. [104] de Oliveira Dal’Molin et al. [186] which are valid for all scenarios.
Lower and upper boundaries are denoted by vmin and vmax, respectively.

Model Reaction ID vmin vmin

Poolman reac_1321 0 Inf
reac_1331 0 Inf
MalDH 0 v(AlphaKGDH)

de Oliveira TCM22 0 0
TCP27 0 0
TCX14 - Inf Inf
R00086_c 0 Inf
R00093_p 0 0
R00114_c 0 0
R00149_p 0 0
R00243_c 0 Inf
R00243_m 0 Inf
R00253_m 0 Inf
R00253_p 0 Inf
R00343_m 0 0
R00472_x 0 Inf
R00945_c 0 0
R01221_m 0 0
R01398_c 0 0
R01752_c 0 0
R05875_p 0 0

For the compartmentalized models, the determined amino acid costs are the minimum
costs across all compartments. In the model of Arnold and Nikoloski [38], the amino
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Algorithm 6.1: Futile cycle detection strategy to disable the unbounded ATP produc-
tion in the model of Poolman et al. [104] (via ATPase).
Input:
Metabolic network of Poolman et al. [104], including

stoichiometric matrix, S,
vector of lower and upper flux boundaries, vmin and vmax

Output: Set of candidate reactions for participating in a futile cycle, r
Definition: Let d be the revised reactions of already detected futile cycles, with flux
boundaries vmind = dmin and vmaxd = dmax.
Begin

Restrict the flux boundaries of each reaction except for the maintenance reaction
ATPase, vm:

vmini =
{

0 if i ∈ {’irreversible’,m}
−1000 otherwise.

vmaxi =
{

Inf if i = m

1000 otherwise.

Disable all import and export reactions except for O2 import and CO2 export
Save current reaction boundaries as cond :=

(
vmin,vmax

)
For j = 1 to ’total number of reactions’ N do

Reset reaction constraints according to cond
Assign the flux of Glc import reaction, vGlc, to one,
Disable the respective reaction j,
Maximize the flux through the maintenance reaction ATPase, vm:

z = max cTv , ci =
{

1 if i = m

0 otherwise.
s.t. S · v = 0 (LP1)

vminGlc = vmaxGlc = 1
vminj = vmaxj = 0
vmin ≤ v ≤ vmax

dmin ≤ vd ≤ dmax

End
Determine the set of reactions whose deactivation results in the highest deviation

r = arg min
j

z , r ∈ {1, . . . , 1406}

End
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acid synthesis pathways are highly compartmentalized and, additionally, only a minimum
number of transport reactions across the compartments exist. Therefore, for those amino
acids with multiple synthesis pathway localizations, we determined compartment-specific
costs. In contrast, for the model of de Oliveira Dal’Molin et al. [186], all amino acid
synthesis pathways are either completely located in the cytosol or transport reactions into
the cytosol exist. Accordingly, by implementing export reactions for each amino acid from
the cytosol, the entire set of possible amino acid costs were covered. However, the accuracy
of costs, in this case, depends on the biological plausibility of these transport reactions.

In the model of Arnold and Nikoloski [38], there exist three maintenance reactions, one in
each compartment (chloroplast, mitochondrion, and cytosol including the peroxisome). We
ascertained that the maximum ATP production efficiency for the model can be achieved
only if the sum of all maintenance reactions is taken into account. Accordingly, we checked
whether similar effects can arise for the model of de Oliveira Dal’Molin et al. [186] by
incorporating maintenance reactions for each compartment. In doing so, we found the same
ATP production efficiency with and without the additional reactions (data not shown).
Here, we used the original setup without an additional maintenance reaction. The impact
of an additional maintenance reaction for the model of Poolman et al. [104] could be
disregarded due to the lack of compartmentalization.

6.3.2. Environmental and cellular set-up
A large percentage of plant metabolism is largely affected by the change of day and
night, which we expected to similarly affect amino acid biosynthesis. In C3 plants, the
predominant processes during the day include carbon fixation, photorespiration, and starch
assimilation, while at night these are starch degradation and cellular respiration (also
referred to as dark respiration). The majority of metabolism-related changes between day
and night are attributed to the redox regulation of enzymes in the Calvin-Benson cycle,
starch synthesis, ATP synthesis, and NADPH export from chloroplasts in response to
light [269–272]. As structural metabolic modeling approaches cannot readily incorporate
regulatory processes, without making too many simplifying assumptions, we simulate the
regulatory effect as an activation and deactivation of the corresponding reactions, respec-
tively. More precisely, we manipulated the ribulose-1,5-bisphosphate carboxylase oxygenase
(EC 4.1.1.39), the plastidic glyceraldehyde-3-phosphate dehydrogenases (GAPDH; EC
1.2.1.12 and 1.2.1.13), the plastidic fructose-1,6-bisphosphatase (FBPase; EC 3.1.3.11),
sedoheptulose-1,7-bisphosphatase (EC 3.1.3.37), the phosphoribulokinase (EC 2.7.1.19),
the ADP-glucose pyrophosphorylase (EC 2.7.7.27), the ATP synthase (EC 3.6.3.14), the
NADP-linked malate dehydrogenase (EC 1.1.1.82), and the phenylalanine ammonia-lyase
(EC 4.3.1.24), the glucose 6-phosphate dehydrogenase (EC 1.1.1.49), and the FNR (EC
1.18.1.2). The details of the respective condition-specific modifications are given in Table 6.6.
In addition, we accounted for the regulatory effect of fructose-2,6-bisphosphate on the inter-
conversion of fructose-6-phosphate and fructose-1,6-bisphosphate in the cytosol (Figure 6.5;
[276, 277]). From the modeling perspective, this results in a light dependent manipulation of
the cytosolic FBPase and the pyrophosphate-dependent phosphofructokinase, respectively
(see Table 6.6).

Moreover, we investigated the impact of the trophic level, in particular autotrophic and
heterotrophic growth conditions. For autotrophic scenarios, in general, the minimum nutri-
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Figure 6.5.: Schematic representation of the regulatory mechanism of fructose-2,6-
bisphosphate (F26BP) on the pyrophosphate-dependent phosphofructokinase
(PFP) and the cytosolic fructose-1,6-bisphosphatase (FBPase) according to
Nielsen et al. [276] and Stitt [277]. The regulators of F26BP itself are presen-
ted light-colored. The inlay graphic shows the regulatory effects of day-night
alternation on the levels of F26BP (after Sicher et al. [280]).

ent requirements are the conventional low energy precursors water, CO2, Pi, NO3 and/or
NH4, SO4 and/or H2S in addition to light as energy source. In contrast, in heterotrophic
scenarios the carbon source, here Glc, serves simultaneously as energy source. In that case,
to preclude the carbon fixation and utilization of light energy, we disabled the photosystem
reactions and deactivated the CO2 import (Table 6.6). Furthermore, for simulating amino
acid biosynthesis, the number of precursors can be further reduced. On the one hand, Pi is
not required and, on the other hand, the model de Oliveira Dal’Molin et al. [186] cannot
handle SO4 such that the respective importers are disabled. As a result, to enable a fair
comparison, for the model of Poolman et al. [104] the supply of H2S had to be allowed by
implementing the respective importer (Table 6.6).

6.3.3. Amino acid cost calculation

The calculation of amino acid synthesis costs is based on flux balance analysis, an approach
to determine flux distributions optimizing a specific metabolic function, e.g., biomass
production, at steady state. The optimal flux distributions are determined by linear
programming and have usually to obey specific limitations of nutrient uptake [28]. The
cost calculation requires importers of nutrients and exporters of amino acids. Additionally,
our approach requires a maintenance reaction (i.e., a generic ATP hydrolysis reaction,
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ATP→ ADP + Pi) which accounts for generic energy consuming processes. For the models
in which any of these reactions is not present, it was additionally included. The model
of Arnold and Nikoloski [38] comprises a maintenance reaction for every compartment.
Therefore, the flux through the maintenance reaction is in fact the sum of fluxes carried
by all three compartment-specific maintenance reactions. Constraints according to the
examined model, the environmental conditions and the trophic level are also imposed, and
are referred to as initial constraints (shown in Table 6.6).

The amino acid cost calculation proceeds in three steps. We assume that nutrient import,
amino acid export and the maintenance reaction(s) are such that they carry nonnegative
flux. First, we determine the ATP production efficiency, as described in Algorithm 6.2 (LP2):
the initial constraints are imposed, the energy source import, ve, is constrained to 1 and
the flux through the maintenance reaction(s) is maximized. The ATP production efficiency
gives the maximum number of ATP molecules which can be produced per imported unit
of energy source. It has the dimension [ATP molecules/energy source unit]. The ATP
production efficiency is a property of the network and the initial constraints.
The amino acid cost calculation is then executed according to the two following steps,

which are repeated for every amino acid.
After the initial constraints have been restored, the total ATP cost, Ctotj , is determined,

as described in Algorithm 6.2 (LP3): the export of the considered amino acid is set to 1 and
the import of the energy source is minimized. Multiplying the minimal energy source import
per amino acid export with the ATP production efficiency of the energy source yields the
total ATP cost, Ctotj , of amino acid synthesis with dimension [ATP molecules/amino acid
molecule]. Therefore, the total ATP cost quantifies the maximum amount of ATP that
could be produced from the energy source instead of synthesizing the amino acid using the
pathway with minimum energy source requirement.

In the third step, we determine the surplus ATP cost, Csurj , as described in Algorithm 6.2
(LP4): we additionally fix the (minimum) energy source import and maximize the flux
through the maintenance reaction(s). The ratio of the flux through the maintenance
reaction(s) and the amino acid import yields the surplus ATP cost, Csurj , with dimension
[ATP molecules/amino acid molecule].

The amino acid synthesis cost then is given as the difference of the total and the surplus
ATP cost.

It should be noted that the amino acid costs depend on the energy source uptake or on
the amino acid export flux, if nonzero boundaries of other reactions limit the outcome of
the optimization in any of the three steps. This is usually not the case in the original setup
of metabolic reconstructions (like in this study), but can occur when additional boundary
conditions are incorporated, e.g., by utilizing high-throughput data [281].
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Algorithm 6.2: Three-step optimization for condition-specific amino acid cost compu-
tation.
WLOG:
Import and export reactions are assigned as left-to-right operating such that the transport has positive
flux
Input:
Metabolic network, including

stoichiometric matrix, S,
vector of lower and upper flux boundaries, vmin and vmax

Initial constraints, cond (environment and model specific)
Output: Condition-specific amino acid costs, Ccond

Begin
(De)Activate reactions according to cond,
Assign the flux of the corresponding energy source import reaction, ve, to one,
Maximize the flux through the maintenance reaction(s), vm:

z1 = max cT v , ci =
{

1 if i ∈ m

0 otherwise.

s.t. S · v = 0 (LP2)

vmin
e = vmax

e = 1

vmin ≤ v ≤ vmax

Define ATP production efficiency as EATP = z1

ve

For j = ’Ala’ to ’Val’ do
Reset reaction constraints according to cond,
Assign the flux of the respective amino acid export reaction, vj , to one,
Minimize the flux through the corresponding energy source import reaction, ve:

z2 = min cT v , ci =
{

1 if i = e

0 otherwise.

s.t. S · v = 0 (LP3)

vmin
j = vmax

j = 1

vmin ≤ v ≤ vmax

Define total ATP cost as Ctot
j = z2

vj
· EATP,

Assign the flux of the corresponding energy source import reaction, ve, to z2,
Maximize the flux through the maintenance reaction(s), vm:

z3 = max cT v , ci =
{

1 if i ∈ m

0 otherwise.

s.t. S · v = 0 (LP4)

vmin
j = vmax

j = 1

vmin
e = vmax

e = z2

vmin ≤ v ≤ vmax

Define surplus ATP cost as Csur
j = z3

vj
,

Set Ccond (j) = Ctot
j − Csur

j

End
End
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Table 6.5.: Identified futile cycles in the model of Poolman et al. [104]. The reactions marked
with ’>’ were detected by the Algorithm 6.1, and the reactions highlighted in
gray are the revised reactions (the respective adaption is given in Table 6.4). ’◦’
denotes reactions which are presented in a reversed manner compared to their
implemented annotation (reads now right-to-left). The metabolite annotation
is in accordance to that of Poolman et al. [104].

Reaction ID Formula
reac_374 2 GSH + NADP → NADPH + GSSG
reac_33 AMP + SO3 + GSSG 
 2 GSH + APS ◦
reac_1331 PPi + APS 
 SO4 + ATP ◦
reac_1317 2 Cytcred + SO4 → 2 Cytcox + SO3
> reac_267 2 Cytcox + Lac 
 2 Cytcred + Pyr
> reac_302 Pyr + NADH 
 NAD + Lac ◦
1. AMP + PPi + NADH + NADP → ATP + NAD + NADPH
reac_1260 NADH + Glu 
 NAD + P5C ◦
> reac_1321 P5C 
 Glu-SeA ◦
reac_379 Glu-SeA + NADP + Pi 
 NADPH + GluP
reac_378 GluP + ADP 
 Glu + ATP ◦
2. ADP + Pi + NADH + NADP 
 ATP + NAD + NADPH
FumEquiv FUM 
 Fum ◦
Fumarase Fum + H2O 
 Mal
> MalDH Mal + NADm 
 OxalAc + NADHm + Hm
OAAEquiv OxalAc 
 OAA
reac_197 OAA + Glu 
 KG + Asp ◦
reac_363 NH3 + KG + NADH 
 NAD + Glu ◦
reac_158 GTP + IMP + Asp → GDP + DC-AMP + Pi
reac_180 DC-AMP → FUM + AMP
reac_178 AMP → NH3 + IMP
reac_347 GDP + ATP 
 GTP + ADP

ATP + H2O + NADH + NADm → ADP + Pi + NAD + NADHm + Hm
Complex_I NADHm + Q + 5 Hm → NADm + QH2 + 4 H
Complex_III QH2 + 2 Cytcox + 2 Hm → Q + 2 Cytcred + 4 H
> Complex_IV 4 Cytcred + 8 Hm + O2 → 4 Cytcox + 2 H2O + 4 H
> Complex_V 4 H + ADP + Pi → 4 Hm + ATP
3. 3

2 ADP + 3
2 Pi + 1

2 O2 + NADH → 3
2 ATP + NAD
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Table 6.6.: Condition-specific model boundary constraints. As the model of Poolman et al.
[104] is only capable to simulate the heterotrophic day and the night scenario,
the entries for the autotrophic day scenario pertain exclusively to the models of
de Oliveira Dal’Molin et al. [186], and Arnold and Nikoloski [38]. Due to the
incapability of the model of de Oliveira Dal’Molin et al. [186] to utilize SO4,
a H2S importer is implemented for the model of Poolman et al. [104] (a), and
the SO4 importer is disabled (b). The unnecessary import of Pi for amino acid
synthesis is deactivated (c).

Reaction Models Day Night Refs
Arnold de Oliveira Poolman auto hetero

Glucose Ex_Glc ← Ex13 ← GLC_tx → – + +
Photon Im_hnu → Ex16 → – + + –

CO2 Im_CO2



Ex1

 + – –

← ← CO2_tx → – + +
H2O Im_H2O 
 Ex2 
 – + + +
O2 Ex_O2 
 Ex3 
 O2_tx 
 + + +
NO3 Im_NO3 → Ex4 → NO3_tx → + + +
NH4 Im_NH4 → Ex5 ← NH3_tx → + + +
H2S Im_H2S → Ex11 → Im_H2S a → + + +
SO4

b Im_SO4 → Ex12 → SO4_tx → – – –Im
po

rt
er

an
d
ex
po

rt
er

Pi c Im_Pi → Ex18 → Pi_tx → – – –

Photosystems PSII_h,
PSI_h

→ REner01_p → – + – –

→ + – –
Fd-NADPR_h


 – + + [271, 278]FNR
R01195_p 


–
+ + +

ATPS ATPase_h 
 – + + –
REner01_p → + – – [272]

RuBisCO
RBC_h,
RBO_h

→ R00024_p,
R03140_p

→ reac_621 → + + –

reac_1136 → – + +
[279]

GAPDH
(plast)

GAPDH1_h → reac_17 → + + –
[272, 279]

GAPDH2_h 

R01061_p,
R01063_p


 + + –

FBPase_h
R00762_p,
R04780_p

[272, 279]
FBPase

FBPase_c
→

R00762_c,
R04780_c

→ reac_318 → + + –
[276, 277]

SBPase SBPase_h → R01845_p → reac_1305 → + + – [272, 279]
Ru5PK_h → R01523_p → + + –PRK

reac_562 → – + + [272]

AGPase AGPase_h → R00948_p 
 reac_354 → + + – [270]
NADP-MalDH
(plast) MalDH3_h → R00343_p 
 – + + – [272, 279]

G6PDH G6PDH_h → R02736_p → reac_353 → – – + [272, 279]
PFP PPIF6PK_c 
 – reac_77 → – – + [276, 277]
PAL (cyt) – R00697_c 
 reac_555 → + + – [279]
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Chapter 7.

Concluding remarks and implications

The ideal scenario in metabolic modeling ultimately corresponds to a detailed description
of the dynamic behavior of all metabolic processes in a cell. Despite the great research
efforts, large-scale kinetic metabolic networks are of limited number and applications, and
necessitate extensive parameter estimation [282–284]. Nevertheless, the current state-of-
the-art of metabolic modeling has provided substantial insights into the functionality of
metabolism.

The decision of whether to use kinetic or stoichiometric modeling, in particular constraint-
based modeling, has the largest effect on the findings and predictions resulting from the
applied approach. Both approaches have their advantages and shortcomings, which have
important implications for the resulting predictions and interpretations. Briefly, kinetic
modeling facilitates the detailed investigation of the behavior of a dynamic system based
on largely complex mathematical descriptions of the reaction rates. The required kinetic
information of these reaction rate descriptions, in turn, restrict the applicability of these
models to small to medium scale at best. In contrast, in stoichiometric modeling the
complexity of the reaction rate descriptions is reduced to the topology of the underlying
system which, in general, prohibits the examination of transitory behavior. On the other
hand, this simplification allows for large-scale modeling and, therefore, accounting for the
metabolic context. Aside from this distinction, the quasi-steady state approximation can
be used in both modeling approaches to simulate the systemic behavior for homeostatic
conditions [37].

Irrespective of the selected modeling approach, the quality of the used model is a crucial
determinant of the resulting predictions. Shortcomings in the assembly do, as a general rule,
drastically reduce the usability of the model and its predictive value. A careful curation and
model adjustments offer the means to resolve this issue. Moreover, the above-mentioned
limitations can be amplified if the remaining requirements of the particular approach are
only partially fulfilled: The availability of experimental data for the reaction rate parameters
and the gene-protein-reaction (GPR) associations can be restrictive, and/or the considered
cellular scenarios, postulated by the reaction kinetic and steady-state assumption, might
not be met.
In this work, various aspects of modeling photosynthesis and the related metabolic

processes were illustrated and carefully examined. In doing so, a wide spectrum of biological
questions were addressed to reveal new insights into system’s behavior, support established
opinions for which mounting experimental evidence exists, and to provide novel hypotheses
for further directed large-scale experiments. Consistently, the (above-mentioned) crucial
points of modeling are pointed out, and solutions for the detected problems were provided.
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7.1. Summary

Starting from detailed kinetic investigations, the scope of examining photosynthesis-related
processes was extended to analyze the interplay of metabolic processes and to infer the
extent of their influence on metabolic functionality.

The proposed ranking of the existing kinetic models of the Calvin-Benson cycle (CBC),
in Chapter 2, can be utilized as a guidance for selecting a photosynthesis model suitable
for metabolic engineering. The considered criteria included biological functionality (stabi-
lity, robustness) and ensure reliability (compliance with data). Moreover, the presented
classification of the models can serve as an easy reference to determine suitable model
components and/or functional structures for different modeling aspects. For instance, the
models of reaction kinetics and types of regulatory effects were characterized whereby in
some cases the theoretical foundations of the enzyme actions are still lacking. These findings
can be used to assemble a better-performing model, with respect to the proposed ranking
framework, comprising the presented model features. In order to enable the comparative
analysis, amendments and model adjustments were made to obtain properly functioning
models for the same initial cellular conditions.

The stoichiometric model of the CBC and related photosynthetic end-product processes,
presented in Chapter 3, illustrates the possibility to integrate stoichiometry with partial
information about the dynamic behavior of the system. The incorporation of enzymes
as ’internal metabolites’, their synthesis and their turnover enable the expansion of the
metabolic costs by the maintenance costs of enzyme provision. The analysis is based on a
stoichiometric version of the best-performing model with respect to metabolic engineering
applicability, that of Poolman et al. (2000) [60]. Comparing both approaches, the traditional,
which does not incorporate enzymes, and the extended, demonstrates that integrating
enzyme action provides a purely stoichiometric explanation for what reason starch rather
than sucrose is the transitory carbon storage during the day.
The review of existing models considering the photorespiratory pathway, in Chapter 4,

illustrates the diverse modeling attempts which largely follow the structure and complexity
of the models for photosynthesis-related processes. However, due to its controversial role,
photorespiration is often included as an incidental component in the existing models of
carbon-centered metabolism. The carbon-centric model paradigm as well as the bridging
feature to nitrogen metabolism across multiple compartments was carefully assessed to
reveal the demand for investigating the photorespiratory in a larger metabolic context. In
doing so, shortcomings of existing attempts were highlighted to reinforce the importance
of proper model selection.
The presented, bottom-up assembled model of the primary metabolism of Arabidopsis

thaliana (Arabidopsis), Chapter 5, has proven to be as productive and effective in simulating
growth enhancement, in terms of biomass synthesis, as the existing genome-scale metabolic
Arabidopsis models. Moreover, the Arabidopsis core model provides the means for data
integration of high quality as the involved metabolic reactions are completely annotated (as
far as it is a question of gene-encoded reactions). The three proposed biomass compositions
allow environment-specific analyses of the system’s behavior, provided that the metabolic
changes, such as (de)activation of reactions or entire pathways, are known. Expanding the
GPR associations by the enzyme complex structure allows the determination of enzyme de
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novo synthesis costs, here, exemplified by ribulose-1,5-bisphosphate carboxylase/oxygenase.
This provides the means for understanding the resource allocation trade-off between
growth, in terms of biomass synthesis, and protein synthesis. Certainly, proteins are
biomass components. However, the resource allocation towards protein synthesis represents
the protein fraction exceeding the maintenance. Moreover, it was shown that a careful
curation is needed to reveal the inadequacy of existing models for simulating primary
anabolic processes, such as amino acid synthesis, under photoautotrophic conditions.
Finally, in Chapter 6, the proposed determination of metabolic costs of amino acid

synthesis demonstrates the often preferred mixed nitrogen acquisition. The emerging,
purely stoichiometric explanation corroborates the still controversial discussed competition
of nitrate assimilation and light reactions for ferredoxin. The (seemingly obvious) impact
of the environmental factors on the metabolic costs are highly dependent on the model
and, therefore, emphasize the relevance of the model selection. In order to enable the
comparative analysis, amendments and model adjustments were made to get the models
properly working and to meet the shared cellular initial scenario.

7.2. Encountered problems

In modeling photosynthesis and the related metabolic processes, the acquisition of required
knowledge has proven to be one of the most challenging steps in the process of model
assembly. Obviously, the type of required information differs with the selected modeling
approach. For kinetic modeling primarily knowledge/data of the functional principle of
enzymes and the kinetic parameters are required, whereas for stoichiometric modeling,
amongst others, the GPR associations are needed. However, the majority of the encountered
problems deal with the scale of modeling rather than on the selected modeling approach.
Small-scale models are mostly covering one to a couple of well-established biochemical

pathways, often occurring in a single cell compartment, e.g., CBC and starch synthesis.
Accordingly, the crucial biochemical information about the catalyzing enzymes (and coding
genes) are well-known. This provides the solid basis for analyzing the dynamic behavior of
these models, by means of kinetic modeling.
For an accurate kinetic model, the information about the functional principle of the

catalyzing enzymes is indispensable, e.g., the order of substrate binding, the occurrence of
substrate saturation and the interdependency to regulators. Based on the availability of this
information, the kinetic rate law can be selected: a precise form accounting for reversibility
and regulatory effects, or a generalized form omitting these effects, which is a common
cause of unrealistic behavior [285]. In some cases, a kinetic rate law is plainly assumed or
previously used rate laws are applied without checking for justification or consistency (see
sections 2.4 and A.1.2).
Furthermore, the kinetic-specific reaction rate parameters, e.g., Michaelis-Menten con-

stant Km or rate constants k of the law of mass action, are a challenging issue. On the one
hand, experimental data are only partially available, mostly for well-investigated reactions,
on the other hand, the measurements are commonly conducted in vitro. It has been shown
that for a large portion of enzymes the in vitro kinetics distinctly deviates from the in vivo
behavior [286, 287]. While in vivo enzyme kinetic parameter determination is intrinsically
hampered by the cell environment [288], it would allow to account for potential in vivo
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modifications of the kinetic parameter due to substrate-product competition, competitive
product binding, allosteric regulation and post-translational modification.

In large-scale metabolic modeling, the problems one has to cope with are on a different
level of cellular organization. One of the major problems arises from cellular compartmen-
talization. The majority of assignments of reaction localization only relies on predictions
based on the peptide sequence of the catalyzing enzymes. These predictions have to be
examined carefully since predictors, e.g., TargetP [289] and Predotar [290], can only distin-
guish between chloroplast, mitochondrion, secretory pathways and other location, usually
denoted by ’cytoplasm’. Of course, not all secretory proteins have a signal peptide and
the plastidic and mitochondrial gene-encoded proteins do not have a transit and targeting
peptide, respectively.
As a consequence of compartmentalization, transport processes across compartment

boundaries have to be considered, active transport, such as carrier proteins, and inactive
transport, such as diffusion. As the detection of metabolite-specific translocation is difficult,
probably only the minority of existing transport processes are identified [291–294]. For
instance, amino acid synthesis in plants is highly compartmentalized such that for the
protein assembly, almost each amino acid has to be transported into the target compartment.
Similarly, for several biochemical pathways the translocation of at least one intermediate
metabolite is required based on the reported or predicted localization. However, often the
corresponding transport processes are not identified yet [295], entailing the inclusion of
several non-annotated transport reactions.
The mapping of the metabolic processes of a cell entails almost unavoidably missing

associations of the catalyzing enzyme and/or coding gene(s), resulting in further non-
annotated reactions. These can be, furthermore, caused by spontaneous reactions, the
incomplete or ambiguous association of Enzyme Commission numbers and reactions,
marginally investigated reactions, e.g., of the secondary metabolism which is in parts
rather species-specific, or unverified reactions. The latter results from so-called gaps in
the metabolism, in the best case a missing reaction in a known biochemical pathway, or
produced metabolites for which no further reaction is known to exist in the respective
compartment, cell type, or species.
To overcome these dead-ends, thorough literature scanning is needed and gap-filling

algorithms can be applied. These algorithms try to obtain missing reactions known to
appear in other species [296–300], or by enumerating possible metabolic routes based on
computational chemistry methodologies [301]. Thereby, the aim is to determine a minimal
set of reactions to ensure the desired metabolic function. Most recently, Vitkin and Shlomi
[300] involve functional genomics data for the determination of gap-filling candidates across
species, so-called phylogenetic enzyme profiles, and gene expression data. This promises
to determine functional orthologs rather than to select a set of possible reactions solely
fulfilling the biochemical metabolite interconversion.
However, the usage of such algorithms does not replace careful manual curation. The

validation of the candidates specified in this manner for an iteratively improved, well-curated
network of E. coli shows a precision of 41.9 % and a recall of 24.3 % [300]. This might be
improved if the underlying phylogenetic profile would consider explicitly the phylogenetic
tree for the respective species. According to this, confident sets of GPR associations are
important for the applicability of large-scale models, in particular for data integration.
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The integration of experimental data, such as transcriptomics and proteomics, reinforces
the biological implications of the models and, ultimately, enables the improvement of their
predictive power [302]. A high coverage of enzyme-coding genes and enzymatic proteins
promises an expansive data mapping. However, the quality depends on the available
information of the GPR associations. Missing or incorrect assignments of genes and/or
proteins to the metabolic reactions can lead to data misinterpretation. Apart from this,
incomplete knowledge of the GPR associations may cause confounding inferences, e.g., due
to compartment-specific enzyme forms, isozymes and enzyme complexes.

Some biochemical reactions, which occur in more than one compartment, are catalyzed
by different, compartment-specific forms of the very same enzyme, e.g., glyceraldehyde
3-phosphate dehydrogenase [303]. A mapping neglecting this characteristic may miss
compartment-specific differences in the metabolic flux distribution, e.g., among starch and
sucrose synthesis pathways.
In addition, a precise classification of assignments, such as enzyme complexes and

isozymes, is also required. While isoforms of genes, peptides and/or enzymes are considered
in a cumulative way, only the overlap of the essential subunits of an enzyme is taken
into account. Inverting the composition may represent marginal or excess abundance of
the catalyzing enzyme. Once assigned, such effects are difficult to recognize and allocate
without going back to thoroughly scanning literature with respect to GPR associations.

Aside from integrating data for model validation and making predictions, data are also
a basic component of a model, irrespectively of the scale of modeling and the selected
modeling approach. Environmental conditions, such as temperature and nutrient availability,
define thermodynamic and cellular constraints, and cellular conditions, e.g., pH value,
levels of metabolites and the biomass composition, describe the cellular state. Ideally, such
data should be part of the experimental control, however, the respective measurements are
often too elaborated. The accurate quantification of, for instance, cell biomass components
involves different high-throughput technologies for assessing the individual components (see
Chapter 5). While the expenditure of time is already substantial for a unicellular organism,
the measurements are more complex for higher organisms, such as plants.
Although photosynthesis is one of the best-investigated metabolic processes, from the

modeling perspective, further, high-resolution data are desirable to improve the predictive
power of the models. It is often that studies of plant metabolism focus on the transient
behavior or comparative analysis of time-series data from different conditions. Limitations
due to the temporal resolution of sampling processes, e.g., enzyme activation measurements,
might be resolved by automatation of the measurements. Effortful, quantitative measu-
rements of, e.g., metabolomics and proteomics, require prior knowledge and additional
measurements of the identified metabolites and proteins, respectively. To reliably assess
the demand for high-resolution measurements, modelers and experimentalists need to set
up together the experimental design and the scope of modeling.

7.3. Modeling perspectives

Modeling is considered as an iterative process. Corresponding research findings, even
those pertaining purely to modeling, had lead to substantial reinforcement of some and
revision of other arguments with respect to the understanding of metabolism. Furthermore,
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progress in the experimental knowhow (i.e., technology for data acquisition, data quality)
and computing capacity (e.g., for parameter estimation, elementary mode calculation)
permit innovations in modeling. Consequently, modeling attempts such as the ranking
framework, proposed in Chapter 2, and the Arabidopsis core model, presented in Chapter 5
demand constant revisions and updates. Such improvements and modeling innovations are
expected to enable more accurate predictions and advanced applicability for the various
fields of biological engineering [304] and for addressing diverse biological questions, also
the self-suggesting ones of “How to improve crop yield?” and “How does crop plants adapt
to changing climatic conditions?”.
Based on the findings of Chapter 3 and 5, the conception of a large-scale model can

be envisioned and undertaken by combining two features: the combination of the GPR
associations expanded by the enzyme complex structures and the incorporation of the
catalyzing enzymes. Integrating enzymes as ’internal metabolites’, their synthesis and their
turnover (Chapter 3) could be employed to partially account for enzymatic activity. This
will admittedly enlarge the number of reactions of the underlying metabolic model by a
factor of three to four. However, since the resulting model still only considers stoichiometry,
constraint-based analyses can be readily performed. Nevertheless, network-based pathway
analyses, such as the determination of elementary modes, are expected to become more
computation-intensive due to the implied increase in the network size (both in terms of
metabolites and reactions).

Combined with complete protein sequences (e.g., from TAIR database), the incorporation
of the enzyme complex structures (Chapter 5) enables a semi-automatic determination of
enzyme synthesis costs. As a result, the metabolic costs can be system-wide expanded by
the expenditures for maintaining enzyme availability, as demonstrated in Chapter 3. The
resulting large-scale model accounts, at least partially, for dynamic behavior, in terms of
enzymatic limitations. Such enzymatic limitations can be effected by, for instance, elevated
enzyme turnover affecting the enzyme levels and/or enzyme (de)activation influencing
the portion of active enzyme. In this way, dynamic responses to changing environmental
conditions can be included in the examination. This may set the course for diminishing
the shortcomings of the currently existing two distinct approaches of modeling metabolism
and, therewith, increase the applicability and the predictive value of a metabolic model.

Furthermore, the explicit inclusion of enzymes allows to consider further enzyme-related
processes on other levels of cellular organization. Amongst others, this includes protein-
protein interactions and the interrelationship of the system’s level regarding regulatory
processes. Interacting proteins in metabolic pathways, so-called metabolons, allow passing
the metabolic product from one enzyme directly as substrate into the active site of the
consecutive enzyme, termed metabolite channeling [305, 306]. Channeling can render a
metabolic pathway more efficient as the intermediatory metabolites cannot be diverted to
other biochemical processes. From the modeling perspective, metabolons may restrict the
dimension of the flux distributions by the sequential reactions. Additionally, the coupling
rate is increased as the sequential reactions are fully coupled and the number of elementary
modes is decreased. In this manner, metabolic networks can be linked to protein-protein
interaction networks and, thereby, also interacting proteins in signaling pathways can be
incorporated [307].

The GPR associations in a large-scale metabolic model provide the means for integrating
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gene-regulatory networks [198, 308]. Thereby, transcriptional control and, in a lumped way,
the subsequent types of gene-expression regulation can be taken into account. By means of
incorporating enzymes, the connecting link between genes and reactions, the level of gene-
expression regulation can be reflected to a certain extent. For instance, posttranslational
control, in terms of regulating enzyme (de)activation and enzyme degradation rates can
be straightforwardly included. As a result, this facilitates the separate examination of the
multiple levels of gene-expression regulation which together shape the enzyme profile [9]
and, accordingly, affect the metabolism.
Altogether, the findings of this thesis provides the first steps for the incorporation of

enzymes on a large scale and, accordingly. offers the means for directing future plant
modeling attempts towards capturing the entirety of the system’s level. In this manner,
the metabolic behavior and its interrelationship to the remaining system’s level can be
elucidated, compliant with the efforts of the systems biology approach.
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Appendix A.

A quantitative comparison of Calvin-Benson
cycle models10

A.1. Model evaluation

A.1.1. Hierarchy of the models

The compendium comprises different approaches of modeling. By considering each model,
some of them can be easily identified as initial approaches and some as extensions of others.
However, these two classifications are not disjoint, as the threshold for calling a model
based on an older one depends on the observer/reader. In our opinion, a significant part of
the structure has to be shared to call the newer one an extension (Table A.1).

Table A.1.: Different model approaches distinguish between initial and extensions
Initial approach Extensions
Farquhar [73] Medlyn [74] Schultz [75] Sharkey [76] Damour [77]
Hahn [80] –
Pettersson [58] Woodrow [59] Poolman [60] Zhu ’07 [51] Zhu ’09 [78]
Laisk ’89 [61] Laisk ’06 [56]
Giersch [79] –
Fridlyand [57] –

A.1.2. Model versions in the compendium

The models of the compendium have been assembled from the literature as described in
Table 1. However, a few changes are conducted to facilitate the analysis (Table A.2).

Furthermore, some changes are necessary for model correctness: For Farquhar et al.
[73], and all models based on it [74–77], the values of Rp and φ are calculated and the
parameters are adapted to initial values of unit [mM ] by using the subcellular volume
for chloroplast stroma [91] and BioNumbers (ID: 105594) A.2. Moreover, the models of
Schultz [75] and Sharkey et al. [76] describe the velocity of the ribulose-1,5-bisphosphate
carboxylase/oxygenase (RuBisCO) reaction, v, in dependence of the total assimilation rate,

10This chapter is based on the supplemental material of the publication of Arnold and Nikoloski (2011)
[46]. Parts of section A.2 were shifted into Chapter 2.
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Table A.2.: Sources of the parameter values for the models within the compendium.
Model Parameters Source Refs
Farquhar primarily Table “Symbols, units, normal values” (p. 88) [73]

Rp Equation (19)
φ Equation (17)
Et, j converted into [mM ] using Winter et al. [91] Table 3 (stroma)

Medlyn primarily Farquhar et al. [73], Equation (4), (18) [74]
Vcmax average of corresponding values of Table 2
α, θ out of the text (p. 1170)
J additionally J = 0.9Jmax (p. 1172)
CO2 0.7 · 350µmolmol (p. 1172)
Kc, Ko, Γ∗ Bernacchi et al. [309] Equation (8) and Table 1
Vcmax, J converted into [mM ] using Winter et al. [91] Table 3 (stroma),

BioNumbers (ID: 105594)
Schultz primarily Medlyn et al. [74], Equation (6)–(12), Table 1 [75]

α Table 1, sun leaves (20–30°C)
h = 0.6 due to “relative humidity of > 50%” (p. 675)
LPI = 15 due to “LPI 10− 20 (mature leaves)” (p. 677)
Rd, Γ∗ additionally legend of Figure 1
Vcmax, J , TPU , Rd, g0 converted into [mM ] using Winter et al. [91] Table 3 (stroma),

BioNumbers (ID: 105594)
Sharkey Medlyn et al. [74], Equation (4)–(6), Table 1 [76]

Vcmax, J , TPU , Rd, gm converted into [mM ] using Winter et al. [91] Table 3 (stroma),
BioNumbers (ID: 105594)

Damour primarily Medlyn et al. [74], Urban et al. [176] Equation (7) and (8), Urban
and Alphonsout [310] Equation (3) and C ′starch (p. 15-3)

[77]

α Urban et al. [176] Table 1
[starch] Urban et al. [176] Table 2
Γ∗ = 0.5O2

τ Urban et al. [176] (p. 291), Equation (8), Table 1
a Urban and Alphonsout [310] out of the text (p. 348)
Vcmax, Jmax, TPU Harley et al. [311] Equation (9), Table 1
Kc, Ko Bernacchi et al. [309] Equation (8) and Table 1
Vcmax, J , TPU converted into [mM ] using Winter et al. [91] Table 3 (stroma),

BioNumbers (ID: 105594)
Fridlyand Vmax Fridlyand et al. [85] [57]

K publication and implementation of Zhu et al. (2007) [51], Laisk
et al. (1989) [61], Anderson [87],Leegood [86]

q Zhu et al. (2007) [51], Pettersson and Ryde-Pettersson [58]
Zhu ’09 ATP Zhu et al. (2007) [51] [78]
Giersch k1 Figure 5, 6 [79]

A0 Zhu et al. (2007) [51]

Hahn only initial values of RuBP, PGA, TP, HeP, TPGA ( = R5P + X5P), E4P, S7P, Ru5P
from Zhu et al. (2007) [51] [80]

Poolman ATP Zhu et al. (2007) [51] [60]
formula for starch degradation from Poolman [83]

Pettersson only initial values of RuBP, FBP, SBP, R5P, ATP, cA, Pi, NADPH, NADP and proton
from Zhu et al. (2007) [51] [58]

Woodrow only initial values of RuBP, FBP, SBP, R5P, ATP, ADP, Pi from Zhu et al. (2007) [51] [59]
Laisk ’89 all Equation (6)–(56) with description [61]

K of sucrose phosphate synthase from Laisk et al. (2006) [56]
Laisk ’06 all implementation; with references to Laisk et al., Laisk et al., Laisk

and Edwards (2006, 1989, 2000) [56, 61, 84]
[56]

Zhu ’07 primarily appendix of Zhu et al. (2007) [51] [51]
Vmax implementation
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A (Equations A.1–A.4):

Sharkey et al.: A = v

(
1− Γ∗

Ci

)
−Rd = min {Wc,Wj ,Wp} −Rd (A.1)

Wc = Vcmax

 Cc − Γ∗

Cc +Kc

(
1 + Oi

Ko

)
 Cc = Ci − A

gm
(A.2)

Wj = J
Cc − Γ∗

4Cc + 8Γ∗ (A.3)

Wp = 3TPU (A.4)

To resolve this dependence, Cc is replaced and the equation is solved for Ac,j,p (Equati-
ons A.5–A.7):

Ac = gm

2

{
Ci + Vc max−Rd

gm
+Kc

(
1 + Oi

Ko

)
±
√(

Ci + Vc max−Rd
gm

+Kc

(
1 + Oi

Ko

))2
+

4
gm

(
Rd
(
Ci +Kc

(
1 + Oi

Ko

))
+ Vcmax (Ci − Γ∗)

)}
(A.5)

Aj = gm

2

{
Ci + J−4Rd

4gm
+ 2Γ∗ ±√(

Ci + J−4Rd
4gm

+ 2Γ∗
)2

+ 4
gm

(
Rd (Ci + 2Γ∗) + J

4 (Ci − Γ∗)
)}

(A.6)

Ap = 3TPU −Rd (A.7)

The models of Pettersson and Ryde-Pettersson [58], Poolman et al. [60] and Zhu et al.
(2007) [51] use a unit-inconsistent velocity describing the ADP-glucose pyrophosphorylase
(AGPase) reaction. In accordance with the authors of the initial model [58], we solve this
issue by rewriting the velocity (Equation A.8):

v = Vmax ·G1P ·ATP
(G1P +KM1)

((
1 + ADP

KI

) (
ATP +KM2 ·

(
1 + KM2 ·Pi

KA1 ·PGA+KA2 ·F6P+KA3 ·FBP

))) .
(A.8)

A similar problem appears for a velocity describing the transformation and transport
from 3-phosphoglycerate (PGA) to sink in the model of Zhu et al. (2009) [78]. Also in
accordance with the authors’ suggestion, we have solved this challenge by changing the
velocity (Equation A.9). This improved form is also used by the authors in their recent
publication [312], i.e.,

v = Vmax · PGA
PGA+Km5

. (A.9)

Additional changes have to be made to the model of Zhu et al. (2007) [51]. While the
velocity of ribulose-5-phosphate (Ru5P) kinase, according to the equations in the original
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publication, is regulated by glyceraldehyde-3-phosphate (GAP) [51], by using the authors’
model implementation, it turns out that PGA is in fact the actual regulator.

For the model of Laisk et al. (1989) [61], an evaluation problem arises for physiologically
plausible initial values. The complex description of ADP (Equation A.11) results in
imaginary concentrations for reliable values of ADP-glucose (ADPG) and adenylphosphate
(AdenylP):

ADT = AdenylP
2 , (A.10)

ADP =

√(ADT−ADPG
4ke − 1

)2
+ AdenylP (2 (ADT−ADPG)−AdenylP)

4ke − 1

− ADT−ADPG
4ke − 1 , (A.11)

=

√√√√√( 1
2AdenylP−ADPG

4ke − 1

)2

−
AdenylP

(
2ADPG + 1

2

)
−ADPG

4ke − 1 . (A.12)

To check the metabolic range for non-imaginary ADP concentration, we have fixed each
metabolite concentration to its initial value provided by Zhu et al. (2007) [51] and have
calculated the concentration range for the other one (Equations A.13 and A.14):

ADPG = 6.295e-3 =⇒ AdenylP < 0.0122808 ∨ AdenylP > 17106.2, (A.13)
AdenylP = 3.0 =⇒ ADPG < −0.299922 ∨ ADPG > 41718.3. (A.14)

However, even with such unreliable initial values, this description does not allow any
temporal analysis of the model and, therefore, it is excluded from any further examination.
This provides the support to integrate an extension of Laisk et al. (1989) [61]. The

subsequent model published in 2006 [56] also captures the Calvin-Benson cycle (CBC),
starch as well as sucrose synthesis and additionally a description of photosystems and
the electron transport chain, i.e., parts of the light reactions. Since we investigate carbon
fixation in terms of the CBC and its related processes integrating the fixed CO2 into the
metabolism, we have used a reduced version by excluding the parts of the light reactions for
this study. Of course, the entire model should also be investigated; however, this requires
more extensive data.

A.1.3. Classification

Prior to performing the analysis, we have classified the models regarding the four criteria
mentioned in the main text (Table 1). Two of the criteria need to be further described,
namely, the involved types of kinetics and the used regulation terms. Here, the extended
version of the classification is given for these criteria (Tables A.3 and A.4).
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Table A.3.: Complete classification of the involved kinetics and regulatory processes (part I).
Model Farquhar [73] Medlyn [74] Schultz [75] Sharkey [76] Damour [77]
Reactionlimiting

RuBisCO irr M-M c2 lin. comb.
M-M c2/c1 lin. comb.

M-M c2/c1 lin. comb.
M-M c2/c1 lin. comb.

M-M c2/c1

RuBP
Reg.

spec.
func. – spec.

func.
spec.
func.

spec.
func.

spec.
func.

Ru
Bi
sC

O

TPU mass
action

mass
action

mass
action

CBC Reg. mass
action

mass
action

mass
action

mass
action

mass
action

NADPH prod. mass
action

mass
action

mass
action

mass
action

mass
action

Kinetics

Several different kinetics are used within the compendium. We have categorized them
into five types: (i) mass-action, (ii) equilibrium-approximation, (iii) Michaelis-Menten, (iv)
Michaelis-Menten-like, and (v) special-functions kinetics. Mass action (red) is one of the
simplest kinetics which however precludes inclusion of regulatory processes (Equation A.16).
The simplified type, equilibrium approximation (green), also does not allow the inclusion of
regulation terms because it is based on mass action. Here, a rapidly reached steady state is
assumed and approximated as a constant velocity of a mass-action kinetics (Equation A.17).
On the one hand, this simplification can reduce the system size: the metabolites of such
reactions, which are considerably fast compared to the adjacent reactions, can be merged
into a metabolic pool and their transient behavior is determined by the dependence to this,
usually small, pool (Equation A.20) [51, 56, 61]:

reaction: GAP
kf−⇀↽−
kr

DHAP, (A.15)

mass action: v = kf GAP − kr DHAP, (A.16)

equilibrium approx.: GAP = keq DHAP
(
keq = kr

kf

)
, (A.17)

TP pool formation: (1 + keq) GAP = keq (GAP + DHAP) , (A.18)
(1 + keq) GAP = keq TP, (A.19)

GAP = keq TP
1 + keq

. (A.20)

On the other hand, if the so-described reactions do not form a disjoint (separate), small
pool, the underlying steady-state assumption reduce, or even disable, the evaluation of the
system in the time domain. Additional assumptions for each reaction could again enable
the temporal analysis of the system. For instance, the additional knowledge of at least one
of the two reaction constants defining the equilibrium constant of a reaction, keq = kr

kf
,

allows the retransformation to mass-action kinetics and, therefore the evaluation in time
domain.
The third type, Michaelis-Menten (M-M, blue), is also based on mass action but as a

composition of metabolite-enzyme (E∗) steps with the possibility to integrate regulation
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terms (Equation A.27):

reaction: GAP + E∗
kf1−−⇀↽−−
kr1

C
kf2−−→ DHAP, (A.21)

complex C: vC = kf1 GAP · E∗ − (kr1 + kf2) C, (A.22)
0 = kf1 GAP (E∗t −C)− (kr1 + kf2) C, (A.23)

kf1 GAP · E∗t = (kf1 GAP + kr1 + kf2) C, (A.24)

GAP · E∗t = (GAP +KM ) C
(
KM = kr1 +kf2

kf1

)
, (A.25)

C = E∗t
GAP

GAP +KM
, (A.26)

product: v = kf2 C = Vmax
GAP

GAP +KM
(Vmax = kf2 Et) . (A.27)

For the formula and derivations of reversible M-M forms, we refer the reader to Segel [313,
chap. 2].
Moreover, there exist several extensions of M-M summarized as Michaelis-Menten like

(violet). A common example is high enzyme M-M or the combination of reversible M-M
nominator and irreversible M-M denominator [51]. All kinetics which cannot be categorized
into these groups form the group special functions (black). For instance, this implies the
kinetics of Giersch especially applied for the triose-phosphate translocator [62] and the one
for transketolase reactions [51, 56, 61].

Spatiotemporal properties
Concentrations of metabolites change with respect to both space and time, provided that
the system is far from the assumption of random mixing. There exist two ways in which
spatiotemporal dynamics can be included in any biochemical model (and thus, in a model
of the CBC): The first consists of considering the cellular compartmentalization and the
effects of partitioning the metabolic pools among the compartments, as we have done in
this review. The second, which is pursued in classical studies on spatiotemporal dynamics
in biochemical systems [81], includes the study of the diffusion of metabolites.

In plants, the chloroplast thylakoid membrane is the site of light-dependent photosynthetic
reactions coupled to ATP synthesis. Recent experimental studies have confirmed that (i) the
chloroplast thylakoid ATP/ADP carrier (TAAC) supplies the thylakoid lumen with stromal
ATP in exchange for ADP and (ii) increased concentrations of ATP in the stroma cause
activation of RuBisCO activase. Since ATP synthesis is essential for the light-independent
photosynthetic reactions, the effects of ATP diffusion on the existence of inhomogeneous
steady states was investigated in Grimbs et al. [81] in order to possibly settle the question
for the possibility of existence of bistability. While the choice of ATP is an essential
candidate for explaining the existence of inhomogeneous steady states, we point out that
analogous analysis can be carried out for the other metabolites in a model. However, at
present, there is no experimental evidence for direct effects on photosynthesis from the
diffusion of other metabolites.
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Regulatory processes

The regulatory processes of the CBC are well investigated experimentally but, unfortunately,
not that well integrated into the CBC models. To provide a well-founded, systematical
set of regulatory processes for the CBC, first we check the status quo. For the CBC and
the related processes, we can focus on metabolic regulators which are introduced into the
pathway (external) or part of the pathway itself and related ones (internal), respectively.
Furthermore, we can classify the regulations terms of M-M and M-M like kinetics: Besides
the two types, activation and inhibition, we can distinguish between five (sub)types of
inhibition, a previously unidentified one and the following four (Equations A.28–A.31):

competitive: v = Vmax
[S]

[S] +KM

(
1 + [I]

KI

) , (A.28)

uncompetitive: v = Vmax
[S]

[S]
(
1 + [I]

KI

)
+KM

, (A.29)

non-competitive: v = Vmax
[S]

([S] +KM )
(
1 + [I]

KI

) , (A.30)

mixed: v = Vmax
[S]

[S]
(
1 + [I]

KI1

)
+KM

(
1 + [I]

KI2

) . (A.31)

Most of the reversible inhibitors are modeled using competitive inhibition (Equation A.28,
Tables 1 column 6, A.3 and A.4), e.g., the CO2–O2 competition at RuBisCO [51, 59, 73–77].
In both carboxylation and oxygenation reactions, each gaseous substrate, as an external
regulator, competes for the branching-point intermediate, ribulose-1,5-bisphosphate, and,
therefore, they determine the ratio of CBC and photorespiration [66].

The second most applied form is the competitive product inhibition as a subtype of the
competitive inhibition. For instance, the fructose-1,6-bisphosphatase reaction is inhibited
by its product fructose-6-phosphate (F6P) [71]. For uncompetitive, non-competitive and
mixed-type inhibition such distinction of the regulator is unusual and, therefore, we have
only considered the general form (Equations A.29–A.31). While non-competitive and mixed
inhibition are in almost all cases applied for ADP inhibition, uncompetitive inhibition is not
used at all within the compendium. A common example for modeled and experimentally
proven inhibition by ADP is the Ru5P kinase reaction [314]. However, this reaction is also
an example for incorporating unproven regulators: in five of the fifteen models, GAP is
assumed to act as an inhibitor. Such implausible statements may lead to unrealistic models
and unreliable (or even wrong) predictions.

Within the classification, we have only noted regulators for M-M and M-M like kinetics.
For the special functions, a classification of the regulatory processes is not trivial. For
instance, transketolase catalyzes two reversible reactions both using GAP as a substrate
and yield xylulose-5-phosphate as a product (Equation A.32):

F6P E4P
+ GAP
 X5P + . (A.32)

S7P R5P
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Certainly, these reactions affect each other and, consequently, the kinetics should reflect
this dependence. However, we cannot distinguish whether this effect is a regulation term
or a part of the kinetics [51, 56, 61].

A.1.4. SBML implementation
One of our major goals is to provide an easy reproducibility of the examined models as
well as the presented results. Consequently, we have implemented the models in Systems
Biology Markup Language (SBML), as far as possible (Table A.5). We choose xml-files of
level 2 version 1 (L2V1) which allow the usage of computational tools such as: COPASI and
SBtoolbox2 (allows at most L2V1). The models will be available on BioModels Database
(contact the authors to obtain the respective URLs).

Table A.5.: Status of the implementation of the fifteen CBC models.

Model SBML-implemented Compliance Stability/ Sensitivity RefsRobustness
Farquhar 3 3 3 [73]
Medlyn 3 3 3 [74]
Schultz 3 3 3 [75]
Sharkey 3 3 3 [76]
Damour 3 3 3 [77]
Fridlyand 7 missing parameters [57]
Zhu ’09 3 3 3 3 [78]
Giersch 3 3 3 3 [79]
Hahn 3 3 3 3 [80]
Poolman 3 3 3 3 [60]
Pettersson 7 steady state assump. 3 [58]
Woodrow 7 steady state assump. 3 [59]
Laisk ’89 7 imaginary ADP conc. [61]
Laisk ’06 3 3 3 3 [56]
Zhu ’07 3 3 3 3 [51]

# 13 13 11 6
The models will be available on the BioModels Database (respective URLs can be
obtained by contacting the authors).

A.2. Results and supplementary material of the different
analyses

The complete results and the supplementary material of the different analyses are provided
in the Figures A.1 and A.2, and the Tables A.6–A.13. They are in order of appearance in
the manuscript: steady state detection, stability and robustness analyses, compliance with
data, and sensitivity analysis.
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A.2. Results and supplementary material of the different analyses

Table A.7.: Eigenvalues of the Jacobian matrix evaluated in steady state for Farquhar et al.
[73], Medlyn et al. [74], Schultz [75], Sharkey et al. [76], Damour and Urban
[77] and Zhu et al. (2009) [78].

model Farquhar Medlyn Schultz Sharkey Damour Zhu ’09

eigen-
values

−5.9225 −4.8578 −2.9879 −0.0308 −3.5556 −29.3775 −1.2750
−0.3448 −0.2586 −0.0849 −0.0015 −0.4584 −14.7480 −0.0034

−1.8583

Table A.8.: Eigenvalues of the Jacobian matrix evaluated in steady state for Giersch et al.
[79].

−9.6899 −7.0508 −2.4711 −0.5896 −0.2578 0 1.6336e−18

Table A.9.: Eigenvalues of the Jacobian matrix evaluated in steady state for Hahn [80].
−3.1561 −0.4138±0.1867i −2.8424e−04 −5.6222e−15
−2.2793 −0.2201±0.1306i −4.8449e−05 −4.5568e−17
−0.6543 −0.0607±0.1000i −4.5727e−05 −8.1063e−19
−0.2567 −0.0041±0.0045i −7.1036e−14

Table A.10.: Eigenvalues of the Jacobian matrix evaluated in steady state for Poolman et
al. [60].

−1.3253e+11 −1.4569e+09 −1.3497e+08 −1.3101e+07 −519.4952±3.2137i −10.3246
−9.1330e+09 −7.0430e+08 −7.0136e+07 −2.0364e+03 −132.4045 −6.9863
−2.5276e+09 −5.1255e+08 −5.4122e+07

Table A.11.: Eigenvalues of the Jacobian matrix evaluated in steady state for Laisk et al.
(2006) [56].

−1.0352e+03 −501.2538 −65.8395 −7.2501 −5.8453±1.0905i −0.9449 −0.0386
−1.0727e+03 −356.8311 −18.4438 −6.6926 −3.7797±0.4502i −0.6561 −0.1181
−1.0809e+03 −88.3300 −12.3621 −2.6696 −1.9390 −0.5654 −0.1613

Table A.12.: Eigenvalues of the Jacobian matrix evaluated in steady state for Zhu et al.
(2007) [51].

−1933.3014 −27.6033 −3.5501 −1.5939 −0.4097 −0.0665±0.0975i −0.0182
−128.1933 −20.6040 −3.4332 −1.4632 −0.3925 −0.0556±0.0231i −7.8464e−04
−54.5450 −7.2862 −2.8035 −0.8208 −0.2089 −0.0351
−60.3986 −6.5389 −2.1641 −0.7207 −0.1716 −0.0275
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Appendix A. A quantitative comparison of Calvin-Benson cycle models

Table A.13.: Metabolomics data of Arabidopsis under light with 210 ppm CO2 [88].

Metabolite in nmol
g FW

in mM
Stroma Cytosol

Mean SD Relative Absolute Relative Absolute
RuBP 98.6 1.1 1 1.52 0 0
PGA 198 11 0.46 2.13 0.54 2.48
GAP* 2.59 0.47 0.24 0.02 0.76 0.06
DHAP 51.7 6.7 0.24 0.37 0.76 1.15
FBP 23.4 1.8 0.77 0.32 0.23 0.1
F6P 113 7 0.28 0.89 0.72 2.29
G6P 239 16 0.08 0.7 0.92 8.07
G1P** 11 0.7 0.08 0.03 0.92 0.37
ADPG 0.607 0.088 1 0.01 0 0
SBP 32.6 3.2 1 0.5 0 0
S7P 79.9 5 1 1.23 0 0
R5P 3.53 0.75 1 0.05 0 0
X5P+Ru5P 33.3 6.1 1 0.51 0 0
ATP*** 117 5 0.22 0.79 0.78 2.73
ADP 25 1.5 0.44 0.26 0.56 0.34
UDPGc 144 12 0.03 0.18 0.97 5.52
* – calculated by using GAP = 0.05 DHAP and allocated like DHAP
** – allocated like G6P
*** – allocation calculated via Stitt et al. (1982) [90]

Table A.14.: Categories of reduced and merged MCA matrices.
Incorporated reactions Incorporated substrates Cate-

Names # Names # gory
RuBisCO, residual CBC 2 PGA 1 s1r2
RuBisCO, PGA RED, RuBP REG 3 PGA, TP, Ru5P, RuBP 4 s4r3
RuBisCO, PGA RED, RuBP REG, 4 PGA, TP, Ru5P, RuBP 4 s4r4TPT
RuBisCO, PGA RED, TP RED, 5 PGA, TP, Ru5P, RuBP 4 s4r5RuBP REG, TPT
RuBisCO, PGA RED, RuBP REG, 5 PGA, TP, Ru5P, RuBP, 5 s5r5TPT, ATP syn. ATP
CBCr, TPT, ATP syn., starch syn. 12 CBCs, ATP 10 s10r12
CBCr, TPT, ATP syn., starch syn., 19 CBCs, ATP, sucroses, PGAc 17 s17r19sucrose syn.
CBCr: RuBisCO, PGAK, SFBA, FBPase, F6P TK, SBPase, S7P TK, PRK
CBCs: PGA, TP, FBP, HeP, E4P, SBP, S7P, P5P, RuBP
sucroses: TPc, FBPc, F26BPc, HePc, UDPGc, SucPc

118



A.2. Results and supplementary material of the different analyses

Table A.15.: Number and names of models available for each category of reduced and
merged MCA matrices.

Cate-
gory

Model

# Zhu ’09
[78]

Giersch
[79]

Hahn
[80]

Poolman
[60]

Laisk ’06
[56]

Zhu ’07
[51]

s4r3 6 3 3 3 3 3 3

s4r4 6 3 3 3 3 3 3

s4r5 4 3 3 3 3

s5r5 5 3 3 3 3 3

s10r12 3 3 3 3

s17r19 2 3 3

Table A.16.: Kendall coefficients τ of Elasticity Coefficients for the category considering
4 substrates and 3 reactions (s4r3).

Zhu ’09 Giersch Hahn Poolman Laisk ’06 Zhu ’07
[78] [79] [80] [60] [56] [51]

Zhu ’09 [78] � 0.5679 0.9334 0.3679 0.5314 0.2861
Giersch [79] 0.5679 � 0.5065 0.0529 0.7057 0.0176
Hahn [80] 0.9334 0.5065 � 0.3935 0.5592 0.3521
Poolman [60] 0.3679 0.0529 0.3935 � 0.1905 0.7143
Laisk ’06 [56] 0.5314 0.7057 0.5592 0.1905 � 0.2222
Zhu ’07 [51] 0.2861 0.0176 0.3521 0.7143 0.2222 �

Table A.17.: Kendall coefficients τ of Flux Control Coefficients for the category considering
4 substrates and 3 reactions (s4r3).

Zhu ’09 [78] � 0.3333 0.3333 −0.3333 0.3333 −0.3333
Giersch [79] 0.3333 � −0.3015 −0.8660 0.8660 −0.8660
Hahn [80] 0.3333 −0.3015 � 0.2031 −0.3333 0.3333
Poolman [60] −0.3333 −0.8660 0.2031 � −0.6667 0.7222
Laisk ’06 [56] 0.3333 0.8660 −0.3333 −0.6667 � −0.6111
Zhu ’07 [51] −0.3333 −0.8660 0.3333 0.7222 −0.6111 �
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Appendix A. A quantitative comparison of Calvin-Benson cycle models

Table A.18.: Kendall coefficients τ of Elasticity Coefficients for the category considering
4 substrates and 4 reactions (s4r4).

Zhu ’09 Giersch Hahn Poolman Laisk ’06 Zhu ’07
[78] [79] [80] [60] [56] [51]

Zhu ’09 [78] � 0.5413 0.9136 0.4013 0.2637 0.3096
Giersch [79] 0.5413 � 0.5681 0.1412 0.6153 0.1210
Hahn [80] 0.9136 0.5681 � 0.4227 0.3288 0.3757
Poolman [60] 0.4013 0.1412 0.4227 � 0.1880 0.7949
Laisk ’06 [56] 0.2637 0.6153 0.3288 0.1880 � 0.2222
Zhu ’07 [51] 0.3096 0.1210 0.3757 0.7949 0.2222 �

Table A.19.: Kendall coefficients τ of Flux Control Coefficients for the category considering
4 substrates and 4 reactions (s4r4).

Zhu ’09 [78] � −0.0471 0.3425 0.4104 0.6498 0.0855
Giersch [79] −0.0471 � −0.4352 −0.5597 0.2110 −0.7615
Hahn [80] 0.3425 −0.4352 � 0.2284 0.1933 0.5446
Poolman [60] 0.4104 −0.5597 0.2284 � 0.1500 0.3833
Laisk ’06 [56] 0.6498 0.2110 0.1933 0.1500 � 0.0333
Zhu ’07 [51] 0.0855 −0.7615 0.5446 0.3833 0.0333 �

Table A.20.: Kendall coefficients τ of Elasticity Coefficients for the category considering
4 substrates and 5 reactions (s4r5).

Zhu ’09 Giersch Poolman Zhu ’07
[78] [79] [60] [51]

Zhu ’09 [78] � 0.4675 0.3800 0.3254
Giersch [79] 0.4675 � 0.2008 0.0484
Poolman [60] 0.3800 0.2008 � 0.7454
Zhu ’07 [51] 0.3254 0.0484 0.7454 �

Table A.21.: Kendall coefficients τ of Flux Control Coefficients for the category considering
4 substrates and 5 reactions (s4r5).

Zhu ’09 Giersch Poolman Zhu ’07
[78] [79] [60] [51]

Zhu ’09 [78] � 0.0582 0.1943 0.1318
Giersch [79] 0.0582 � −0.6988 −0.4760
Poolman [60] 0.1943 −0.6988 � 0.2387
Zhu ’07 [51] 0.1318 −0.4760 0.2387 �
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A.2. Results and supplementary material of the different analyses

Table A.22.: Kendall coefficients τ of Elasticity Coefficients for the category considering
5 substrates and 5 reactions (s5r5).

Giersch Hahn Poolman Laisk ’06 Zhu ’07
[79] [80] [60] [56] [51]

Giersch [79] � 0.5200 0.1047 0.3791 0.1166
Hahn [80] 0.5200 � 0.4568 0.3665 0.5131
Poolman [60] 0.1047 0.4568 � 0.4366 0.9002
Laisk ’06 [56] 0.3791 0.3665 0.4366 � 0.4444
Zhu ’07 [51] 0.1166 0.5131 0.9002 0.4444 �

Table A.23.: Kendall coefficients τ of Flux Control Coefficients for the category considering
5 substrates and 5 reactions (s5r5).

Giersch [79] � −0.3859 −0.0357 0.2996 −0.4753
Hahn [80] −0.3859 � 0.0748 0.0953 0.4771
Poolman [60] −0.0357 0.0748 � 0.2267 0.1770
Laisk ’06 [56] 0.2996 0.0953 0.2267 � −0.1703
Zhu ’07 [51] −0.4753 0.4771 0.1770 −0.1703 �

Table A.24.: Kendall coefficients τ of Elasticity Coefficients for the category considering
10 substrates and 12 reactions (s10r12).

Poolman Laisk ’06 Zhu ’07
[60] [56] [51]

Poolman [60] � 0.6176 0.7951
Laisk ’06 [56] 0.6176 � 0.6344
Zhu ’07 [51] 0.7951 0.6344 �

Table A.25.: Kendall coefficients τ of Flux Control Coefficients for the category considering
10 substrates and 12 reactions (s10r12).

Poolman [60] � 0.4042 0.2876
Laisk ’06 [56] 0.4042 � 0.0057
Zhu ’07 [51] 0.2876 0.0057 �

Table A.26.: Kendall coefficients τ for the category considering 17 substrates and 19 reacti-
ons (s17r19).

Elasticity Flux Control
Laisk ’06 Zhu ’07 Laisk ’06 Zhu ’07

[56] [51] [56] [51]
Laisk ’06 [56] � 0.6140 � 0.2202
Zhu ’07 [51] 0.6140 � 0.2202 �

121



Appendix A. A quantitative comparison of Calvin-Benson cycle models

Zhu ’07 [51]
Laisk ’06 [56]
Poolman [60]

Hahn [80]
Giersch [79]
Zhu ’09 [78]

Zh
u
’0
9
[7
8]

G
ie
rs
ch

[7
9]

H
ah

n
[8
0]

Po
ol
m
an

[6
0]

La
isk

’0
6
[5
6]

Zh
u
’0
7
[5
1]

τ of Elasticity Coefficient s4r4.

-1
-0.5
0
0.5
1

Sc
or
e

Zhu ’07 [51]
Laisk ’06 [56]
Poolman [60]

Hahn [80]
Giersch [79]
Zhu ’09 [78]

Zh
u
’0
9
[7
8]

G
ie
rs
ch

[7
9]

H
ah

n
[8
0]

Po
ol
m
an

[6
0]

La
isk

’0
6
[5
6]

Zh
u
’0
7
[5
1]

τ of Flux Control Coefficient s4r4.

-1
-0.5
0
0.5
1

Sc
or
e

Zhu ’07 [51]
Poolman [60]
Giersch [79]
Zhu ’09 [78]

Zh
u
’0
9
[7
8]

G
ie
rs
ch

[7
9]

Po
ol
m
an

[6
0]

Zh
u
’0
7
[5
1]

τ of Elasticity Coefficient s4r5.

-1
-0.5
0
0.5
1

Sc
or
e

Zhu ’07 [51]
Poolman [60]
Giersch [79]
Zhu ’09 [78]

Zh
u
’0
9
[7
8]

G
ie
rs
ch

[7
9]

Po
ol
m
an

[6
0]

Zh
u
’0
7
[5
1]

τ of Flux Control Coefficient s4r5.

-1
-0.5
0
0.5
1

Sc
or
e

Zhu ’07 [51]
Laisk ’06 [56]
Poolman [60]

Hahn [80]
Giersch [79]

G
ie
rs
ch

[7
9]

H
ah

n
[8
0]

Po
ol
m
an

[6
0]

La
isk

’0
6
[5
6]

Zh
u
’0
7
[5
1]

τ of Elasticity Coefficient s5r5.

-1
-0.5
0
0.5
1

Sc
or
e

Zhu ’07 [51]
Laisk ’06 [56]
Poolman [60]

Hahn [80]
Giersch [79]

G
ie
rs
ch

[7
9]

H
ah

n
[8
0]

Po
ol
m
an

[6
0]

La
isk

’0
6
[5
6]

Zh
u
’0
7
[5
1]

τ of Flux Control Coefficient s5r5.

-1
-0.5
0
0.5
1

Sc
or
e

Figure A.1.: Kendall τ ’s for pairwise comparison where: red indicates very similar, black
neutral and turquoise very different dynamic behavior (legend right hand
side).
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Figure A.2.: Kendall τ ’s for pairwise comparison where: red indicates very similar, black
neutral and turquoise very different dynamic behavior (legend right hand
side).
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Appendix A. A quantitative comparison of Calvin-Benson cycle models

Table A.27.: Averaged Kendall τ of of Elasticity, Flux Control Coefficients and their
combination (Equation 2.10).

Averaged Kendall τ of Elasticity Coefficients, τ̄E
Zhu ’09 Giersch Hahn Poolman Laisk ’06 Zhu ’07

Zhu ’09 – 0.53 0.92 0.38 0.40 0.31
Giersch 0.53 – 0.53 0.12 0.57 0.08
Hahn 0.92 0.53 – 0.42 0.42 0.41
Poolman 0.38 0.12 0.42 – 0.36 0.79
Laisk ’06 0.40 0.57 0.42 0.36 – 0.43
Zhu ’07 0.31 0.08 0.41 0.79 0.43 –

Averaged Kendall τ of Flux Control Coefficients, τ̄F
Zhu ’09 Giersch Hahn Poolman Laisk ’06 Zhu ’07

Zhu ’09 – 0.10 0.28 0.17 0.48 0.23
Giersch 0.10 – -0.37 -0.54 0.46 0.31
Hahn 0.28 -0.37 – 0.17 -0.05 -0.15
Poolman 0.17 -0.54 0.17 – 0.03 -0.15
Laisk ’06 0.48 0.46 -0.05 0.03 – -0.03
Zhu ’07 0.23 0.31 -0.15 -0.15 -0.03 –

Averaged Kendall τ of Elasticity and Flux Control Coefficients, τ̄av
Zhu ’09 Giersch Hahn Poolman Laisk ’06 Zhu ’07

Zhu ’09 – 0.31 0.60 0.28 0.44 0.27
Giersch 0.31 – 0.08 -0.21 0.51 0.19
Hahn 0.60 0.08 – 0.30 0.18 0.13
Poolman 0.28 -0.21 0.30 – 0.19 0.32
Laisk ’06 0.44 0.51 0.18 0.19 – 0.20
Zhu ’07 0.27 0.19 0.13 0.32 0.20 –
number of samples: – 2, – 3, – 4, – 5 – mutually most similar
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A.3. Ranking

A.3. Ranking
Based on our classification and analyses, the models of the compendium can be ranked
in several ways. By selecting the criteria of interest the constructed compendium just
comprises the relevant models. However, we have carried out the ranking of the whole set
of models.

First, we have scored the analysis criteria by their relevance: (i) stability, with weighting
factor 4, (ii) compliance to data, by factor 2, and (iii) robustness, weighted with 1. Therewith,
we have provided the preliminary ranking (Equation A.33, Table A.28 columns 3,5,7 and
9) which is then combined with the fourth part of the analysis—the similarity measure.
The similarity values (τ̄av) of the mutually most similar models are used to weight the
preliminary rank position of these model with each other (Equation A.34):

Rankpre(M) = 4 · Rankstable(M) + 2 · RankRSS(M) + Rankrobust(M) (A.33)

Rankfinal(M) =
(

1− τ̄av
2

)
· Rankpre(M) + τ̄av

2 · Rankpre(most similar to M) (A.34)

Therefore, the similarity value is used as the weighting factor, rescaled to
[
0, 1

2

]
whereby 1

2
corresponds to perfect similarity (τ̄av = 1) and 0 to no similarity at all (τ̄av = 0). As the
result of this, we have yielded the value for the final ranking (Table A.28).
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Appendix B.

Bottom-up metabolic reconstruction of
Arabidopsis thaliana and its application to
determining the metabolic costs of enzyme
production11

B.1. Model characteristics
The assembled model is a large-scale metabolic network of Arabidopsis following the
bottom-up reconstruction process. In contrast to genome-scale networks, the focus lies on
the functionality and completeness of the metabolic objective, e.g., amino acid synthesis,
and the underlying pathways (Figure 5.2, Supplemental File 2 – Reaction list). The included
reactions are assigned according to AraCyc 11.5 [32]. Exceptions are the light-dependent
reactions, the importer and exporter, and the internal transport reactions. Moreover,
the consideration of different environmental conditions and their effects on the cellular
scenario are a main aspect of this study. The latter issue is modeled by different biomass
compositions, one for each cellular scenario.

B.1.1. Light-dependent reactions
Metabolic databases, such as AraCyc [32] and KEGG [223], do not incorporate the proton
pump into the thylakoid lumen in the context of the electron transport chain as well as
the one of the ATP synthase back into the stroma. Four electrons enter the noncyclic
electron transport chain per dissociated water molecule, and are utilized to form two
NADPH molecules. Moreover, 12 protons in total are pumped into the lumen [315]. On the
other hand, the corresponding ATP synthase needs 14 protons for a full rotation forming
three molecules of ATP [227]. In contrast, the mitochondrial ATP synthase has a 12-fold
symmetry of proton-powered turbine forming turbine.

B.1.2. Import and export reactions
The corresponding reactions are initially assigned as reversible and are then restricted
to achieve a minimal in- and efflux of the system. For the first time, the uptake of the

11This chapter is based on the supplemental material of the publication of Arnold and Nikoloski (2014)
[38]. Parts of section B.2 were shifted into the Introduction and the description of the protein assembly
costs is presented in Chapter 3. The assembled Arabidopsis core model and the supplemental files are
provided on the attached CD.
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required ions nitrate, sulfate and phosphate is coupled with energy demand. It is known
that the uptake of these ions is a proton coupled co-transport. To maintain the intercellular
pH value those protons have to be exported, again. Assuming that the pH value is only
regulated by an ATP-driven proton pump, the the costs of exporting each proton can be
approximated by one ATP. The stoichiometry of the co-transport differs for the different
ions: 2 H/NO3 [316, 317], 3 H/SO4 [318], and 2–4 H/H2PO4 [319]. In the case of Pi,
the determined physiological charge formula is HPO4 which entails an adaption of the
co-transport stoichiometry. Moreover, it is experimentally confirmed that the lower the
phosphate concentration, the greater the ratio of protons and phosphate ions [320]. For
this purpose, we assigned to the import of phosphate a cost of three ATP.

B.1.3. Internal transporter

For the incorporation of transport reactions the aim is twofold: include a minimal set
of reactions, and avoid biologically unverified transporters. Therefore, we started with
confirmed transport reactions, extended the list as far as required, and inspected it
subsequently to remove redundant transporter if possible. The respective references are
given in the reaction list (Supplemental File 2 – Reaction list).

B.1.4. Biomass reactions

To reinforce the biochemical reliability of a metabolic model, the careful assembly of
the metabolic function to examine is of great importance. Therefore, we assembled three
biomass compositions simulating growing cells exposed under carbon-limiting, nitrogen-
limiting and optimal growth conditions. We would like to highlight again that, in contrast
to the biomass compositions utilized in the other Arabidopsis reconstructions, the here
presented compositions are experimentally obtained predominantly from plant fresh weight
and, subsequently, converted into dry weight (DW) in a condition-specific manner (Table
B.1). We accounted for all major cell components, namely cell wall, proteins, lipids,

Table B.1.: Condition-specific dry weight content (DWC;
[

g DW
g FW

]
) of Arabidopsis.

Condition DWC Reference
Optimal growth 0.088 [229, high N]
Carbon limitation 0.088 [321, data set S2: 24°C/16°C]
Nitrogen limitation 0.083 [229, low N]

soluble metabolites, starch, DNA and RNA. All of these components are incorporated
via representative metabolites or precursors (Tables B.2–B.5). For instance, cell wall and
starch are represented by cellulose and amylose, respectively, while a Glc dimer precursor
of each is incorporated. Similarly, lipids, proteins, DNA and RNA are included. Regarding
the lipids, we considered palmitic acid as a fatty acid representative and incorporated
malonyl-acyl carrier protein (ACP) as the corresponding precursor, whereas for cell protein,
and DNA and RNA only components, namely amino acids and nucleotides, respectively,
are considered as representatives.
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The experimental basis is the condition-specific metabolomics data set of [232] providing
data for total protein, soluble metabolites and starch (Tables B.2–B.4). The soluble
metabolite data are measured by GC-MS which, consequently, first have to be converted into
absolute levels by means of calibration curves for each metabolite (Table B.2, Supplemental
Data 1 – GC-MS data). For the protein composition, we used a proteomics data set of

Table B.2.: Soluble metabolite representatives measured in FW and converted into DW for
model integration. The complete data set is provided as Supplemental Data 1 –
GC-MS data

Metabolite Carbon Nitrogen Optimal[
µg

g DW

] [
nmol
g DW

] [
nmol
g FW

] [
µg

g DW

] [
nmol
g DW

] [
nmol
g FW

] [
µg

g DW

] [
nmol
g DW

] [
nmol
g FW

]
Ala 59.20 664.43 58.47 10.26 115.16 9.56 11.18 125.47 11.04
Arg 606.75 3483.04 306.51 6882.91 39511.56 3279.46 1218.57 6995.22 615.58
Asn 196.53 1487.49 130.90 1119.68 8474.71 703.40 433.54 3281.42 288.76
Asp 95.62 718.39 63.22 243.81 1831.76 152.04 98.56 740.46 65.16
Cys
Gln 154.58 1057.76 93.08 1216.50 8324.18 690.91 214.16 1465.46 128.96
Glu 182.32 1239.17 109.05 527.34 3584.19 297.49 371.84 2527.29 222.40
Gly 88.36 1177.02 103.58 9.19 122.35 10.16 60.08 800.32 70.43
His
Ile 15.28 116.52 10.25 42.24 322.04 26.73 17.31 131.97 11.61
Leu 12.19 92.97 8.18 30.70 234.06 19.43 12.73 97.06 8.54
Lys 35.02 239.58 21.08 275.01 1881.16 156.14 43.04 294.44 25.91
Met 69.14 463.36 40.78 157.36 1054.64 87.54 39.21 262.82 23.13
Phe 89.17 539.83 47.50 223.73 1354.40 112.41 125.92 762.28 67.08
Pro 51.64 448.53 39.47 42.46 368.78 30.61 60.72 527.37 46.41
Ser 128.72 1224.90 107.79 83.13 791.07 65.66 87.52 832.79 73.29
Thr 1035.03 8688.94 764.63 777.43 6526.40 541.69 778.63 6536.54 575.22
Trp 52.10 255.11 22.45 302.80 1482.62 123.06 68.84 337.09 29.66
Tyr 76.86 424.19 37.33 112.54 621.13 51.55 55.39 305.70 26.90

fre
e
A
m
in
o
ac
id
s

Val 20.32 173.43 15.26 31.03 264.85 21.98 21.18 180.79 15.91
Fru 2661.71 14774.15 1300.13 1922.14 10669.09 885.53 2168.21 12034.90 1059.07
Glc 6098.31 33849.42 2978.75 4240.82 23539.17 1953.75 3329.12 18478.68 1626.12
Mas 779.56 2277.42 200.41 1841.45 5379.65 446.51 893.26 2609.58 229.64Su

ga
rs

Suc 15539.82 45398.23 3995.04 29785.27 87015.11 7222.25 10497.78 30668.37 2698.82
Fum 9005.16 77583.91 6827.38 1344.95 11587.40 961.75 7800.75 67207.27 5914.24
Mal 5110.44 38111.99 3353.86 1461.39 10898.56 904.58 6838.11 50996.41 4487.68T

C
A

SCA 153.75 1301.99 114.57 192.48 1629.92 135.28 116.56 987.09 86.86
GABA 15.78 153.05 13.47 60.14 583.23 48.41 9.69 94.01 8.27
Orn 1930.50 14607.27 1285.44 1274.92 9646.82 800.69 209.68 1586.54 139.62
SA 54.32 311.89 27.45 33.19 190.59 15.82 66.05 379.24 33.37
Tre 438.18 1158.18 101.92 1068.54 2824.36 234.42 218.43 577.36 50.81O

th
er
s

urea 332.23 5531.64 486.78 622.54 10365.35 860.32 170.60 2840.43 249.96

[259]. To this end, we determined the amino acid composition of the identified proteins
in Arabidopsis leaves and divided the total amount of proteins into amino acid fractions
(see Supplemental Data 2 – 2D-Gel data). Combined with the total protein data of [232],
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we assigned the allocation to the amino acids (Table B.3). As there is no condition-

Table B.3.: Fractional amount of protein-bound amino acids of Arabidopsis leaf based on
measured total protein [232, last row].

Amino
acid

Fraction Carbon Nitrogen Optimal
[%]

[
mg

g DW

] [
µmol
g DW

] [
µmol
g FW

] [
mg

g DW

] [
µmol
g DW

] [
µmol
g FW

] [
mg

g DW

] [
µmol
g DW

] [
µmol
g FW

]
Ala 8.4253 18.42 206.80 18.20 31.26 350.90 29.12 20.54 230.55 20.29
Arg 4.8366 10.58 60.71 5.34 17.95 103.02 8.55 11.79 67.69 5.96
Asn 3.6452 7.97 60.33 5.31 13.53 102.38 8.50 8.89 67.26 5.92
Asp 5.476 11.97 89.97 7.92 20.32 152.66 12.67 13.35 100.30 8.83
Cys 1.5465 3.38 27.91 2.46 5.74 47.36 3.93 3.77 31.12 2.74
Gln 2.9852 6.53 44.67 3.93 11.08 75.80 6.29 7.28 49.80 4.38
Glu 6.872 15.03 102.14 8.99 25.50 173.31 14.38 16.75 113.87 10.02
Gly 8.3967 18.36 244.59 21.52 31.16 415.04 34.45 20.47 272.68 24.00
His 2.1157 4.63 29.82 2.62 7.85 50.60 4.20 5.16 33.24 2.93
Ile 4.826 10.55 80.46 7.08 17.91 136.52 11.33 11.77 89.69 7.89
Leu 8.5374 18.67 142.33 12.52 31.68 241.51 20.05 20.81 158.67 13.96
Lys 6.1944 13.55 92.66 8.15 22.98 157.23 13.05 15.10 103.30 9.09
Met 2.0413 4.46 29.92 2.63 7.57 50.76 4.21 4.98 33.35 2.93
Phe 4.4653 9.76 59.11 5.20 16.57 100.30 8.33 10.89 65.90 5.80
Pro 5.0772 11.10 96.43 8.49 18.84 163.63 13.58 12.38 107.51 9.46
Ser 6.3223 13.83 131.56 11.58 23.46 223.23 18.53 15.41 146.67 12.91
Thr 6.3592 13.91 116.74 10.27 23.60 198.09 16.44 15.50 130.15 11.45
Trp 1.3851 3.03 14.83 1.31 5.14 25.17 2.09 3.38 16.53 1.45
Tyr 3.4726 7.59 41.91 3.69 12.89 71.12 5.90 8.47 46.72 4.11
Val 7.0199 15.35 131.04 11.53 26.05 222.35 18.46 17.11 146.09 12.86
Total 100 218.68 1803.92 158.75 371.06 3060.97 254.06 243.79 2011.09 176.98

specific proteomics data set available, the resulting partition into amino acids was used
for all conditions. The ultimate amino acid fraction in the biomass composition is the
combination of free and protein-bound amino acids (Tables B.2 and B.3, Supplemental File 2
– Reaction list). In a similar condition-unspecific manner also the remaining components
were incorporated, namely cell wall, lipids, and DNA and RNA. The cell wall fraction
was approximated by 118 µg cellulose mg−1 DW [258, Fig. 3A] which was converted into
363.88 µmol Glc units of cellulose g−1 DW by considering a molar mass of anhydroglucose,
162.14 g mol−1 [322] (Table B.4). For the lipid content, the amount of fatty acids was
used amounting to 3.3 mg g−1 FW in leaves of wild type Arabidopsis [260]. Based on
the specific dry weight content (Table B.1), the molar mass of palmitic acid as the
major fatty acid, 256.42 g mol−1, and its number of carbon atoms, 16, we calculated the
corresponding amount of the three-carbon fatty acid precursor malonyl-ACP, 146.24 and
155.05 µmol g−1 DW, respectively, which ultimately serves as the lipid representative
(Table B.4). Finally, 0.092 mg DNA g−1 FW is measured in Arabidopsis leaves [261] which
we also assumed to be an appropriate level for RNA. Based on the DNA and cDNA
sequence of Arabidopsis, we determined the nucleotide fraction which was converted into
the respective nucleotide levels by means of the molar mass of each nucleotide (Table B.5).
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Table B.4.: Starch, cell wall and lipid precursors.
Biomass precursor Carbon Nitrogen Optimal[

µg
g DW

] [
µmol
g DW

] [
µmol
g FW

] [
µg

g DW

] [
µmol
g DW

] [
µmol
g FW

] [
µg

g DW

] [
µmol
g DW

] [
µmol
g FW

]
Starch (Glc dimer) 73.72 227.35 20.01 108.81 335.54 27.85 95.62 294.86 25.95
Cellulose (Glc dimer) 118.00 363.88 32.02 118.00 363.88 30.20 118.00 363.88 32.02
Fatty acid (Malonyl-ACP) 37.50 146.24 12.87 39.76 155.05 12.87 37.50 146.24 12.87

Table B.5.: Fractional amount of nucleotides of DNA and RNA.
Nucleotide Total w/o Nb Carbon Nitrogen Optimal

[%] [%]
[

mg
g DW

] [
nmol
g DW

] [
nmol
g FW

] [
mg

g DW

] [
nmol
g DW

] [
nmol
g FW

] [
mg

g DW

] [
nmol
g DW

] [
nmol
g FW

]
DNA 99.84 100 1.05 1.11 1.05
dATP 31.94 31.99 0.33 680.91 59.92 0.35 721.93 59.92 0.33 680.91 59.92
dCTP 18.01 18.04 0.19 403.66 35.52 0.20 427.98 35.52 0.19 403.66 35.52
dGTP 17.99 18.02 0.19 371.41 32.68 0.20 393.78 32.68 0.19 371.41 32.68
dTTP 31.90 31.95 0.33 692.81 60.97 0.35 734.55 60.97 0.33 692.81 60.97
RNAc 99.99 100 1.05 1.11 1.05
ATP 28.41 28.41 0.30 585.59 51.53 0.31 620.86 51.53 0.30 585.59 51.53
CTP 22.94 22.94 0.24 496.38 43.68 0.25 526.28 43.68 0.24 496.38 43.68
GTP 20.26 20.26 0.21 404.78 35.62 0.22 429.16 35.62 0.21 404.78 35.62
UTP 28.39 28.39 0.30 613.07 53.95 0.31 650.00 53.95 0.30 613.07 53.95
b – IUPAC nucleotide code: any base
c – based on cDNA

Table B.6.: Elemental composition of the three biomass functions.

Cellular scenario Elemental composition
[
mmol
g DW

]
C H N O P S

Optimal growth 20.621 35.505 2.595 15.697 0.013 0.065
Carbon limitation 19.192 32.767 2.350 14.721 0.013 0.058
Nitrogen limitation 26.737 48.002 4.104 19.261 0.014 0.099

Overall, our findings indicate that the three biomass compositions differ in their coverage
in a range of 495.08 to 695.78 µg mg−1 DW (Table B.7). This coverage specifies the fraction
of measured biomass components to the reference fresh weight and results from converting
the concentrations of all constituting metabolites into mass fraction and, subsequently,
summing them up.

B.1.5. Extended GPR associations
Beyond the common features of a metabolic reconstruction, the Arabidopsis core model
provides the stoichiometric subunit compositions of the included enzymes. In the existing
genome-scale models, the GPR associations comprise the different genes assigned for
each reaction and their linkage, whether they encode alternative or necessary proteins.
Accordingly, the relation between isoforms are denoted by logical OR-operators and subunit
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Table B.7.: Biomass coverage and free nitrate content for all three conditions
Carbon limiting Nitrogen limiting Optimal growth[

mg
g DW

] [
mmol
g DW

] [
mg

g DW

] [
mmol
g DW

] [
mg

g DW

] [
mmol
g DW

]
Total biomass 495.08 3.44 695.78 4.84 533.03 3.67
Free NO3 38.05 0.61 4.45 0.07 70.30 1.13

connections by logical AND-operators.
For the calculation of enzyme costs, the exact complex structure of an enzyme is required

so that we additionally provide the stoichiometry of the subunit assembly. This is easily
realized by an additional factor for each multimer, e.g., the large and small subunit term
of RuBisCO is complemented by factor eight (Equation B.1).

8 ∗ (ATCG00490) AND 8 ∗ (AT1G67090 OR AT5G38430 OR AT5G38420 OR AT5G38410) (B.1)

The complex structure information is only rarely available and, moreover, often con-
tradicting across the different databases, AraCyc [32], UniProt [224] and BRENDA [239].
As far as possible, we tried to confirm the utilized information by an additional reference
(Supplemental File 2 – Reaction list).

B.2. Analyses and supplementary findings
The analyses within this study are based on constraint-based modeling techniques, in
particular flux balance analysis (FBA; 28). By means of FBA, the optimal synthesis and/or
consumption rate of specific metabolites or combinations thereof can be determined (see
section 1.4.3, paragraph flux balance analysis).

B.2.1. Constraints and boundaries of the flux balance analyses

All optimizations are based on the photoautotrophic scenario, namely only inorganic carbon,
nitrogen, sulfur and phosphorus sources are available, and light is the only energy source.
The exact import and export model boundaries are listed in Table B.8.

To compare the compartmentalized Arabidopsis models, we determined the maximum
biomass production based on 1000 µmol CO2 (Tables 5.1 and B.9, no. 1). Beforehand, we
deactivated the unneeded import and export reactions to restrict the model boundaries
to reactions listed in table B.8. Unfortunately, a comparison based on restricted photon
import is not possible for the model of [188] since this restriction has no effect on the
production of biomass in this model. Surprisingly, even without any photon import (and
no other energy source) this model is able to produce biomass.

The determination of the minimum ATP consumption for cell performance, amino acid
and RuBisCO costs was realized by a three-step optimization (Algorithm B.1). First, the
minimum amount of required energy to produce the metabolite(s) of interest, in terms of
photons, was computed (Algorithm B.1 LP1; Table B.9, no. 7, 10, 18, 21) and utilized
as additional constraint in the subsequent optimization steps. Thereby, the amount of
required light energy was translated into consumed metabolic energy equivalents. To this
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Table B.8.: Model boundary constraints for photoautotrophic scenario. Columns marked
with vmin and vmax represent the default lower and upper boundary, respec-
tively.
Reaction vmin vmax

98 G6PDH_h 0 0
136 PPIF6PK_c 0 0
446 Im_hnu 0 Inf
447 Im_CO2 -Inf Inf
448 Im_H2O -Inf Inf
449 Im_Pi 0 Inf
450 Im_NO3 0 Inf
451 Im_NH4 0 Inf
452 Im_SO4 0 Inf
453 Im_H2S 0 Inf
454 Ex_O2 -Inf Inf

455–534 Ex_Ala_c – Ex_Val_p 0 0
535–542 Ex_starch – Ex_Tre 0 0
546–549 Bio_AA – Bio_opt 0 0

end, we maximized the sum of the nongrowth-associated maintenance functions (NGAM)
representing the unspecified ATP consuming reactions in the system. On the one hand, by
disabling the metabolite’s production of interest we determined the maximum conversion
rate of photons into ATP (Algorithm B.1 LP2; Table B.9, no. 8, 11, 19, 22), and, on the other
hand, by enabling the metabolite’s production we were able to calculate the ATP surplus
which can be utilized for other processes (Algorithm B.1 LP3; Table B.9, no. 9, 12, 20, 23).
Accordingly, the number of consumed ATP results from the maximum amount of ATP that
could be synthesized by the provided photons from which the ATP excess by producing the
metabolite(s) of interest is subtracted. We note that such multiple-step optimizations may
lead to solutions for the second optimization step which are suboptimal in comparison to
the case when the solution of the second step would be obtained independently of the first.

B.2.2. Flux variability analysis

As a result of the bottom-up design, the model relies only on annotations from Arabidopsis
and does not comprise any dead-ends and blocked reactions. On the other hand, it covers
only a limited number of alternative pathways which means that the predicted flux
distributions are not as flexible as genome-scale models [186, 188]. This is confirmed by a
flux variability analysis (FVA; [323]; see section 1.4.3, paragraph flux variability analysis)
of the photoautotrophic setting (Table B.8) maximizing the biomass function of the model
of [186]. By means of FBA, the actual flux range of each reaction is determined and is
used for predicting the flux variability of the reactions. A reaction is denoted as variable if
the actual flux range is more than 1 % of the total flux range meaning maximal minus
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Algorithm B.1: Three-step optimization of minimum ATP consumption for synthesi-
zing the metabolite(s) of interest.
WLOG:
Import and export reactions are assigned as left-to-right operating such that the transport has positive
flux
Input:
Metabolic network of the Arabidopsis core model, including

stoichiometric matrix, S,
vector of lower and upper flux boundaries, vmin and vmax

Initial constraints, cond (Table B.8)
Output: minimum ATP consumption for synthesizing the metabolite(s) of interest, Amin

Begin
(De)Activate reactions according to cond,
Assign the flux of the export reaction of the respective metabolite(s) of interest, vs, to one,
Minimize the flux through the photon import reaction, ve = {’Im_hnu’}:

z1 = min cT v , ci =
{

1 if i ∈ e

0 otherwise.

s.t. S · v = 0 (LP1)

vmin
s = vmax

s = 1

vmin ≤ v ≤ vmax

Define minimum energy requirement as Emin = z1

Assign the flux of the photon import reaction, ve, to Emin,
Maximize the flux through the maintenance reactions, vm:

z2 = max cT v , ci =
{

1 if i = m

0 otherwise.

s.t. S · v = 0 (LP2)

vmin
e = vmax

e = Emin

vmin ≤ v ≤ vmax

Define maximum conversion rate of photons int ATP as Atot = z2,

Assign the flux of the export reaction of the respective metabolite(s) of interest, vs, to one,
Assign the flux of the photon import reaction, ve, to Emin,
Maximize the flux through the maintenance reactions, vm:

z3 = max cT v , ci =
{

1 if i ∈ m

0 otherwise.

s.t. S · v = 0 (LP3)

vmin
s = vmax

s = 1

vmin
e = vmax

e = Emin

vmin ≤ v ≤ vmax

Define ATP surplus as Asur = z3,
Set Amin = Atot −Asur

End
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minimal reaction boundary (Equation B.2):

variability frequency = Actual flux range
Total flux range = FVAmax − FVAmin

vmax − vmin
. (B.2)

Importantly, the maximal and minimal reaction boundary are arbitrarily set to 1000 and
-1000, respectively. The variability threshold was chosen to be 1 % as the frequency of
variable reactions for all three models can be meaningfully compared within this range
(Figure B.1).
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Figure B.1.: Fraction of variable reactions depending on the variability threshold. The gray
line denotes the chosen threshold.

B.2.3. Flux coupling analysis

Another approach to make statements regarding the flexibility of metabolic networks is
flux coupling analysis (FCA; 43). It describes the functional relation between two reactions,
more precisely of their fluxes. By means of FBA, the effects of changing the flux of one
coupling partner on the second reaction can be investigated [44]. Thereby, one distinguishes
three types of couplings, namely fully-coupled, cful, partially-coupled, cpar, and directionally-
coupled, cdir, reactions (see section 1.4.3, paragraph flux coupling analysis). To determine
the frequency of coupled reactions, we divided the sum of all coupled pairs of reactions, by
the total number of reaction pairs (Equation B.3)

coupling frequency = number of coupled pairs
total number of pairs = #cful + #cpar + #cdir

n(n−1)
2

, (B.3)
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where n denotes the number of reactions of the functional network.

B.2.4. Conversion of RuBisCO costs
For the cost estimation of RuBisCO all possible amino acid sequences were considered. As
the eight small subunits are encoded by four genes with overall seven splice variants the
total number of combinations is 3003 =

((7
8
))

=
(7+8−1

8
)

=
(7+8−1

7−1
)

= (7+8−1)!
8!(7−1)! .

To get a better feel for the magnitude of RuBisCO costs, we provided several alternative
cost measures. By means of the standard Gibbs free energy of ATP synthesis [247] we
converted the amount of ATP into kilojoule (kJ; Equations B.4 and B.5)

x nmol ATP · 36 kJ
mol ATP , (B.4)

xmolecules of ATP · 36 kJ
mol ATP ÷ 6.02214129e23 1

mol . (B.5)

The costs in terms of sucrose were determined via FBA by computing the ATP costs for
producing one molecule of sucrose (Table B.9, no. 21–23). As the optimization is a linear
problem, the number of molecules sucrose can be achieved easily by cross multiplication
with the 97 molecules of ATP per molecule sucrose.

Similarly, we determined the amount of biomass which can be produced for the energy
1 nmol de novo synthesized RuBisCO requires. Within the scope of cell performance, we
also determined the amount of ATP required to synthesize one unit of biomass. Here, we
relied on the biomass composition for optimal growth conditions. Together with the fact
that one unit biomass represent 1 g FW, the amount of alternatively synthesized biomass
was calculated by cross multiplication with the RuBisCO costs in terms of ATP.

Finally, we estimated the total number of reactions of a complex RuBisCO and, accordin-
gly, the ATP costs per reaction. Therefore, we calculate the turnover number for RuBisCO
by considering that each fourth reaction proceeds with O2 instead of CO2 [245]. Thereby
we obtain a turnover number, kRBCcat , of 2.66 to 2.88 s−1 (Equation B.7). Assuming a half
life of RuBisCO of about seven days [251], we estimated a catalysis capability of 1,605,744
to 1,741,824 reactions for one complex RuBisCO (Equation B.9). Eventually, by dividing
the ATP costs per RuBisCO by the total number of reactions one complex of RuBisCO is
able to catalyze, we achieved the estimated costs of one RuBisCO reaction (Equation B.11)

kcatRBC = 3
4 · kcat

RBC – CO2 + 1
4 · kcat

RBC – O2 , (B.6)

= 3
4 · 3.4 to 3.7 + 1

4 · 0.42 = 2.655 to 2.88
[

1
s

]
, (B.7)

rtot = t1/2 · kcatRBC, (B.8)

= 7 [d] · 2.655 to 2.88
[

1
s

]
= 1, 605, 744 to 1, 741, 824, (B.9)

Crxn
RBC = CRBC

rtot
, (B.10)

= 243, 287.9 to 269, 133.9
1, 605, 744 to 1, 741, 824 = 0.140 to 0.168. (B.11)
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Table B.9.: Compendium of performed flux balance analyses. Columns marked with c,
vmin and vmax represent objective coefficients, lower and upper boundary for a
minimization with the glpk solver, respectively. The initial model boundaries
are given in Table B.8.

Description Objective Constraints Comment No.
rxn c rxn vmin vmax

Maximize biomass production AraBioa -1 Im_CO2 1000 1000 1
Minimize photon consumption Im_hnu 1 Biob 1 1 2
Minimize CO2 consumption Im_CO2 1 Biob 1 1 3
Minimize NO3 consumption Im_NO3 1 Biob 1 1

Im_NH4 0 0 only NO3
4

Minimize Pi consumption Im_PO4 1 Biob 1 1 5
Minimize SO4 consumption Im_SO4 1 Biob 1 1

Im_H2S 0 0 only SO4
6

Minimize ATP consumption Im_hnu 1 Biob 1 1 optimal value x 7
NGAMc -1 Im_hnu x x

Biob 0 0 8

NGAMc -1 Im_hnu x x

C
el
lp

er
fo
rm

an
ce

Biob 1 1 9

Minimize ATP consumption Im_hnu 1 AAd 1 1 optimal value x 10
NGAMc -1 Im_hnu x x

AAd 0 0 11

NGAMc -1 Im_hnu x xA
A

co
st
s

AAd 1 1 12

Minimize photon consumption Im_hnu 1 Bio_AAe 1 1 13
Minimize CO2 consumption Im_CO2 1 Bio_AAe 1 1 14
Minimize NO3 consumption Im_NO3 1 Bio_AAe 1 1

Im_NH4 0 0 only NO3
15

Minimize Pi consumption Im_PO4 1 Bio_AAe 1 1 16
Minimize SO4 consumption Im_SO4 1 Bio_AAe 1 1

Im_H2S 0 0 only SO4
17

Minimize ATP consumption Im_hnu 1 Bio_AAe 1 1 optimal value x 18
NGAMc -1 Im_hnu x x

Bio_AAe 0 0 19

NGAMc -1 Im_hnu x x
Bio_AAe 1 1 20

Minimize ATP consumption Im_hnu 1 Ex_Suc 1 1 optimal value x 21
NGAMc -1 Im_hnu x x

Ex_Suc 0 0 22

NGAMc -1 Im_hnu x x

Ru
Bi
sC

O
co
st
s

Ex_Suc 1 1 23
a AraBio: Bio_opt with stoichiometric biomass coefficient of the model of [186]; b Bio: an optimization for
each biomass function (Bio_opt, Bio_CLim, Bio_NLim); c NGAM: for each maintenance function (NGAM_c,
NGAM_h, NGAM_m) objective coefficient -1 is assigned; d AA: an optimization for each of the 20 amino acids;
e Bio_AA: an optimization for each of the 3003 amino acid compositions as stoichiometric coefficients
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Appendix B. The Arabidopsis core model and the metabolic costs of enzyme synthesis

B.2.5. Comparison of amino acid cost measures
The complete comparison of the amino acid cost measures are provided in Table B.10.

B.2.6. Extended RuBisCO costs
The minimal and maximal costs and precursor requirements for all 3003 possible amino
acid compositions of RuBisCO are provided in Table B.11. Interestingly, except for SO4
the amino acid sequence denoting the minimal and maximal consumption of precursors
and ATP is the same, respectively. The minimal costs correspond to the combination

8 ∗ (ATCG00490.1) AND 8 ∗ (AT1G67090.2),

and the maximal costs to

8 ∗ (ATCG00490.1) AND 8 ∗ (AT5G38410.3).
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B.2. Analyses and supplementary findings
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Appendix B. The Arabidopsis core model and the metabolic costs of enzyme synthesis

Table B.11.: Minimal and maximal requirements of precursors and energy to synthesize
one complex RuBisCO. The number of required Pi are the same for all 3003
possible combinations to assemble RuBisCO.

Encoding genes
Costs Minimal precursor consumption
[ATP] hν CO2 H2O Pi NO3 SO4

min max min max min max min max min max min max min max
RbcL ATCG00490.1 8 8 8 8 8 8 8 8 8 8 8 8 8 8

AT1G67090.1 – – – – – – – – – – – –RbcS1A AT1G67090.2 8 – 8 – 8 – 8 – 8 – – 8
RbcS1B AT5G38430.1 – – – – – – – – – – –
RbcS2B AT5G38420.1 – – – – – – – – – – –

AT5G38410.1 – – – – – – – – – – –
AT5G38410.2 – – – – – – – – – – –RbcS3B
AT5G38410.3 – 8 – 8 – 8 – 8

8 8

– 8

8

–
Minimal costs 243,287.9 231,066.4 24,024 13,536 0 6,520 216
Maximal costs 269,133.9 256,262.3 26,520 29,128 0 7,112 240
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