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Chapter 1

Theoretical Background

Reading is a highly complex task that involves enber of processes in the human
brain. It requires continuous practice and expesebefore the basic cognitive
processes involved become automated. Thereforeunlderstanding of the text
depends on the reader’s prior knowledge and expegidn addition, the complexity
of the text plays an important role for comprehensif we try to imagine how we
read fiction in comparison to technical literatunee get the feeling that there is a
difference between how we read each type of text.

Buswell (1922) already found longer reading times Wwords in technical
literature in contrast to words in fiction. But h@an these differences be explained?
The words written in both texts are principally tbeme. However the number of
unknown or infrequent words in technical literatumakes the text more complex.
During reading, previous statements in the texiehavbe remembered, while new
information from currently read words has to beegnated. Highly complex texts
are more difficult to remember than easy texts.aAsonsequence individuals read
longer or reread a sentence.

The described individual differences can be expliby the construction of

working memory (WM). This is a part of our memomywhich we do not only keep
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information for a limited time, but we also operatéh it. So, we could say we

“work” with the given information and are able &call it. How much we are able to
remember and how many operations we are able ty oat, depends on the one
hand on the material (light fiction vs. technidédature) and on the other hand on
our personal abilities, resources or capacitiess T& due to the fact that our
cognitive system is limited. Thus, the reader’sligbio remember and integrate
information while reading a sentence depends owbi&ing-memory capacity.

The thesis focuses on the question, to which extemhory processes modulate
eye guidance. During reading, the eyes constantlyenover the text. Where and
when the eyes move during normal reading was obddrvan extensive number of
studies. Many of them documented that, for exanfptation durations depend on
the word’s frequency, length and predictabilitywhs often discussed that WM also
has an effect on the interword eye-movement bebaviout systematic research
linking computational models of eye-movement cdntm theories of WM are
missing. Evidence for very global relations of eygadance and WM come from
psycholinguistic research. Here the influence of WAMs explored for sentence
comprehension. Thereby, the question of the inflteean the interword fixation
patterns remains unconsidered. The implementatibrhigher order cognitive
processes in models of eye-movement control codlgh o disentangle some
differential effects. Basically it is quite concable that different memory
requirements are responsible for some heterogenmesults, which speak partly for
sequential and partly for parallel models of eyerement control.

By investigating eye-movements during a readingteel WM task, the current
work takes a first step towards understanding thgortance of working-memory
processes for interword eye-movements. In the vioflg section | will give a
critical overview about previous results of WM undhces on reading. For the
theoretical background | begin with a short ovemvegbout basic principles of eye-
movement control. Subsequently, some fundamentakingrmemory models and

several theories of cognitive limitations are setaontrast to each other.



1.1BASIC EYE MOVEMENTS

1.1 Basic eye movements

Depending on the anatomy of the eye, only the mé&dion in the fovea (or fovea
centralis) can be seen clearly, and therefore yee move constantly to observe the
environment. The fovea is the part of the eye ia thtina, which allows for
maximum acuity of vision. It extends out to 2° aswal angle, which corresponds to
6 - 8 characters during reading, depending on $mrd¢ (Balota & Rayner, 1991).
Contrary to our impression during reading, the ed@sot move continuously along
a line of text. Smooth movements are accomplishég when the eyes follow an
object. Contrary short rapid movements are necgdsaguide the eyes from one
stationary object to another one. This is the chseng reading when the eyes have
to be guided from word to word. These short rapal/ements are calleshccades
and they are intermingled with short stops, calkedtions, on the object.
Information is received only during the fixation @hthe eyes remain relatively still.
During a saccade we are effectively ‘blind’, aswisual input is obtained from static
objects (Matrtin, 1974). There is considerable \ality in the number and duration
of fixations and saccades, which depends on tHedfkihe reader and on the text
complexity (Rayner & Pollatsek, 1989). Individuafferences become apparent if
we think of reading beginners versus older adultg) have become experts through
years of reading. Skilled readers' fixation dumatibas a mean of 200 - 250
milliseconds and the distance the eye moves dwauhp saccade is an average of
7 -9 characters. Nearly 20 percent of words receivore than one fixation
consecutively, they are thaefixated. An equal percentage of words receive no
fixation. These words are theskipped In addition, not all saccades are forward
saccades. In 10 - 15 percent of the cases, a spggesaccaderégression back to
previously passed text passages is initialized iBgyL998). A regression to a word
already fixated defines theecond-passwhereas the first fixation and sum of all
fixations until the word is left for the first timalefines thefirst-pass The basic

saccadic eye movements in reading are illustratédgure 1.1.
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-

refixation 20 % saccade 50 %
VAN
I word n-1 ] I word n ] I word n+1 ] I word n+2 ]
—
regression 10 % skipping 20 %

Figure 1.1: Types of saccadic eye movements and the prohabfiitheir occurrence, by starting
from word n.

The main and frequently asked question is: Whardgeheswhereandwhenwe
move our eyes®culomotor theoriecharacterize low-level visuomotor factors as
determining factors, like word boundaries or woeddth (e.g., O'Regan & Lévy-
Schoen, 1987; O’'Regan, 1990, 1992; McConkie, KBeddix, & Zola, 1988).
Whereascognitive theoriesuppose that lexical processing plays an importet
and thus according to this, also the words’ fregyempredictability and moreover
the processes of attentional control (e.g., Jusa&penter, 1980; Morrison, 1984;
O’Regan, 1979). Theoretical assumptions of bothylamotor and cognitive
theories, are considered in models of eye-movemantol. To the present state of
research, assumptions of working-memory theoriesnat integrated in models of
eye guidance. Given that attentional control isithportant underlying mechanism
in both research fields, it stands to reason tlmakiwg-memory and eye-movements
are interrelated through attention processes. As thoint | focus on the
implementation of visual attention in models of gyedance. Afterwards | bridge to
theories of WM.

1.1.1 Different perspectives of attentional control

Models of eye-movement control differ mainly in opeint, how they allocate
attention. Sequential attention-shift (SAS; e.g:Z Reader: Reichle, Rayner, &
Pollatsek, 2003) models assume that a word can lomlprocessed if attention is

focused on that word. Contrarily in guidance-biational-gradient models (GAG,;
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e.g., SWIFT: Engbert, Nuthmann, Richter, & Klie@Q05; Glenmore: Reilly &
Radach, 2003) attention is spatially distributed taegion beyond the fixated word
and thus to a region where acuity of vision is sl Readers are also able to take
up information from this parafoveal region whichtend to 5° (or 15 - 20
characters). SAS and GAG models can be discrimdnditg the presence of
parafoveal-on-foveal effects, which is that fixatiduration on the current word is
related to the difficulty of the word to the rigbt fixation (Drieghe, Brysbaert, &
Desmet, 2005; Inhoff, Eiter, & Radach, 2005; Kenn&d Pynte, 2005; Richter
Engbert, & Kliegl, 2006). It implies a preprocessiof the upcoming word before
the eyes move on to that word or skip it. Corpualdital results gave evidence
(Kliegl, Nuthmann, & Engbert, 2006) for the coheren Current single fixation
durations were influenced by the frequency andiptakility of the upcoming word.
Only GAG models with the assumption of distribuggténtion can account for such
effects, but parafoveal-on-foveal findings are imgistent so far.

1.1.2 Distributed processing

Kennedy and colleges (Kennedy, 2000; Kennedy, Ryateucrot, 2002; Kennedy
& Pynte, 2005; Pynte & Kennedy, 2006) demonstraied only if the fixated word
(n) is short, the word frequency of the word to tigt of fixation (n + 1) influences
the current gaze duration. Therefore the relatietavben the extent of preprocessing
of word n + 1 and the properties of word n is aaiyical one. If that is the case, it
could explain why some authors found evidence farafpveal-on-foveal effects
whereas others failed. The view of a dynamicalti@hais based on the assumption
of a perceptual span. It is defined as the regibnteat from which useful
information can be extracted (for a review, seeriRay1998). In consequence word
n + 1 can only be preprocessed if it falls into pleeceptual span, which is the case if
word n is short enough. The interrelation betweendwength and perceptual span
is illustrated in Figure 1.2. The perceptual spaa heen functionally approximated
from moving-window studies (McConkie & Rayner, 19Fayner, 1975). The text

outside a ‘window’ of normal text was replaced lising)s of Xs. Reading times



1 THEORETICAL BACKGROUND

depended on window size and hence the validityhef apcoming text. Longer
reading times were observed for small window sigdsre the upcoming text was
invalid. For Latin alphabetical orthographies, lieglish or German, the perceptual
span is estimated to extend from 3 charactersedetih to 14 characters to the right
of fixation. This asymmetry is not hardwired, butstead reflects attentional
demands linked to reading direction (Pollatsek,0BkYy, Well, & Rayner, 1981).
The size of the perceptual span seems to deperdeoreading skill. For example
several results suggest a smaller perceptual spachfldren in contrast to skilled
readers (e.qg., Taylor, 1965; Fisher & Lefton, 1946¢hber, 1970).

Henderson and Ferreira (1990) provide evidenceafdynamical modulation of
the perceptual span depending on the difficultyhef word in the fovea (see also
Schroyens, Vitu, Brysbaert, & d’ldewalle, 1999).eThesults showed that fixation
duration of word n + 1 was reduced, if word n wdsghly frequent one. Word n +
1 was preprocessed only if the complexity of thedwo was low. Evidence for the
influences of neighbour words can not only be segmarafoveal-on-foveal effects,
but also inskippingandspillover effects. The upcoming word can only be skipped if
it is preprocessed. Spillover effects emerge if pnecessing of a word is not
completed before the eyes move on to the next widrd. effects of word variables
can then spill over to the subsequent fixation tloma(Rayner & Duffy, 1986;
Kliegl et al., 2006).

In sum, distributed processing, as defined by GAGIefs, means that fixation
durations reflect processing demands of the fixatedd as well as processing of
neighbouring words. The current section focusetherinfluences of parafoveal-on-
foveal effects and their dynamical modulation tlglodoveal load. In chapter 3 it
will be argued that the size of the perceptual sgdan depends on WM processes.
First evidence will be presented that variationsvarking-memory load also lead to

variations in parafoveal preprocessing.
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A B
Fovea
| word n || word n+1 | word n || word n+1 |

Figure 1.2: lllustration of the interrelation between word dg¢im and perceptual span: A) Word
properties of word n+1 does not affect fixationations on a long word n, because in
this case word n+1 does not fall into the percdpspan and hence it can not be
preprocessed. B) Word properties of word n + 1caffxation durations on a short
word n, because in this case word n + 1 falls ms$itt perceptual span so that it can be
preprocessed.

1.2 The working memory - an overview

Up to this point only little information about tlenstruction of WM were given.
More details and an overview of several theoretioadels are supported in the
current section. In the introduction the WM was alié®ed as a system which
simultaneously stores and processes informatiofis ha common description,
which is often used independently from a concreg®tetical assumption. However,
the relation between storage and processing depmntie specific WM model. All
models basically define WM as all processes andttsires, which are essential for
the current task or goal. It coordinates and evafuatrategies or processes through
additional control mechanisms, like attention or@xive control. As already
mentioned above, attention also plays an importaletin eye guidance. | suppose
that attention is the underlying control mechanisrhich associates models of eye-
movement control with processes of WM. For the dpson of this coherence, one
concrete WM model is not necessarily needed. Yetjsiessential for the
understanding of the WM and its limitations, to i& short overview of several
models and their underlying assumptions. Therebygohcentrate on model
conceptions which are discussed to be importantaioguage comprehension and

reading.
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1.2.1 Attentional processes as similarity of all workingmemory
models

Attention and activation make up the key focus d¥iWWh concepts of cognitive
psychology. The kind of attention resources is mv@rsially discussed. Daneman
and Carpenter (1980) for example act on the assamgmif a uniform system,
whereas Baddeley (1986) postulates relatively ieddpnt and domain specific
components. These assumptions go back to the viean dndependent system,
which strictly separates and coordinates infornrmafrom short-term and long-term
memory (see Atkinson & Shiffrin, 1968). In contraSbwan (1999) emphasizes
information to be a kind of functional condition.néther information lies in WM
depends on the concrete condition, and therebwytatteplays a crucial role in his

model.

1.2.1.1 Limitations in attentional resources

In the sufficiently known three-component modehir8addeley and Hitch (1974) a
central executive serves as an attentional coasystem. It controls the information
flow from short-term to long-term memory. In additiit consists of two modality-
specific subsystems on the level of short-term mgntbe visual-spatial sketchpad
for visual information, and a phonological loop.eljphonological loop is storage for
speech-coded information that decays in the orfi@rseconds, but the information
can be refreshed by subvocal rehearsal. Baddel@§6]lconsidered the central
executive to be a pure attentional system, witlamubwn storage capacity. Later he
revised his model (Baddeley, 2000) by adding thesosjic buffer as a memory
module for the central executive. This was dueesearch in dual-task paradigms,
which points out that the central executive fusfillso own memory and process
functions (Toms, Morris, & Ward, 1993). In contrasi Baddeley, further
developments by Logie (1995) center on the vispatial subsystem. At this point |
only want to mention that Logie supposed that tkeseri input first reaches the
long-term memory. Only if information is needed,itigransferred by the central

executive to one of the subsystems. As describedeabBaddeley’s model was
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developed with a strong focus on verbal materiatl #or this reason it was often
used to explain results of sentence-comprehensiaies.

Just and Carpenter (1992) even go a step furtliner.aSsumption of their model
roughly corresponds with the linguistics part oflBealey’s (1986) central executive.
But the authors postulate an independent WM forguage comprehension.
According to their READER-model the WM combinesairmhation from long-term
memory with the textual information which is essanfior sentence comprehension.
The capacity in that model is also restricted, #mgs processes of storage and
processing are limited. For example, common infaionas called up automatically
and hardly requires capacity. In contrast spedifformation, like the meaning of
rare foreign words, must be strategically inserfdtereby much capacity is needed
and that results in a reduced productivity of WK other words, limited processing
resources are responsible for differences in seateomprehension.

Recently Caplan, Waters, and DeDe (2008) revievired results of sentence
comprehension studies and concluded that the fysdactually support specialised
resources for text comprehension. Thus, among ttiegs, different resources for
interpretive and post-interpretive processes asamed (see also Waters & Caplan,
1996).

1.2.1.2 The focus of attention

In rather economical conceptions the WM is arguedoé a part of long-term
memory. In the models of Cowan (1999), Engle (1986) Oberauer (2002) the
activation of contents in long-term memory is oftstanding importance. Cowan
(1988, 1995) postulates a close connection betWékhand the attention system.
Moreover, he proposed that knowledge is passivedggnted in long-term memory.
A part of the knowledge can be activated by extestiauli, goals or other contents.
Within this activated part of long-term memogyfocus of attentions embedded.
Information automatically obtains entrance into tbeus, if it diversifies or if it
receives attention. The information in the focuscmnscious. Cowan (1990)
emphasizes a limited capacity for the focus toefneints. If elements that have to be



1 THEORETICAL BACKGROUND

maintained are outside the focus, they are susdept decay. Therefore, according
to Cowan, limited resources can be explained bitdimons of capacity and decay.

Oberauer (2002) specified the Cowan model by additigird component. The
part, which Cowan calls focus of attention, is égdaas region of direct access with
a limitation to 4 elements. In contrast, the foofisttention is more restricted and
holds only one element at a time. This view waspsugd by results of memory
updating tasks, where participants showed longacti@n times for object switch
than for no switch conditions (Garavan, 1998; Obera2002, 2003). Hence, it
needs time to shift the attentional focus to thet mdject to be processed. Among
other things, the degree of activation of an obgkstermines the speed and accuracy
of the object switch.

Moreover, the efficiency of WM depends on the indiial ability to inhibit
irrelevant stimuli (Engle, 1996; Engle, Kane, & Dilgky, 1999). Neurocognitive
models also postulate this connection and arguetheaamount of inhibition is
controlled by the dopaminergic neurotransmittertesys (e.g., Braver, Barch, &
Cohen, 1999; Dreher & Burnod, 2002; Durstewitz @&mans, 2002). The link to
additional WM concepts of other research fieldongy possible by parsimonious
and rather process oriented conceptions as prowgéciowan, Oberauer, or Engle.
Accordingly, WM is understood as a system whickxibly guides attention, or in
the words of Oberauer (2010, p. 278, I. 31): ,, (WM is an attentional system*.
This understanding of WM also leaves much roontHerimplementation in models

of eye guidance.

1.2.2 Three theoretical assumptions of capacity limitatias

As already evident from the models described abtive, WM is limited in its
capacity to 2 till 4 elements, depending on theemialt or the task (Alvarez &
Cavanagh, 2004; Cowan, 2005). The term capacity liefiers to the observation
that people’s performance declines rapidly withirasrease in memory demand. As
a result, information is lost, forgotten or onlcanrectly be recalled. A suggestion

for the cause of forgetting was made with threer@g@ghes of explanation.
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Capacity limits were traditionally explained by oese limitations (e.g. Just &
Carpenter, 1992). Theories predicted a limited pafotesources which must be
shared for all memory representations and procgsdiasks. The more
representations have to be maintained the lessun@sas available for each
particular one. In the case of high memory demaredsurces must be divided. This
reduces the probability of correct recall for indival representations.

The second theory proposed that WM traces decaglyapver time despite
consolidation and storing (Baddeley, Thomson, & lgaman, 1975; Barrouillet,
Bernardin, & Camos, 2004; Page & Norris, 1998, &srMeyer, Mueller, &
Seymour, 1999). The model of time-based decay wggpasted by different
findings. One of them was, for example, that nettlamber of processing steps in a
complex task was important, but the time each stqpired (Barouillet et al., 2004).
In consequence, memory declines when each progest&ip requires more time.

According to the third proposal, forgetting is cadidy interference of similar
representations. Thus, active representationsfenéewith each other, which can
lead to the confusion of whole items or partial wwéing of the remaining features
of item representations. The first form refershe fact that in a serial list of items
presented; sometimes the serial positions are cieged. As a result the
interchanged items are recalled for incorrect pmsst within the list. This is
especially the case for neighbouring positions ¢8es & Hitch, 1999) and
phonologically similar words (Henson, Norris, PageBaddeley, 1996). A second
form is based on the principles of the feature rhafiéNairne (1990) and Neath
(2000). Thus, items are represented by a set tiresa For example a red triangle is
represented by the features of colour, “red”, dm ghape, “triangle”. In line with
the idea of the model, a second object with theesaatour overwrites the colour
feature, which results in a loss of this featunethe triangle. This in turn degrades
its representation and reduces its recall prokgbili

Recently the theories of time-based decay andf@rsrce were highly discussed
and compared to each other. Most of the studie® gdrong evidence for the

interference approach (e.g., Lewandowsky, DuncaBrdéwn, 2004; Lewandowsky,
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Geiger, Morrell, & Oberauer, 2010; Oberauer & Ledawsky, 2008; Oberauer &
Kliegl, 2001).

1.2.3 Individual differences in working-memory capacity

The WMC is not only dependent on the material ertsk, as previously described,
but in addition it greatly differs between indivala. This was established by a large
body of studies, which used a variety of tasks. Oh¢he first tasks to measure
WMC was the “reading span” by Daneman and Carpdd@80). Subjects read a
sequence of sentences while they have to remernbdadt word of each sentence.
At the end of a trial, all words have to be remeratlen the correct serial order. The
reading-span was often used in language-compredretiserature to classify the
readers due to their WMC. It combines a memory spaasure with a concurrent
processing task. This dual-task paradigm, refetoeals “complex-span”, became a
commonly used experimental design. In additionp d@#sks that do not have this
dual-task nature have been shown to be good meaknr&dVMC (Oberauer, Sul3,
Schulze, Wilhelm, & Wittmann, 2000). Depending @sk results, subjects were
roughly divided into high or low-spans. Thus, hgpans are defined as subjects
with a high WMC where as low-spans have a low WMC.

One important factor for the differences betweebjextts seems to be the
efficiency of inhibitory processes (see Redick,tkElek Engle, 2007 for a review).
High spans in contrast to low-span individuals #res better able to deal with
interference and inhibit task-irrelevant informatitGsee Unsworth, Heitz, & Engle,
2005 for a review). This is the case if irrelevarformation for example items of a
second list have to be inhibited, so that releVWiahitems are not interfered with by
similar but irrelevant items of another list. Moveo, keeping in mind that WMC is
related to attentional control, this means thaividdals differ in their ability to

focus (e.g. on the relevant list) and maintainreitbe.
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1.2.3.1 ... and attentional control

Support for the assumption that individual diffases rely on the ability to
efficiently control attention, came from results tie dichotic-listening task
(Conway, Cowan, & Bunting, 2001) and the anti-sdectask (Kane, Bleckley,
Conway, & Enlge, 2001; Larson & Perry, 1999). le first task, participants were
required to monitor a message presented to onewvbde ignoring a message
presented to the other ear. Most of the particgpahbwed no difficulty monitoring
one channel at a time. However, 33 % were intedifdrg presenting a powerful
attentional orienting cue, like the own first nanmethe irrelevant ear. This is known
as the “cocktail party” effect, which was first ceed by Moray (1959). In addition,
Conway et al. (2001) showed that 65% of participaciassified as low spans
showed this effect; whereas only 20% of the highnspreported hearing their
names. The results suggest that high spans, inasbrid low spans, are more able to
resist an interfering attention capturing cue witeconflicts with task goals (for a
review see Unsworth et al., 2005).

The results from the anti-saccade task leads tcsdinee conclusion. The anti-
saccade task (Hallet, 1978) requires subjects Xatdfion a central cue. After a
variable amount of time, a flashing cue appearlseeito the right or left of fixation.
Participants have to shift their attention and gatzthe opposite side of the screen as
quickly and accurately as possible. In this expenmthe automatic orienting
response conflicts with the task goal. Low-spartigpants made more errors by
showing reflexive saccades to the flashing cue thigh-span participants (Kane et
al., 2001). The findings can be explained by twsuagptions. First: Low-spans were
particularly deficient in their ability to maintathe task goal in active memory, and
second: Even when the task goal was maintained, dpans were slower to
implement control and thus resolve the conflictwesin the automatic orienting
response and the task goal. Together with resuitseweral other anti and
prosaccade studies (see Unsworth et al., 2005 foeveew), it seems quite
reasonable to conclude that individuals differ neit ability to control attention.
This is also most apparent when active maintenamageeded in conditions of

interference.
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Transferred to the reading situation, one wouldeekbetter comprehension
results for high-span readers than for low-spadeesa During reading, attention is
focused on the current word while maintaining poegi word information for
comprehension. In line with the assumption thatah#ity to control attention and
maintain information relies on the individual WM@igh-span individuals show
better comprehension results than low-span reddegsMiyake, Just, & Carpenter,
1994). Comprehension problems are most likelywib tompeting interpretations
are possible and have to be remembered until tHagaiwus phrase is resolved.
Individual differences in comprehension are thusnigaobserved for ambiguous
sentences (e.g. Caretti, Borella, Cornoldi, & DeB&009; Engle, Cantor, &
Carullo, 1992).

1.3 The link between eye movement control and working
memory

The WM is assumed to be the place where the infoomantegration of the
currently read words in a sentence appears (Bagldé€d62, Ericson & Kintsch,
1991). Yet, research on the influence of WM on thierword eye-movement
behaviour is missing. As described above, reseancthe functional role of WM
during reading relies most exclusively on the regdipan (Daneman & Carpenter,
1980), where WM load is manipulated over severateseces. To measure the eye-
movements of reading under such complex task despands necessary to link
current eye-movement research to theoretical dpusdats in the areas of WM,

reasoning, and intelligence.

1.3.1 The Reading Span Task

Complex tasks, as the reading-span task, measiomain-general construct, which
is partly responsible for the performance of a etgriof cognitive processes, like

executive attention or processing speed (for eemevinsworth & Spiller, 2010). It

14



1.3THE LINK BETWEEN EYE MOVEMENT CONTROL AND WORKING MEMORY

was shown to highly correlate with the constructtdn’WVM (Oberauer et al., 2000)
and has been shown to relate to numerous individiffdrences such as reading
comprehension (e.g., Friedman & Miyake, 2004) asll ves psychometric
intelligence and age (e.g., Kemper, Crow, & Kemg)4). The reading-span was
introduced by Daneman and Carpenter (1980, 1988),wsed the task to search for
the impact and nature of individual differencesWiMC. In the original version,
participants read sentences aloud while they wezeepted one after another on a
computer screen. The sentence presentation therd&pended on the individual
reading speed. A trial consists of a sequence mtesees. The set sizes increased
from three to five sentences, with three trials éach set size. During the task
participants were then able to predict the lendta set. That could lead to adjusted
reading strategies already at the beginning ofah ffhe idea of presenting the set
sizes randomly was introduced by Cantor, Engle, &famnilton (1991). The
randomized presentation of set sizes preventeduskeeof strategies, which come
along with the knowledge of set size, and as aemuence of this, lead to a higher
variance of results. Early presentations of diffi¢ctials can be frustrating for some
participants, especially for older ones. A progresacrease in set size is therefore
equally reasonable like a random presentation. Werotinnovation is to use
unrelated items (e.g. Kane et al. 2004) and tot pniem behind the sentences. This
allows much greater control over the nature ofité. In this way digits or spatial
cues can be used instead of words, and the inseat different domains can be
explored. Engle, Sedek, von Hecker and Mcintosl0§2Ghowed that all these
versions of reading-span do not seem to differ heirt correlations with other

complex WMC tasks and with criterion tasks, sucheasling comprehension.

1.3.2 Overview of earlier studies

As clarified in the previous section the readingsspask is an important measure of
WMC and very often used in the field of WM researth has been broadly
investigated in more than 1730 studies, but onlgedghof them additionally

investigated the eye-movement behavior.
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1.3.2.1 Correlation studies

Results of a correlation study by Just and Carpgi@92) gave evidence for both
influences of WM load and WMC on eye movement messulncreases in task
complexity and decreases in reading competencergowdgh longer fixation
durations, more refixations and regressions, aneifevord skippings. The authors
manipulated the complexity of a reading task byhgsobject and subject relative
sentences. The complex task condition results ngdo reading times per word, in
contrast to the low complexity condition. The WMCtbe participants, defined by
the reading span score, had an influence only erigih complexity condition. Just
and Carpenter extended the initial observation ahdnan and Carpenter (1980)
and described a model of individual differencesreéading comprehension. The
“capacity limitation model” (Just & Carpenter, 19¥nphasizes the role of limited
processing resources in reading comprehension.

Two following studies either showed effects of Wdédl or capacity. Kennison
and Clifton (1995) demonstrated effects of WMC @mtsence reading measures.
Their participant groups showed significant diffeces in that low spans show
longer total reading times per sentence, more fahffgations, more regressive eye-
movements, and longer gaze durations (see als@C2001). In addition Kennison
and Clifton wondered whether low WMC, indexed witbading span would

correlate with reduced perceptual span, but theydaoot support this hypothesis.

1.3.2.2 An experimental study

The only study examining eye movements during tlspaR task was done by
Kaakinen and Hyona (2007). The authors found eweefor memory load
influences but failed to replicate the influencésapacity groups of Kennison and
Clifton (1995). Their results showed small effeatsmemory load especially on the
target word (sentence-final word), where total fia times increased with load.
The total fixation times in the middle part of anece decreased from the no load
to the load condition only slightly. The fixationalye-movements did not differ
between the capacity groups, so that the distribyi@cessing times within the
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sentences were the same for both groups. Individiff@rences were only reported
for the use of strategy. High WMC subjects reporterte use of semantic encoding
strategies in contrast to the low WMC group. Kaeakiand Hyona (2007) discussed
that their results support the knowledge-is-powgradthesis (McNamara, & Scott,
2001), which postulates that some people are maareaof efficient memory
encoding strategies than others. Because partisipha not differ in there fixation
durations the authors propose that the high spansyake use of these strategies
without additional processing time. One reasontli@r unexpected results could be
that Kaakinen and Hyona (2007) looked only at vemyall set sizes with a
maximum of 4 sentences. At these set sizes nditleelnigh spans nor the low span
subjects are above their WMC. Both groups have g@mazapacity available to
resolve a task set of 4 sentences. By lookingtatizes above 4, where low capacity
groups have to work above their WMC, the groupsukhshow differences in

processing time and their fixation durations.

1.4 Summary

Language comprehension, and thereby reading, igheefiorder cognitive activity
that involves many processes: Words must be idedfisingle sentences must be
syntactically and semantically analyzed and infdromafrom different sentences
must be related and integrated into a complete.s@culomotor processes occur in
parallel to this cognitive activity and need to $mchronized to ensure that the
relevant input is available.

In this chapter | focused on the fundamental assiomg of working-memory
models and models of eye-movement control. Thetebmphasized that the key
focus in both research fields lies on attentiormaicpsses. Futhermore, | supposed
that this understanding leaves much room for thelementation of working-
memory assumptions in models of eye-movement cbrifie present work does

not account for this implementation, but it offaréirst step in the correct direction.
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The experimental and quasiexperimental manipulaifo’WM load and WMC opens
the opportunity to directly measure the impactdpe-movement patterns.

Until now assumptions of working-memory theoriesénanot been integrated
into models of eye guidance. However, several stutiave shown the influence of
working-memory for sentence-comprehension. In adithree studies investigated
the influence of WM load and capacity on eye-mowetmatterns, but the results
are inconsistent so far.

Research on the functional role of WM during regdiglies most exclusively on
the reading span task (Daneman & Carpenter, 198@), although the task was
broadly investigated, only one study (Kaakinen &Hg, 2007) monitored the eyes
during this task. The authors solely used very brsal sizes and so failed to
replicate the influence of WMC. Thus, it remainshégmious, for example, whether
the probability of refixating the to-be-remembergdrd or the total time spent on
the critical words are predictive of reading sp&imilarly, the question is
unresolved, whether WM load in reading-span taskisices the perceptual span, as
expected by proponents of the foveal-load hypothesi

With the present experiment, | registered eye maregmduring the reading span
task, to shed light on how WM is used for readifige question asked in this work
is: How do WM load and WMC affect lexical accessg(efrequency effects),
memory retrieval (e.g., predictability effects), spillover and parafoveal-on-foveal
effects, that is, eye movements during readingXpeet the results to support
theoretical proposals that the perceptual sparymamically modulated by foveal
and possibly parafoveal processing difficulty. he tfirst step, | am interested in
global effects of WM load and capacity (chapterl@)the following | concentrate
on the analysis of parafoveal effects (chapter %) &e influence of age as
additional quasiexperimental manipulation, to ermeanhe variability of WMC
(chapter 4).
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Chapter 2

Global effects of working-memory capacity
and load

The aim of the present chapter is to examine thgaanhof WM on eye movements
during reading. Thereby a best practised WM tdsii, is, the reading-span task, is
established in the field of eye-movement reseafthe present experiment
represents one of the first attempts to investigate movements in this task.
Examining eye movements in the reading span task ggeat importance for both
eye-movement and working-memory research. To knberaexactly readers guide
their eyes during this task may inform about the asimplicit strategies and may
explain WMC differences between individuals.

In the reading span task subjects read a numbserdénces while they have to
remember the last word of each sentence (targed)wdhe number of target words
that have to be remembered increases from sentersentence and thus increase
the WM load. The number of words correctly recalbdthe end is used as an
indicator for the individual WMC of a participaiience, with the reading span task
one can determine how eye movement patterns cHangedividuals with different
WMC, when WM load is increased.
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There have already been several attempts to réféleand reading research,
most notably in reading comprehension (e.g. Caeetti., 2009; Engle et al., 1992).
Longer reading times for low WMC subjects were rawbserved for ambiguous
sentences. The results can be explained by the exmsafry encoding model
(Walczyks, 1993, 1995). The model focuses on tHience of WMC during
reading. It assumes that low-capacity readers wsepensatory mechanisms to
overcome word encoding problems and inefficienticax access. Walczyks
differentiates between automatic processes andatgmbcesses. According to the
author, automatic processes are the result of sxempractice, they put minimal
demand on attention and working memory. Whereastraloprocesses occur for
ambiguous sentences, lexical difficulties, andgemneral, in difficult texts. Thus,
longer sentence-reading times and more look backise text are predicted for low
but not for high WMC subjects, but only if contrakechanisms are necessary, which
is the case in ambiguous sentences.

During comprehending ambiguous sentences, low-tgpegaders appear to
have only the dominant interpretation available,emdas high-capacity readers
maintain multiple interpretations of an unresolexical ambiguity (e.g. Miyake et
al., 1994). These results suggest that readersamMitiver WMC might have fewer
capacities available for the maintenance of infdioma during sentence
comprehension. Thus, they indirectly suggest thdividual differences in WMC
are reflected by differences in reading behavioAccording to Walczyks
predictions low-capacity readers should compertsatenaintenance of an incorrect
interpretation by regressions to previous text @gas, which lead to longer reading
times.

The influence of WM on eye-movement measures isnaistent so far. In an
experiment by Just and Carpenter (1992) WM load masipulated by the task
complexity, by using subject-relative (low complgXiversus object-relative (high
complexity) sentences. Their results provided ewéefor both, influences of WM
load; manipulated by task complexity; and WMC; sisd by the reading span
task. Longer mean reading times per word in ohjelettive sentences were

observed. The effect was strongest for low WMC ecifsj Later studies either
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showed effects of WMC or load. Kennison and Cliffd995) classified readers in
high and low WMC groups on the basis of the readipgn task (Just and Carpenter,
1992). Capacity scores were correlated with eyeemant reading measures. Low
WMC subjects showed more fixations, as well lonige¢al reading times and gaze
durations. The only study examining eye movementing the reading span task
was tried out by Kaakinen and Hyona (2007). Théaenst found evidence for WM
load influences but failed to replicate WMC diffeces. Total fixation times
increased with load, especially on target wordsakf@en and Hyona used an
adaptive test version, in which the task was aldov&en subjects reached their
capacity limit.

To clarify the inconsistencies in previous resultse present experiment
investigates how subjects with different capacibebave during the reading span
task, if they work below, on, or above their WMCoiMover, the influences of a
step by step increase in WM load on eye-movemettenpa, is examined. In the
reading span task, WM load is progressively ina@dasithin a trial. This provides
for the opportunity to measure directly the impaicthe increase on eye-movement
measures. Therefore, | analysed typical measuresyefmovement research for
sentence reading times and measures on the taogdt wtal reading time, gaze
durations, and percentage of regressions. Maimigitarget words during sentence
reading should place extra demand on WM. For teason reading times are
expected to increase with the number of target sandintained in WM, that is with
WM load. Moreover, the number of forward fixatiomsd regressions should
increase with load. Individual differences are etpd to occur, particularly in high
load conditions where low-capacity subjects work onabove their WMC limit.
The following experiment investigates the impactairking-memory capacity and

working-memory load on global eye-movement patterns
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2 GLOBAL EFFECTS OF WORKINGMEMORY CAPACITY AND LOAD

2.1 Method

2.1.1 Subjects

Thirty-three students, native speakers of Germah mormal or corrected to normal
vision, participated in the experiment. They weagdpsix Euros or received course
credit. Data of five subjects was excluded from lgsia because they ignored
instructions. The 28 remaining subjects were 2868s on average (range: 19 to 31

years).

2.1.2 Apparatus

Sentences were presented at a distance of 60 dned¢em a liyama Vision Master
Pro 514 monitor (1024 x 768 resolution; 21 in.;nerate 150 Hz; font: regular
New Courier 17; visual angle: 0.38° per charactdelads were positioned on a chin
rest to minimize head movements. Both eyes wereitored with an EyelLink Il
system (SR Research, Osgoode, ON, Canada) wittmjaliag rate of 500 Hz and an
instrument spatial resolution of 0.01°. Becaussystem problems, six participants
were monitored with a sampling rate of only 250 Hze experimental software was
implemented in Matlab (MathWorks, Natick, Massaditss USA), using the
PsychophysicgBrainard, 1997; Pelli, 1997) angyelink (Cornelissen, Peters, &
Palmer, 2002) toolboxes. Data preparation up tofitteion sequence, including
blink correction and saccade-detection algorithmgre also implemented in
Matlab. The R system (version 2.11.0 R Developn@ore Team, 2010) under the
GNU General Public License (Version 2, June 19943 wsed for the calculation of
first pass measurements and other parameters,llaaswer the statistical computing
and plotting. The statistical analysis was basedimgar mixed models and was
done with thelmer and glmer program of thdme4 package (Bates & Maechler,
2010). Other R-packages which were used for plptind data aggregation were
reshapgWickham, 2007) anthttice (Sarkar, 2008).
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presentation time 4 sec
. yes

Die Erde ist gréZer als die — o

The earth is bigger than the sun Alle Indianer fragen einen Hut

Processing part:

Is the sentence statement true or
false? Allindians have a hat

Storage part:
Recall all final words in the correct Setsize 4_7
serial position of the trial et size: 4 -

Trials: 3 per set size

Figure 2.1: lllustration of the reading span task: Sentenceewpresented one after another centred
on screen. Each sentence was presented for foond&cDuring that time participants
gave a judgement based on the sentence contenimantbrized the sentence final
word. Set sizes increased from four to five sergenwith three trials for each set size.

2.1.3 Material

The sentence material was taken from the Germasioveof the reading span task
(Oberauer et al., 2000) and is listed in AppendixTAe sentences vary in length
from four to seven words (mean = 5.14). They warsgnted without punctuation
like the example shown in Figure 2.1. Sentencesewmesented within a set
containing four, five, six or seven sentences. fitmaber of sentences within one set
denotes the set size. Therefore the serial posifi@entences (or targets) was nested
under set size.

The task can be conceptualized as consisting opawts: the processing and the
storage part. In the processing part participaetsdra set of sentences. Each
sentence was followed by a judgement based onrsmnmontent. Participants had
to judge whether the sentence statement was trigdserby pressing the “less than”
or the “dash” key, respectively. There were an equaber of sentences with true
and false statements. In addition subjects haceneember the last word of each
sentence (i.e., the target word). This constittiedstorage part of the reading span.
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2 GLOBAL EFFECTS OF WORKINGMEMORY CAPACITY AND LOAD

All target words were nouns and none of them waseated across sentences.

Sentence order was constant across subjects.

2.1.4 Procedure

The sentences were presented in black on a whitersc Font was Courier. A
calibration started before each trial. All recoginand calibrations were binocular.
Minimal head movements were corrected automatidafiyhe Eye-Link Il system.
To reduce head movements the head was positionedabin rest. Subjects were
calibrated with a standard nine-point grid for batlges. After validation of
calibration accuracy, a fixation dot appeared anléft side of the centerline on the
monitor. Depending on the center location of thibowang first word, the fixation
dot position was determined. If the eye trackenidied a fixation on the fixation
spot, the first sentence of a trial was presentedstay close to the original setup of
the reading span task, fixation location was omgtmlled before the first sentence
of each trial. The presentation time of the sergenn a trial was computer-paced.
Every 4 seconds a new sentence was presented eensandependent of whether
the processing part was finished or not (i.e., Whet key was pressed or not). At
the end of each trial, the request for oral recélthe target words appeared on
screen. The answers were recorded by the expeemdrbllowing two practice
trials, with set size three, testing began with twals consisting of four sentences,
followed by three trials each of the set sizes fiwvseven. The number of sentences

within a trail and thus target words, dependedhanset size.

Scoring Following Daneman and Carpenter (1980) a spareseas calculated
for each participant according to the number ofrexity recalled target words.
Target words were only regarded as correctly redalif they were recalled in the
correct serial position. Span score was defineth@value of the largest set size for
which the subject was able to recall all targetdgaof at least two thirds of the trials
correctly. For example, a person with a span sobf@e was able to correctly recall

all targets of at least two thirds of the trialsset size four and five, but was not able
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to correctly recall targets of more than one taaket size six. According to their
span score, subjects were divided into four capagibups, with group numbers
reflecting the achieved span score. The distrilnutibsubjects across groups was the
following: Capacity group 4, n=28; group 5, n =@roup 6, n=6; and group 7,
n=8.

Blink parameters.In 45 % of the trials a blink occurred causingossl of
measurement. Those data losses were interpolatedibyg a new tool | developed

and of which a detailed description is providedppendix B of this thesis.

2.1.5 Data Selection and Statistical Analysis

Forward-saccade criterionFirst-pass reading traditionally consists of alitial
forward fixations in a sentence. Second-pass regatliowever, includes all fixations
after a regressive eye movement on those partseoteixt that the eye had already
passed during the first pass. In the present exget fixation position was
controlled only for the first sentence in a tri@bnsequently readers did not start to
read with the first word in subsequent sentencasfitst jumped to the last word
(i.e., the target word), then jumped to the firgirdvto move their eyes across the
sentence. Hence, a traditional first pass wouldude only the target word, after
which all other words could only be considered ag@ession, and as a result in
second-pass reading. Therefore, the definitionirst-pass reading was adjusted.
First pass reading, as understood in the presqmriexent, begins with the first
fixation on the left side of the sentence with atei-word forward saccade. For the
target words, first pass means the very first fota on the target, independent of

whether there was a prior fixation on the beginrhthe sentence or not.
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2 GLOBAL EFFECTS OF WORKINGMEMORY CAPACITY AND LOAD

Table 2.1: Number of fixations of various types of fixatiofow 4 =5+6 +7 + 8;row8 =9 +

10 + 11
N %

1 N of sentences 1798 100
2 sentences with blinks 819 45.55
3 sentences with interpolated blinks 443 24.76
4 N of fixations 13,903 100

5 first word 1367 9.83
6 short/long fixations or amplitudes 2020 14.53
7 forward saccade criterion 2348 16.89
8 N of valid fixations 8168 58.75
9 not first pass 2071 25.35
10 multiple fixations 3051 37.35
11 single fixations 3046 37.29

Data selection.Eye-movement data was screened for measurementatabs
unacceptable blinks in the data. The top part dfi@@.1 summarizes numbers and
percentages of sentences with interpolated or @paaile blinks. Data of sentences
without blinks and with interpolated blinks was wedd to a fixation format using an
algorithm for the binocular detection of saccad&ngpert & Kliegl, 2003).
Saccades are detected, if their amplitudes areast half a character space (0.4
deg). Analysis was based on right-eye fixation d&iaations were assigned to
letters. They were excluded when they met the ¥atig hierarchical set of criteria:
(1) fixations after sentence processing, which reeafter the judgement of the
sentence content (see below for a justificatio); fixation on first word, (3)
fixations shorter than 85 ms, and longer than tletedard deviations above the
mean cell score; fixations bordered by a saccad®ituae of 25 ore more letters, or
by a within-letter saccade; and (4) fixations aldsthe forward-saccade criterion.
The remaining fixations are valid within-senteneeations. The fixation pattern

after sentence processing (see point 1) descrildgesyaunclear picture.
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Transformation.Fixation durations as reaction times are normalbtridhuted
with a longer tail for long latencies (in Kliegl, &dson, & Richter, 2010; O’Regan,
1990). In order to fulfil the assumption of homadasticity data was transformed.
Kliegl et al. (2010) discussed two types of transfations and showed that for their
priming data speed-transformed reaction times (R in better agreement with
the assumptions of homoscedasticity than log-tcanséd RTs. Thereby, the type of
transformation had no great consequence on groigetef but turned out to be
critical for the correlations of mean RT and expemtal effects across subjects (in
Kliegl et al., 2010). For that reason the lambdafiident for the Box-Cox power
transformation (Box & Cox, 1964) was estimated ¢gide which transformation is
preferable for the present data. Lambda coeffisiewere 0.45 for sentence
processing times and -0.6 for single fixation diora&g and gaze durations. Thus

lambdas were justifying a log transformation.

Analysis. Inferential statistics were based on linear mixeddats (LMM, for
more details see Baayen, 2008; Kliegl et al. 20§@8cifying subjects as random
effect, and representing experimental manipulatemd$ixed effects. A fixed effect
is a parameter mean of a linear equation for aitedxperimental condition. The
random effect represents the covariance of thedfigfect across individuals.
Random effects are assumed to be normally disgtbutith a mean of zero around
their fixed effects. For each individual the demat from the fixed effect is
predicted in reliability of the sample mean. Thedluces the risk of overfitting the
model to unreliable differences between individudoreover, LMM has been
shown to suffer substantially less loss of stai@tpower in unbalanced designs than
traditional analysis of variance (Pinheiro & Bat2800). Hence, the choice of LMM
accounted for the nested design of the reading, sphare the serial position of
targets and sentences is nested within set sizeahEdinomial dependent variables
(e.g., regressions) the generalized linear mixedeh@GLMM) was conducted, with

the same random and fixed effect part specifica®m the LMM.
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2.2 Results

The fixed effects part of all LMM and GLM includdbe variables Sr Size, and
capacity group (8PACITY). The factors were coded as linear contrasts. efbes,
nonlinear tendencies of low theoretical interestenvgnored, and the monotonic
trends were captured with maximal statistical powleuarthermore the set of
predictors included comprehension accuracyoMRREHENSION; which is the
measure of accuracy in sentence judgement; andl emcairacy (RCALL), that is
whether the target word of a sentence was correetglled in its respective serial
position. This baseline model was adjusted by @urthariables, which will be
reported in the appropriate place. The report tdractions among the variables will
depend on the statistical power for detecting higitder interactions. Generally, in
a preliminary analysis, interaction terms that weogé significant were eliminated.
All models and their significant effects are lisiadAppendix C.

The results of the LMM are interpreted on the basisvalues. At value >= |2|
approximates a significance level of alpha 0.05 toe fixed effects. This is
equivalent to a coefficient magnitude of at leagh standard errors. (see Kliegl et
al. 2010; also for more details). In addition ttetireates of the effech), and the
theoretical range of the estimat&E, are reported. For the GLMER Models the
values are additionally reported.

For the illustration of results real-time duratioase plottet in the graphics.
Graphical illustrations of effects are in line withta patterns of log-transformed and
centred data. In the graphical illustrations ebars reflect the mean of the residual
errors within one factor level. They are adjustedtlbe variance of the random
effects. For within-subject comparisons, uninforvatbetween-subject variance
was removed (see Loftus, & Masson, 1994; BlouirRi&pelle, 2005). Thus, error

bars allow a first interpretation of the differeadeetween the conditions.
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Figure 2.2 Mean number of fixations as function of the sepasition of sentences within a trial.
The two lines represent the mean number of firssgdixations (NFPF) on a sentence
and the mean initial fixation number for the targerds (IFT).

2.2.1 Results of the storage part

The final word in each sentence serves as thettogéhe storage part of the task.
Some global effects on these words are therefoategly effects, because they are
explicitly driven by the task demand. In the foliog result section, the statistical
analysis concentrated on the target words and hdvi®®d and capacity influence
the initial fixation number, as well as first (gaz®d second pass fixation durations
(total fixation times) on target words. Therefoaegomparison of fixation durations
on the target and all words prior the target wa alonducted. Moreover, the
influence of recall accuracy of target words issidared in the last paragraph of this
section.

The strongest effect (shown by all subjects) i With increasing memory load
they tend to start reading with the sentence-fimaid (see dashed line in Figure
2.2). The set of predictors for the LMM on thmtial fixations on targetnclude the
linear trend of memory load dap). The LoaD effect was included within each set
size and reached significance for all leved&t size 4:b =-1.009, SE =0.117,
t=-8.62; setsize 5:b=-1.082, SE =0.095, t=-11.4%et size 6:b =-0.766,
SE =0.111, t=-6.92set size 7:b =-0.847, SE =0.098, t=-8.66 (in Table C.1).
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2 GLOBAL EFFECTS OF WORKINGMEMORY CAPACITY AND LOAD

This means that within each set size the probghiitfixate the target word first
increases with memory load, which results in therelese of thenitial fixation
number However, this effect is also promoted by the pohoe of sentence
presentation. And hence can not completely bebated to memory load. A fixation
point occurs only before the first sentence inial.tDue to this fact subjects are
forced to read the first sentence in a trial fraaft to right. Subjects sustained the
reading direction for the second sentence. Fromthird sentence on, the target
word is fixated before the sentence is read asaewnithis is due to the fact that the
sentence presentation was computer paced. Theoéyke subjects are still at the
end of a sentence, when it is replaced by a neteses. Hence, the new target is
fixated before the eyes are guided to the sentbagening. The difference in the
initial fixation on target between the first two sentences and the senfgpgiéons

3 to 7 is significant with b =-0.604, SE =0.07tl7-8.495 (in Table C.2).
Nevertheless, to start reading with the criticalrdvof the task indicates strategic
allocation of processing resources. According tititerpretation Figure 2.2 and the
LMM of Table B.2 refer to the serial positiong809 of sentences instead of
memory load. To give consideration to the nestesigiieof the task, ERPOS as
LoAD, is assessed within each of 4 to 7 levels ofiget s

2.2.1.1 Word position effects

In Figure 2.3 mean fixations durations are plotésdfunction of word position
within a sentence (\WRD POSITION, aligned on sentence-final, that is, target words
Fixation durations increase from sentence beginminghe end, with the longest
durations for the target word#ofal fixation time b = 0.150, SE = 0.008, t = 19.67,
in Table C.3;gaze duration b =0.118, SE =0.006, t=19.15, in Table CH)e
mean gaze duration for target words was 384 ms<(8B5) and 272 ms (SD = 163)
for all other words (non targets). Longer duratensentence-final words is known
as sentence wrap-up effect, reflecting integratibmformation and comprehension
of the sentence. In the present study they in mhdieflect time for encoding the
target word.
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The interaction betweenABAciTY and WORD POSITIONIN total fixation times
was significant with b =-1.821, SE = 0.478, t :843(in Table C.3). The capacity
groups 4 and 5 differ itotal fixation timessignificantly from the capacity groups 6
and 7 in their slopes from the word prior to theyéa words (b = -0.287, SE = 0.067,
t=-4.30, in Table C.4). In contrast to the othleree groups, the highest capacity
group showed significantly slower increasestotal fixation timesalso from the
word position n-2 to the word prior the target (b0:239, SE = 0.068, t =-3.53, in
Table C.4). Compared to all other groups, the Bghapacity group showed shorter
total fixation times for the target word, the wande prior to the target (n-1) and the
word at position n-2. Group 6 showed only reduciedes on the target word
compared to group 4 and 5. The interaction betvi@anciTy and WWORD POSITION
was also observed fogaze durations(b =-0.911, SE =0.385, t=-2.36, in
Table C.5). Here the capacity group by word positidference is caused mostly by
the lower gaze durations of capacity group 7. Caoegpdo group 6 the highest
capacity group shows lower increases of duratioos the word prior the target to
the target word (b = -0.195, SE = 0.085, t = -2&8) from the word position n-2
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word position within sentences

Figure 2.3 WMC differences on mean gaze duration and metah fization duration as function
of absolute word position aligned at the sentenua-fvord (target).
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to the word prior the target (b =-0.210, SE = 6,08=-2.47, in Table C.6). Group
dependent variations of fixation durations on tangerds represent differences in
sentence comprehension or a difference in memocpding of the target. These
explanations will be discussed below.

Both WM load and WMC show more pronounced effectsobal fixation times
than ongaze durationsThis indicates that both factors affected secorsspaading
more than first-pass reading. In the left paneFigfure 2.4 the mean duration on
second-pass fixatioris plotted as a function of WMC groups and wordifas. A
similar picture as for gaze and total fixation dimas is observed. WMC group 7
differs significantly from other capacity groupssacond-pass fixation durations
the target (b =-0.101, SE = 0.035, t =-2.90, abl€ C.7), but less on the word prior
to the target. Moreover, WMC groups differ in theimber of regressions
(b =-0.342, SE = 0.066, t = -5.149) on the tamgetd. This is illustrated in the right
panel of Figure 2.4. Hence, differences between WMtGuUps intotal fixation
durations were a result of both, the number of regressians the durations of

second-pass fixations.
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Figure 2.4: WMC differences on mean second-pass fixationsatthms and on the number of
regressions as function of absolute word positiigned at the sentence-final word
(target).
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Effects of target recall

It was further interesting to see whether the la¢eall accuracy could be used to
predict the previous sentence reading behavioue @tfiect of recall accuracy
(RecALL), that is whether the target word of a sentence eearectly recalled in its
respective serial position, shows a significantluefice on thenumber of
regressionsas well as fototal fixation timesandgaze durationsThe main RCALL
effect on thenumber of regressionshows significantly more regressions (increase
of 7 %) in a sentence, if the target is incorrectygalled (b =-0.129, SE = 0.036,
t =-3.60, in Table C.9). That means, sentenceghich the target was later recalled
incorrectly include more regressions, longer tdbehtion times and longer gaze
durations. In line with this resultptal fixation times(b = -0.049, SE = 0.020, t=-
241, in Table C.3) are significantly longer (20)mslue to the increase of

regressions for sentences with incorrectly recateget words.
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Figure 2.5: Mean proportion correct of target recall for eaehsize as function of serial position.

Figure 2.5 displays recall accuracy of the targetdaas a function of its serial
position and set size. The curves show clear pymmuad the recency effects
(especially for higher set sizes), that is, highecuracies for the target in the first
and last list positions, respectively. A GLMM witkcall accuracyas dependent

variable, and &kposas one of the fixed effects, shows a significarddyatic trend
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of serial recall (8rRPO9 with p <.001 for setsizé: b =1.593, SE =0.180;
setsize6 b=1.427, SE=0.178 andetsize/: b=2.217, SE=0.189 (in
Table C.10). The exception is recall accuracy ajeawords in set sizes 4, which
does not differ between serial positions. With @aging &1 Size the accuracy of
target recall dramatically decreases (b=-22.48E =2.374, p<.001, in
Table C.10) especially for the middle positionseThteraction with capacity group

was non significant.

2.2.2 Results of sentence processing

The following section focuses on the influence d’\Wbad and capacity on number
of first pass fixations, sentence processing tirtegg) fixation times, gaze durations
and regression rates. The last paragraph in thisiose concentrates on the
processing accuracy and its dependency on WM Inddatapacity.

Figure 2.2 shows th@umber of first pass fixationsn the sentences (i.e.,
non-target words, solid line) as a function of aeposition within set size. On
average each sentence is considered with 5 toaidns (mean = 5.23, SD = 1.25).
The number of first pass fixatioran a sentence significantly increases linearlywit
increasing BT Size, b =1.360, SE =0.648, t=2.10 (in Table C.1The mean
number of first pass fixations per set size igtish Table 2.2.

The sentences on the first position within eachssst are considered with a
reducednumber of first-pass fixation3he contrast between the first serial position
and all other sentence positions is significanhviat= 1.402, SE = 0.132, t = 10.66
(in Table C.12). Two explanations are possibletfer reduced fixation number of
the first sentences. The first explanation follawws subject tendency to fixate the
target as fast as possible. At the first sentenbgests are forced to read from left to
right. And hence the number of fixations on thestfisentence is reduced to an
amount that is sufficient for comprehension. Theose explanation, however,
considers the magnitude of the WM load. During megdhe first sentence no target
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Table 2.2:  Summary: Mean (M) and standard deviation (SD) &f eypvement measures for each
set size

Set size
Eye movement measures 4 5 6 -
Sentence processing time (ms) M 2434 2361 2575 2474
SD 504 563 542 572
Gaze duration (ms) * M 279 307 321 304
SD 88 106 110 95
Single fixation duration (ms) * M 231 246 253 253
SD 72 93 77 96
Number of first pass fixation * M 1.41 1.49 1.58 1.52
SD 0.31 0.28 0.28 0.29
Probability of skipping M .20 23 .19 22
SD 19 A7 16 .16
Probability of regression * M 44 49 52 51
SD 23 22 .20 19
Initial fixation on target * M 3.59 3.11 3.07 2.55
SD 2.40 2.42 2.28 1.79

Note: Inferential statistics are based on linear mixexlets specifying participants as random effect.
Results are interpreted on the basis of the t value
* The linear trend of set size was significant (2p

word has to be maintained. Therefore, the fixathamber on the first sentence is
not reduced, but the number on the other sentancesase in consequence of the
WM load. Support for the last explanation comesmfrthe second sentences.
Although the reading direction is the same as Hier first sentences the number of
first pass fixations per sentence significantlyr@ase from the first to the second
position (b =1.4332, SE=0.141, t=10.18, in [€dD.13). That means the
difference between the first and the second seatguusition represents the
difference between no load and load 1. In addittennumber of fixations increases
for position 6 and 7 compared to 1 to 5 (b=0.45E =0.172, t=2.62, in

Table C.12). Transferred to the WM load the levifecence occurs from load 4 to

load 5. That result is in line with the assumptiloat the WM has a capacity of about
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four chunks (Cowan, 2001). Higher memory demanksrefore, result in more
fixations.

Moreover, the number of first pass fixations oreatence significantly increases
linearly with increasing WM load. This is true faach of the four set sizes
(setsize 4: b=0.402, SE=0.108, t=3.71setsize 5:b=0.469, SE =0.087,
t = 5.37;set size 6b = 0.261, SE = 0.091, t = 2.85t size 7b = 0.308, SE = 0.090,
t=3.41; in Table C.11).

Table 2.3:  Summary: Mean (M) and standard deviation (SD)yef movement measures for each
capacity groups

Capacity group

Eye movement measures 4 5 6 7
(n=10) (h=6) (h=7) (n=6)

Sentence processingtime (ms) * M 2682 2531 2294 2029

SD 499 493 517 529
Total viewing time (ms) M 456 451 434 344
SD 131 122 134 118
Gaze duration (ms) M 307 312 320 266
SD 89 82 129 91
Single fixation duration (ms) M 243 251 265 224
SD 78 82 107 66
Number of first pass fixation M 1.19 1.17 1.11 1.13
SD 0.70 0.69 0.67 0.69
Probability of skipping M 22 .20 .23 A7
SD A7 15 A7 A7
Probability of regression M 51 48 51 45
SD 21 .20 20 24
Initial fixation on target M 3.38 2.79 3.13 3.29

SD 2.44 2.20 2.09 2.42
Note: Inferential statistics are based on linear mixextlaets specifying participants as random effect.
Results are interpreted on the basis of the t value
* The linear trend of capacity group was significén> |2|).
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Influences of working-memory capacity

Sentence-processing tintepresents the reaction time of the processing pduen
subjects pressed a button to decide whether thtersenstatement is true or false.
Sentence-processing times decreases with incredg@ (b = -3.728, SE = 1.366,
t=-2.7, in Table C.14). Table 2.3 summarizes rtiean fixation durations for the

different capacity groups.

Effects of working-memory load

In the following | focus on WM load effects on tbfation times, gaze durations
and regression rates. The meaatal fixation timedinearly increased from 371 ms
(SD = 89.45) at memory load 1, to 526 ms (SE =02)1at memory load 7 with a
small drop from load 6 to 7. Figure 2.6 A, displélys meartotal fixation durations
(solid line) aggregated across all set sizes, astifbn of memory load. The main
effect of LOAD, that is the increase of total fixation times witlcreasing memory
load is significant within three of four set sizegt size 4b =0.147, SE = 0.051,
t=2.87; setsize 5:b =0.289, SE=0.047, t=6.10; arsktsize 7:b =0.204,
SE =0.047, t =4.33 (in Table C.15). Moreover, limear trend for 81 SizE, as
indication of memory demand, is significant (b 3, SE = 0.639, t = 2.67). That
is, total fixation times in general are longer witlnger set size. Furthermore, the
individual WMC has no effect atotal fixation times

Similar results can be found for tlyaze duration(see Figure 2.6 A, dashed
line), with a significant bAD effect Eet size 4:b =0.108, SE =0.041, t=2.62;
set size 5b = 0.205, SE = 0.038, t = 5.3%:t size 7b = 0.155, SE = 0.038, t = 4.09;
in Table C.16) and a significant linear trend factbr &1 SizE (b =1.511,
SE =0.514, t = 2.94).

However, the size of thedaD effect ongaze durationgs lower than ortotal
fixation times.Gaze durations include all first pass fixationsiluhe eyes left the
word for the first time, whereas total fixationslide all fixation durations on a

word, until sentence processing was finished. Hetiee difference in effect sizes,
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2 GLOBAL EFFECTS OF WORKINGMEMORY CAPACITY AND LOAD

across the two measures, points to the fact that [déd especially affected second
pass reading more strongly.

Effects of WM load on the regression rates suppmnsistence to the pattern
of results reported so far: The higher the WM Idld higher the probability of
regression (see Figure 2.6 B). The linear trendaD for regressions is significant
with p <.001 forset size 4b = 1.023, SE = 0.184gt size 5b = 0.884, SE = 0.168;
setsize 6: b=0.741, SE =0.160; andetsize 7: b=0.557, SE=0.161 (in
Table C.17). There is a dramatic increase from [b&althe load condition of 2. The
contrast between load 1 versus load 2 is signifidars 1.888, SE = 0.170, p <.001,
in Table C.18). This strong increase in the regoesgte is due to the presentation
difference of the initial sentence. However, thgression rate increases until the
load of 4 when it reaches an asymptote. A GLMM wittpeated contrast
specification shows a significant difference betwesemory load 1, 2, 3 and 4
versus load 6 and 7 (b =0.972, SE =0.207, p §,.00Table C.18). Furthermore,
the regression rate significantly increases witdt Size (b = 4.765, SE = 2.197,

p <.05, see Table 2.3 and Table C.17). With irgirgpset size, regressions become

more likely.
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Figure 2.6 A) Mean total fixation duration and gaze duratias function of memory load. B)
Probability of regressions as function of memomdo
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2.2RESULTS

Effects of working-memory load are modulated by WMC

In addition to the capacity effects, a significanain effect of WM load for the
sentence-processing tine observed (for the LMM see Table C.14). The effefc
LoAD is significant for three out of four set sizegt(size 4b = 0.101, SE = 0.033,
t = 3.0;set size 5b = 0.249, SE = 0.018, t = 13.8et size 7b = 0.132, SE = 0.019,
t =7.0). Figure 2.7 A displays the interactionWdMC and load on measentence
processing timesaveraged across all set sizes. With increasing Vsl the
sentence processing times increase. The size aéftbet depends on WMC. The
smaller the capacity, the more evidently readimget increase. The interaction
between IOAD and Q\PACITY reaches significance, for two out of four set sjzbat
is: set size 4b =-3.297, SE = 1.250, t = -2.6 aset size 6b =-3.766, SE = 1.104,
t =-3.2. The results for each set size are plotteBligure 2.7 B. The influence of
WMC on the WM load effect on sentence processimg tis also visible as a trend

in set size three and five (see Figure 2.7 B).
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Figure 2.7: Mean sentence processing times as function of meinad. A) Aggregated over all
set sizes. Low-capacity groups slow down their irgadmore as a function of
increasing WM load than high-capacity groups. Bjstration of the effect for each set
size. Capacity groups with lower capacity showrsger effects of WM load in all four
set sizes. The effect reaches significance onlgdbsize 4 and set size 6.
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2 GLOBAL EFFECTS OF WORKINGMEMORY CAPACITY AND LOAD

2.2.2.1 Individual capacity differences are not due to a reource effect

The observed differences between the capacity groupentence processing times
could be solely due to different amounts of freemmoey resources. In order to check
this hypothesis the effect of a new factor — thenber of free memory slots — was
examined on the sentence processing times of eaphcity group. The factor
memory resource (ESourch, with 10 factor levels, was computed by subtragti
the individual capacity from the serial positiontbé target word, multiplied by -1.
Thus, when the WM load (e.g. 5) of a sentence éephi#the individual capacity (5)
the number of free memory slots was zero. A furiherease of WM load would
result in an “overload” and thus a negative valoethe number of free memory
slots. Figure 2.8 displays the mean sentence pgeime of each capacity group
as a function of its free WM slots. If the capa@ffects on sentence processing time
were only due to the capacity resources, the cuwf/dsee WMC groups in Figure 2.8
should overlap. They do not. Low-capacity subjestsow longer sentence
processing times despite the same amount of fremameslots in comparison to
high-capacity subjects.

The results of the LMM in Table C.19 confirm thistarpretation. The main
effect for G\PACITY is significant (b =-4.402, SE =1.330, t=-3.3hat is as
previously shown longesentence processing timés lower in contrast to higher
WMC. Moreover, the main effect of EROURCEIs highly significant (b =-0.034,
SE =0.002, t=-14.2). This means that, sentenoeegsing took longer the less
memory space was freely available. The interactmiween @PACITY and
RESOURCEIs significant (b = 0.645, SE = 0.140, t = 4.6).eTmore exhausted the
resource of the low-capacity subjects was, the more they needed for processing
the sentence. This does not apply to the high-egpsiabjects, who needed nearly
the same processing time irrespective of their ieso consumption. The results
show that subjects with different WMCs deal diffgig with their capacity
resources. Interestingly the capacity groups 4 ardiffer significantly from the
groups 6 and 7 (b =0.135, SE =0.047, t = -2.8e Mested ANOVA contrast (see
Table C.20) within the two group pairs is not sig@aint. Neither group 4 shows
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2.2RESULTS

significant longer sentence processing times intresh to group 5 (b =-0.039,
SE =0.061, t =-0.6), nor group 6 from group #({9.046, SE = 0.072, t = -0.6).
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Figure 2.8: Mean sentence processing times (spt) of eachcitgpgroup as function of its free
working-memory slots.

2.2.2.2 Sentence comprehension depends on working-memory

Understanding of a sentence, measured by the agcunajudgement of the
sentences (defined asof@PREHENSION, influences the intercept of the fixation
durations and reading times. For exampy@ze durationin correctly judged
sentences is on average 46.66 ms (SD = 45.03)r fsta for incorrectly judged
sentences. Correctly judged sentences were reddr,faacluded shortegaze
durations(b = -0.090, SE = 0.025, t =-3.53, in Table C.a6) lowertotal fixation
times (b =-0.174, SE =0.032, t=-5.54, in Table C.1BJoreover, sentence
processing timeslso decrease significantly for correctly compatedncorrectly
judged sentences (b =-0.058, SE =0.020, t=-h9Table C.14). Interactions
between the GMPREHENSIONaccuracy and @AD effects are only significant for the
global measure o$entence processing time3ut the direction of interactions are
inconsistent across the set sizegstGize 4 b =-0.278, SE =0.067, t=-4.1 and
setsize 6 b =0.284, SE=0.076, t=3.7). The significanteraction between
ComPREHENSIONand Q\PACITY reveals shorter sentence processing times for highe
WMC (b=-0.051, SE=0.017, t=-3.1). Figure Z2displays that sentence
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2 GLOBAL EFFECTS OF WORKINGMEMORY CAPACITY AND LOAD

processing timesncrease for incorrectly judged sentences, buy dot capacity
group 7 and 5. The other two groups show nearlyefiect of comprehension
accuracy. The ANOVA nested contrast specificatiebMeen span groups 4 and 5
versus the span groups 6 and 7 is significant{®EX37, SE = 0.051, t=-2.71, in
Table C.21) and also the interaction of the cohtb@sween the capacity groups 4
and 6 versus 5 and 7 (b =-0.190, SE = 0.0365t28).
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Figure 2.9: WMC differences on mean sentence processing tispg) for correct and wrong
comprehended sentences.

A GLMM with the comprehension accuracy as dependemtiable (see
Table C.22) shows a significant effect forar@city (b =43.70, SE =8.389,
p <.001): The higher the capacity, the higher tiesponse accuracy of the
comprehension task. The main effect afab is significant within three of four set
sizes: set size 4. b =-0.985, SE =0.391, p <s@bsize 6: b =-0.572, SE = 0.256,
p <.05; setsize 7: b=-1.061, SE =0.231, p0d.0rhe higher the WM load, the
more often sentences were incorrectly comprehentale 2.4 lists comprehension
errors as a function of memory load and capacibugr The interaction between
both factors bAD and Q\PACITY is significant for set size 4: b = -68.53, SE 225
p<.0l; setsize5: b=84.77, SE=20.37, p4.0dhd setsize 6: b=41.04,
SE =17.16, p <.05.
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2.3SUMMARY OF RESULTS ANDDISCUSSION

Table 2.4  Processing errors in percentage correct for egohoiiy group and memory load.

Memory load
capacity 1 2 3 4 5 6 7 all
4 10.96 22.57 6.25 23.3332.76 29.06 18.33 18.94
5 10.00 10.53 10.25 12.93 10.48 7.14 25.00 10.99
6 1.48 13.66 6.23 3.82 13.5215.38 37.21 9.36
7 0 3.26 11.00 1.85 0 4.44 0 3.28
all 6.67 15.01 7.92 12.7317.93 16.24 22.98 12.43

2.3 Summary of Results and Discussion

The present experiment examined eye movement®iretding span task. The aim
was to find evidence for the influence of WM loatiacapacity on eye-movements
during reading. Therefore, WMC was quasi-experirinicontrolled by using the
reading span task to classify subjects in 4 capgcdups. Moreover, WM load was
experimentally controlled by progressively incregsthe number of target words
within each trial of four possible set sizes. Theults showed that both WM load
and WMC had an effect on global eye-movement measduring the reading span.
In the following, I first focus on results found ¢time storage part, and then | discuss

the results of the processing part, before | giveatlook for following experiments.

2.3.1 Storage

WMC groups did not differ in their fixation duratis in general, but the probability
of re-fixating target words and the total time dpamtargets and the words one prior
of the target, was predictive of WMC.

Fixation durations increased across the sentenite,tihe longest durations on
the target words. Longer durations on sentencé-fumaids are known as sentence

wrap-up effect (e.g., Just & Carpenter, 1980; Matt Green, 1978; Rayner et al.,
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2 GLOBAL EFFECTS OF WORKINGMEMORY CAPACITY AND LOAD

1989, 2000), reflecting integration of informatieand comprehension of the
sentence. In the present study, it is reasonablassmme that they additionally
reflect time for encoding and storing the targetrd¢s). Friedman and Miyake
(2004) interpreted longer reading times for low WME a result of limits in
resources for the maintenance of information dusegtence comprehension. In line
with their argument, capacity group differencestlom target and the word prior to
the target can not solely be explained by longeodimg times for low-capacity
subjects. Already, during sentence reading, tangwtds from previous sentences
have to be maintained. This alone could resultoimgér reading times for low-
capacity groups and, thus, influence sentence caimepsion. Furthermore, a more
pronounced capacity effect for total fixation diwas in contrast to gaze durations
on the target word suggests, that differences inGMbads to differences in second
pass reading. Hence, the observed group differemcémsrget words could reflect (a)
a differences in encoding and storing times, (BerBnces in comprehension, or (c)
a combination of both. The increase of fixationadions within sentences is also in
line with results from Kuperman, Dambacher, Nuthmand Kliegl (2010).

Sentences with target words that were later inctyrerecalled contained a
higher rate of regressions and longer sentenceegsoty times, than sentences with
correctly recalled target words. In line with Wajlkg (1993, 1995) this result
suggests sentence-comprehension problems thatoaesed by the storage part. In
the case of word encoding and storage problemsneifigient lexical access,
Walczyk’'s model predicts longer reading times aegressions to compensate for
inadequate comprehension. For the current expetjni@mger reading times and
higher regression rates were observed for sentemitbdater incorrectly recalled
target words. Thus, more time was used for senterweprehension, due to
processing problems which placed additional demandsorking memory. That in
consequence hindered memory encoding of the tergyet.

The results can additionally be explained from rerference perspective (e.qg.
the interference model by Oberauer & Kliegl, 200yhich assumes that
representations maintained for the same time irkiwgrmemory disturb each other.

According to this perspective the encoding or nemiahce of target words; and
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2.3SUMMARY OF RESULTS ANDDISCUSSION

lexical access and word encoding for sentence celmepision disturbed each other.
Thus, the target word was incorrectly recalled s@dtence comprehension assumed

more time and more regressions.

2.3.2 Processing

WM load progressively increased during the taskis Hmables to directly measure
the impact of a step by step increase of WM loadega-movement reading
measures. Sentence-processing times and fixati@tiols gradually increased with
increasing WM load. The load effect replicates tésults of Kaakinen and Hydna
(2007). Moreover WM load was related to WMC. Ther@ase of reading times
with increasing WM load was the greatest for lowam@ty groups. The higher the
WMC was, the smaller the increase. The influenceath WM load and capacity
was previously only shown in a correlation study Just and Carpenter (1992).
Kaakinen and Hyon&, who also measured eye movendenisg the reading span
task, failed to replicate the influences of WMCisT&tudy differs in two ways from
the present experiment. First, authors used antigdaest version, where subjects
were not tested with a set size above their spae. Second point concerns the
sentence presentation. Kaakinen and Hyona usederimenter-paced version,
where the presentation of sentences depends ovidadi reading speed. Subjects
read aloud and if they finished reading the expenitar pressed a button to display
the new sentence. Presentation times in the preseriment were fixed to 4
seconds and the same for all subjects. On avehigje capacity subjects needed 2
seconds and low capacity subjects needed 2.8 sedondentence processing. The
remaining time could be used for memorizing thegegarwords. Low-capacity
subjects slowed down their reading more as a fanctf increasing working-
memory load than high-capacity subjects. From a angrperformance perspective,
longer sentence processing times presumably redbeesme available for ‘pure’
memorization of the target words. Because high-cpaubjects spent less time on
the processing task, they had more time for menmgyiZThus, they were able to

sequentially work on the processing and storageé gfathe task. Particularly the
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2 GLOBAL EFFECTS OF WORKINGMEMORY CAPACITY AND LOAD

longer sentence processing times of low capacibjests come from longer total

fixation times on target words. If the observedugralifferences on target words are
due to differences in encoding and storing timegs reasonable that low capacity
subjects worked on both task components (storagepamcessing) at once. Thus
only the high-capacity group used the presentdtror of a sentence effectively by
sequentially working on the storage part after pssing was finished.

The lower the capacity score and the higher the Vagdtl, the more errors
occurred in sentence comprehension. The resultsnaliee with comprehension
studies (Miyake et al., 1994), in which high-capacieaders showed better
comprehension results than low-capacity readerse &ocuracy of sentence
comprehension influenced the global reading timeaosentence. Surprisingly,
reading times of incorrectly comprehended sentemoe® longer than correctly
understood sentences and not vice versa. Thussdaslagid not strategically skim
the processing tasks to increase the time foratget words. The result was in line
with the compensatory encoding model by Walczylk@98l 1995), which predicts
longer reading times as a result of inefficient av@ncoding, and lexical access
processes. According to this assumption longerimgattimes for incorrectly judged
sentences mirrors comprehension problems. Impdytaht compensation was not

enough.

2.3.2.1 Individual Differences

Group effects, especially in sentence processinggdj were not solely due to
differences in memory resources. Rather, the WMdaligs showed fundamentally
different processing times at same amounts of géoigpace. Thus, the current
results can not be interpreted by a resource thédrg WMC groups showed an
interesting picture in processing times of incotlsecomprehended sentences. Only
group 5 and 7 showed significantly higher procegsimes for incorrectly compared
to correctly judged sentences. Beyond this resgibup 6 and 7 (4 and 5,
respectively) showed no differences in processinge.t The results tentatively
suggest different cognitive strategies. Group 5&ndr example, tried to answer all
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sentences correctly, which result in longer readimgs for problematic sentences.
Group 4 and 6, however, are indiscriminative. Pagshthey are not aware of
incorrect comprehension. One could interpret thsulte with respect to the
interference model (Oberauer & Kliegl, 2006). Canably the results are due to
differences in susceptibility to interference. & \w&ssume a stronger susceptibility of
the cognitive system of group 4 and 6 comparedrtum 5 and 7 the first two
groups were maybe not aware of their incorrect eser@ judgements. As a
consequence of interference, they did not notieentistake. Therefore, the capacity
score differences, for example of group 6 and & nat due to a resource difference,
but are due rather to differences in the vulneitgbilf interference. To clarify these
assumptions further studies with more narrowly gatliquestions are necessary.

An unexpected result was that the reading of aesesttended to start with the
sentence final word. All subjects irrespective lodit WMC exhibit this behaviour.
Given that a fixation was only controlled at tasgimning, from the second/ third
sentence on, the target was fixated before the exge guided to the sentence
beginning. As consequence each memory load podtipri to 6 was possibly a
mixture of memory load n and n + 1. The result, hasbearing on the current
interpretation, but it needs to be controlled iisgve measures of lexical access are
of utmost concern. Therefore, | prevented thistatpain the following experiments

by masking the sentence until the initial word \iirrated.

2.3.3 Conclusion

The current experiment provided strong evidencetli@ influence of working-
memory processes on eye-movements during the geagian task. These were
particularly strong for second-pass reading meashtg¢ were also observed in a
weaker form in first-pass reading. Furthermoretesgre-processing times increased
with increasing WM load, and the increase was gredahe lower the individual
WMC. The results clearly divided the WMC groups thwrespect to WM load
effects. The WMC differences, however, were not wepresult of resource

limitations. On the contrary, the groups showeddamentally different processing

47
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times indicative of different cognitive strategieBloreover, target words of
sentences, in which comprehension problems werlbleisn the eye-movement
measures, were frequently not recalled correcthe fiesult tentatively suggests that
additional memory demands, due to sentence compsaire disturbed the encoding
of target words. In general, fixation durationsreased across the sentence, with the
longest durations on the sentence-final words, (eesentence wrap-up effect),
reflecting both comprehension and time for encodimgtarget word. The WMC is
predictive of the probability of refixating targetsd the total time spent on the
critical words. An unexpected side result was thatreading of a sentence tended to
start with the sentence-final word, indicating t&gic allocation of processing

resources.
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Chapter 3

Working memory influences on the
perceptual span

The previous chapter focused on the influence of \WMglobal eye movement
measures. Effects of WM load and capacity were shimnaffect fixation durations
in first and especially second-pass reading. Therttical question addressed in the
present chapter goes a step further by asking hdw l¢ad and WMC do affect
lexical access during reading.

An established finding in reading research is thatd processing is influenced
by the word’s frequency of occurrence in a givergleage (see Balota, Pollatsek, &
Rayner, 1985; Inhoff, Pollatsek, Posner, & Rayld®89; Inhoff & Rayner, 1986;
Rayner & Pollatsek, 1987). Word frequency is relate lexical word recognition
and to the speed and accuracy with which a wordadsgnized. Morrison and Ellis
(1995) predicted a threshold for word identificatid’he lower the frequency of a
word the higher the threshold and, thus, the lotigetime needed for identification,
thus for lexical access. In reading first fixatidarations and gaze durations are
longer for low frequent words (e.g. Inhoff & Rayn&B86; Rayner & Duffy, 1986).
The effect of word frequency was shown for the wthrdt induced those effects
(Henderson & Ferreira, 1990, 1993; Raney & Rayft685) and for neighbouring
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3 WORKING MEMORY INFLUENCES ON THE PERCEPTUAL SPAN

words (Kennison & Clifton, 1995; Kliegl, et al., @6). The perceptual span is the
region of text from which useful information can é&eracted during reading (for a
review, see Rayner, 1998). The fact that parafoweatl frequency of the not-yet-
fixated word showed an effect on current word pssogg is an indicator that also
neighbouring words can fall inside the perceptyalns If the fixated word is short,
the word to the right of fixation has a higher pablhity to fall into the perceptual
span than in the case of fixating a long word.

Traditionally the size of the perceptual span wapreximated in moving-
window studies (e.g., McConkie & Rayner, 1975; Rayrl975), where only the
text in a ‘window’ around the current gaze positim unmasked. However,
influences of the upcoming, not-yet fixated parafmivword, can be investigated
also from normal reading data (Kliegl et al., 20fa,an example). The basic idea is
that neighbouring words can only influence fixataurations of the fixated word if
they fall into the perceptual span. Thus, reducddiences of neighbouring words
are an indication for a reduction of the percepsyan. This was used in the present
experimental design to indirectly measure the siz¢he perceptual span by the
influences of parafoveal words on foveal fixatiamations.

With respect to what can be processed during andixation, additional results
suggest a dynamical modulation of the perceptuahspeferred to as foveal-load
hypothesis (Henderson & Ferreira, 1990; KennisonC8fton, 1995). Fixation
durations on a word decreased when the prior was ®asy to process than when
the prior word was difficult to process (Henders&nFerreira, 1990). Reduced
reading times on the target after an easy pretasget! are interpreted as the
consequence of having more efficiently preproceslsedvord in parafoveal vision,
hence it must have fallen into the perceptual sfzepending on the difficulty
(frequency) of the fixated word in foveal visiomet size of the perceptual span
seems to vary. According to this, high foveal-losldould result in a smaller
perceptual span and fixation durations should keffected by the word properties
of the upcoming word.

Having to memorize target words from several sergemn the reading span task

may have a similar effect of increasing the loadrdueach reading fixation. As a
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straight-forward prediction, the perceptual spary ima restricted only to the fixated
word in high memory-load conditions. Given sucledurction of the perceptual span
under high memory-load, the neighbouring word stiotdll outside of the
perceptual span and its frequency should not inflaehe fixation durations of the
word in the fovea. In contrast, the frequency ef parafoveal word should affect the
fixation durations of the fixated word if the memdoad is low.

In addition it will be investigated how the relatidbetween WM load and the
perceptual span depends on WMC. The relationshipdss the reader's WMC and
perceptual processing was suggested by previoesnds (Fisher & Lefton, 1976;
Fisher & Montanary, 1977; Hochberg, 1970; Rayn&86L Spragins, Lefton, &
Fisher, 1976). In particularly, Rayner (1986) pdwevievidence that the perceptual
span increased with reading skill. In his studygibeing readers showed a smaller
perceptual span than adult skilled readers andlifograde readers. Furthermore,
fourth grade readers reduced their perceptual gp#re size of that from beginning
readers when reading difficult texts. However, wdiial differences were
commonly defined in terms of reading skills. In theesent context, a similar
relation is assumed but investigating WMC diffeendetween individuals. The
reduction of the perceptual span due to memory isa&xpected to be strongest for
readers with low WMC.

With the present experiment | want to further ¢lasome unresolved questions
of the first experiment. As discussed in Chaptetingjvidual differences in the
reading span task were shown most exclusively toatibn durations on the
sentence-final word which was the target in theesares. Due to the design of the
task, subjects tried to read the target first etbey started reading the remaining
sentence. As a consequence, the WMC differenciesaition durations on the target
word were not clearly interpretable. It was diseasgarlier that the effects may
have been a result of the experimental design @ndast not only a result of
memory encoding or sentence comprehension.

Therefore, in the following Experiment 2 it was eresl that reading direction
was from left to right and could not start at taeget word. Participants were forced

to start reading at the sentence beginning by mgsiii words except the sentence-
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initial one. If the eyes fixated the first word thie sentence the whole sentence was
displayed visible. This design provides the posgftio evaluate whether the group
differences on target words in the first experim&ate due to variations in sentence
comprehension or in target encoding and storing.tith sentence comprehension
depends on WMC (see also Miyake et al., 1994),efifect of WMC differences
from the first experiment should replicate for tarent gaze durations on target
words. A lack of group effects on target fixationrations would support the
interpretation of group-dependent variations irgéarencoding and storing time.
This would be due to the possibility that the targerd could be processed in
Experiment 1 before sentence reading and wouldesiggshift in task-compliance
strategy between experiments.

To maximize individual differences in WMC young aoldl adults were tested.
Among other variables (e.g., processing speed,bitany control, attentional
processes), older adults are typically associaiéd an age-related WMC reduction
(e.g. Park et al., 2002). There age effects weseudsed to be associated with a
general decline in cognitive functioning (e.g. ®r&i Byrd, 1982; Hasher & Zacks,
1988; Park & Schwartz, 2000; Salthouse, 1996). mureading older adults, most
notably, show more (e.g. Kemper et al., 2004) amdjér fixations (e.g. Laubrock,
Kliegl, & Engbert, 2006) than younger adults. Altigh the effect of age group was
included in the LMM of data from Experiment 2, theesent chapter globally
concentrates on individual differences in WMC axidal access and does not focus
on age groups. How lexical access moreover interaith age will be discussed in
Chapter 4.

In sum, one goal was to replicate the results efpitevious chapter. Unresolved
guestions of the first experiment which were dughi® experimental design were
supposed to be clarified by the new design whetgests were forced to start
reading with the sentence-initial word. Moreovére experiment was assumed to
support theoretical proposals that the percepipah $s dynamically modulated by
WM load and WMC. Stronger neighbouring word-frequereffects on current
fixation durations were proposed for low rathemttgh WM load. For WMC, the

effect was supposed to be in the same directiomngér neighbouring word-
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frequency effects on the fixated word for high-aapagroups rather than for low-
capacity groups. If subjects were operating withmmoey demands that are at or
above their WMC, the perceptual span should becextitio the foveal word only.
Foveal WM influences were predicted in the follogvidirection: reduced word-

frequency effects for high WMC and low WM load.

3.1 Method

3.1.1 Subjects

A group of 63 students from the University of Paisdand a secondary school in
Potsdam, and a group of 62 older adults partictpatethe experiment. None of
them participated in the previous experiment (skapter 2). All were native
speakers of German with normal or corrected-to-rbwision. They were paid six
Euros or received course credit. Data of two yoand eight old subjects were
excluded from analysis because they ignored instrucThe 61 remaining young
subjects were 20.80 years on average (range: 36 years) and the 54 old subjects

were 71.06 years on average (range: 63 to 81 years)

3.1.2 Material and Procedure

The reading span task from chapter 2 was admiestey the participants. There
was one modification with respect to the experirakdesign. At initial sentence
presentation, all words except the first one weeskad with x-strings. As soon as
the eyes crossed the last letter of the first worthe sentence, the x-strings were
replaced and the whole sentence was displayedleisithe experimental design
stayed constant with respect to all other thingmt@ry to the oral recall of words
in the first experiment not the experimenter bug garticipant himself wrote the

recalled words in an answer sheet.
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3 WORKING MEMORY INFLUENCES ON THE PERCEPTUAL SPAN

Table 3. Number of fixations for various types of fixatrRow 4 =5+6+7 +8;row8 =9 +

10 + 11

Nyoung %young Nold % o1d
1 N of sentences 3782 100 3348 100
2 sentences with blinks 1563 41.33 2171 64.84
3 sentences with interpolated blinks 1004 26.55 1615 48.24
4 N of fixations 21,888 100 13963 100
5 first word 1197 5.47 768 55
6 short/long fixations or amplitudes 2656 12.13 1937  13.87
7 forward saccade criterion - - - -
8 N of valid fixations 18,035 82.40 11,258 80.63
9 not first pass 7098 39.36 2715 24.12
10 multiple fixations 4412 24.46 2747  24.40
11 single fixations 6525 36.18 5796 51.48

The procedure for the second experiment differechfthe former one in three
points: (1) Due to the fact, that reading begarhwhie first word of a sentence and
reading direction was from left to right the traaital definition offirst-pass reading
was conducted. All fixations on words as they wérst encountered (i.e., in
contrast to revisiting the word after the eyes la#r@ady moved away from the
word) were defined as first-pass fixations. (2) jBats were instructed tblink
before sentence display. Blinks after sentencelaispvere interpolated as in the
former experiment. The algorithm and its detailessatiption are provided in
Appendix B. An overview about the number of senésnwith blinks and both the
excluded and remaining fixations is provided in [€al8.1. As additional
modification, sentences were presented in randateroBecause of program error,
for 33 of the young and 25 of the old adults thetesece order was constant across
subjects.

To validate the groups on the basis of the readpan score, 56 subjects were
tested with three additional tests. The set ofdaskolved two memory updating
tasks (spatial and verbal) and a spatial coordinatask (described in Oberauer et
al., 2000, 2003). Oberauer et al. demonstratedttirahumerical memory-updating

as also the reading-span task, had a high loadinipe verbal-numerical factor of
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working memory, whereas the spatial memory-updating spatial-coordination
had high loadings on a spatial factor of workingmoey.

During thenumerical memory-updatingask one digit was presented in each of
two, four or six frames on the screen. The digiésl ho be memorized in their
corresponding frames. Afterwards, arithmetic openst were presented in
randomly selected frames, by which the digit ot frame had to be updated. At the
end of a trial the content of selected frames radd recalled. In thepatial
memory-updatingask the digits were replaced by dots. Each da prasented in
one of 9 possible locations in its frame. Updatwgs realised with arrows
indicating the direction a dot had to be shifted iig frame. In thespatial-
coordinationtask a pattern of dots had to be reproduced imgstyegrid. Dots were
presented one by one in a 10 x 10 grid on screanh Eot was presented for 1
second. The number of dots increased over trial® fihree to six. (see Oberauer et
al., 2000, 2003, for a description of the tasks).

The additional WMC tests were administered in glsisession one week before

or after (pseudo-randomly chosen) the day of tadirg-span test.

3.2 Results

The percentage of correct scores of each workingongtest was transformed in z-
scores. Moreover, a mean WMC score was calculatebddomean of z-scores of the
two memory-updating tasks and the spatial-coortinaask. The grouping on the
basis of this mean WMC score replicated the grayein the basis of the reading
span score. The mean WMC score does not enhanaxpitened variance of the
LMM (see Table 3.2 for an example). Hence, it wirmiaated from the statistical
models.

In addition to the first experiment, the fixed-effe part of the LMM comprise
the variables At (young vs. old adults) andeSTENCE ORDER (random sentence
order vs. fixed sentence order). The results Gk Are provided in the next chapter

4. All models and their significant effects aradib in Appendix D. In the present
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3 WORKING MEMORY INFLUENCES ON THE PERCEPTUAL SPAN

chapter, before focussing on the influences of WM lexical access and the
perceptual span, | first summarize the results lma dtorage part of the task,

followed by the results of the processing part.

Table 3.2: LMM fitting sentence processing time with mean Wigcbre

Linear mixed model fit by maximum likelihood

Random effects:

Groups Name Variance Std.Dev
subject id (Intercept) 0.019185 0.13851
Residual 0.046613 0.21590

number of obs: 9306, groups: subject id, 56

Fixed effects:

Estimate Std. Error t-value
(Intercept) 7.645749 0.023679 322.9
age -0.058998 0.055710 -1.1
capacity -0.008108 0.023746 -0.3
wmc3 -0.079944 0.046509 -1.7
set size -0.022139 0.002181 -10.2
s4.load 0.003341 0.014555 0.2
s5.load 0.039785 0.011977 3.3
s6.load 0.060666 0.011975 5.1
s7.load 0.051037 0.011663 4.4
capacity * s4.load 0.033828 0.012891 2.6
capacity * sb.load -0.038341 0.010632 -3.6
capacity * s6.load -0.036468 0.010627 -3.4
capacity * s7.load 0.015877 0.010438 15
wmc3 * s4.load 0.015256 0.020762 0.7
wmc3 * sb.load -0.002971 0.017319 -0.2
wmc3 * s6.load 0.004519 0.016703 0.3
wmc3 * s7.load -0.010264 0.016510 -0.6

Note: capacity: WMC groups; WMC3 : mean WMC scafréhe numerical
memory-updating, spatial memory-updating, and apatiordination tasks4:
set size 4; s5: set size 5, s6: set size 6, sBize{e.g. s4.load: load effect at
set size 4)

According to their span scores subjects were ddvico four capacity groups
with group number reflecting the achieved spanesc®he distribution of subjects
across capacity groups is provided in Table 3.3reMthan half of the subjects
reached the highest span score and hence were mafacity group 7. Contrary to
expectation, most of the old subjects were verydgaed reached comparably high

Span scores.
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Table 3.3: Distribution of young and old adults on capagtgups.

Capacity group
Age group 4 5 6 7 all
young adults (mean age 23) 5 9 17 30 61
old adults (mean age 73) 4 9 8 33 54

9 18 25 63 115

3.2.1 Results of the storage part

In this result section, the statistical analysisues on how WM load and capacity
influence thenitial fixation number, gaze durationandtotal fixation durationson
target words. With increasing serial positiolE§809 participants fixated the target
word earlier than in the previous trial. In Fig®éd the meamitial fixation number
on target words is plotted as a function of theasg@osition within each of the four
set sizes. This strategy of fixating the targetdvearlier the later it appeared in the
sentence (i.e., targets with higher serial positiamber) was shown in all set sizes
but was significant only forset size 4(b =-0.58, SE =0.128, t=-4.561, in
Table D.1). Although not significant in the othet sizes, there was a similar trend
for the other three set sizes (as shown in Figutg s2iggesting the use of the same

strategy to comply with the task and memorize #nget words.
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Figure 3.1 Initial fixation on the target for each set s{#e7).

3.2.1.1 Word position effects

The word position effects in Figure 3.2 represdm tbtal fixation timesof the
absolute word position aligned at the sentencd-famads (target) aggregated over
all sentences of the task. The four lines repreentapacity groups. The left panel
displays total fixation times for the fixed and tight panel for the random sentence
order, respectively. The total fixation times irese from sentence beginning to the
end (b =0.083, SE =0.004, t=19.66, in Table)Dwith the longest duration on
sentence-final words. The effect ofORb PosiTioN is in addition significant for
gaze durations(b = 0.009, SE =0.004, t=25.79, in Table D.Bjhe mean total
fixation times on target words is 499 ms (SD = 3@a mean gaze duratios
423 ms (SD = 276).

The interaction between ®%D PosITION and Q\PACITY is only significant for
total fixation times (b =-0.007, SE = 0.003, t251.0), that means, the lower the

capacity group the stronger the increase of toxaltibn times within a sentence.
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The effect is mainly due to the significant longlkrrations of the lowest capacity
group 4. The contrast between capacity group 4adimather groups was significant
with b =-0.153, SE=0.048, t=-3.2 (in Table D.4'he interaction between
capacity group and word position, furthermore, aejseon the condition of sentence
presentation. The threefold interaction of o#® PosITION, CAPACITY, and
SENTENCE ORDER is significant with b =-0.018, SE =0.007, t=52. In the
condition of the fixed sentence order, the lowegtacity group showed the longest
total fixation times compared to the other groups €0.025, SE = 0.081, t =-3.08,
in Table D.5; see left panel of Figure 3.2). Fa ttondition with random sentence
order, however, the highest capacity group showeadifEantly shorter total
fixation times on the target word compared to aheo groups (b =-0.032,
SE =0.012, t = -2.8, see right panel of Figurg.3.2
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E o o |
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Figure 3.2: WMC differences on mean total fixation duratiom fbe condition of fixed sentence
order (left panel) and the condition of random eraé order (right panel).

Moreover, the three-way interaction betweemRN PosITION, CAPACITY and
SENTENCE ORDER is significant for gaze durations(b =-0.027, SE =0.006,
t =-4.59) with the same data patterns as showrotai fixation durations. Longer
gaze durations for capacity group 4 in the conditiaoth fixed sentence order and
shorter gaze durations for capacity group 7 onetavgprds in the condition with
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3 WORKING MEMORY INFLUENCES ON THE PERCEPTUAL SPAN

random sentence order. The main effect aPACITY, and the interaction between
WOoRD PosITION and Q\PACITY respectively, are not significant (see Table D.3).

3.2.1.2 Effects of target recall

The accuracy of target recall€BaLL) influences theaumber of regressiorss well
as thetotal fixation timeson a sentence. Theumber of regressionis significantly
higher if the target is incorrectly rather than rectly recalled (b =-0.173,
SE =0.060, p <.01, in Table D.6). In consequenfckigher regression rates, also,
total fixation timesincreases. Thus, thwtal fixation timesfor sentences with
incorrectly recalled target words were higher coragao sentences with correctly
recalled targets (b =-0.034, SE =0.013, t=-2.bb Table D.2). In summary,
sentences in which the target was later recallecbriectly included more
regressiong2 %) and longetotal fixation timeq11 ms). The fixation difference on
gaze durationsis not significant (see Table C.5). Thus, regmssican be an

indicator of memory failure.

3.2.2 Results of sentence processing

WM load and capacity are supposed to influenceesest processing that means the
number of first-pass fixation® a sentence, theentencerocessing timesdnitial
fixation numberon target words,total fixation times regressionsand gaze
durations The following section focuses on these variables their dependency on
WMC, on WM load and their interaction, respectively

On average, sentences were processed 343 mstfastan the first experiment
(2448 ms in the first vs. 2105 ms in the presergeerent) with slightly better
comprehension accuracy (88 % correct in the fisst92 % correct in the present
experiment). Each sentence was read with 4 toddifins (mean = 4.47, SD = 1.35).
Contrary to the first experiment, where thember of first pass fixationacreased
with increasing serial position, the number of figas stayed constant across load

conditions for the present experiment. Moreovere #verage probability of
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regressions was dramatically reduced from 46 % £20419) in the first to 25 %
(SD = 0.43) in the present experiment. The numbdéixations and regression rates
in the present experiment correspond to those pélsposition one in the first
experiment (mean number of fixations = 4; regressionean = 26 %, SD = 0.49).
Thus, the higher fixation and regression ratesheffirst experiment with beginning
of the second sentence in a trial, are a resulhefdesign, which, however, is

representative of how the reading span task isllysa@gministered.

3.2.2.1 The role of working-memory capacity

The sentence processing timmepresents the reaction time of the processing par
when subjects pressed a button to decide whethegeihtence statement was true or
not. The effect of @PACITY is significant with b =-0.031, SE = 0.013, t =42 (in
Table D.7. The time for sentence processing deedeasith increasing WMC.
Moreover, the @PACITY effect was significant for thaitial fixation numberon the
target word (b =-0.151, SE = 0.075, t =-2.013Table D.1). Thus, high capacity
readers are faster in sentence processing andblaréodixate the target word earlier
than low capacity readers. The mean fixation donatifor capacity groups are listed
in Table 3.4.

3.2.2.2 Effects of working-memory load

In addition to the capacity effects a significandim effect of WM load for the
sentence processing timssobserved. The effect olaD is significant for three set
sizes §et size 5b = 0.060, SE =0.009, t =6.3%¢t size 6:b =0.077, SE = 0.009,
t =8.32;set size 7b =0.091, SE =0.008, t = 11.79, in Table D.7)thW¥hcreasing
WM load the sentence processing times increase.lifbar trend of 8T SIZE is
significant forsentence processing tim@s=-0.019, SE = 0.002, t =-11.20). The
larger the set size the less time is used for seatprocessing. The meaantence
processing timeper set size are listed in Table 3.5. Moreoves,lthaD effect was

more pronounced in higher set sizes.
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Table 3.4:  Summary: Mean (M) and standard deviation (SD)yef @movement measures for each
capacity groups

Capacity group

4 5 6 7
Eye movement measures (hn=9) (n=18) (n=25) (n=63)

Sentence processing time (ms) *  MD 2268 2135 2090 2075

SD 565 537 552 509
Total fixation time (ms) * MD 436 391 403 390
SD 272 254 251 247
Gaze duration (ms) MD 317 308 309 302
SD 205 207 202 192
Single fixation duration (ms) MD 233 232 233 232
SD 95 115 108 106
Number of first pass fixation MD 4.96 4.56 4.54 4.37
SD 1.32 1.42 1.38 1.30
Probability of skipping MD .19 .23 27 23
SD .39 42 44 42
Probability of regression MD .26 .25 27 .25
SD 44 43 45 43
Initial fixation on target * MD  4.69 4.57 4.31 4.34
SD 1.63 1.62 1.58 1.47

Note: Inferential statistics are based on linear mixexdlats specifying participants as random effect.
Results are interpreted on the basis of the t value
* The linear trend of capacity group was significén> |2|).

Furthermore, théotal fixation timedinearly increased with increasing memory
load. The lbAD effect is significant within three set sizesef(size 4b =0.119,
SE =0.026, t = 4.5&et size 5b = 0.048, SE = 0.021, t = 2.3et size 7b = 0.068,
SE =0.020, t =3.33, in Table D.8). Fset size 4he effect of lbAD significantly
interacted with the BVTENCE ORDER (b =-0.199, SE =0.052, t =-3.82) showing
that only in the fixed conditiototal fixation timesncreased with WM load.

Total fixation timesduring sentence processing decreased with higleenary
demands, which statistically translates in a sigarft T Size effect (b =-0.013,
SE =0.004, t = -2.83).
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Table 3.5:  Summary: Mean (M) and standard deviation (SD)yef @ovement measures for each
set size

Set size

Eye movement measures 4 5 6 v

Sentence processing time (ms) * M 2208 2074 2130 2053

SD 559 523 526 520
Total fixation times (ms) * M 407 402 394 390
SD 263 254 249 246
Gaze duration (ms) * M 306 309 303 303
SD 198 203 193 196
Single fixation duration (ms) M 227 232 232 233
SD 104 110 103 110
Number of first pass fixation M 4.42 4.39 451 451
SD 1.39 1.37 1.36 1.31
Probability of skipping M 27 22 .23 24
SD 44 42 42 43
Probability of regression M .26 .25 .25 24
SD 44 44 43 43
Initial fixation on target M 4.56 4.21 4.44 4.45
SD 1.56 1.43 1.61 1.51

Note: Inferential statistics are based on linear mixexlets specifying participants as random effect.
Results are interpreted on the basis of the t value
* The linear trend of set size was significant (2p

3.2.2.3 _Effects o_f working-memory load modulated by individual differences

in capacity
For sentence processing tim#se interaction of @PACITY and LOAD is significant
for three set sizesét size 4b = 0.030, SE = 0.010, t = 3.08et size 5b =-0.019,
SE =0.008, t=-2.53set size 6:b =-0.041, SE =0.008, t=-5.42, in Table D.7),
however, the significant interaction feet size 4wvent into the opposite direction
than in the other two set siz&et size and6, shows larger ©AD effects for lower
compared to higher capacity groups. That meanseseat processing times

increased with memory load. The increase is thenger the lower the individual
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capacity is. Figure 3.3 A displays the interactioh WMC and load on mean

sentence processing times averaged across ailkest s
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Figure 3.3: Mean sentence processing times as function of metoad. A) Aggregated over all
set sizes. Capacity group 4 and 6 slow down thesding more as a function of
increasing WM load than the capacity groups 5 anB)7llustration of the effect for
each set size. Capacity groups with lower capatiow stronger effect of WM load in
three of four set sizes. Only in set size 4 theacdp group 4 decreased sentence
processing times with load

3.2.2.4 Are individual capacity differences due to a resowe effect?

In order to check if the observed differences betwhe capacity groups in sentence
processing times are a pure result of differentuantsof free memory resources, the
number of free memory slots was calculated. Thetofacnemory resource
(REsouRrcH is computed by subtracting the individual capadityn each serial
position, multiplied by -1. If the WM load of a dence equalled the individual
capacity the number of free memory slots is zergdtive values for the number of
free memory slots result indicate an “overload”,ewithe WM load is above the
WMC of the capacity group. If the capacity effectssentence processing times are
only due to the capacity resource, sentence priogessnes should vary as a

function of free memory space but not as a functiboapacity groups, that is, the
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curves of the WMC groups in Figure 3.4 should cyerlAs expected by the results
of the previous experiment, low-capacity subjectsoweed Ilonger sentence
processing timeslespite the same amount of free memory slots mpewison to
high-capacity subjects. The main effect ofESRURCE was significant with
b=-0.018, SE =0.0012, t=-14.97 (in Table D.Bhe fewer memory space is
freely available the more time was used for sememocessing. Moreover, the
interaction between BOURCEand Q\PACITY is significant (b = 0.004, SE = 0.001,
t = 4.44). Thus, subjects with different WMCs dddferently with their capacity

resources.
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Figure 3.4: WMC differences on mean sentence processing tisgs &s function of the individual
free memory slots.

3.2.2.5 Sentence comprehension did not effect reading times

On average 92 % (SD =0.27) of the sentences wereeatly comprehended
(judged). Capacity groups showed no significanfedénce in there comprehension
accuracy (see Tables in Appendix D). Thus, contrarythe first experiment
incorrectly judged sentences did not result in &ngptal fixation times, gaze
durations or sentence processing times. The sentsmmoprehension had no effect

on all these measures.
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3.2.3 WM load and capacity influences parafoveal-on-fovda

effects
The following section investigates whether WM loadd capacity dynamically
modulated the perceptual span as hypothesized diogoito the foveal load
assumption (Henderson & Ferreira, 1990). Therebg, influence of the word
frequency of the fixated word (n, immediacy), theopword (n-1, lag effect) and
the following word (n+1, successor effects) on therent fixation duration were
analysed. Immediacy, lag and successor effects asfl irequency are examined
according to WM load and capacity. The effects wareestigated forgaze
durations(Table D.10) angingle fixation durationgTable D.11).

3.2.3.1 WM immediacy effects

A well-established frequency effect is replicatent §aze durations(b =-0.101,
SE =0.025, t =4.05). That is, gaze durations v8&rens shorter for high compared
to low frequency words n. The effect was not sigaifit for single fixation
durations The interaction betweenolab and word frequency was only significant
for set size 6for gaze durations(b =0.084, SE =0.039, t=2.17) as well as for
single fixation durationgb = 0.075, SE = 0.035, t=2.13). A 2 x 3 breakdoo¥
frequency (median split) and load (load 1, 3 andn@figure 3.5 displays reduced
immediate word-frequency effects with load fyeize durationsn the right panel
and forsingle fixation durationsn the middle panel. Thus, counter to expectation

the strongest frequency effects were observedieidad conditions.
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Figure 3.5: WM load differences on frequency effects: Plottethe mean single fixation duration
of the current fixated word n and its dependencahenpreviously fixated word n-1
(left panel) and its dependence on the foveal vitgduency (middle panel). Current
gaze durations and its dependence on WM load amda¥eal word frequency are
plotted in the right panel.

3.2.3.2 WM influences on lag effects

Parafoveal preview of a word is supposed to be aeditby the difficulty of the
fixated word (e.g. Henderson & Ferreira, 1990).céssing a low-frequency word
should narrow the attentional focus and reducesig@nebenefit for the upcoming
word to the right of fixation. In other words, thshould lead to longer fixation
durations on a given word n when the previous wadl is of low frequency
compared to the situation when n-1 is of high fegny. In addition, in the present
study it was expected that WM load should reducafpaeal preview of a word in
the same way.

However, such a pattern could not be observed & pghesent data. The
frequency of word n-1 did neither influence currgatze durationsnor current
single fixation durationWM load had also no effect on fixation duratiomsword
n. But the interaction betweerohD and the frequency of word n-1 significantly
effected currensingle fixation durationsThe interaction was significant feetsize
6: b =0.119, SE = 0.042, t = 2.83.
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The lag frequency effect changed with load frontightly positive effect, where
word n is longer fixated when word n-1 is of higeduency; to a strong negative
frequency effect, where word n is longer fixatetkéafow frequency words n-1 (see
left panel of Figure 3.5). This counterintuitivedanegative n-1-frequency effect is
mainly due to the fixation durations after low fuegcy words n-1, which reduced
with load.

The unexpected lag frequency effect (in the lefhgbaof Figure 3.5), most
pronounced for load 5, could be due to spillovéea$. High frequency words are
often skipped. Thus, the processing of these w@rdlg is assumed to spillover to
the subsequent fixation of n. Lexical processingvofd n-1 occur in addition to the
processing of word n. High memory loads provideitmithl cognitive demands
which result in an over-additive effect on fixatidarations on word n if word n-1
was of high frequency because they can reduceoists of skipping word n-1. Thus,
skipping the word n-1 is supposed to increase aquiacy effects. However,
including skipping of word n-1 as predictor had eftect for the present data. The
interaction between skipping of word n-1 and fregueof word n was neither
significant for gaze durations (b =-0.050, SEG3Q, t=-1.64) nor for single
fixation durations (b =-0.022, SE = 0.027, t =82).

3.2.3.3 WM influences on successor effects

Successor effects, as lag effects, were prediotdée influenced by foveal load that
is the frequency of the foveal word and additiond demands, induced by WM
load and capacity. Figure 3.6 displagsgle fixation durationon word n as a
function of word frequency of word n+1 (median §plLow frequent parafoveal
words n+1 generally increased fixation durations word n (left panel in
Figure 3.6). Moreover, in accordance with the févead hypothesis, a smaller
successor effect was observed for low-frequencedbwords n (left panel). The
interaction of frequency of word n and frequencywvaird n+1 reached significance
for single fixation durationgb = -0.066, SE = 0.024, t = -2.74).
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Figure 3.6: Foveal load influences on preprocessing word Ptdtted are the mean single fixation
durations on the current fixated word n as functbrthe frequency of word n+1, for
the frequency of word n (left panel), the WM loadiddle panel), and WMC (right
panel).

Moreover, as expected, high memory load reduced itifleences of the
upcoming word. The interaction betweeaAD and the frequency of word n+1 was
significant forset size Wwith the full range of load (b = 0.097, SE = 0.048 2.44).
The contrast between load 0 and the highest lodinset size was significant for
set size §b = 0.259, SE =0.119, t = 2.19). Weaker sucaesfects, as shown for
high memory load, suggest a reduction of the peuedgpan.

Furthermore, successor frequency effects were weéde low than high
capacity groups, but only marginally so (b =0.05E =0.008, t=2.13). The
results are expected from the proposition thatillisied processing is more focused
for high foveal load that is low frequency foveabnds, high WM load and low
WMC.

3.3 Summary of Results and Discussion

In the present chapter the influence of WM on eywements was replicated for a

modification of the reading span task. Resultshef éxperiment in the first chapter
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3 WORKING MEMORY INFLUENCES ON THE PERCEPTUAL SPAN

were influenced by the subjects’ strategy to statling at the end of the sentence.
In the present experiment subjects were forcedaxd seading at the beginning by

masking all words except the sentence-initial @mel by revealing the remainder of

the sentence once the eyes fixated the first wdlstre were, however, a few

modulations by the experimental design. For exanfpkter reading times and less
WMC variability on target fixation-durations wereserved.

Moreover, empirical evidence was provided that VWAviaimically modulates the
perceptual span as proposed by the foveal-loachgdgn (Henderson & Ferreira,
1990). In the following |1 first focus on resultspheated for global eye movement
measures, and their modulation by the experimelgsign. Then the WM relevance

for the perceptual span will be discussed and soitieal points will be considered.

3.3.1 Marginal evidence for WMC differences in memory
encoding

As in Experiment 1 there were small but consistefiuences of WM load and
WMC which both affected sentence processing time famation durations. Low
capacity subjects showed higher increase in seatpracessing times and fixation
durations with sentence position (i.e., memory Jaatd set size than high capacity
subjects. Hence, they had less time for pure meingrof the target word(s).

Furthermore, fixation durations increased with wpasition within a sentence,
with the longest duration on target words. Theltbxation times on target words
however, showed low variability with WMC. The grodiferences are exclusively
based on the lowest capacity group, who not oxigtéid longer on the targets, but
also on words in the middle part of the senteneseover, the longer total fixation
durations for low capacity subjects were only obedrin the condition of fixed
sentence presentation.

Unfortunately, WMC differences were not confirmeddaze durations. Thus, it
seems that the distinct WMC difference on targetal tand gaze durations in the

first experiment were mainly determined by encoding storing mechanisms of the
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3.3 SUMMARY OF RESULTS ANDDISCUSSION

target, as a cause of the specifics of that exmstah design, which, however,
resembled more closely the procedure used in #melatd reading span task..

3.3.2 General strategy versus a pure result of design

Sentence processing times, regressions times anberwof first-pass fixations were
reduced when subjects were forced to start reaalirtbe beginning of a sentence.
Their absolute values were compatible with thosehef first serial positions in
Experiment 1. Therefore, the current results previdear evidence that in
Experiment 1 the higher fixation and regressioegsand longer processing times
with beginning of the second sentence in a trialeveeresult of the design.

Independently of the fairly constant number oftfpass fixations, the initial
fixation number on the target occurred earlier vath increase of WM load. The
subject’s strategy to fixate the target as fagp@ssible was strongest for the lowest
set size. High as well as low capacity subjects ubés strategy in the condition
with lowest memory demand. For higher memory dermagnd., higher set sizes),
the strategy however, missed the conventional lefseignificance. Possibly, higher
WM load induces more variance in the reading peofieading to a weaker effect
overall. Nevertheless, the results provide emdirszgport for a general strategy
subjects used during the reading span task, thatisg to fixate the target as early
as possible.

3.3.3 WM relevance for the perceptual span

WM load and WMC in the reading-span task reducesl plerceptual span as
expected by the foveal-load hypothesis (Hendersdre&eira, 1990; i.e., that the
perceptual span is modulated by foveal difficulfifus was indirectly measured by
the influence of the neighbouring words’ frequen8uccessor word frequency
effects were reduced for low frequent foveal worddjigh memory load conditions
and for low WMC groups. When the number of targetds maintained in WM is

low, readers have more capacity to process thewerd in parafoveal vision than
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3 WORKING MEMORY INFLUENCES ON THE PERCEPTUAL SPAN

when a high number of targets have to be maintaiMedeover, also high capacity
groups have more capacity to preprocess the upcpmord than low capacity
groups.

In the present experiment a well-established frequeffect of the foveal word
and of the upcoming word (n+1) in single fixatiomrations was replicated.
Frequent words were longer fixated than infrequeotds. In addition, a reversed
frequency effect was observed for word n-1. Thiexpected effect was more
pronounced for high WM load and was caused by redidgixation durations if the
previous word was of low frequency.

WMC showed only marginally influences on succe$smuency effects and for
WM load the effects were only significant for setes5 and 6. Nevertheless, as a
first attempt the present results provide diregiegdnental evidence that WM load
and WMC dynamically modulate the perceptual spdms Tesult is consistent with
Kennison and Clifton (1995) who also failed to fiadidence that low WMC acts
like high WM load. Thus, WMC appears to be a weadlestor modulating the
perceptual span than WM load.

3.3.4 Summary and Outlook

With the present experiment some unresolved quesbtbthe first experiment were
answered. A general strategy observed in both erpats was that subjects fixated
the target word as fast as possible. The indivitusIC differences on target words
in the first experiment were caused by additiomaktof target encoding and storing
for low capacity groups. Forcing subjects to stagding with the sentence-initial
word reduced sentence processing times. This meremcreased the time for pure
memorizing the target words by on average 343 msdtition the results support
the view that the perceptual span is dynamicallgutated by WM load and WMC.
High memory demands (low word frequency and highmory load) and low
memory capacities reduced the perceptual span @g®ged by Henderson’s and
Ferreira’s (1990) foveal load hypothesis.
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3.3 SUMMARY OF RESULTS ANDDISCUSSION

The report of analysis in the present chapter canaes on WMC differences
and load. As mentioned before old and young adwtie tested. The next chapter

therefore, focuses on the age dependent results.
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Chapter 4

Age differences in global eye-movement
measures and in the perceptual span

Reading is a highly practiced and often used skiltoughout the years older adults
become reading experts. Thus, reading seems ta batamated process preserved
with age (see Caplan & Waters, 1999). However, ratped restrictions in vision
and cognition might result in reading impairment folder adults. Visual
restrictions are mainly due to reduced contrassitieity and the reduction of
central and peripheral acuity with age (for a revieee, Fozard & Gordon-Salant,
2001). As mentioned, for several cognitive funcsi@m age-dependent decline was
also discussed. Thus, a general reduction in psotgspeed (Salthouse, 1996),
attentional resources (Craik, 1983), inhibitory ttoh(Hasher, Stolzfus, Zacks, &
Rypma, 1991), and long-term and WM (Park et al02)Qvere observed. These age-
dependent declines in cognition were claimed ttheeoutcome of a common cause,
which Lindenberger and Baltes (1994, 1997) desdrdseaging brain.

Facing these age-dependent declines it seems @tstanithat such a complex
cognitive skill as reading, which integrates mamndtions that mostly show
declines, is not influenced more. Hence, an interggquestion is how old adults

compensate for their declines during reading.
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A large number of studies investigated age depeameenn eye-movements
during reading. Most notably, old adults show mgtemper et al., 2004; Kemper &
Liu, 2007; Kemper & McDowd, 2006; Kliegl, GrabndRolfs, & Engbert, 2004;
Rayner, Reichle, Stroud, Williams, & Pollatsek, 8p@nd longer fixations (Kliegl
etl al., 2004; Rayner et al., 2006; Stine-MorrovahiN& Shake, 2010). In addition
longer saccade amplitudes were observed, combingd higher skipping rates.
Moreover, higher skipping rates resulted in morgressions back to previously
skipped words compared to young adults (Laubrockegk & Engbert, 2006;
Rayner et al., 2006). Furthermore, Rayner, Castellzand Yang (2009) observed a
slightly reduced perceptual span for old adults imoving window experiment, in
which only words inside a certain window were unkegisduring each fixation. Old
compared to young adults showed weaker parafoveéteal effects of the word
right to the fixation. Moreover, reading times dofl eaders were not reduced when
only two words were visible within the window. Wilyoung readers showed
impaired reading in a two-word window conditiore(j.word n and n+1 visible), old
adults’ reading times were not reduced when thewwads were visible within the
window. This result indicates that old adults caad efficiently without processing
information beyond the neighbouring word n+1, whileung adults seem to use
parafoveal information up to word n+2 (i.e., thigerd window). Thus, for old
adults the perceptual span was reduced in thetineof reading. It was more
symmetric around the fixation position compared tather asymmetric span size of
young adults (see Chapter 1.1.2 for more detailsutalthe perceptual span).
Rayner et al. (2009) assumed that higher skippatesriet old adults compensate for
their slower reading rates and their reduced péne¢ppan.

However, contrary to Rayner and colleagues Rissekdiegl (2011) could not
find evidence for reduced span sizes for old coeghdo young adults. If word
length of word n+1 was controlled (i.e., alwaysethietters long), young and old
adults did not differ in the amount of preview bEndhis was even true for effects
of word n+2 on word n. Thus, Risse and Kliegl'sutesexhibit only very small age
differences in the size of the perceptual spanndureading (see also Kliegl et al.,

2004). This result is in agreement with findingsattmore global skills and
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4 AGE DIFFERENCES IN GLOBAL EYEMOVEMENT MEASURES AND IN THE PERCEPTUAL SPAN

processes, such as verbal knowledge and lexicaepsing, are relatively constant
across the lifespan (e.g. Lima, Hale, & MyersorQ1LMayr & Kliegl, 2000; Park
et al., 2002; Verheaghen, Cerella, Semenec, Le8o@p, 2002).

Age effects on measurements of eye movements dugading were often
associated with declines in working memory. Fornegi®, Cerella (1990) showed
that age differences increase with higher WM demaftfttough higher task
complexity. Furthermore, Kemper and Liu (1997) rpafated WM load in a
reading task by varying task complexity via synta@mbiguity and subject vs.
object relative sentences. Old adults compared dong adults showed more
regressions and longer fixation times only for higimbiguous, object relative
sentences. Therefore, one could assume that thdepgmdent increases in fixation
durations, regression and skipping rates, aredbltrof cognitive limitations in the
‘aging brain’, which correspond to higher cognitiead on WM.

Facing the results of WM influences on age effentseading, the different
results of Rayner et al. and Risse and Kliegl mayatiributed to differences in
cognitive load evoked by the different text matenetween studies.

A second line of research relating age effects osasurements of eye
movements during reading and WM focuses on indaidlifferences in WMC. In
two studies, Kemper and colleagues (Kemtes, & Kemp897; Kemper et al.,
2004) monitored different WMC groups of young and adults during reading
garden-path sentences. In these sentences a tegnporhiguity is established and
resolved at the end of a sentence. Therefore, embesce meanings have to be
maintained from which one must be inhibited as &ssthe ambiguity is resolved.
Low WMC readers are associated with reduced aslitio maintain multiple
meanings (Miyake et al., 1994) and to inhibit ingistent or irrelevant meanings
(Gunter, Wagner, & Friederici, 2003; Hartman & HasH991). As old adults show
impaired performances in WM tasks (see for exarRplek et al., 2002), Kemtes and
Kemper hypothesized that the group of old adultsild/ahow the same resolution
problems as young low WMC readers. However, conttar Kemper et al.’s
expectations, old adults were not comparable ireggno young low WMC readers.
Only old adults with low WMC had problems to answmrestions about the
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4.1 METHOD

ambiguous sentences (Kemtes & Kemper, 1997). Meremld readers in general
showed more regressions but in a reading time whial comparable to that of
young readers (Kemper et al., 2004).

There seems to be a dominant pattern of age-relme@ases in fixation
durations, skipping rates, and especially in thealoer of regressions. Whether such
age effects further vary with task complexity atiays, with WM demands, and
individual WMC is still an open question. The pneisehapter examines the
mediating influence of WM on the relation age oradieag measurements by
manipulating WM load for different age groups whialso vary their WMC (high
vs. low capacity).

If age differences in eye movements rely mostly WiMC differences as
supposed by some authors (Just & Carpenter, 198&té&s & Kemper, 1997),
matched WMC groups of young and old adults showdt differ in their eye-
movement behaviour. From this perspective, high-WixéGng and high-WMC old
adults, as groups of young and old readers withWoMC, are expected to show the
same gaze pattern. Effects of parafoveal processilch as parafoveal-on-foveal
effects should be reduced, mainly for old adultshwow-WMC. If differences
between young and older adults both with high-WMC e observed, they can not
be attributed to WMC differences alone. Furthernitbge processes like inhibitory
control must be assumed to be involved to detersuieh age effects.

The present chapter focuses on the age effectentersce processing times,
fixation durations, and regressions with respecti@lC and WM load. It will be
investigated if old adults in general have redufieation durations and regression
rates, or whether this rather depends on the iddals’ WMC. Furthermore, old and

young adults are compared in their amount of paestbvision.

4.1 Method

Method with subjects, material and procedure asries] in chapter 3.
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4.2 Results

A typical age effect was found in scores on Leh¢lehrl, 1977) multiple-choice
measure of vocabulary and in Wechsler’'s Digit-Syhkiest (Wechsler, 1964). Old
readers attained a significantly higher vocabulagore, F (1, 115) =33.018,
p <.001, in comparison to the young group, andyaifscantly lower score in the
Digit-Symbol-Test, F (1, 115) =91.525, p <.001he$e results support typical
findings in age research. Higher vocabulary sctyesld adults are expected when
considering that old adults are reading experts alleady read an enormously large
number of words throughout their life. Therefore; bld adults infrequent words
and foreign words are also rather common. Lowerescm the Digit-Symbol-Test,
however, are an index for reductions in processpegd.

In the following, | report effects guided by thelea described hypothesis. The

complete list of effects included in the respectidM is listed in Appendix D.

4.2.1 General age dependencies in eye-movement measures

Longer fixation durations and higher regressionesaivere found for older,
compared to younger readers. Old aduttsal fixation durationwas on average
28 ms longer than for young readers (b = 0.095=925, t = 3.84, in Table D.2).
For gaze and single fixation durations the maireatffof age did not reach
significance. In comparison to young readers, ofhders make 7 % more
regressions(b = 0.86, SE =0.29, p<.01, in Table D.6). Tiheeractions of &E

with WMC neither reached the conventional levekignificance for total fixation

durations, nor for the regression rates.
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Figure 4.1: Sentence processing times as function of menuag for young and old adults. (A)
aggregated over all set sizes; (B) for each set siz

4.2.2 Age dependent influences of WM load

Figure 4.1 A displays the interaction o6Aand LOAD on mearsentencgrocessing
timesaggregated across all set sizes. The sentencesging time is measured as
the reaction time in which subjects were able tkena decision on the sentence
content irrespective of how many sentences wersepted. Sentence-processing
times only increase for young adults with WM loadhereas old adults stay fairly
constant across load. The graph of young adultdeativided into two parts. In the
first part, when up to four sentences were presendentence-processing times
increased linearly. In the second part, which is tfee last three sentences, the
increase in sentence-processing time is reduceca@u to the first part. Such
discontinuity can be an indicator for changes imgnitive functioning. The
interaction between @&e and LOAD was significant forset size 4:b =-0.096,
SE =0.020, t =-4.83set size 5b =-0.035, SE =0.016, t =-2.22; aget size 7

b =-0.044; SE =0.016, t =-2.84 (in Table D.f.skt size 4, old readers actually

reduce their reading times with load.
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This contra-intuitive reduction in sentence proceggimes with load for old
adults for set size 4 further interacts with thendibon of sentence order. The
interaction between @&, LoAD and SNTENCE ORDER was only significant for
set size 4(b =0.164, SE =0.040, t=4.11, in Table D.9)d Gdults sentence-
processing time is relatively constant for the dbod with fixed sentence order
(left panel of Figure 4.2) and decreases beforeoitstantly increases with the
random sentence order (right panel of Figure 4.2he reduction in
sentence-processing times with load seems to bé pnasounced at the beginning
of a trial. Thus, old readers may anticipate theonping memory demands which
they possibly try to compensate by longer sentg@moeessing times to better
encode the first targets (see also Figure 4.1 Aehory load 1).
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Figure 4.2: Sentence processing time as function of memorg, lé@ both age groups and both
sentence orders (fixed, and random).

Young and old readers does not differ in their @#ase in sentence-processing
times, shown in Figure 4.3. Here, the sentencegasing time of young and old
subjects is plotted as function of the subjecégfmemory slots. The number of free
memory slots is zero, if the WM load of a senteegealled the individual capacity.
Positive values indicate an “underload”, whereagatige values indicate an
“overload”, (i.e., WM load is above the WMC). Therees for young and old
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subjects in Figure 4.3 vary as a function of fremmory slots and age, but only the
memory effect is significant. The curves for oldlafoung readers overlap with one
exception: Old adults show longer sentence-proegdsines at the highest amount
of freely available resources (6 memory slasmpared to their younger controls.
This result statistically translates into a sigrafit interaction betweenck and
ReEsourcE(b = 0.0119, SE =0.00196, t = 6.07, in Table DAY MM with nested
ANOVA contrast specification for the factor EBROURCE shows a significant
interaction between &€ and Resourceonly for the 6 free memory slots condition
(b =0.161, SE =0.061, t=2.65). Thus, matchedha amount of free resources,
young and old adults did not differ in their semprocessing times, except for the
maximum number of free slots. Therefore, the afgmted increases in processing
time with load (shown in Figure 4.1) seems to be ttuWMC differences and less
to age differences per se. The modulation of adectsf by individual WMC is
outlined in the following paragraph.
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Figure 4.3 Sentence processing time as function of free nngslots, for both age groups
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4.2.3 Working-memory capacity and age

Figure 4.4 displays the sentence-processing tiroegparing only the highest (7)
and lowest (4) capacity groups of old and youngltadas a function of memory
load. Old adults with low WMC show higher mean saee-processing times and a
contra-intuitive reduction in their reading timegincreasing memory load from O
to 3. Sentence-processing times of old adults high-WMC stayed fairly constant
around 2100 ms. Young and old readers both witth WigMC do not show
significant differences in their sentence procegsimes. The mean fixation times
for capacity groups are listed in Table 4.1 (oldleg)] and Table 4.2 (young adults).
The increase in sentence processing times withenfitst four load conditions is
exclusively shown by young adults. Here the incegasmore pronounced for high
than for low-WMC groups. Furthermore, the WMC grewgf young adults differ in
particular for WM load higher than 4. The interaotibetween Age, Capacity
(reduced to group 4 and 7) and Load reached sogmife for set size 5 (b = 0.196,
SE =0.052, t = 3.8) and set size 6 (b = 0.309=8H52,t =5.9, in Table D.12).
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Figure 4.4: Sentence processing times as function of memoay land capacity (only extreme
groups 4 and 7), left panel for young and old adfright panel)
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Table 4.1: Summary: Capacity groups old adults

Capacity groups of old adults

4 5 6 7
Eye movement measures (n=4) (=9 (n=8) (n=233)

Sentence processing time (ms) MD 2373 2124 2072 2075

SD 547 524 541 519
Total fixation time (ms) MD 460 411 424 406
SD 271 246 266 250
Gaze duration (ms) MD 347 301 296 308
SD 205 189 198 186
Single fixation duration (ms) MD 256 236 229 240
SD 91 102 104 105
Number of first pass fixation MD 1.37 1.27 1.29 1.28
SD 0.63 0.56 0.59 0.55
Probability of skipping MD .21 .29 .37 .29
SD 41 45 48 45
Probability of regression MD .27 31 .36 .28
SD 44 46 48 45
Initial fixation on target MD 4.95 4.43 4.43 4.18
SD 1.76 1.63 1.42 1.50

Furthermore, WMC-dependent differencesgaze durationsare only observed
for old adults (see Figure 4.5). Low-WMC old adu@jaze durations were on
average 45 ms longer than those for all other groamd slightly increased with
load. However, gaze durations of high-WMC old asl¢B08 ms) are comparable to
that of high-WMC young adults (293 ms). The inté@at between &g, CAPACITY
and LoAD reached significance faet size b =0.401, SE =0.124, t=3.23, in
Table D.13).
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Table 4.2:  Summary: Capacity groups of young adults

Capacity groups of young adults

4 5 6 7
Eye movement measures (h=5) (=9 (n=17) (n=30)

Sentence processing time (ms) MD 2477 2286 2145 2071

SD 637 621 574 510
Total fixation time (ms) MD 450 408 408 372
SD 323 302 265 243
Gaze duration (ms) MD 304 312 312 293
SD 214 215 208 193
Single fixation duration (ms) MD 230 235 240 222
SD 110 123 123 104
Number of first pass fixation MD 1.56 1.48 1.43 1.35
SD 0.72 0.71 0.68 0.62
Probability of skipping MD .22 .20 24 .18
SD 42 40 43 .38
Probability of regression MD .39 .29 .29 24
SD 49 46 46 43
Initial fixation on target MD 3.73 3.80 4.02 4.37

SD 2.40 2.31 1.99 1.69
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Figure 4.5: Gaze duration as function of memory load and dapé&anly extreme groups 4 and 7),
left panel for young and right panel for old adults
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4.2.4 AGE dependent parafoveal-on-foveal effects

It was further investigated how age influenced foar@a-on-foveal effects.
Therefore, the influences of the frequency of teanbouring word to the right of
fixation on the current fixation duration (i.e.,ceessor effects) were examined. As
reported in Chapter 3, low frequent parafoveal waréll generally increased single
fixation durations on word n (Figure 3.6) compatedhe situation when n+1 is of
high frequency.

Assuming reduced perceptual spans for older cordptreyoung adults, this
effect is expected to be reduced for old adultsvéier, such a pattern could not be
observed in the present data. The interactionc# &nd the frequency of word n+1
neither reached significance femgle fixation durationsnor for gaze durations
The t-values of the effect were less than 1.5 and,ttaken out of the models listed
in Appendix C. Furthermore, the interaction betwe®se, CAPACITY and the
frequency of word n+1 also did not reach signifman

Only the well-established frequency effect of thkated word n (i.e., immediacy
effect) is modulated by age. Figure 4.6 displaysgle fixation durationsas a

function of current word frequency. The frequendie@ of the fixated word is
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current single fixation duration
240
| |
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M= Young
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Figure 4.6: Immediate frequency effects of young and old aduitlotted is the single fixation
duration on the fixated word.
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slightly stronger for old than for young adults<(180.056, SE = 0.014, t =-3.99, in
Table D.11). Old adults’ single fixation duratioase more strongly increased, if
word n is of low frequency, than young adults’. l§eze durationsthis effect was
even strongefb =-0.036, SE =0.015, t=-2.33, in Table D.10hus, old rather

than young adults seem to be slowed-down by prowg&swy frequency words.

4.3 Summary of Results and Discussion

The analyses reported in the present chapter fdausege-dependent influences of
WM load and capacity on eye-movements during thelifieal reading span task.
There were, however, only a few global modulatibpsge. With the present study
the findings of longer fixation durations (Kliegt al., 2004; Rayner et al., 2006;
Stine-Morrow et al., 2010) and more regressionsulfrack, et al., 2006;

Rayner et al., 2006) of old adults were replicated.

4.3.1 Age effects depend on WMC

The general slowing of old adults is well known feaction time experiments. In

these experiments the absolute age differencesdser with increasing task

difficulty. This relation is known as age-complgxdffect (Cerella, 1990). However,

the present results in reaction time (i.e., theesae-processing time) were contrary
to this well-established effect of cognitive agit@nly young adults systematically

increased processing time across serial positibrsemtences in a trial (especially
the first 4 serial positions) reflecting the ingean WM load, whereas old adults
allocated a similar amount of time, irrespectivesefial position.

Further analysis showed that older and youngerts@uhibited similar increases
in sentence-processing times when the number elyfievailable memory slots was
taken into account. Thus, the lower the numbered fnemory slots (resources), the
more time was used for sentence processing. Thestelvas shown by both age

groups at the same level, such that the curvesdofmmd young adults overlapped.
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Thus, when matched in the amount of freely avadlalglsources, old and young
adults need the same time for sentence procesSimat age effects in lexical
processing appear to be much smaller than expéctedage-dependent declines in
cognitive functioning was already reported by, ésample, Laubrock et al. (2006;
see also Lima et al., 1991; Mayr and Kliegl 200@rhéaghen et al. 2002).

The lack of age effects across different levels refources suggests a
reconsideration of age differences with respetid load. It is rather possible that
the age differences across load are due to WMErdifices, and not to WM load per
se.

The results of fixation durations support the agsion that age effects rely
most exclusively on old adults with low-WMC. Onlydoadults with low WMC
showed increased gaze durations, whereas the hii-\Wd and the high-wMC
young adults stayed fairly constant across load.

Kemtes and Kemper (1997) already observed thatepsicg of ambiguous
sentences was exclusively impaired for low-WMC ot for high-WMC old adults.
This dissociation with respect to WMC had not bstiown for eye-movements
during reading yet, as the focus of typical agitgdes was rather on analyzing
general age effects. The results of the presenly stmphasises the importance of
differences in WMC, if one aims to understand aglated changes in eye-

movements during reading.

4.3.2 Age and the perceptual span

The age by complexity interaction of cognitive aggipredicts an age-related
increase in fixation duration with increasing watdficulty, i.e., for words of low

frequency. Old adults indeed showed stronger frecueffects of the foveal word,
so they more strongly increased single and gazeatidas for low frequency

words n. Furthermore, following the results of Rayret al. (2009) one would
expect reduced influences of the word right of tiwa for old adults. However, the
parafoveal-on-foveal influences in the presentysmdsed the conventional level of

significance.
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4.3.3 Summary

To increase task complexity and to control age WAAC during reading is a
promising basic approach for eye-movement reseditoh.present results underline
the importance to investigate age-related diffeesnwith respect to WMC and WM
load. The age comparison supported the notionréeting is a highly automated
process, well preserved, for high-WMC old adultshwsimilar overall processing

times and gaze durations compared to young readers.
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Chapter 5

General Discussion

This dissertation explored the importance of wogkinemory processes for eye-
movements during reading. The comprehension ofeseas is linked to different
reading skills, and to how working memory can expladividual differences. This
is in contrast to the eye-tracking research, wiegeemovements are recorded during
sentence reading under conditions in which subjshtauld easily understand the
sentences. Thus, the question remains of how rgakills modulate the level of
sentence comprehension. The present work bridgegdp between both areas of
research, as well as to the research field of wgrknemory by investigating how
eye-movement patterns changed for readers witardifit WMC when WM load was
increased.

Thefirst central issue addressed in this thesis was thesiigation of the impact
of working-memory capacity and working-memory load global eye-movement
patterns during the reading-span task. Thus, inrs $tep | implemented the
traditional reading-span test without any manipalabf the design to accommodate
eye tracking (Chapter 2). In all sentences, tawgetds were the final words of the
sentences. Task demand (i.e., WM load) increased tonals. The subjects’ WMC
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was predictive for the probability of refixatinggets and the total time spent on the
critical words. Fixation durations increased acrtdss sentence, with the longest
durations on the sentence-final words (i.e., aeser@ wrap-up effect), reflecting both
comprehension and time for encoding the target woltere was also a gradual
increase in sentence-processing times related toCWReaders with low WMC
slowed down their reading as a function of incnegdiVM load more than readers
with high WMC. An unexpected side result was tiet tumber of fixations on the
target (sentence-final) words was higher than foother words and reading of a
sentence tended to start with the sentence fined. wo

The results of the first experiment were influentsgdthe subjects’ strategy to
start reading at the end of the sentence. Thubeifollowing experiment (Chapter 3
and 4) subjects were forced to start reading atémeence beginning by masking all
words except the sentence-initial one and by rawgahe remainder of the sentence
once the eyes fixated the first word. Neverthelesbjects showed the same strategy
as in the first experiment by fixating the targedird/as fast as possible. The attitude
of the subjects was therefore independent of thgemxental design and thus,
indicates strategic allocation of processing resesir

The previous results of Experiment 1, that WM lomfluenced sentence
processing times, were replicated. Load affectedtifon durations were also
contingent on individual differences in WMC. Realeiith high WMC showed only
a slight increase with sentence position and s, €ind therefore they had more
time for pure memorization of the target words.

The second question addressed in this thesis was how workimgmory
influences the perceptual span during reading. Thiusvas investigated how
working-memory load and working-memory capacityeaff lexical access (e.g.
frequency effects), and foveal and parafoveal-oedd effects (Chapter 3). WM
load reduced the perceptual span, as expectecelfpibal-load hypothesis (i.e., that
the perceptual span is modulated by foveal diffigulHowever, WMC had only a
marginal effect on the perceptual span. Thus, WMfears to be a weaker factor in

dynamically modulating the perceptual span than \wadl.
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5.1 WHAT IS CRUCIAL - THE SENTENCE OR THE READER

To maximize individual differences in WMC, | testgung and old adults
(Chapter 4). Thethird central issue was to explore if age differenceseye
movements rely mostly on WMC differences. The rsseiphasised the importance
of differences in WMC, when one aims to understagd-related changes in eye
movements during readintn particular, old adults with high WMC showed diani
overall processing times and gaze durations asgyoegders. There were, however,
a few modulations by age. The well-establishedce$fef longer fixation durations
and more regressions of old adults were replicd#ateover, young and old adults
processing times and gaze durations respondedratdifig to WM load. Young
adults’ durations increased with WM load, wherdesdurations of old adults stayed
fairly constant. This age effect disappeared whanjests were matched in their

amount of freely available resources.

5.1 What is crucial - the sentence or the reader?

The complexity of a text determines the readingabedur and the time needed for
sentence comprehension. Buswell (1922) showedrédeting times for words in
fiction were shorter than for words in technicdedature. It was assumed that
complex sentences require more cognitive effortntleasy sentences. In the
experiments of this thesis the complexity was malaied independent of the
sentences. Not the complexity of the sentencegased but the number of target
words a subject had to maintain during reading. edeless, a high number of
target words lead to high working-memory load. Thudso leads to more cognitive
effort than in cases when no target word had tonlaentained. Therefore, a high
number of target words mirrored a high complex eece or text.

In addition, | expected that the individual readsigll, and thus, the cognitive
system and, in particular, the working-memory c#gaevould be responsible for
differences in eye guidance during reading. In,fandlividual constrains (of the
reader) as well as the memory demands (of the rsestedetermined the reading

behaviour. Moreover, the online working-memory loadned out to be more

91



5 GENERAL DISCUSSION

important than the influence of the individual's nkmg-memory capacity. These
results will be discussed in the following paradrspn reference to the current state

of research.

5.2 WMC differences are more than a variation in
resources

Consistent with previous studies (e.g., Carpenteiu&t, 1992; Engle et al., 1992;
Friedman & Miyake, 2004), memory load had a sigaifit impact on processing
time devoted to the test materials. The more takgetls there were which had to be
maintained, the more time was needed for sentemmmegsing. This main effect is in
agreement with the assumption of a limited poalesburces (e.g. Just & Carpenter,
1992). In accordance to that assumption, a fixedbar of resources must be shared
for all memory representations and processing tagss, the more representations
(e.g. target words) are maintained in memory, thaller the amount of resources
that is available for each particular one. Sevaudihors (e.g. Just & Carpenter, 1992)
assumed that skilled readers (with high WMC) haweamwesources than less skilled
readers (with low WMC). From this perspective oneuld expect longer reading
times for readers with low WMC, which is what | fadi

The results strongly suggest that the lower the Wfl@ reader the stronger the
increase in reading times with load. Differencesdading times stayed, moreover,
constant if subjects were matched on their freefgilable resources. This result
stands in contrast to the assumption that the nuofesources alone is responsible
for differences in WMC. If that was the case, compée times would be expected
after matching. However, subjects still differecttwrespect to their WMC. These

differences may be evoked by basic difference®gnitive processing.
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5.3 INDIVIDUAL DIFFERENCES IN ATTENTIONAL CONTROL

5.3 Individual differences in attentional control

One important factor for the differences betwednjestis seems to be the selectivity
of attentional control and associated mechanismmhabition. Hasher and Zacks
(1979) gave the impulse to integrate the inhibitilbaory with the general theory of
capacity limitations. Thus, the degree of atterdlaontrol defines the efficiency of
inhibitory processes. Limited attentional capadgyshared between elements that
had to be actively maintained in working-memoryeTinore elements have to be
maintained the less attentional control is avaddbl each particular one. Based on
this attentional reduction, inhibitory processes kass efficient. As a consequence,
more irrelevant information is allowed to enter Wiog-memory and the relevant
information is more susceptible to interferencee Tdognitive system has to be
robust and flexible at the same time. The cognisystem has to be robust and
flexible at the same time. Robust enough to inhi#ék irrelevant information but
flexible enough that new relevant information fitglway into memory.

Hasher and Zacks (1979) argued that attentionahaitypand thus, inhibitory
processes vary both within and between individukitey applied this assumption of
individual differences to the concept of workingmmay (Hasher and Zacks, 1988).
Moreover, Engle (1996) claimed, that the controindiibition in working memory is
a process constrained by the available attentioesdurces. Therefore, working-
memory capacity is related to attentional conteoid individuals differ in their
ability to focus and maintain attention.

The inhibition hypothesis received several empirggports. Subjects differed
in their ability to resist task irrelevant informat and to deal with interference,
dependent on their working-memory capacity (seewdnih et al., 2005 for a
review). Results support the view that individualth high WMC in contrast to low
WMC are more able to resist an interfering attentapturing cue when it conflicts
with task goals. Thus, subjects with high WMC reedrless than subjects with low
WMC to hear their names during inspection of avai message (Conway et al.
2001). They better resist giving an automatic dmgnresponse to a flashing cue,
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which appears on screen and must be ignored (HdlB8). They also better
comprehend ambiguous sentences (e.g. Miyake di9&i4).

The results of the present thesis replicate ediheings and moreover, provide
support for Hasher and Zacks (1979) statementatiteritional capacity varies within
and between individuals. By increasing working-memadoad the sentence-
processing times increased within all subjects. él@w, the increase was stronger
the lower the WMC. Matched on their freely avaiwhblesources fundamental
differences between groups preserved.

The inhibition hypothesis could explain why yourgpders of low and high
WMC still show differences in their readings timéshe number of resources is
taken into account. Given that low working-memoapacity is caused by inhibition
deficits, the readers differed in their ability focus and maintain attention. A
computational implementation of the theoreticaluagstions of inhibition processes
which are linked to attentional control is giventlwithe interference model by
Oberauer and Kliegl (2001). Besides the two otteameters, a noise parameter is
postulated to explain that some cognitive systems @ore susceptible to
interference than others. High noise levels indbgnitive systems prevent the focus
on task relevant information, which moreover resuitlonger processing times per
se. For the present data one would assume thaiike value is highest for readers
with low working-memory capacity. The implementatiof the interference model

for the present data would be a next step to fottié given interpretation.

5.4 Attentional reduction with working-memory load

In the reading-span task the working-memory loactessively increased from the
first to the last sentence in a task by experinigntaanipulating the number of
target words which were to be maintained duringesmre reading. As just described,
this results in an increase of sentence-processimgs. Furthermore, fixation
durations in first-pass reading and particularlgétond-pass reading increased with

increasing working-memory load. The findings regle results published by
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Kaakinen and Hyona (2007; see also Just & Carpel®9R). In accordance with the
previous interpretation, they support the view tl@so global eye-movement
measures were influenced by a reduction in atteati@ontrol. The more target
words there were which had to be maintained, tke &tentional resources were
available for the eye-movement control, which meszaesulted into longer fixation
times.

Working-memory load furthermore increased withiseamtence, which resulted
into an increase of fixation durations across #r@ence. The longest durations were
shown on sentence-final words. Longer fixation tores at the end of a sentence
represent a wrap-up effect and reflect integratibmformation and comprehension
of the sentence (e.g., Just & Carpenter, 1980;hHdit& Green, 1978; Rayner et al.,
1989, 2000). In the present study, they additignaflect the time for encoding and
storing the target word. However, the increasexaition durations within a sentence
is irrespective of the target words and replicéitedings of Kuperman et al. (2010).
Fixation durations increased from word-to-wordhaligh words toward the end of a
sentence are likely to be more predictable andigii-frequency, which would lead
to reduced fixation times per se (e.g. Boston, Halegl, & Vasishth, 2008; Ehrlich
& Rayner, 1981; Rayner, 1998; for a review see Kuonam et al. 2010). This contra-
intuitive effect was explained by Kuperman et al.lkte influenced by language
integration and comprehension processes that dreomfined to the last word, but
rather increases incrementally over several woltlgma sentence.

A second line of interpretation relates to workingemory. For sentence
comprehension the reader has to remember all vadodnation until the end of the
sentence. Given that the number of words in seateften grossly exceeds the
capacity of the working memory, words have to beirab together in chunks.
Baddeley, Hitch, and Allen (2009) postulate tha¢ ttmemory for sentences is
enhanced by direct interactions between languagevliedge and the phonological
loop and by attention demanding binding proces3$ésis, it is also possible to
assume that increasing fixation durations acrossstimtence are likewise due to
attentional limitations caused by increasing wogkmemory load.
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5.5 High WMC promises youthfulness in reading

Let us go one step back and consider the findiagttie absolute working-memory
capacity difference increased with increasing tdgkiculty. Such interaction is
known from the aging research as age-complexityeceff(Cerella, 1990).
Furthermore, older adults were supposed to retleetreading patterns of young
adults with low WMC (Kemper & Liu, 2007). If one aasnes that aging is
determined by a decline in working-memory capasge Park et al., 2002) the age-
complexity effect should likewise be determined WMC differences. However,
Kemptes and Kemper (1997) failed to find empirsapport for this assumption. In
their comprehension study, not all old adults waympatible to young readers with
low WMC. In fact, only the old adults with low WMGhowed compatible
comprehension results and times to young readéhnslow WMC.

The results of the present thesis shown in Chdptupport the findings of
Kemptes and Kemper. If subjects were matched ain fiteely available resources,
old adults as a group showed the same reading as\¢ise group of young readers.
The lack of age effects across different levelsegburces suggests a reconsideration
of age differences with respect to WMC. By takihg ¥*WMC into account, a much
more differentiated picture was observed Fastestnnneading times were shown by
readers with high WMC irrespective of age group#pived by the reading times of
young readers with low WMC. The longest mean readimes were due to old
adults with low WMC. Moreover, this differentiatpicture was observed for various
eye-movement measures. Only gaze durations of adldtsawith low WMC were
significantly longer than that of young adults.

The results clear-cut the age groups with respethé¢ir WMC. Counter to the
assumption of a general age dependent restricticsentence comprehension and
eye-movement control, reading seems to be an atednpaocess well preserved for
old adults, especially those with high WMC (seedlaplan &, Waters 1999, who
suggest a WMC independent system for sentence ebrapsion). Nevertheless, old
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adults, especially with high WMC, used compensatstrategies which become
apparent at the task beginning. Contrary to youdglts, who systematically
increased processing time and gaze durations aseoiss positions of sentences in a
trial, reflecting the concomitant increase in Whadh old adults with high WMC
allocated an equal amount of time to each sent@mespective of its serial position.
Thus, they considered all sentences with a sinalaount of time. This reading
behaviour suggests that old adults anticipateddnig¥iM load during a task already
at its beginning. That made them use more timéeatdsk beginning to thoroughly

encode the initial target words and to create Rigbibust representations.

5.5.1 Counter intuitive age-dependencies of word frequernc

The frequency of a word, that is how often it oscir a given language, influences
word processing (see Balota et al., 1985; Inho®#3% Inhoff & Rayner, 1986;
Rayner & Pollatsek, 1987). The more frequent a wtrd faster and more accurate
is its lexical access (Morrison & Ellis, 1995). Aominent effect in eye-movements
during reading is that low frequency words indumegler first fixation durations and
gaze durations than high frequency words (e.g.ffnRdRayner, 1986; Rayner &
Duffy, 1986). Old and young adults did not differ their frequency effect as
reported in Kliegl et al. (2004). However, the Heswof the present thesis revealed a
different picture (see Figure 4.6). For old adutte frequency effect of the foveal
word turned out to be stronger. Compared to youhgts, old adults more strongly
increased single and gaze durations for low frequ&vords n.

These results are counter intuitive, if one assuthas old adults are reading
experts who have already read an enormously laugebar of words throughout
their life. Thus, for old adults low frequency werdhould rather be common. This
assumption is supported by the vocabulary scoresyc$ubjects. Old adults attained
a significantly higher vocabulary score than theing adults, which is a typical
finding in age research. In contrast, the resuftshe digit symbol test revealed
reduced processing speed for the old adults. Howedhe vocabulary test was

conducted without time pressure. Therefore, statésneegarding the speed of
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lexical access are not possible. At this pointan only provide an initial attempt to
formulate an explanation of the observed age-depdrfdequency effects. Under the
assumption of a general reduction in processing@dgpene could assume that the
interaction of age-dependent frequency effectatierfered by the general slowing in
single fixation durations of old adults. This inmuvould lead to the assumption that
for old adults, low frequency words did not takeder, but high frequency words
more quickly attained lexical access. Such an pmétation would also conform to
findings of a reduction in older adults’ resilieniceresponse to processing ease in

the perceptual span (see Risse & Kliegl, 2010).

5.6 Combining WM models and models of eye-movement
control

The key focus of working-memory models as well gs-movement control models
lies on attention processes. The results of theepitethesis revealed that increasing
working-memory load leads to increases not only reaction times for
comprehending a sentence, but also in fixation tchma on the words itself.
Moreover, there was clear evidence that working-ormgntoad influenced the pre-
processing of the upcoming word and thus, dynamyigafluences the perceptual
span as proposed by Henderson and Ferreira’s (1896l load hypothesis. Word
properties of the upcoming word modulated fixatourations of the fixated word
only in low WM load conditions. Models of eye-movent control could explain the
results as following:

(a) Sequential attention shift models (e.g., E-Zad®e: Reichle et al., 2003)
assume that a word can only be processed if aitemgifocused on that word, and
attention can only be focused one word at a timeaccordance with these models, in
low WM load conditions, in which the upcoming wond1 was pre-processed,
attention was shifted to word n+1 before prograngrohthe saccade to that word
was finished. Thus, while the eyes still fixatewaord n, attention is already shifted
ahead and word n+1 can be pre-processed in paefesston. In contrast, in high

WM load conditions processing of word n needs londee to limitations in
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attentional resources (WM assumption), and thues|ekical programming may need
as long as programming the saccade to word n+&. @&sisequence, there may be no
time left to shift attention to word n+1 before nmuy the eyes and word n+1 will not
be pre-processed. (b) Guidance-by-attentional-graanodels (e.g. SWIFT: Engbert
et al., 2005; Glenmore: Reilly & Radach, 2003) ptade that attention is distributed
across more than one word at a time. In a recenstore the SWIFT-model further
implements a dynamical attention span, which chartgesize conditional on the
foveal processing demand. With respect to the ptassults, the attention span may
extended to the upcoming word(s) in conditions Wett WM load and focus on the
fixated word only in conditions with high WM load.

In addition, economical conceptions of WM (Cowarf99; Engle, 1996,
Oberauer, 2002) also postulate a close connectbween WM processes and the
attention system. If attention is guided to actdbinformation in long-term memory
they obtain entrance into working memory. Empirisaldies confirmed that only
about 4 elements can be actively maintained. lora@ence to Oberauer (2002) they
are maintained in a region of direct access andawan’s model (1999) in a focus
of attention. Contrary to Cowan, Oberauer postsldétat a focus of attention can
only hold one element at a time. Referring to medel working memory, the
conception of sequential attention shift modelsreading may be similar to the
perspective of a restricted focus of attention ber@uer predicted, and the guidance-
by-attentional-gradient models are more like trewof Cowan’s focus of attention.
However, in explaining the results of eye-movemeontrol, the WM model, as
predicted by Cowan, quickly reaches its limitsofe assumes only an activated part
of long-term memory and a dynamical focus of attentone has to assume that all
words of a sentence that are already read are enfdbus of attention. This
representation is not compatible with the view yé-enovement control models and

the intention of a perceptual span.
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5.6.1 The perceptual span and the focus of attention

Figure 5.1 illustrates different assumptions of Wbmbined with assumptions of
eye-movement control models. In the left upper péfigure 5.1 Al), the sequential
attention shift view is illustrated with a focusaitention that holds only one element
at a time. During sentence reading words are detivan long-term-memory. The
region of direct access, as postulated by Oberaumeases during sentence reading
from one element at sentence beginning to 4 elesnanthe end of a sentence.
During reading words are bound together to coherlemhks. Only one word is in the
focus of attention. If WM load is high (Figure 9B), and lexical access needs as
long as the programming of the saccade, then thesfof attention is always on the
fixated word. In contrast, if WM load is low (Figui5.1 Al) and lexical access is
faster than the programming of the saccade, thesfof attention is shifted to the
upcoming word and the eyes follow with a delay. Tipeoming word enters WM
when attention is guided to that word for the fiiste. Before that, it may however
be pre-activated in LTM, for example due to itsdiceability from the previous
sentence context.

Embedding assumptions of WM in guidance-by-atterdiqradient models, one
has to assume that the focus of attention is dycelipiadjusted to the available
attentional resources. In that way the focus dafraitbn is restricted to the fixated
word, if that word or additional information occupljl attentional resources (Figure
5.1B) and it is extended to the upcoming word, ifiiddal resources are available
(Figure 5.1 A2). Empirical evidence for a dynamifatus of attention is so far
missing in working memory research. If anythinghea the possibility of multiple
foci is discussed (see Risse and Oberauer, 2010).

Nevertheless, to restrict the attentional focugy ealone word at a time reduces
the input of additional information and thus redsidde risk of interference.
Computational models of sentence processing havweady implemented
assumptions of working memory (e.g. Lewis, Vasishtid Dyke, 2006). Among
others, computational principles concerning theu$oof attention and similarity-

based interference were specified. For sentenceepsing, an extremely limited
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focus of attention is assumed that reduces thdagitgibased interference during the

retrieval and encoding of words.

low WM load high WM load

A1 B A

A2
fovea
perceptual span
«> region of direct access

« focus of attention

<> activated part of long-term memory
(=

Figure 5.1: lllustration of different assumptions, both fraffM models and eye-movement control
models. In Al the sequential attention shift viewlliustrated with a focus of attention
that holds only one word of a sentence at a tingillstrates the dynamical attention
shift view were under low WM load conditions thecdie of attention can hold more
than one word at a time. In high WM load condititnagh, the attention shift view and
the dynamical attention shift view, would suggésittattention is focused on one word.
The already read words are in the focus of attandiod upcoming words can be pre-
activated by the activated part of long term memory

However, in conditions with low working memory demds, there is no reason
why attention should not be distributed across aader region of words as
sufficient, if additional attentional resources dreely available. A dynamically
adapting focus of attention, therefore, seems tarbmteresting starting point and a
promising concept in the attempt to integrate wugkinemory theories and eye-

movement models in reading.
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5.7 Specifics of the reading span task

A general strategy observed for the reading-spsk was that subjects fixated the
target word as fast as possible. This lead to Speftxation patterns in the first
experiment, were subjects started reading withsérgence final word, which was
the target word. Forcing subjects to start readiith the sentence-initial word
reduced sentence processing times. Individuals wiglh WMC read faster and
fixated the target word earlier than readers watv WMC. However, individual
variance reduced when this intuitive strategy weashipited. Thus, some of the
fixation patterns were task specific, and fixatiorexe influenced by the relevance of
the target encoding. To maintain the target words e pivotal task in this dual-
task account. Cognitive relevance plays an imporntale in dual-task conditions
(Meyer & Kieras, 1997; Meyer, Kieras, Lauber, Sclagher, Glass, Zubrigger,
1995). It defines the priority of the task companém competing situations the task
with the highest priority is processed before theen The results shown in Chapter
3 tentatively suggest that the cognitive relevaotéhe target word influenced the
fixation sequence and the durations. Hence, topadorgcesses influenced the eye-
guidance at the fixation level. The results, theref provide preliminary support for
the cognitive relevance hypothesis (Henderson, Miadc& Schandl, 2009, see also
Inhoff et al. 1992) that supposes a top-down prEingsof eye-movement control
which is intention-dependent.

5.8 Outlook: Sentence independent manipulation of
working memory load

The present thesis was a first attempt to integratefields of research on human
cognition that have been largely separated in ##t. [Clear evidence was given that
working-memory has a strong impact on eye guidahceng reading. Moreover, the
results inspire ideas for subsequent experimenpsdeide a better understanding of
how executive attention processes of WM and eyeem@nt control are linked

together.
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In the reading-span task used for this thesis,tdlhget word was the sentence
final word. Thus, longer fixation times on targevrds were shown to reflect both,
the sentence wrap-up effect and time for encodiwegtarget word. To disentangle
the processes of sentence comprehension and targetding, one could use
unrelated itemswhich are printed to the right of the sentenceg.(Kane et al.
2004). This allows much greater control over thifeuence of WM load on sentence
comprehension, dependent on individual capacitid®reover, a sentence
independent manipulation of working-memory loadvidtes the opportunity to use
items from different domains.

To test the domain specificity of the attentioradds, thevalidated WM testkke
memory-updating tests or the operation sgsave to be combined with sentence
reading. Elements like single letters, words, numsber points within a grid could be
presented and updated, while a new sentence ismeesafter each updating step.
This procedure ensures a successive increase é&fngememory load during each
task. Sentence comprehension can be ensured bgpgesddud, or by a decision that

has to be made on basis of the sentence context.

5.9 Conclusions

The present thesis provided strong evidence forirtfieence of working-memory
processes on eye-movements during reading. Relgtitige perceptual span and its
dynamical modulation through cognitive demands, weking-memory capacity
was shown to be a weaker factor than working-menhwag. | therefore conclude
that highly automated processes of eye-movemertraioturing reading, such as
saccade generation, are performed relatively simiaall brains without strong
individual differences. Given that individuals witbw working-memory capacity
reach there limits more quickly, effects of workimgmory load become apparent
earlier.

Further, | provided evidence that age-related dhfiees in eye-movements are

governed by differences in working-memory capacithe dissociation of age-
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5 GENERAL DISCUSSION

effects with respect to WMC had not yet been shdarneye-movements during
reading, as the focus of typical aging studies vedlser on analysing general age
effects. Thus, the present results emphasize thporiance of considering
differences in WMC if one aims to understand adatee changes in eye-

movements during reading.
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Appendix A

Sentence Material

Sentences of the Reading Span Task from Oberaaér (@000) served as stimuli in
Chapter 2, 3 and 4. The target words are thewasitls in the sentences, they are

printed in bold. In addition the correctness ofteane statements are shown in

brackets.
Die Reichen haben das meiSield [true]
Alle Hemden sind aulseder [false]
Jeder Vogel war eiRi [true]
In jeder Wolke ist ein&pinne [false]
Alle Hunde fahren gernRoller [false]
Viele Kinder gehen zuschule [true]
Manche Hauser sind auolz [true]
Alle Menschen haben ein&fater [true]
In der Post kauft maSchnitzel [false]
Der Himmel hat ein&cke [false]
Die Erde ist grof3er als digonne [false]
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Ein Auto verbraucht vieKohle

Alle Indianer haben einerut

Eine Apfelsine ist ein€rucht

Ein Adler hat eind-losse

Die Banane hat eine gellsehale
Salz ist heller alPfeffer

Ein Mensch hat eindase

Jedes Haus hat eidach

Licht ist einMetall

Unter Wasser gibt es kelreben
Die Sonne palft in eineéschrank
Blei ist schwerer algVatte

Alle Hauser haben einElr

Ein Auto hat eineiMotor

Mehrere Satze ergeben &lort
Der Tag beginnt mit derlorgen
In Frankreich gibt eKase

Viele Flaschen sind auslas

Alle Rosen wachsen itdamin

In Bonbons ist vieZucker

Die Blumen bluhen inWinter

Ein Papagei hat einéschnabel
Honig enthélt vieFett

Eine Autobahn fahrt immer andeer
Eine Pflanze braucliticht

Im Frahjahr fallt der meist&chnee
Diebstahl verstol3t gegen dassetz
Eine Melone ist gro3er als eipfel
Alle Englander leben in dStadt
Im Hallenbad spielt maRuf3ball

Ein Wasserkraftwerk erzeu§trom

[false]
[false]
[true]
[false]
[true]
[true]
[true]
[true]
[false]
[false]
[false]
[true]
[true]
[true]
[false]
[true]
[true]
[true]
[false]
[true]
[false]
[true]
[false]
[false]
[true]
[false]
[true]
[true]
[false]
[false]

[true]
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A SENTENCEMATERIAL

Eine Eiche hat ein&/urzel [true]
Jedes Haus hat ein@arten [false]
Wolken bestehen ad@upfer [false]
Ein Auto brauchBenzin [true]
Auf dem Mond wachsBras [false]
Zahlen ergeben dadphabet [false]
Haare hat man nur auf defopf [false]
Der Backer machiVurst [false]
Auf einem Konzert hort malusik [true]
Ein Fahrradreifen besteht aGsimmi [true]
Im Kino gibt es einé.einwand [true]
In Bolivien wachsKaffee [true]
Baren leben unter d&rde [false]
Eine Heizung spend&/arme [true]
Jede Katze hat eirell [true]
Auf dem Mond lebt eitHuhn [false]
Alle Teller sind auslech [false]
Ziuge fahren auf destral3e [false]
Die Erde hat eineMond [true]
Im Sommer gefriert deBee [false]
Jede Blume ist ein€ulpe [false]
Zum Kochen braucht man eiNetz [false]
Sieben Tage hat d&oche [true]
Mehrere Stufen ergeben eieeppe [true]
Schuhe sin dimmer aW§olle [false]
Mit Streichhélzern macht mafeuer [true]

120



Appendix B

Interpolating the trajectory of the eyes
during blinks

Experimental eye movement studies have to cope thghproblem of data losses
caused by blinks. Eye blinks result in loss of measent. In long trials, such as
normally required for determination of reading spdre number of blink events
increases and discarding entire trials with blirkeo longer an option. Hence, the
interpolation of blink data is required. Thereforaleveloped a new tool, which is
characterized by ease of usability and fine-grainggtpolation of the data. Different
parameter settings allow an adaptation for eye mevés during reading as well as
during scene perception and visual search taskdsudalization tool simplifies the
setting of parameters.

A blink is a natural brief closing of the eyelids.can happen as a normal
periodic closing reflexively or voluntarily. During blink each eye typically rotates
nasal wards and downward during the closing phdsa blink (Riggs, Kelly,
Manning, & Moore, 1987). These eye movements areemapid than the lid which
results in a characteristic data pattern beforeetyws are completely closed (see
Figure B.2). The positions of the eyes before akbire mainly inconsistent with the

eye position after the blink. To overcome the spajap the eyes have to jump from
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B INTERPOLATING THE TRAJECTORY OF THE EYES DURING BLINKS

one position to the other. That rapid eye movemwtit a high velocity is called
saccade. Thus, the saccade programming is assorbedcbntinued during blinking.

raw cata

¥ &y component

0 400 800 1200 1600 2000 2400 2800 3200 3600 4000

blink corrected data

i I = . T

% & y component

0 400 500 1200 1600 2000 2400 2800 3200 3600 400
reading time [ms]

Figure B.1: Vertical and horizontal component of the left aight eye during reading a sentence of
the reading span task. The upper panel displaysathalata with a blink between 1400
and 1500 ms. The bottom panel displays the blimkected data.

B.1 Basic assumption

Figure B.1 displays the eye movements during tlie $econds presentation time of
one sentence of the reading span task. The uppet paFigure B.1 shows the raw
data with a blink between 1400 and 1500 ms. Duthey blink the value of the

horizontal as well as the value of the vertical poment are -1. The bottom part of
the figure displays the blink corrected data wheeseaccade is in place of the blink.
The duration and velocity of a saccade depends@®uistance the eyes move during
a saccade. However, in a first step constant maecade amplitudes of 20 ms were
implemented to the algorithm. The saccade is assdumappear in the middle part of

the real blink. The real blink is defined as thet pghere the eyes are completely
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B.1 BASIC ASSUMPTION

closed and the values of the horizontal and veértoemponent are -1. Furthermore,
the part of interpolation includes the real blimidahe artefacts of the blink, which
are caused by the rotation of the eyes during ltteng and opening phase of the eye
lid. Figure B.2 displays a characteristic blink aitsl interpolation. In most of the
cases the blink time is longer than the mean sa&ctag. Thus, the remaining blink
time before the saccade is assigned to the pregédation and the remaining blink
time after the saccade is assigned to the subsedjdation. For that reason the
optimal blink region is divided in three parts: Tiveation part before the saccade,
the saccade part, and the fixation part after #ueade. For all three parts the same
linear interpolation was used. In the two fixatgarts the slope of the linear function
equals zero and a noise value is added to thepdatés of the function. The noise
value is calculated by the variance of the wholetesgce excluding the blink part.

For the saccade part the noise value equals zero.

600

right
left

— . - -
B
i de
2 ol i saccd
interpolated 14@: ms /
=
| I
I ]
500 f ‘

400 -

550

X component

350

30— I S —
3498 3538 3E78 38 3698 3738 3778

real
blink artefact of the blink

part of
interpolation

Figure B.2: Characteristic blink pattern: Horizontal componehthe left and right eye before and
after the blink. The red line represents the irakied data points.

The slope value of the function depends on thectime of the eye movement
and the saccade amplitude. The absolute valuesdltpe increases with increasing

distance between the eye position before and #feeblinking. A forward saccade
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B INTERPOLATING THE TRAJECTORY OF THE EYES DURING BLINKS

results in a positive slope, whereas a regres®eults in a negative slope. If the
position before and after the blinking is roughig same, the slope equals zero.

B.2 Exclusion criteria of the method

Not all loss of data is caused by a blink. In taeecof a real tracker loss usually only
data from one eye are affected. Thus, in such déemterpolation refers to the
existing data of the remaining eye.

Blinks which are longer than 1000 ms or which apgeashow a long closing
phase which results in a divergence of the eyeshas/n in Figure A.3 were not
interpolated. Sentences with those blinks or mbaen ttwo blinks were discarded
from analysis. The criteria can be adapted witlled#ht parameter settings. It has
been shown, that blinks are individually very diéet. Therefore, | recommend an

individual adaptation to each data set.

raw data

500

400

300

200

x component

100

right
left

0

-100

1300 1460 1620 1780 1940 2100
time [ms]

Figure B.3: Horizontal component of the left and right eye aisddivergence before the eyes are
completely closed within a blink.
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B.3 STATISTICAL INFLUENCE

B.3 Statistical influence

All interpolated saccades with a visual angle latpan 0.27° were detected by the
saccade detection algorithm by Engbert and Kli@§l0OB). For reading, saccades
with a visual angle greater than 0.38° are relevanus, all relevant saccades were

detected. This was valid for following conditions:

X resol ution of nonitor = 1024

y resolution of nonitor = 768
refresh rate/vertical sync frequency = 120
font size = 18

f ont = Couri er

The interpolation of data losses had no influeneeghe fundamental statistical
effects. Figures A.5 and A.6 display that relevesdding measures like the total
viewing time and the gaze duration were not affiedte the reconstruction method.
However, the number of valid data points dramdiicaicreased which moreover
increased the power of the test statistics.

% == tvt_orig %
— == it
g 8 4% gdor s
E - gd gi/é-__}/
§ b= _i/}_i__
F g {j ettt

serial sentence position

Figure B.4: Total viewing times (tvt) and gaze duration (gc)nfi the original (orig) data, where
entire trials with blinks were discarded and thalbtorrected data.
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B INTERPOLATING THE TRAJECTORY OF THE EYES DURING BLINKS

Total Viewing Time

Gaze Duration
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Figure B.5: Density plots of reading measures

corrected data (bottom panels).
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Appendix C

Output of Imer-Analysis of the experiment
In chapter 2

Table C.1: Final LMM fitting of initial fixation on target

Linear mixed model fit by maximum likelihood
Random effects

Groups Name Variance  Std.Dev
subject id (Intercept) 0.052974  0.23016
Residual 0.473421 0.68806

number of obs: 1043, groups: subject id, 29
Fixed effects:

Estimate Std. Error t-value

(Intercept) 1.77754  0.05539 32.09
set size -4.22395  0.70026 -6.03
capacity -0.21085 1.50638 -0.14
s4.load -1.00937 0.11711 -8.62
s5.load -1.08177  0.09459 -11.44
s6.load -0.76601  0.11073 -6.92
s7.load -0.84695 0.09776 -8.66
comprehension -0.13736  0.06702 -2.05
recall 0.04114  0.04640 0.89
recall * s6.load -0.47745 0.22350 -2.14

Note capacity: WMC groups; sentence order (fixed aadiom); s4:
set size 4; s5: set size 5, s6: set size 6, sBize{e.g. s4.load: load
effect at set size 4)
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Table C.2: Final LMM fitting of initial fixation on target wh repeated contrast
specifications for set size and WM load

Linear mixed model fit by maximum likelihood
Random effects:

Groups Name Variance  Std.Dev
subject id (Intercept) 0.053268 0.23080
Residual 0.437910 0.66175

number of obs: 1043, groups: subject id, 29

Fixed effects:
Estimate Std. Error t-value

(Intercept) 1.74249  0.05605 31.088
set size 4 vs. all -0.04790 0.07229 -0.663
set size 45 vs. 67 -0.05798 0.05742 -1.010
set size 456 vs. 7 -0.09745  0.05395 -1.806
load 1 vs. all -0.42575 0.06869 -6.198
load 12 vs. 3to7 -0.60410 0.07111 -8.495
load 1to3 vs. 4to7 -0.04704  0.06889 -0.683
load 1to4 vs. 5to7 -0.14738 0.07491 -1.967
load 1to5 vs. 67 0.14265 0.08963 1.592
load 1to6 vs.7 0.10514 0.12031 0.874
comprehension -0.11375 0.06431 -1.769

Note capacity: WMC groups; sentence order (fixed aadiom); s4: set
size 4; s5: set size 5, s6: set size 6, s7: se{sig. s4.load: load effect at
set size 4)



Table C.3: Final LMM fitting of log total fixation time oveword position

Linear mixed model fit by maximum likelihood
Random effects:

Groups Name Variance Std.Dev
subject id (Intercept) 0.012010 0.10959
Residual 0.358765 0.59897

number of obs: 3893, groups: subject id, 29
Fixed effects:

Estimate Std. Error t-value

(Intercept) 5.734866 0.061062 93.92
set size 0.019062 0.009238 2.06
capacity 1.652739 1.714860 0.96
word position (wp) 0.150032 0.007627 19.67
comprehension (comp) -0.238543 0.032773 -7.28
recall -0.049268 0.020429 -2.41
capacity * wp -1.821137 0.478144 -3.81
capacity * comp -5.621542 2.198619 -2.56

Note set size: increased from 4 to 7; capacity: WM@ugis 4-7; wp: word
position within a sentence; comp: accuracy of sex@eomprehension;
recall: recall accuracy of the target word
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C OUTPUT OF LMERANALYSIS OF THE EXPERIMENT IN CHAPTER

Table C.4: Final LMM fitting of log total fixation time oveword position with nested
ANOVA contrast specifications

Linear mixed model fit by maximum likelihood

Random effects:

Groups Name Variance Std.Dev
subject id (Intercept) 0.011382 0.10669
Residual 0.356700 0.59724
number of obs: 3893, groups: subject id, 29

Fixed effects:

Estimate Std. Error  t-value
(Intercept) 5.836053 0.032016  182.28
capacity 45 vs. 67 -0.062081 0.059400 -1.05
capacity 4 vs. 5 0.006099 0.075276 0.08

capacity 6 vs. 7 -0.074288 0.091691 -0.81
word position (wp) 543 vs. 210 0.374164 0.042106 8.89
word position 5 vs. 43 0.322136 0.151019 2.13
word position 4 vs. 3 0.072985 0.049794 1.47
word position 2 vs. 1 0.375693 0.033809 11.11
word position 1 vs. 0 0.337505 0.033301 10.14
comprehension -0.202637 0.029938 -6.77
recall -0.057915 0.020102 -2.88
capacity 45vs.67 * wp 543vs.210-0.108893 0.084246 -1.29
capacity 4vs.5 * wp 543vs.210 0.082784 0.102547 0.81
capacity 6vs.7 * wp 543vs.210 -0.167232 0.133665 -1.25
capacity 45vs.67 * wp 5vs.43 0.013812 0.302074 0.05
capacity 4vs.5 * wp 5vs.43 -0.240739 0.363722 -0.66
capacity 6vs.7 * wp 5vs.43 -0.454483 0.482425 -0.94
capacity 45vs.67 * wp 4vs.3 0.118821 0.099586 1.19
capacity 4vs.5 * wp 4vs.3 0.144005 0.129461 1.11
capacity 6vs.7 * wp 4vs.3 -0.113709 0.151396 -0.75
capacity 45vs.67 * wp 2vs.1 -0.051510 0.084128 -0.61
capacity 4vs.5 * wp 2vs.1 -0.161414 0.105871 -1.52
capacity 6vs.7 * wp 2vs.1 -0.238659 0.067609 -3.53
capacity 45vs.67 * wp 1vs.0 -0.286642 0.066595 -4.30
capacity 4vs.5 * wp 1vs.0 0.143057 0.080603 1.77

capacity 6vs.7 * wp 1vs.0 -0.151675 0.106036 -1.43
Note set size: increased from 4 to 7; capacity: WMQugss 4-7; wp: word position
within a sentence; comprehension: accuracy of aeateomprehension; recall: recall
accuracy of the target word
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Table C.5: Final LMM fitting of log gaze duration over worasition

Linear mixed model fit by maximum likelihood
Random effects:

Groups Name Variance Std.Dev
subject id (Intercept) 0.01824 0.13506
Residual 0.23306 0.48276

number of obs: 3893, groups: subject id, 29

Fixed effects:
Estimate Std. Error t-value

(Intercept) 5.490261 0.028993 189.37
set size 0.019165 0.007426 2.58
capacity 0.462892 1.624149 0.29
word position (wp) 0.117724 0.006148 19.15
comprehension -0.110245 0.024234 -4.55
recall -0.041171 0.016480 -2.50
capacity * wp -0.910858 0.385483 -2.36

Note set size: increased from 4 to 7; capacity: WMQugs 4-7; wp:
word position within a sentence; comprehensionueaxy of sentence
comprehension; recall: recall accuracy of the tanged
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Table C.6:

predictor and with nested ANOVA contrast specifimas

Final LMM fitting of log gaze duration with wordogition of sentences as a

Linear mixed model fit by maximum likelihood

Random effects:
Groups

subject id
Residual

Name Variance Std.Dev
0.018530 0.13613
0.231008 0.48063

(Intercept)

number of obs: 3893, groups: subject id, 29

Fixed effects:

Estimate Std. Error  t-value
(Intercept) 5.523136 0.032802 168.38
capacity 45 vs. 67 -0.027443 0.062695 -0.44
capacity 4 vs. 5 0.057535 0.081519 0.71
capacity 6 vs. 7 -0.068931 0.095130 -0.72
word position (wp) 543 vs. 210 0.269924 0.033891 7.96
word position 5 vs. 43 0.207534 0.121556 1.71
word position 4 vs. 3 -0.006605 0.040082 -0.16
word position 2 vs. 1 0.325094 0.027214 11.95
word position 1 vs. 0 0.262163 0.026813 9.78
comprehension -0.108458 0.024140 -4.49
recall -0.045616 0.016218 -2.81
capacity 45vs.67 * wp 543vs.210-0.001317 0.067811 -0.02
capacity 4vs.5 * wp 543vs.210 -0.008853 0.082536 -0.11
capacity 6vs.7 * wp 543vs.210 -0.058320 0.107594 -0.54
capacity 45vs.67 * wp 5vs.43 0.058281 0.243141 0.24
capacity 4vs.5 * wp 5vs.43 -0.345129 0.292740 -1.18
capacity 6vs.7 * wp 5vs.43 0.051791 0.388330 0.13
capacity 45vs.67 * wp 4vs.3 0.089074 0.080163 1.11
capacity 4vs.5 * wp 4vs.3 0.079461 0.104198 0.76
capacity 6vs.7 * wp 4vs.3 -0.067597 0.121878 -0.55
capacity 45vs.67 * wp 2vs.1 -0.182199 0.054420 -3.35
capacity 4vs.5 * wp 2vs.1 -0.018362 0.067710 -0.27
capacity 6vs.7 *wp 2vs.1 -0.210372 0.085222 -2.47
capacity 45vs.67 * wp 1vs.0 -0.174444 0.053621 -3.25
capacity 4vs.5 *wp 1vs.0 0.070951 0.064875 1.09
capacity 6vs.7 * wp 1vs.0 -0.194774 0.085398 -2.28

Note capacity: WMC groups 4-7; wp: word position witha sentence;

comprehension: accuracy of sentence comprehensical]: recall accuracy of the

target word



Table C.7: Final LMM fitting of log second-pass fixation duions with word

position within sentences as a predictor and wétsted ANOVA contrast

specifications

Linear mixed model fit by maximum likelihood
Random effects:

Groups Name Variance Std.Dev
subject id (Intercept) 0.023341 0.15278
Residual 0.129780 0.36025
number of obs: 1178, groups: subject id, 29
Fixed effects:

Estimate Std. Error  t-value
(Intercept) 5.350391 0.099426 53.81
capacity -0.034239 0.075688 -0.45
word position (wp) 543 vs. 210 0.491715 0.187768 2.62
word position 5 vs. 43 0.592097 0.742650 0.80
word position 4 vs. 3 0.146348 0.083770 1.75
word position 2 vs. 1 0.311678 0.037541 8.30
word position 1 vs. 0 0.273974 0.037422 7.32
comprehension -0.061146 0.031499 -1.94
recall -0.018697 0.022080 -0.85
capacity * wp 543vs.210 0.045498 0.142190 0.32
capacity * wp 5vs.43 0.441384 0.562084 0.79
capacity * wp 4vs.3 -0.001733 0.067157 -0.03
capacity * wp 2vs.1 -0.101107 0.034923 -2.90
capacity * wp 1vs.0 -0.022626 0.033922 -0.67

Note capacity: WMC groups 4-7; wp: word position witha sentence;

comprehension: accuracy of sentence comprehensical]: recall accuracy of the

target word
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Table C.8: Final LMM fitting of the number of regressions.ittWword-position
within sentences as a predictor and with nested XN ©ontrast

specifications.

Linear mixed model fit by maximum likelihood

Random effects:

Groups Name Variance Std.Dev
subject id (Intercept) 0.027282 0.16517
Residual 0.895008 0.94605
number of obs: 3122, groups: subject id, 29
Fixed effects:

Estimate Std. Error  t-value
(Intercept) 0.596375 0.050891  11.719
capacity -0.063088 0.040876 -1.543
word position (wp) 543 vs. 210 0.590306 0.066144 8.925
word position 5 vs. 43 0.184246 0.230685 0.799
word position 4 vs. 3 0.211944 0.078541 2.698
word position 2 vs. 1 0.588486 0.060541 9.721
word position 1 vs. 0 0.636966 0.073923 8.617
comprehension -0.143907 0.052593 -2.736
recall -0.128528 0.035667 -3.603
capacity * wp 543vs.210 -0.002946 0.059145 -0.050
capacity * wp 5vs.43 0.106835 0.206268 0.518
capacity * wp 4vs.3 -0.047713 0.070341 -0.678
capacity * wp 2vs.1 -0.210841 0.053829 -3.917
capacity * wp 1vs.0 -0.341679 0.066361 -5.149

Note capacity: WMC groups 4-7; wp: word position witha sentence;

comprehension: accuracy of sentence comprehensical]: recall accuracy of the

target word



Table C.9:

Final LMM fitting number of the number of regremss with
word-position within sentences as a predictor.

Linear mixed model fit by maximum likelihood
Random effects:

Groups
subject id
Residual

Name Variance Std.Dev
(Intercept) 0.026066 0.16145
0.908006 0.95289

number of obs: 3122, groups: subject id, 29
Fixed effects:

Estimate Std. Error t-value

(Intercept) 0.553936 0.042152 13.142
set size 0.003039 0.016439 0.185
capacity -1.188303 2.204508 -0.539
word position 0.241090 0.014510 16.616
comprehension -0.150983 0.052957 -2.851
recall -0.131043 0.036403 -3.600

capacity * word position  -1.840576 0.918559 -2.004
Note set size: increased from 4 to 7; capacity: WMQugis 4-7; word
position: word position within a sentence; compreien: accuracy of
sentence comprehension; recall: recall accuratiyeofarget word
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Table C.10: Final GLMM fitting of recall accuracy of targetonds

Generalized linear mixed model fit by the Laplappraximation
Random Effects:

Groups Name Variance Std.Dev
subject id (Intercept) 0.26990 0.51952
number of obs: 3893, groups: subject id, 29

Fixed Effects:

Estimate  Std. Error  z-value Pr(>|z|)
(Intercept) 0.95189 0.14652 6.497 8.22e-11 ***
set size -22.47062 2.37370 -9.466 < 2e-16 ***
capacity 8.59340 6.34133 1.355 0.175372
s4.load -0.07017 0.20077 -0.349 0.726731
s5.load -0.15346 0.19159 -0.801 0.423146
s6.load -1.98652 0.18667 -10.642 < 2e-16 ***
s7.load -2.01921 0.18829 -10.724 < 2e-16 ***
comprehension -0.44286 0.11516 -3.845 0.000120
poly(s4.load)2 0.28653 0.19708 1.454 0.145991
poly(s5.load)2 1.59326 0.18005 8.849 < 2e-16 ***
poly(s6.load)2 1.42701 0.17818 8.009 1.16e-15 ***
poly(s7.load)2 2.21676 0.18864 11.751 < 2e-16 ***

Note Signif. codes: 0 “*** 0.001 **' 0.01 * 0.05'." 0.1’ 1
capacity: WMC groups; sentence order (fixed vsdoan); s4: set size 4; s5: set size 5, s6: seffsize
s7: set size (e.g. s4.load: load effect at setdize
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Table C.11: Final LMM fitting of the number of first pass itions

Linear mixed model fit by maximum likelihood
Random effects:

Groups Name Variance  Std.Dev
subject id (Intercept) 0.019544  0.13980
Residual 0.405668 0.63692

number of obs: 1043, groups: subject id, 29
Fixed effects:

Estimate Std. Error t-value

(Intercept) 2.31941  0.04097 56.62
set size 1.36046  0.64751 2.10
capacity -1.47284  1.04554 -1.41
s4.load 0.40208 0.10835 3.71
s5.load 0.46901 0.08742 5.37
s6.load 0.26137 0.09118 2.87
s7.load 0.30795  0.09040 3.41
comprehension -0.14653 0.06191 -2.37
recall -0.08132  0.04268 -1.91
set size * capacity -51.38681 20.29133 -2.53

Note capacity: WMC groups; sentence order (fixed aadom); s4: set size
4; sb: set size 5, s6: set size 6, s7: set sigegé.load: load effect at set size
4)
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Table C.12:  Final LMM fitting of the number of first pass fitions with repeated
contrast specifications

Linear mixed model fit by maximum likelihood
Random effects:

Groups Name Variance  Std.Dev
subject id (Intercept)  0.26406  0.51387
Residual 1.60566  1.26715

number of obs: 1043, groups: subject id, 29

Fixed effects:
Estimate Std. Error t-value

(Intercept) 5.80767 0.11824 49.12
set size 4 vs. all -0.26461  0.13846 -1.91
set size 45 vs. 67 0.16277  0.10997 1.48
set size 456 vs. 7 -0.15091 0.10336 -1.46
load 1 vs. all 1.40227 0.13157 10.66
load 12 vs. 3to7 0.07611 0.13620 0.56
load 1to3 vs. 4to7 -0.27783  0.13194 -2.11
load 1to4 vs. 5to7 -0.04069  0.14347 -0.28
load 1to5 vs. 67 0.44979 0.17167 2.62
load 1to6 vs. 7 0.06758 0.23043 0.29
comprehension -0.17085 0.12331 -1.39

Note capacity: WMC groups; sentence order (fixed aadom); s4: set size
4; sb: set size 5, s6: set size 6, s7: set sigegé.load: load effect at set size
4)



Table C.13: Final LMM fitting of the number of first pass fitions per
sentence with nested ANOVA contrast specifications

Linear mixed model fit by maximum likelihood
Random effects:

Groups Name Variance  Std.Dev
subject id (Intercept)  0.26082 0.5107
Residual 1.61176 1.2696

number of obs: 1043, groups: subject id, 29

Fixed effects:
Estimate Std. Error t-value

(Intercept) 5.73056  0.12030 47.63
load 123 vs. 567 0.93378  0.13772 6.78
load 1 vs. 2 1.43328 0.14086 10.18
load 2 vs. 3 -1.60490  0.25059 -6.40
load 3 vs. 4 -1.56989  0.31775 -4.94
load 4 vs. 5 -0.37775  0.32356 -1.17
load 6 vs. 7 -0.21478  0.32313 -0.66
comprehension -0.13391 0.12505 -1.07
recall -0.02485  0.08650 -0.29

Note capacity: WMC groups; sentence order (fixed aadom); s4: set
size 4; sb: set size 5, s6: set size 6, s7: se{sig. s4.load: load effect
at set size 4)
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Table C.14: Final LMM fitting of log sentence processing time

Linear mixed model fit by maximum likelihood

Random effects:

Groups Name Variance  Std.Dev
subject id (Intercept) 0.012846 0.11334
Residual 0.052477  0.22908
number of obs: 1043, groups: subject id, 29
Fixed effects:

Estimate Std. Error t-value
(Intercept) 7.803895 0.022970 339.8
set size 0.260959 0.245486 1.1
capacity -3.727634 1.366096 -2.7
s4.load 0.100636 0.033128 3.0
sb.load 0.249128 0.018085 13.8
s6.load 0.040429 0.038089 1.1
s7.load 0.131964 0.018984 7.0
comprehension (comp) -0.057842 0.020010 -2.9
recall -0.007179 0.008368 -0.9
capacity * s4.load -3.297073 1.250762 -2.6
capacity * s6.load -3.766166 1.103607 -3.4
capacity * comp -0.050999 0.016717 -3.1
s4.load * comp -0.277916 0.067434 -4.1
s6.load * comp 0.284173 0.076496 3.7
s7.load * recall -0.105965 0.038932 -2.7

Note capacity: WMC groups; sentence order (fixed aadiom); s4: set

size 4; sb: set size 5, s6: set size 6, s7: se{sig. s4.load: load effect at set

size 4)



Table C.15: Final LMM fitting of log total fixation time

Linear mixed model fit by maximum likelihood

Random effects:

Groups Name Variance  Std.Dev
subject id (Interce 0.014013 0.11838
Residual pt) 0.389816 0.62435
number of obs: 3893, groups: subject id, 29
Fixed effects:

Estimate Std. Error t-value
(Intercept) 5.96737 0.02746 217.28
set size 1.70321  0.63901 2.67
capacity -2.70788 1.47971 -1.83
s4.load 0.14704  0.05117 2.87
s5.load 0.28859 0.04728 6.10
s6.load 0.07397  0.04642 1.59
s7.load 0.20416 0.04716 4.33
comprehension -0.17448 0.03152 -5.54
recall -0.02736  0.02198 -1.24

Note capacity: WMC groups; sentence order (fixed aadom); s4: set
size 4; sb: set size 5, s6: set size 6, s7: se{sig. s4.load: load effect

at set size 4)
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Table C.16: Final LMM fitting log gaze duration

Linear mixed model fit by maximum likelihood
Random effects:

Groups Name Variance  Std.Dev
subject id (Intercept) 0.018422 0.13573
Residual 0.252224  0.50222

number of obs: 3893, groups: subject id, 29
Fixed effects:

Estimate Std. Error t-value

(Intercept) 5.60555 0.02863 195.76
set size 1.51103 0.51420 2.94
capacity -0.64105  1.59853 -0.40
s4.load 0.10787  0.04117 2.62
s5.load 0.20489  0.03805 5.39
s6.load 0.01514  0.03735 0.41
s7.load 0.15526  0.03795 4.09
comprehension -0.08955  0.02539 -3.53
recall -0.02595 0.01772 -1.46

Note capacity: WMC groups; sentence order (fixed aadom); s4: set
size 4; sb: set size 5, s6: set size 6, s7: se{sig. s4.load: load effect
at set size 4)
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Table C.17:  Final GLMM fitting of the probability of regressis

Generalized linear mixed model fit by the Laplappraximation
Random effects:

Groups Name Variance Std.Dev
subject id (Intercept) 0.061131 0.24725
number of obs: 3567, groups: subject id, 29

Fixed effects:

Estimate Std. Error  z-value Pr(>|z|)

(Intercept) -0.15039 0.07134  -2.108 0.035032 *
set size 4.76495 2.19658 2.169 0.030063 *
capacity -2.42275 3.58311 -0.676  0.498940
s4.load 1.02270 0.18380 5.564 2.63e-08 ***
s5.load 0.88432 0.16795 5.265 1.40e-07 ***
s6.load 0.74119 0.16047 4.619 3.86e-06 ***
s7.load 0.55657 0.16055 3.467 0.000527 ***
comprehension 0.01178 0.10645 0.111 0.911878
recall -0.10549 0.07451 -1.416 0.156812

Note Signif. codes: 0 “*** 0.001 ** 0.01 *' 0.05'."0.1‘"1
capacity: WMC groups; sentence order (fixed vsdeamn); s4: set size 4; s5: set size 5, s6: set size
6, s7: set size (e.g. s4.load: load effect atigetd)
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Table C.18: Final GLMM fitting of the probability of regressis with nested ANOVA contrast
specifications

Generalized linear mixed model fit by the Laplappraximation
Random effects:

Groups Name Variance  Std.Dev

subject id (Intercept) 0.069537 0.2637
number of obs: 3567, groups: subject id, 29

Fixed effects:

Estimate Std. Error z-value Pr(>|z|)
(Intercept) -0.12165 0.06642 -1.832 0.0670 .
setsize 45vs. 67 0.12657 0.07719 1.640 0.1011
setsize 4vs. 5 0.16485 0.11832 1.393 0.1635
set size 6 vs. 7 -0.20702  0.09057 -2.286 0.0223 *
load 1234 vs. 67 0.97197 0.20715 4.692 2.70e-06 ***

load 1 vs. 2 1.88809 0.16997 11.109 < 2e-16 ***
load 2 vs. 3 1.38505 0.17167 8.068 7.15e-16 ***
load 3 vs. 4 0.77256 0.14431 5.354 8.63e-08 ***
load 5 vs. 6 -0.94976  0.22809 -4.164 3.13e-05 ***
load 6 vs. 7 -0.35105 0.22975 -1.528 0.1265

Note Signif. codes: 0 “*** 0.001 ** 0.01 ' 0.05‘."0.1‘'1
Note capacity: WMC groups; sentence order (fixed vsdoam); s4: set size 4; sb: set size 5, s6: set
size 6, s7: set size (e.g. s4.load: load effesthsize 4)
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Table C.19:

Final LMM fitting of log sentence processing time

Linear mixed model fit by maximum likelihood
Random effects:

Groups Name Variance  Std.Dev
subject id (Intercept) 0.012813 0.11319
Residual 0.054526  0.23351
number of obs: 3670, groups: subject id, 29
Fixed effects:

Estimate Std. Error t-value
(Intercept) 7.845616 0.023222 337.9
set size -0.660950 0.253335 -2.6
capacity -4.401721 1.329971 -3.3
resource -0.034023 0.002404 -14.2
comprehension -0.026686 0.015323 -1.7
recall -0.006430 0.008490 -0.8
capacity * resource 0.642980 0.139842 4.6

Note set size: increased from 4 to 7 capacity: WMQu@so4-7; resource:

number of free memory slots; comprehension: acgurhsentence
comprehension; recall: recall accuracy of the tawged
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Table C.20: Final LMM fitting of log sentence processing timggh nested ANOVA

contrast specifications

Linear mixed model fit by maximum likelihood

Random effects:

Groups Name
subject id (Intercept)
Residual

number of obs: 3670, groups: subject id, 29

Variance Std.Dev
0.013509 0.11623
0.053651 0.23163

Fixed effects:

Estimate Std. Error t-value
(Intercept) 7.830e+00 2.475e-02 316.4
set size 45 vs. 67 1.126e-03 8.307e-03 0.1
setsize 4vs. 5 -8.464e-02 1.275e-02 -6.6
setsize 6vs. 7 -4.688e-02 9.944e-03 -4.7
capacity 45 vs. 67 -1.349e-01 4.744e-02 -2.8
capacity 4 vs. 5 -3.932e-02 6.141e-02 -0.6
capacity 6 vs. 7 -4.608e-02 7.226e-02 -0.6
resource -3.073e-02 2.495e-03 -12.3
comprehension -2.478e-02 1.522e-02 -1.6
recall -1.204e-02 8.454e-03 -1.4
resource * capacity 45 vs. 67 1.696e-02 4.687e-03 3.6
resource * capacity 4 vs. 5 1.576e-02 5.769e-03 2.7
resource * capacity 6 vs. 7 1.135e-05 7.387e-03 0.00154

Note set size: increased from 4 to 7 capacity: WMQugeo4-7; resource: number of
free memory slots; comprehension: accuracy of seeteomprehension; recall: recall

accuracy of the target word



Table C.21: Final LMM fitting of log sentence processing timéh nested
ANOVA contrast specifications

Linear mixed model fit by maximum likelihood

Random effects:

Groups Name Variance  Std.Dev
subject id (Intercept) 0.014545 0.12060
Residual 0.052547  0.22923
number of obs: 1043, groups: subject id, 29
Fixed effects:

Estimate Std. Error t-value
(Intercept) 7.831590 0.025439 307.85
capacity 46 vs. 57 0.017103 0.064825 0.26
capacity 45 vs. 67 -0.136795 0.050504 -2.71
capacity 6 vs. 7 0.023208 0.101041 0.23
load 234 vs. 567 0.049673 0.010029 4.95
load 12 vs. 3 0.342231 0.020055 17.06
load 2 vs. 3 -0.328333 0.024210 -13.56
load 3 vs. 4 -0.020804 0.015080 -1.38
load 5 vs. 6 0.018083 0.021710 0.83
load 6 vs. 7 -0.077610 0.028109 -2.76
comprehension (comp) -0.070646 0.020655 -3.42
recall 0.001823 0.008451 0.22
capacity 46vs.57 * comp -0.190053 0.036009 -5.28
capacity 45vs67 * comp -0.025150 0.041284 -0.61
capacity 6vs.7 * comp -0.013113 0.082531 -0.16

Note: capacity: WMC groups; sentence order (fixed vsdom); s4: set size 4;

sb: set size 5, s6: set size 6, s7: set sizegé.lgpad: load effect at set size 4)
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Table C.22: Final GLMM fitting of comprehension accuracy oéteentences

Generalized linear mixed model fit by the Laplappraximation

Random effects:

Groups Name  Variance Std.Dev
subject id (Intercept) 0.35656 0.59712
number of obs: 3893, groups: subject id, 29
Fixed effects:

Estimate  Std. Error z-value Pr(>|z|)
(Intercept) 2.667e+00 1.563e-01 17.059 < 2e-16 ***
set size -1.552e+01 4.260e+00 -3.642 0.000271 ***
capacity 4.379e+01 8.367e+00 5.234 1.66e-07 ***
s4.load -9.850e-01 3.851e-01 -2.558 0.010537 *
s5.load -8.761e-02 3.036e-01 -0.289 0.772927
s6.load -7.354e-01 2.566e-01 -2.866 0.004159 **
s7.load -2.194e+00 4.142e-01 -5.296 1.18e-07 ***
recall -5.028e-01 1.181e-01 -4.257 2.08e-05 ***
set size * capacity -1.573e+03 2.728e+02 -5.768 8.03e-09 ***
capacity * s4.load -6.728e+01 2.481e+01 -2.712 0.006690 **
capacity * sb.load  8.049e+01 2.027e+01  3.972 7.14e-05 ***
capacity * s6.load  4.026e+01 1.702e+01 2.366 0.018004 *
s7.load * recall 1.510e+00 5.030e-01  3.002 0.002679 **

Note Signif. codes: 0 ***' 0.001 ** 0.01 *" 0.05'."0.1‘'1

Note capacity: WMC groups; sentence order (fixed vsdoan); s4: set size 4; s5: set size 5, s6: set

size 6, s7: set size (e.g. s4.load: load effeseasize 4)
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Appendix D

Output of Imer-Analysis of the experiment
In chapter 3 and 4

Table D.1: Final LMM fitting initial fixation on target

Linear mixed model fit by maximum likelihood
Random effects:

Groups Name Variance Std.Dev
subject id (Intercept)  0.50907 0.71349
Residual 1.79018 1.33798

number of obs: 3545, groups: subject id, 104
Fixed effects:

Estimate Std. Error t-value

(Intercept) 5.33781 0.20680 25.812
sentence order (so) 0.11285 0.15357 0.735
age -0.27035 0.14994 -1.803
capacity -0.15117 0.07511 -2.013
set size 0.01563 0.02221 0.704
s4.load -0.58482 0.12822 -4.561
s5.load -0.14164 0.09642 -1.469
s6.load 0.13144 0.10064 1.306
s7.load -0.19256 0.10523 -1.830
comprehension 0.21430 0.39207 0.547
recall 0.09976 0.08074 1.236
S0 * s6.load -0.49866 0.20130 -2.477
age * s4.load -0.51126 0.25644 -1.994

Note age: age groups (young vs. old); capacity: WMaugs 4-7; s4: set
size 4; s5: set size 5, s6: set size 6, s7: sefesig. s4.load: load effect at
set size 4); comprehension: accuracy of sentenopm@hension; recall:
recall accuracy of the target word
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D OUTPUT OF LMERANALYSIS OF THE EXPERIMENT IN CHAPTER3 AND 4

Table D.2: Final LMM fitting of log total fixation time withword position within
sentences as one predictor.

Linear mixed model fit by maximum likelihood

Random effects:

Groups Name Variance  Std.Dev
subject id (Intercept) 0.012032 0.10969
Residual 0.318794 0.56462
number of obs: 15801, groups: subject id, 104

Fixed effects:

Estimate Std. Error t-value
(Intercept) 5.799898 0.033235 174.51
sentence order (So) 0.033404 0.029854 1.12
age 0.095489 0.024857 3.84
capacity -0.018712 0.012300 -1.52
set size -0.009178 0.004374 -2.10
word position (wp) 0.083456 0.004245 19.66
comprehension -0.057499 0.062607 -0.92
recall -0.034046 0.013325 -2.55
so * age 0.018410 0.049249 0.37
SO * capacity 0.018126 0.024803 0.73
wp * sentence order -0.017343 0.008491 -2.04
wp * age -0.012256 0.007180 -1.71
wp * capacity -0.007349 0.003492 -2.10

wp * sentence order * age -0.034272 0.014359 -2.39

wp * sentence order * capacity -0.017778 0.006984 -2.55
Note: so: sentence order within the experiment (serideows. random order);
age: age groups (young vs. old); capacity: WMC psod-7; set size: number of
sentences within one trial (varied from 4 to 7);:wpord position within a
sentence; comprehension: accuracy of sentence ebewwsion; recall: recall
accuracy of the target word; s4: set size 4; absige 5, s6: set size 6, S7: set size
(e.g. s4.load: load effect at set size 4);
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Table D.3:

sentences as one predictor.

Final LMM fitting of log gaze duration with worngosition within

Linear mixed model fit by maximum likelihood

Random effects:

Groups
subject id
Residual

Name

(Intercept)

Variance

Std.Dev

0.017626 0.13276
0.237001 0.48683
number of obs: 15801, groups: subject id, 104

Fixed effects:

Estimate Std. Error t-value
(Intercept) 5.531862 0.038565 143.44
sentence order (so0) 0.028069 0.034216 0.82
age 0.020892 0.027932 0.75
capacity -0.011987  0.014076 -0.85
set size -0.006696  0.003772 -1.78
word position (wp) 0.093647 0.003631 25.79
comprehension -0.050642  0.072820 -0.70
recall -0.013238  0.015213 -0.87
SO * capacity 0.022090 0.028529 0.77
wp * so 0.007626 0.007263 1.05
wp * capacity -0.003813  0.002986 -1.28
wp * so * capacity -0.027411  0.005973 -4.59

Note:so: sentence order within the experiment (seridiovs. random order);
age: age groups (young vs. old); capacity: WMC psod+7; set size: number

of sentences within one trial (varied from 4 tow: word position within a
sentence; comprehension: accuracy of sentence ebemsion; recall: recall

accuracy of the target word; s4: set size 4; sbsige 5, s6: set size 6, s7: set

size (e.g. s4.load: load effect at set size 4);
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D OUTPUT OF LMERANALYSIS OF THE EXPERIMENT IN CHAPTER3 AND 4

Table D.4: Final LMM fitting of log total fixation time withword position within sentences as one
predictor. Repeated contrast specifications foMitMC groups (capacity).

Linear mixed model fit by maximum likelihood
Random effects:

Groups Name Variance  Std.Dev
subject id (Intercept) 0.010865 0.10423
Residual 0.322097 0.56754

number of obs: 17641, groups: subject id, 115
Fixed effects:

Estimate Std. Error t-value

(Intercept) 5.767620 0.013946 413.6
sentence order (so) 0.004118 0.027012 0.2
age 0.085049 0.022100 3.8
capacity 4 vs. 567 -0.152887  0.048001 -3.2
capacity 45 vs. 67 0.075144 0.036706 2.0
capacity 456 vs. 7 -0.044820 0.028453 -1.6
word position (wp) 543 vs. 210 0.085669 0.004077 21.0
SO * capacity 4 vs. 567 0.214324  0.093346 2.3
S0 * capacity 45 vs. 67 0.009339 0.071162 0.1
SO * capacity 456 vs. 7 -0.058815 0.054529 -1.1
wp * capacity 4 vs. 567 0.016691 0.013969 1.2
wp * capacity 45 vs. 67 -0.029442 0.010734 -2.7
wp * capacity 456 vs. 7 -0.001854 0.008418 -0.2

Note:so: sentence order within the experiment (seridiovs. random order); age: age
groups (young vs. old); capacity: WMC groups 4-p; word position within a
sentence
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Table D.5: Final LMM fitting of log total fixation time withword position
within sentences as predictor. REPEATED contrastifipations
for the condition of fixed sentence order

Linear mixed model fit by maximum likelihood
Random effects:

Groups Name Variance  Std.Dev
subject id (Intercept) 0.014505 0.12044
Residual 0.314171 0.56051

number of obs: 8332, groups: subject id, 59
Fixed effects:

Estimate Std. Error t-value

(Intercept) 5.761397 0.023295  247.32
age 0.096652 0.035097 2.75
capacity 4 vs. 567 -0.249851 0.081040 -3.08
capacity 45 vs. 67 0.073973 0.062654 1.18
capacity 456 vs. 7 -0.040693 0.046042 -0.88
word position (wp) 0.091971 0.006207 14.82
wp * capacity 4 vs. 567 0.002397 0.021557 0.11
wp * capacity 45 vs. 67 -0.029514  0.016390 -1.80
wp * capacity 456 vs. 7 0.027490 0.012315 2.23

Note:so: sentence order within the experiment (seridiovs. random order);
age: age groups (young vs. old); capacity: WMC pso+7; wp: word position
within a sentence
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D OUTPUT OF LMERANALYSIS OF THE EXPERIMENT IN CHAPTER3 AND 4

Table D.6: Final GLMM fitting of the probability of regressio

Generalized linear mixed model fit by the Laplappraximation
Random effects:

Groups Name Variance Std.Dev
subject id (Intercept) 0.19130 0.43738
number of obs: 13861, groups: subject id, 104

Fixed effects:

Estimate  Std. Error z-value Pr(>|z|)
(Intercept) -1.24281 0.15508 -8.014 1.11e-15 ***
sentence order 0.03662 0.09928 0.369 0.71227
age 0.86089 0.29099 2.958 0.00309 ***
capacity -0.01414 0.04833 -0.293 0.76986
set size -0.01075 0.01925 -0.558 0.57660
s4.load 0.21302 0.11236 1.896 0.05796 .
s5.load 0.17236 0.09052 1.904 0.05690 .
s6.load 0.26678 0.09025 2.956 0.00312 **
s7.load 0.25093 0.08963 2.800 0.00512 **
comprehension 0.36012 0.29631 1.215 0.22423
recall -0.17270 0.06018 -2.870 0.00411 **
age * comprehension -0.95905 0.58160 -1.649 0.09915

Note Signif. codes: 0 “*** 0.001 **' 0.01 *’0.05'." 0.1’ 1
capacity: WMC groups; sentence order (fixed vsdoan); s4: set size 4; s5: set size 5, s6: set
size 6, s7: set size (e.g. s4.load: load effesefsize 4)
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Table D.7: Final LMM fitting of log sentence processing timegh WM load as

predictor.

Linear mixed model fit by maximum likelihood

Random effects:

Groups Name Variance Std.Dev
subject id (Intercept) 0.015275  0.12359
Residual 0.045548 0.21342
number of obs: 15798, groups: subject id, 104
Fixed effects:

Estimate Std. Error t-value
(Intercept) 7.650462  0.034599 221.12
sentence order (so) 0.045529  0.030538 1.49
age 0.015423 0.025279 0.61
capacity (cap) -0.030881 0.012579 -2.45
set size -0.018585 0.001659 -11.20
s4.load 0.019904 0.011821 1.68
s5.load 0.059860 0.009471 6.32
s6.load 0.077305 0.009290 8.32
s7.load 0.091320 0.007746 11.79
comprehension -0.024357  0.065460 -0.37
recall -0.019046  0.013423 -1.42
SO * age 0.051524 0.050074 1.03
SO * capacity -0.030715 0.025359 -1.21
S0 * s4.load -0.061127 0.020201 -3.03
so * sb.load -0.039968 0.018723 -2.13
so * s6.load -0.041518 0.015275 -2.72
age * s4.load -0.096392 0.019941 -4.83
age * sb.load -0.035394  0.015937 -2.22
age * s7.load -0.044129 0.015517 -2.84
capacity * s4.load 0.029694 0.009647 3.08
capacity * sb.load -0.019329 0.007655 -2.53
capacity * s6.load -0.041082 0.007576 -5.42
SO * age * s4.load 0.164411 0.039993 411
so * cap * s4.load -0.048615 0.015391 -3.16
age * cap * s6.load 0.032647 0.014976 2.20

Note capacity: WMC groups; sentence order (fixed aadiom); s4: set size 4;

s5: set size 5, s6: set size 6, s7: set sizegé.lgad: load effect at set size 4)
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D OUTPUT OF LMERANALYSIS OF THE EXPERIMENT IN CHAPTER3 AND 4

Table D.8: Final LMM fitting of log total viewing times with WM load as
predictor.

Linear mixed model fit by maximum likelihood
Random effects:

Groups Name Variance Std.Dev
subject id (Intercept) 0.011989  0.10949
Residual 0.328784 0.57340

number of obs: 15801, groups: subject id, 104
Fixed effects:

Estimate Std. Error t-value
(Intercept) 5.868359 0.032992 177.87
sentence order (so) 0.017642 0.024409 0.72
age 0.093793  0.023880 3.93
capacity (cap) -0.026188 0.011921 -2.20
set size -0.012576  0.004451 -2.83
s4.load 0.119240 0.026057 4.58
s5.load 0.048135 0.020867 2.31
s6.load 0.021176 0.020696 1.02
s7.load 0.068083 0.020453 3.33
comprehension -0.056002 0.062603 -0.89
recall -0.034484 0.013108 -2.63
SO * s4.load -0.198958  0.052051 -3.82
so * s6.load 0.156533 0.041391 3.78

Note capacity: WMC groups; sentence order (fixed aadom); s4: set
size 4; s5: set size 5, s6: set size 6, s7: se{sig. s4.load: load effect at set
size 4)
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Table D.9: Final LMM fitting of log sentence processing timéh the

number free memory slots (resources) as predictor.

Linear mixed model fit by maximum likelihood

Random effects:

Groups
subject id
Residual

Name

(Intercept)

Variance Std.Dev

0.0157810.12562
0.045758 0.21391
number of obs: 15798, groups: subject id, 104

Fixed effects:

Estimate Std. Error  t-value
(Intercept) 7.6869442 0.0351951 218.41
sentence order (S0) -0.0009880 0.0272408 -0.04
age -0.0254059 0.0259911  -0.98
capacity (cap) -0.0210880 0.0128811 -1.64
set size -0.0268025 0.0017290 -15.50
resource -0.0180659 0.0012070 -14.97
comprehension (comp) -0.0258037 0.0665929  -0.39
recall -0.0072578 0.0200228 -0.36
resource * so 0.0089860 0.0020466 4.39
resource * cap 0.0042382 0.0009546 4.44
resource * age 0.0119381 0.0019660 6.07
resource * recall -0.0018314 0.0015372  -1.19
age * recall -0.0405473 0.0388767 -1.04
resource * age * recall 0.0085313 0.0029974 2.85

Note:so: sentence order within the experiment (seridéovs. random
order); age: age groups (young vs. old); cap: WNMdligs 4-7; set size:

number of sentences within one trial (varied froto Z); resource: number
of free memory slots; comprehension: accuracy ofeseee comprehension;

recall: recall accuracy of the target word
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Table D.10: Analysis of lag and successor effects: Final LMy of log gaze
duration.

Linear mixed model fit by maximum likelihood
Random effects:

Groups Name Variance Std.Dev
subject id (Intercept) 0.018250 0.13509
word id (Intercept) 0.030667 0.17512
Residual 0.165897 0.40730

number of obs: 12256, groups: subject id, 104; vidy85
Fixed effects:

Estimate Std. Error t-value
(Intercept) 5.451071 0.049784 109.50
sentence order (so0) 0.066083 0.028841 2.29
age 0.005828 0.028112 0.21
capacity -0.013307 0.014059 -0.95
set size -0.005581 0.003910 -1.43
s4.load 0.002710 0.023383 0.12
s5.load -0.011856 0.018866 -0.63
s6.load 0.015210 0.019068 0.80
s7.load -0.024529 0.017703 -1.39
frequency(n) -0.101210 0.024972 -4.05
frequency(n-1) -0.013737 0.016472 -0.83
frequency(n+1) -0.049509 0.025463 -1.94
1/length(n) -0.125378 0.016070 -7.80
1/length(n-1) 0.013938 0.016983 0.82
1/length(n+1) -0.026633 0.022811 -1.17
comprehension -0.040153 0.073879 -0.54
recall -0.010580 0.015112 -0.70
so * freq(n+1) -0.047485 0.020163 -2.36
so * 1/length(n+1) 0.071728 0.021501 3.34
age * freq(n) -0.035843 0.015362 -2.33
s6.load * freq(n) 0.084314 0.038783 2.17
s6.load * freq(n+1) -0.096438 0.038343 -2.52
s6.load * 1/length(n-1) -0.106122 0.038851 -2.73
freq(n) * freq(n+1) -0.124176 0.029978 -4.14

Note:so: sentence order within the experiment (seridéovs. random order); age:
age groups (young vs. old); capacity: WMC groups 4et size: number of
sentences within one trial (varied from 4 to 7¢guency: log word frequency of the
current word (n) ,the previous word (n-1), andftiieowing word (n+1); length:

word length (using the reciprocal value 1/lengthihe current word (n), the
previous word (n-1), and the following word (n+&@mprehension: accuracy of
sentence comprehension; recall: recall accuratiyeofarget word; s4: set size 4; sb:
set size 5, s6: set size 6, s7: set size (e.@ash .load effect at set size 4);

158



Table D.11:

Analysis of successor and lag effects: Final LMNirfg of log single
fixation durations.

Linear mixed model fit by maximum likelihood
Random effects:

Groups
subject id
word id
Residual

Name

(Intercept)
(Intercept)

Variance

Std.Dev

0.0131875 0.11484
0.0093955 0.09693
0.0973816 0.31206
number of obs: 9409, groups: subject id, 104; woy@5

Fixed effects:

Estimate Std. Error t-value
(Intercept) 5.3126014  0.0407080  130.51
sentence order (so) 0.0544686  0.0245630 2.22
age 0.0484644  0.0240201 2.02
capacity -0.0089237 0.0119850 -0.74
set size -0.0012867  0.0033709 -0.38
s4.load 0.0179728  0.0203566 0.88
s5.load -0.0146029  0.0168474 -0.87
s6.load 0.0285152  0.0177631 1.61
s7.load 0.0113795  0.0152757 0.74
frequency(n) 0.0040298  0.0187082 0.22
frequency(n-1) 0.0007324  0.0132102 0.06
frequency(n+1) -0.0792062  0.0154246 -5.14
1/length(n) -0.0223618  0.0130843 -1.71
1/length(n-1) -0.0266435  0.0136194 -1.96
1/length(n+1) 0.0480259  0.0114972 4.18
comprehension -0.0649777  0.0627423 -1.04
recall -0.0078893  0.0128073 -0.62
age * freq(n) -0.0555116  0.0139060 -3.99
capacity * freq(n+1) 0.0172731  0.0080912 2.13
capacity * 1/length(n+1) -0.0248867  0.0082862 -3.00
set size * freq(n+1) -0.0132009  0.0067095 -1.97
s5.load * freq(n+1) 0.0967765  0.0396920 2.44
s5.load * 1/length(n+1) -0.0799959  0.0402918 -1.99
s6.load * freq(n) 0.0745966  0.0350615 2.13
s6.load * freq(n-1) 0.1188511  0.0420675 2.83
s6.load * 1/length(n-1) -0.1119652  0.0417792 -2.68
freq(n) * freq(n+1) -0.0661010  0.0241269 -2.74

Note: so: sentence order within the experimenigberder vs. random order); age:

age groups (young vs. old); capacity: WMC groups 4et size: number of

sentences within one trial (varied from 4 to 7@¢guency: log word frequency of the

current word (n) ,the previous word (n-1), andftiilowing word (n+1); length:
word length (using the reciprocal value 1/lengthihe current word (n), the
previous word (n-1), and the following word (n+&@mprehension: accuracy of

sentence comprehension; recall: recall accuratiyeofarget word; s4: set size 4; sb:

set size 5, s6: set size 6, s7: set size (e.@asht.load effect at set size 4);
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Table D.12: Final LMM fitting of log sentence processing tisn&/MC
groups are reduced to group 4 and 7.

Linear mixed model fit by maximum likelihood

Random effects:
Groups

subject id
Residual

Name
(Intercept)

Variance Std.Dev
0.0172920.13150
0.048305 0.21978
number of obs: 6870, groups: subject id, 43

Fixed effects:

Estimate Std. Error  t-value
(Intercept) 7.616600 0.020700 368.0
sentence order (S0) 0.063434  0.040257 1.6
age -0.002154  0.041592 -0.1
capacity (cap) -0.013916  0.041159 -0.3
s4.load 0.041019 0.015868 2.6
s5.load 0.083792  0.013035 6.4
s6.load 0.108798 0.013281 8.2
s7.load 0.101680 0.011979 8.5
so * s5.load -0.070597 0.024978 -2.8
so * s6.load -0.057381 0.024991 -2.3
so * s7.load -0.059959  0.023777 -2.5
age * s4.load -0.088541 0.031737 -2.8
age * sb.load -0.005268 0.025687 -0.2
age * s6.load 0.012059 0.025928 0.5
cap * sb.load 0.080394 0.025727 3.1
cap * s6.load 0.094197 0.025933 3.6
cap * s7.load 0.115818 0.023595 4.9
age * cap * sb.load 0.196451 0.051995 3.8
age * cap * s6.load 0.308763 0.052512 5.9

Note:so: sentence order within the experiment (seridovs. random
order); age: age groups (young vs. old); capadyiC groups 4-7; s4: set

size 4; s5: set size 5, s6: set size 6, s7: se{sig. s4.load: load effect at set

size 4)



Table D.13: Final LMM fitting of log gaze durations. Capacigyoups

are reduced to group 4 and 7.

Linear mixed model fit by maximum likelihood

Random effects:
Groups

subject id
Residual

Name
(Intercept)

Variance Std.Dev

0.0180050.13418
0.266672 0.51640

number of obs: 17641, groups: subject id, 115

Fixed effects:

Estimate Std. Error  t-value
(Intercept) 5.564058 0.022239 250.19
sentence order (so0) 0.036093 0.043203 0.84
age -0.027021 0.044681 -0.60
capacity (cap) 0.003779 0.044146 0.09
s4.load 0.082636 0.038362 2.15
s5.load 0.009598 0.028779 0.33
s6.load -0.013516  0.031412 -0.43
s7.load -0.003685 0.027691 -0.13
S0 * s4.load -0.189196 0.072589 -2.61
so * s6.load 0.130507 0.059112 2.21
age * s4.load -0.201662 0.075142 -2.68
age * s6.load 0.017683 0.061329 0.29
cap * s6.load 0.068764 0.061336 1.12
age * cap * s6.load 0.401481 0.124197 3.23

Note:so: sentence order within the experiment (seridéiovs. random
order); age: age groups (young vs. old); capa@tylC groups 4-7; s4:

set size 4; sb: set size 5, s6: set size 6, sBize{e.g. s4.load: load

effect at set size 4)
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