
 
 

Advancing Knowledge of Arctic Lake System 

Dynamics: A Data-Driven Perspective on 

Spatiotemporal Patterns

 
 

 
Gregor Pfalz 

 

 

 
Univ.-Diss. 

 

zur Erlangung des akademischen Grades 

“doctor rerum naturalium” 

(Dr. rer. nat.) 

in der Wissenschaftsdisziplin „Paläoklimatologie“ 

 

 

 

 

 

 

eingereicht in Form einer kumulativen Arbeit an der 

Mathematisch-Naturwissenschaftlichen Fakultät 

Institut für Geowissenschaften 

der Universität Potsdam 

und 

angefertigt am 

Alfred-Wegener-Institut – Helmholtz Zentrum 

für Polar- und Meeresforschung 

 

 

Potsdam, November 2023 

 



Unless otherwise indicated, this work is licensed under a Creative Commons License Attribution 4.0 
International. 
This does not apply to quoted content and works based on other permissions. 
To view a copy of this licence visit: 
https://creativecommons.org/licenses/by/4.0 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Ort und Tag der Disputation: Potsdam, 29.04.2024  
 
Hauptbetreuer*in: apl. Prof. Dr. Bernhard Diekmann  
Betreuer*innen: Prof. Johann-Christoph Freytag, PhD, Dr. Boris K. Biskaborn  
Gutachter*innen: Prof. Dr. Elisabeth Dietze, Prof. Dr. John P. Smol 
 
Published online on the 
Publication Server of the University of Potsdam: 
https://doi.org/10.25932/publishup-63655 
https://nbn-resolving.org/urn:nbn:de:kobv:517-opus4-636554 



 
 

 



iv 
 

Abstract 
 

Ecosystems play a pivotal role in addressing climate change but are also highly susceptible to drastic 

environmental changes. Investigating their historical dynamics can enhance our understanding of how 

they might respond to unprecedented future environmental shifts. With Arctic lakes currently under 

substantial pressure from climate change, lessons from the past can guide our understanding of potential 

disruptions to these lakes. However, individual lake systems are multifaceted and complex. Traditional 

isolated lake studies often fail to provide a global perspective because localized nuances—like 

individual lake parameters, catchment areas, and lake histories—can overshadow broader conclusions. 

In light of these complexities, a more nuanced approach is essential to analyze lake systems in a global 

context. 

A key to addressing this challenge lies in the data-driven analysis of sedimentological records 

from various northern lake systems. This dissertation emphasizes lake systems in the northern Eurasian 

region, particularly in Russia (n=59). For this doctoral thesis, we collected sedimentological data from 

various sources, which required a standardized framework for further analysis. Therefore, we designed 

a conceptual model for integrating and standardizing heterogeneous multi-proxy data into a relational 

database management system (PostgreSQL). Creating a database from the collected data enabled 

comparative numerical analyses between spatially separated lakes as well as between different proxies. 

When analyzing numerous lakes, establishing a common frame of reference was crucial. We 

achieved this by converting proxy values from depth dependency to age dependency. This required 

consistent age calculations across all lakes and proxies using one age-depth modeling software. 

Recognizing the broader implications and potential pitfalls of this, we developed the LANDO approach 

("Linked Age and Depth Modelling"). LANDO is an innovative integration of multiple age-depth 

modeling software into a singular, cohesive platform (Jupyter Notebook). Beyond its ability to aggregate 

data from five renowned age-depth modeling software, LANDO uniquely empowers users to filter out 

implausible model outcomes using robust geoscientific data. Our method is not only novel but also 

significantly enhances the accuracy and reliability of lake analyses. 

Considering the preceding steps, this doctoral thesis further examines the relationship between 

carbon in sediments and temperature over the last 21,000 years. Initially, we hypothesized a positive 

correlation between carbon accumulation in lakes and modelled paleotemperature. Our homogenized 

dataset from heterogeneous lakes confirmed this association, even if the highest temperatures throughout 

our observation period do not correlate with the highest carbon values. We assume that rapid warming 

events contribute more to high accumulation, while sustained warming leads to carbon outgassing. 

Considering the current high concentration of carbon in the atmosphere and rising temperatures, ongoing 
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climate change could cause northern lake systems to contribute to a further increase in atmospheric 

carbon (positive feedback loop). While our findings underscore the reliability of both our standardized 

data and the LANDO method, expanding our dataset might offer even greater assurance in our 

conclusions.
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Zusammenfassung 

 
Ökosysteme spielen eine zentrale Rolle bei der Bewältigung des Klimawandels, gelten jedoch auch als 

äußerst anfällig für drastische Umweltveränderungen. Die Erforschung ihrer historischen Dynamiken 

kann unser Verständnis darüber verbessern, wie sich zukünftige Veränderungen angesichts beispielloser 

Umweltveränderungen auf sie auswirken können. Angesichts des enormen Stresses, dem arktische Seen 

durch den Klimawandel ausgesetzt sind, können konkrete Fälle aus der Vergangenheit helfen, mögliche 

Schwankungen im Ökosystem des Sees besser zu verstehen und zu deuten. Einzelne Seesysteme 

unterliegen jedoch einer inhärenten Komplexität und vielschichtigen Beschaffenheit. Klassische 

Einzelanalysen von Seen liefern oft keine globale Perspektive, da lokale Besonderheiten – wie 

individuelle Seeparameter, Einzugsgebiete und Seehistorien – allgemeinere Schlussfolgerungen 

überlagern können. Eine differenzierte Herangehensweise ist hierbei erforderlich, um Seesysteme im 

globalen Kontext angemessen zu analysieren.  

Ein Schlüssel zur Bewältigung dieser Herausforderung ist die datenwissenschaftliche Analyse 

von sedimentologischen Daten aus mehreren nördlichen Seesystemen. Diese Dissertation fokussiert sich 

dabei auf das Gebiet des nördlichen Eurasiens mit einem besonderen Fokus auf Seesystem in Russland 

(n=59). Die gesammelten sedimentologischen Daten für diese Doktorarbeit mussten hierfür zunächst 

standardisiert und homogenisiert werden. Hierfür wurde ein konzeptuelles Modell für die Integration 

und Standardisierung von heterogenen Multi-Proxy-Daten in ein relationales 

Datenbankverwaltungssystem (PostgreSQL) entworfen. Die Erstellung einer Datenbank aus der 

gesammelten Datenkollektion ermöglichte die numerische, vergleichende Analyse zwischen räumlich 

getrennten Seen als auch zwischen verschiedenen Proxys.  

Eine Analyse von mehreren Seen erforderte zudem eine gemeinsame Analyseebene, welche wir 

durch die Umwandlung von einer Tiefenabhängigkeit zu Altersabhängigkeit der Proxywerte erreichten. 

Diese bedurfte aber, dass die zugehörigen Alter von Proxywerte von allen Seen mit demselben 

Verfahren einer Alterstiefenmodellsoftware berechnet werden müssen. Angesichts der weitreichenden 

Implikationen und potenziellen Fallstricke entwickelten wir den LANDO-Ansatz („Linked Age and 

Depth Modelling“). LANDO stellt eine innovative Integration mehrerer Alters-Tiefen-

Modellierungssoftware in eine einheitliche, kohärente Plattform (Jupyter Notebook) dar. Neben seiner 

Fähigkeit, Daten von fünf renommierten Alters-Tiefen-Modellierungssoftware zu aggregieren, 

ermöglicht LANDO es den Nutzern auf einzigartige Weise, unbegründete Modellergebnisse anhand 

robuster geowissenschaftlicher Daten herauszufiltern. Unsere Methode ist nicht nur neuartig, sondern 

steigert auch signifikant die Genauigkeit und Zuverlässigkeit von Seeanalysen. 

Schlussendlich unter Berücksichtigung der vorangegangenen Schritte betrachtet die 

Doktorarbeit den Zusammenhang zwischen Kohlenstoff in Sedimenten und Temperatur über die letzten 



vii 
 

21 000 Jahre. Zunächst nehmen wir an, dass es eine positive Korrelation zwischen 

Kohlenstoffakkumulation in Seen und modellierter Paläo-Temperatur gibt. Diese kann dank des 

homogenisierten Datensatzes von heterogenen Seen bestätigt werden, wenn auch die höchsten 

Temperaturen über unseren Betrachtungszeitraum nicht korrelieren mit den höchsten 

Kohlenstoffwerten. Wir gehen davon aus, dass schnelle Erwärmungsereignisse eher zu einer hohen 

Akkumulation beitragen, während bestehende Erwärmung eher zu einer Ausgasung von Kohlenstoff 

führt. In Anbetracht der aktuellen hohen Konzentration von Kohlenstoff in der Atmosphäre und der 

steigenden Temperaturen, können bei einem weiterführenden Klimawandel nördliche Seesysteme zu 

einem weiteren Anstieg von atmosphärischem Kohlenstoff führen (positive Feedbackschleife). Obwohl 

die bemerkenswerten Ergebnisse zeigen, dass unser Ansatz aus standardisierten Daten und LANDO 

zuverlässig ist, könnte eine größere Datenmenge das Vertrauen in die Ergebnisse noch weiter stärken. 
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1  
Introduction 

1.1 Scientific background and motivation 

1.1.1 Geoscientific perspective 

Ecosystems worldwide suffer from the imminent threat of progressive, anthropogenic climate change. 

According to the sixth assessment report (AR6) of the Intergovernmental Panel on Climate Change 

(IPCC), it is likely that the global mean surface temperature will reach 1.5 °C above the 1850-1900 pre-

industrial baseline by 2030. This projection draws from both significant modelling efforts and the 

observation that the global mean surface temperature was 1.1 °C above the pre-industrial baseline 

between 2011 and 2020 (IPCC 2023). The severity of ecosystem failure depends on the emissions 

pathway we choose in the coming years. However, it is crucial to align our efforts with the goals of the 

Paris Agreement, which aims to limit global warming well below 2 °C above pre-industrial levels (IPCC 

2023). By adhering to this target, we can mitigate the impacts and reduce the likelihood of ecosystem 

failure.  

 But in a rapidly warming world, the likelihood of ecosystem collapse becomes highly probable, 

as evidenced by the current impact on northern lake systems (60° to 90° N) in the Arctic (Dakos et al. 

2019). In a recent collaborative study, we have observed that even remote lakes, once considered 

pristine, like Bolshoe Toko, are showing signs of anthropogenic influence (Biskaborn et al. 2021). This 

emphasizes the crucial role lakes play as sentinels of environmental change. Around the world, lake 

systems help regulate local climates, provide habitat for various plant and animal species, and support 

people’s livelihoods, well-being, and local economies (Zhang et al. 2017; Grant et al. 2021). However, 

rising temperatures and associated changes in precipitation patterns are changing established systems. 

This includes the loss of habitats and biodiversity resulting from shifts in species distribution and 

abundances within aquatic ecosystems (Weiskopf et al. 2020; Habibullah et al. 2022), as well as the 

exacerbation of water quality and quantity issues (Michalak 2016; Konapala et al. 2020; Melaku Melese 

2016). Gaining insights into potential trajectories of lake dynamics is crucial for anticipating tipping 

points that could trigger irreversible changes in the lake ecosystem.  
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Figure 1.1: A) Permafrost zones according to Obu et al. (2019), including color scheme for each zone (four different shades 

of purple) to match the original publication. B) Köppen-Geiger climate classification according to Beck et al. (2018) for the 

study area. Both subplots include the spatial distribution of sediment cores used for data analysis in this dissertation labeled by 

their lake type (black symbols, n = 59). The outer ring of A and B corresponds to 40° N.  

 

Furthermore, thawing permafrost serves as an additional tipping point, posing substantial threats to these 

vulnerable lake systems (Miner et al. 2022). Permafrost is hereby defined as perennially frozen ground 

material, i.e. soil, rock, or unconsolidated sediment (which includes organic material and ice), that 

remains at or below 0°C for at least two consecutive years (French 2007). This permafrost covers 

approximately 25% of the Earth’s land surface and affects the majority of lakes in our data collection 

(Figure 1.1) (Olefeldt et al. 2016; French 2007).  
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Estimates of carbon stored within permafrost range from around 1460 to 1600 GtC 

(gigatonnes of carbon) (Schuur et al. 2022; Meredith et al. 2019; Hugelius et al. 2014; Miner et al. 2022), 

which makes it one of the biggest terrestrial carbon pools in the global carbon cycle (Friedlingstein, 

Jones, et al. 2022; Friedlingstein, O’sullivan, et al. 2022). Thawing permafrost releases carbon into the 

atmosphere either in the form of carbon dioxide (CO2) or methane (CH4), causing an additional warming 

effect (‘permafrost carbon feedback’) (Schuur et al. 2015; Miner et al. 2022).  

Based on current estimations, a business-as-usual case could result in the release of 5 to 15 percent of 

the permafrost carbon pool, equivalent to around 67 to 237 GtC by 2100 or approximate 0.5 to 2 GtC yr-1 

(Schuur et al. 2015, 2022). In comparison, between the time periods of 1970-1979 and 2012-2021, global 

annual greenhouse gases (GHG) emission increased from an average of 30 ± 4.0 to 54 ± 5.3 GtCO2e yr-1 

(gigatonnes CO2-equivalent emissions per year) (Forster et al. 2023). In 2021, total global GHG 

emissions reached 55 ± 5.2 GtCO2e yr-1 with global CO2 emissions contributing 40.2 GtCO2 yr-1, which 

corresponds to 11.0 GtC yr-1 (Friedlingstein, O’sullivan, et al. 2022; Forster et al. 2023). As the 

permafrost is already warming at an accelerated rate compared to the global surface air temperature 

(Biskaborn, Smith, et al. 2019), the direct impact of CO2 and CH4 released from permafrost on aquatic 

and terrestrial lifeforms is and will remain staggering (Vonk et al. 2015; Baltzer et al. 2014; Iturrate-

Garcia et al. 2020).   

Despite being under threat, lake systems offer us an invaluable record of past climate, preserved 

in their sediment. These sediment records serve as a foundation for limnological studies, enabling the 

reconstruction of a lake’s unique history and its catchment by using a wide range of proxies, i.e. 

measurable characteristics of the sediment that serve as indirect evidence for a specific variable of 

interest (Zolitschka et al. 2015). However, interpretations from paleolimnological data, while rich and 

diverse, are also complex. The different proxies obtained from lake sediments can often convey 

conflicting stories, influenced by a multitude of drivers and processes on varying timescales. Some 

might indicate decadal changes, while others highlight millennial shifts, making the interpretation both 

richly detailed and complex. 

Lakes often reveal a more localized and variable climate signal due to the significant influence 

of local factors, including catchment vegetation, lake morphologies, hydrological and hydrobiochemical 

dynamics. The use of multiple proxies enables the creation of multiple lines of evidence, which in turn 

allows for the distinction between local and global patterns. (H. H. Birks and Birks 2006). However, 

other factors can affect the reliability of climate interpretations in lake sediments, such as:  

• sediment mixing and disturbance through wave action, bioturbation, and erosion (Zolitschka et 

al. 2015; Maher, Heiri, and Lotter 2012),   

• proxy data interpretations in lake sediments can be ambiguous, as different environmental 

drivers may produce similar effects, e.g., high organic matter in sediments could result from 

increased productivity in the lake or from reduced decomposition rates (B. B. Wolfe, Edwards, 

and Aravena 1999; Meyers and Ishiwatari 1993) 
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• changes in availability and resolution of specific proxies, like pollen, diatoms, charcoal, stable 

isotopes, or trace elements (Telford 2019; Huntley 2012; Bradley 2015), and 

• radiometric dating uncertainties affecting chronologies and subsequently influence the precision 

of climate interpretations (Blaauw and Heegaard 2012; Fritz 2008).  

To enhance reliability, limnologists can address some of these challenges by using a range of modeling 

techniques, such as forward modeling of climate proxies (Dolman and Laepple 2018) or using 

resampling techniques (Reschke, Kunz, and Laepple 2019). The development of advanced 

geochronological software systems has significantly improved the ability to address dating uncertainties 

in non-layered sediments. However, Trachsel and Telford (2017) found that while geochronological 

software systems are essential for creating accurate age-depth models, they differ significantly among 

themselves. This further presents a conundrum where interpretation relies on models that may not 

accurately reflect the true chronology. However, as technology advances, these model limitations are 

becoming smaller through the application of more sophisticated approaches, requiring enhanced 

interdisciplinary collaboration between the fields of geoscience and computer science (Bergen et al. 

2019; Pennington et al. 2020).  

 

1.1.2 Data scientific perspective 

Measurement data are the key to understand the world from a geoscience perspective. Temperature has 

been continuously measured in certain locations for over 350 years, and advancements in present-day 

sensors enable highly accurate direct measurements, e.g., for humidity or outgassing of CO2 from lakes 

(Parker, Legg, and Folland 1992; Manley 1953). The amount of data generated by modern sensors has 

experienced exponential growth in the past decade, approaching the realm of big data for continuous 

measurements (Tolle, Tansley, and Hey 2009). Big data, as defined by De Mauro, Greco, and Grimaldi 

(2016), represents an information asset characterized by such a high volume, velocity, and variety that 

its conversion into values requires specific technology and analytical methods.  

In contrast, palaeoenvironmental reconstructions still rely on indirect measurements through 

proxies, e.g., using chironomids for temperature reconstruction (Eggermont and Heiri 2012; PAGES 2k 

Consortium 2017). Although new laboratory equipment is becoming easier to use, the resulting datasets 

of proxy measurement data range in kilobytes to megabytes, leading to their classification as ‘long-tail 

research data’ (Ferguson et al. 2014) (Figure 1.2).  
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Figure 1.2: Scope of number of datasets and data size used in this dissertation in the context of big data and long-tail research 

data. Figure adapted from Ferguson et al. (2014). Ferguson et al. (2014) define dark data as “scientific findings [which] do not 

appear in the published literature and instead reside in file drawers and personal hard drives”.  

 

A key feature of long-tail research data is the significant number of individual files, which currently do 

not require a large amount of storage space. However, these files can vary in format, syntax, and 

semantics. Due to the inherent complexity of long-tail research data, automation of data preprocessing 

becomes difficult. Standardization partially allows overcoming this challenge by introducing structure, 

but still requires human intervention to fit the data into the proposed framework. However, 

standardization and standardized procedure have proven to be successful in global efforts, such as the 

Paleoclimate Modelling Intercomparison Project (PMIP) or Coupled Model Intercomparison Project 

(CMIP), which actively contribute to the IPCC reports (Touzé‐Peiffer, Barberousse, and Le Treut 2020; 

Kageyama et al. 2021). Newly introduced standards such as Paleoclimate Community Reporting 

Standard (PaCTS) or International Generic Sample Number (IGSN) will help future limnological 

expeditions to produce robust datasets under the FAIR (Findability, Accessibility, Interoperability, and 

Reusability) principle (Conze et al. 2017; Khider et al. 2019; Wilkinson et al. 2016).  

The downside of proposing a standard after data generation or collection is the risk of missing 

data and incomplete datasets. While one dataset may exclusively concentrate on a millennial scale with 

samples collected at one-meter intervals (e.g., biological proxies requiring additional treatment and 

labor), other datasets may have a higher sampling density, such as 1 mm intervals for x-ray fluorescence 

(XRF). The primary reasons for this are initially different geoscientific research questions and 

hypotheses, which lead to distinct data collection objectives, consequently producing contrasting 

datasets. Constraints in financial resources and inadequate laboratory staffing can also contribute to the 

disparities between datasets.  

Unifying such datasets requires the development of simple data-driven solutions, as any large 

modeling interventions have the potential to introduce bias or obscure the climate signal (S. G. Dee et 

al. 2016; Ammann, Genton, and Li 2010). Ensuring high data quality control becomes particularly 

crucial when dealing with long-tail research data, because of the limited number of available data points. 

This stands in stark contrast to big data, where techniques such as machine learning and deep learning 
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can provide substantial advantages in data analysis and data quality control. However, even replacement 

algorithms or fill-in algorithms used to substitute missing values often require a substantial amount of 

data points to optimize their performance based on training data (Enders 2022). While certain physics-

based models can operate effectively with a small number of samples (W.-C. Chen, Tareen, and Kinney 

2018; Sadeghi Eshkevari et al. 2021; Raissi and Karniadakis 2018), models often still rely on additional 

independent data to ensure high-quality outcomes. 

However, researchers can derive more comprehensive and generalizable conclusions from 

multi-sites investigations with the availability of sufficient long-tail data from multiple sources and the 

successful assimilation of such data. Global databases such as the PAGES1 Arctic 2k database (McKay 

and Kaufman 2014), global multi-proxy database for the Common Era (PAGES 2k Consortium 2017), 

or the Temperature 12k proxy database (Kaufman, McKay, Routson, Erb, Davis, et al. 2020), provide 

the basis for the reconstruction of past climate conditions (Erb et al. 2022; Kaufman and Broadman 

2023; Nicolle et al. 2018). Nevertheless, the strength of a global effort relies heavily on the collective 

contributions and collaborations of individual scientists within the research landscape. As researchers 

invest more resources in addressing the climate crisis, there is a growing willingness to share data and 

develop open-source applications, facilitating greater collaboration across national borders. Moreover, 

the synergy between geoscience and data science through interdisciplinary research enables a 

comprehensive understanding of complex systems, driving impactful change in addressing global 

challenges. 

 

1.2 Methodological overview 

1.2.1  Regional setting  

Considering the extensive spatial scope of research conducted in the section “Polar Terrestrial 

Environmental Systems” at Alfred Wegener Institute, as well as the potential access to valuable external 

data from partnering institutions, this dissertation specifically narrows its spatial focus to lake systems 

in northern Eurasia, with a particular emphasis on those within Russia (Figure 1.1). We define northern 

Eurasia as the landmass extending from the Scandinavian Peninsula across Asia, encompassing regions 

such as Siberia, the Far Eastern Region, and extending all the way to the Kamchatka Peninsula and the 

Pacific Ocean. The area borders the Arctic Ocean to the north, while to the south, it encompasses Russian 

lake systems that extend as far as latitude 40° N.  

The region features prominent mountain ranges, including the Scandinavian Mountains in the 

west, the Ural Mountains that serve as a natural boundary between Europe and Asia, the Altai and Sayan 

Mountains in southern Siberia, and the Kamchatka Range along the Kamchatka Peninsula. One of the 

most renowned lakes in the region is Lake Baikal, the world’s deepest and oldest freshwater lake located 

in southern Siberia. Other notable lakes include Lake Teletskoye in the Altai Mountains, Lake 

 
1 Past Global Changes 2k Consortium (Ahmed et al. 2013) 
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El'gygytgyn in northeastern Russia, as well as Lake Ladoga and Lake Onega in northwestern Russia. 

Additionally, the northern Eurasian landscape features remarkable river systems such as the Ob and 

Yenisei Rivers in western Siberia, the Lena River flowing through eastern Siberia into the Laptev Sea, 

and the Volga River, Europe's longest river, flowing through western Russia.  

 

Table 1.1: Selection of Köppen-Geiger climate classification criteria for study area based on Beck et al. (2018) with original 

work from Peel, Finlayson, and McMahon (2007).  

Variable explanation for criteria:  

MAT = mean annual air temperature (°C); Tcold = the air temperature of the coldest month (°C); 

Thot = the air temperature of the warmest month (°C); Tmon10 = the number of months with air temperature >10 °C (unitless);  

MAP = mean annual precipitation (mm y−1); Pdry = precipitation in the driest month (mm month−1);  

Psdry = precipitation in the driest month in summer (mm month−1);  

Pwdry = precipitation in the driest month in winter (mm month−1);  

Pswet = precipitation in the wettest month in summer (mm month−1); 

Pwwet = precipitation in the wettest month in winter (mm month−1);  

Pthreshold=2×MAT if >70% of precipitation falls in winter,  

Pthreshold=2×MAT+28 if >70% of precipitation falls in summer, otherwise Pthreshold=2×MAT+14.  

During the six-month period from April to September, temperatures are warmer, indicating the summer season. Conversely, 

from October to March, temperatures become colder, signifying the winter season.  

 

1st 2nd 3rd Description Criterion 

B   Arid MAP<10×Pthreshold 

D 

  Cold Not (B) & Thot>10 & Tcold≤0 

s  - Dry summer Psdry<40 & Psdry<Pwwet/3 

w  - Dry winter Pwdry<Pswet/10 

f  - Without dry season Not (Ds) or (Dw) 

 a - Hot summer Thot≥22 

 b - Warm summer Not (a) & Tmon10≥4 

 c - Cold summer Not (a, b, or d) 

 d - Very cold winter Not (a or b) & Tcold<-38 

E 

  Polar Not (B) & Thot≤10 

T  - Tundra Thot>0 

F  - Frost Thot≤0 

 

The climate in northern Eurasia is highly diverse due to the immense geographical extent of the region. 

According to the Köppen-Geiger climate classification, the following eight climate subtypes are most 

commonly found in the study area (Beck et al. 2018; Rubel et al. 2018; Kottek et al. 2006): 

 

• Dsc • Dwc • Dfb • ET 

 • Dwd • Dfc • EF 

  • Dfd  
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Figure 1.1 illustrates the spatial distribution of the climate subtypes, while Table 1.1 outlines the criteria 

for each climate subtype based on Beck et al. (2018).  

Based on data collected from 529 weather stations in Russia, Chernokulsky et al. (2018) reported 

that the spatially averaged annual precipitation in northern Eurasia between 1966 and 2014 was 

approximately 253.8 mm for showery precipitation2 and 186.9 mm for non-showery precipitation3, with 

total precipitation amounting to around 444 mm per year. According to the more recent ECMWF4 ERA5 

reanalysis precipitation data (Hersbach et al. 2020), where we focused on the period from 2018 to 2022, 

the average annual total precipitation for the region spanning 40° to 80° N and 10° to 180° E ranged 

from 615 mm to 628 mm per year (Figure 1.3). Both highest and lowest mean values for total 

precipitation are within the same longitudinal sector (120° to 180° E), with the lowest mean occurring 

between latitude 60° to 80 ° N (369 mm per year) and the highest mean between 40° to 60° N (1074 mm 

per year).  

 

 

Figure 1.3: Boxplot showing the annual total precipitation in millimeter derived from ERA5 reanalysis for the region spanning 

10° to 180° E and 40° to 80° N divided into sextants. ERA5 monthly average data on single levels from 1940 to present5 

including total precipitation data are available on https://cds.climate.copernicus.eu/. To calculate annual precipitation from the 

ERA5 total precipitation data (in meter per day), multiply the data by 1000 and by the number of days in each month, before 

summing for each year.  

 

 
2 Convection, whether free or forced, often causes showery (convective) precipitation (Chernokulsky et al. 2018) 
3 In cases of large-scale air lifting, such as on warm atmospheric fronts, the upward motion of air causes non-showery 

precipitation (Chernokulsky et al. 2018) 
4 European Centre for Medium-Range Weather Forecasts 
5 At the time of writing this work, it is November 2023 

https://cds.climate.copernicus.eu/
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ECMWF ERA5 2-meter air surface temperature data covering the same period from 2018 to 2022 

reveals substantial temperature variability across the study area (Figure 1.4). The southeastern European 

region of the study area (40° to 60° N and 10° to 60° E) stands out as the warmest part, with mean annual 

temperatures ranging from 9.07 °C (2021) to 9.95 °C (2020). It also experienced the highest 

temperatures in both JJA6 (21.77 °C in 2021) and DJF7 (1.26 °C in 2019/2020) seasons.  

In comparison, extremely cold temperatures of below -20 °C to -50 °C prevail in all other 

regions within the study area during the winter seasons. However, there are notable differences in these 

extreme cold temperatures across latitudes. For example, in the region spanning 60° to 80° N and 120° to 

180° E (northern Far Eastern Russia), mean DJF temperatures vary from -27.48 °C (2021/2022) 

to -28.50 °C (2018/2019). In contrast, despite extremely low individual temperatures, within the same 

longitudinal range but at lower latitudes (40° to 60° N - southern Far Eastern Russia), mean DJF 

temperatures range between -6.96 °C (2021/2022) and -8.66 °C (2020/2021). At the same time, the 

northern part of Far Eastern Russia also experiences the coldest summer temperatures of all regions, 

with mean JJA temperatures being between 7.11 °C (2018) and 7.57 °C (2021).  

 

 

Figure 1.4: Plot showing the average monthly 2-meter air surface temperature in degrees Celsius derived from ERA5 reanalysis 

for the region ranging from 10° to 180° E and 40° to 80° N divided into sextants. ERA5 monthly average data on single levels 

from 1940 to present8 including 2-m air surface temperature data are available on https://cds.climate.copernicus.eu/. To convert 

the ERA5 2-meter air surface temperature data from Kelvin to degrees Celsius, subtract 273.15 Kelvin from the original values. 

 
6 June-July-August 
7 December-January-February 
8 At the time of writing this work, it is November 2023 

https://cds.climate.copernicus.eu/
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Considering the cold to polar climate condition, the vegetation in the study area has adapted to these 

often-harsh environments. Lichens, mosses, sedges, small shrubs like Arctic willows (Salix arctica) or 

dwarf birches (Betula nana), and grass-like plants dominate the landscape in polar tundra climates 

(Köppen-Geiger classification E). Coniferous (evergreen) trees such as pine (Pinus spp.), spruce (Picea 

spp.), larches (Larix spp.), and fir (Abies spp.) prevail in colder boreal climates (Köppen-Geiger 

classification D). In milder climates, including some boreal regions, birch trees (Betula spp.), alders 

(Alnus spp.), and other deciduous trees are more common. (cf. Glückler et al. 2021) 

 

1.2.2  Data cleaning procedure and data availability 

An extensive exploratory analysis yielded 1018 entries on presumed metadata information on lake 

sediment cores. The exploratory analysis included publicly available repositories, dissertations, journal 

articles, institute-internal data sources, and personal communication with scientists in the research area. 

An initial data quality control reduced the total number of unique sediment cores in northern Eurasia 

(above 40 °N) to 533 unique entries. This was mainly due to an established minimum requirement of 

essential metadata that we set, i.e., unique CoreID, geographical metadata (longitude, latitude), 

information on expedition/drilling campaign, drilling water depth and core length.  

As this dissertation focused on the analysis of sediment cores on longer time scales, it was 

important that we had access to the results of the laboratory analysis of each sediment core. However, 

we often could not access the laboratory data (n=226) or only one data point was available (n=237), 

which often resembled a short surface sample. A total of 70 sediment cores had either one or multiple 

sets of available measurement data (Chapter 2). However, age determination data were only present in 

55 of these cores (Chapter 3). In our investigation of carbon accumulation rates in lakes (Chapter 4), we 

found 28 suitable sediment cores within our metadata repository. 

There are multiple explanations for this great imbalance between available and unavailable data: 

• Scientists recorded both the drilling and its metadata, but the sediment core itself still remains 

closed and unanalyzed in a cold storage room (“No data available” case); 

• Partnering institutions conducted an expedition, but the measurement data remains under an 

embargo or cannot be made publicly available (“No data available” case); 

• Scientist analyzed a core, but the measurement data got lost on old hard drives or was never 

published (“No data available” case); 

• Some investigations focused on the current state of lake systems and therefore only sampled the 

top centimeter to get an overview for the research question posed (“One data point” case); 

• A team pilot drilled for a longer core, measuring only a few parameters at the top (“One data 

point” case). 

While we considered both published and unpublished data when developing our tools, our primary focus 

during the analyses was on using published data. Our main reason for prioritizing published data during 

the analyses was to ensure the reproducibility and accessibility of the studies' findings to a wider 
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audience. However, we often encountered situations where laboratory measurement data for published 

sediment cores were not readily available in an online repository, requiring us to request the data from 

the principal investigator of the study. This approach presented a time-consuming challenge, as we had 

to ensure that we were getting the necessary metadata and raw data from the right source, while strictly 

adhering to the protocol of not sharing or publishing any data without prior permission. Although the 

acquisition, standardization, and ETL9 process of the acquired data into the database took longer than 

initially anticipated, we are confident that our thorough approach to metadata and data quality control 

significantly enhanced the comparability of results of this dissertation. 

 As listed in Appendix A, parts of the metadata and measurement data used in this dissertation 

are available on PANGAEA (www.pangaea.de). PANGAEA is a renowned open-access data repository, 

specifically designed for the archiving, publishing, and wide dissemination of georeferenced data 

(Diepenbroek et al. 2002; Felden et al. 2023; Elger et al. 2016). In cases where data were not publicly 

available, we have either provided contact details (name of research group, email of working group 

leader) or referred to the original publication within each chapter.  

 

1.3 Own prior contributions 

This thesis includes work that appears in peer-reviewed publications or is currently under review. The 

following three chapters are the result of the collaboration between the author of this dissertation (GP) 

and several co-authors. To summarize the contribution of GP and other co-authors (initials) to the 

research results: 

Chapter 2:  G. Pfalz, B. Diekmann, J.-C. Freytag, and B. K. Biskaborn (2021). Harmonizing 

heterogeneous multi-proxy data from lake systems. Computers & Geosciences, 153, 104791. 

https://doi.org/10.1016/j.cageo.2021.104791. Submission: 24 June 2020. Published: 24 April 

2021 

 

GP conceptualized the study design, conducted data processing, analysis, and visualization, and 

wrote the original manuscript. BKB, BD, and JCF supervised the work of GP, contributed to the 

study concept, and provided input for writing and editing the manuscript. JCF additionally 

assisted GP in the development of the entity-relationship diagram. BKB and BD shared their 

unpublished data and metadata for the development of the MAYHEM system and data analysis. 

 

Chapter 3:  G. Pfalz, B. Diekmann, J.-C. Freytag, L. Syrykh, D. A. Subetto, and B. K. Biskaborn 

(2022). Improving age-depth relationships by using the LANDO (“Linked age and depth 

modeling”) model ensemble. Geochronology, 4, 269-295. https://doi.org/10.5194/gchron-4-

269-2022. Submission: 29 November 2021. Published: 18 May 2022 

 

 
9 Extract-Transform-Load 

http://www.pangaea.de/
https://doi.org/10.1016/j.cageo.2021.104791
https://doi.org/10.5194/gchron-4-269-2022
https://doi.org/10.5194/gchron-4-269-2022
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GP conceptualized the study design, developed the LANDO application, implemented the 

system into a multi-language Jupyter notebook, and conducted testing. GP also conducted data 

processing, analysis, and visualization, and wrote the original manuscript. All co-authors 

provided input for writing and editing the manuscript. BKB, BD, and JCF provided guidance 

and supervision throughout GP's work. Additionally, BKB, BD, LS, and DAS contributed 

published and unpublished age determination data for this publication.   

 

Chapter 4: G. Pfalz, B. Diekmann, J.-C. Freytag, and B. K. Biskaborn (2023). Effect of 

temperature on carbon accumulation in northern lake systems over the past 21 000 years. 

Frontiers in Earth Science, 11, 1233713. https://doi.org/10.3389/feart.2023.1233713. 

Submission: 2 June 2023. Published: 29 August 2023 
 

GP conceptualized the study design, conducted data processing, analysis, and visualization, and 

wrote the original manuscript. BKB, BD, and JCF supervised the work of GP, contributed to the 

study concept, and provided input for writing and editing the manuscript. 

Harmonized datasets and models created during the dissertation were also part of several co-authored 

publications: 

• S. A. Vyse, U. Herzschuh, G. Pfalz, L. A. Pestryakova, B. Diekmann, N. Nowaczyk, and B. K. 

Biskaborn (2021). Sediment and carbon accumulation in a glacial lake in Chukotka (Arctic 

Siberia) during the Late Pleistocene and Holocene: combining hydroacoustic profiling and 

down-core analyses. Biogeosciences, 18, 4791–4816. https://doi.org/10.5194/bg-18-4791-

2021.  

 

BKB and UH designed the study and together with LAP organised fieldwork. SAV obtained 

hydroacoustic profiling data and was responsible for opening, splicing and subsampling the core 

as well as all biogeochemical and sedimentological analyses. He also wrote the first version of 

the manuscript. GP was responsible for the age-depth model and sedimentation rates. NN 

provided magnetic susceptibility data. BKB supervised the works of SAV. BD assisted in the 

interpretation of hydroacoustic data. All co-authors contributed to the interpretation of the 

results and commented on the text. 

 

• B. K. Biskaborn, L. Nazarova, T. Kröger, L. A. Pestryakova, L. Syrykh, G. Pfalz, U. Herzschuh, 

and B. Diekmann (2021). Late Quaternary Climate Reconstruction and Lead-Lag Relationships 

of Biotic and Sediment-Geochemical Indicators at Lake Bolshoe Toko, Siberia. Frontiers in 

Earth Science, 9. https://doi.org/10.3389/feart.2021.737353.  

 

BB led the sediment-geochemical and diatom analyses and writing of the manuscript. LN and 

LS led the chironomid analyses including chironomid-based reconstructions. UH led the pollen-

based reconstruction. BD and LP led the fieldwork and contributed to the environmental 

https://doi.org/10.3389/feart.2023.1233713
https://doi.org/10.5194/bg-18-4791-2021
https://doi.org/10.5194/bg-18-4791-2021
https://doi.org/10.3389/feart.2021.737353
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interpretation of the data. TK and GP assisted with data processing and statistical analyses. All 

authors contributed to analysis of the results and revision of the manuscript. 

 

• B.K. Biskaborn, A. Forster, G. Pfalz, L. A. Pestryakova, K. Stoof-Leichsenring, J. Strauss, T. 

Kröger, and U. Herzschuh (2023). Diatom responses and geochemical feedbacks to 

environmental changes at Lake Rauchuagytgyn (Far East Russian Arctic). Biogeosciences, 20, 

1691–1712, https://doi.org/10.5194/bg-20-1691-2023.  

 

BKB conceived the study, conducted fieldwork, and statistical analyses, and wrote the paper. 

AF performed diatom analysis and counting. GP performed age–depth modeling. LAP, KSL, 

and UH coordinated fieldwork and dating of the short core. JS performed mercury analysis. TK 

performed correlation with p-value adjustment. All authors contributed to generating data as 

well as writing and reviewing the manuscript. 

 

1.4 Research questions and hypotheses 

As lake systems face increasing vulnerability to climate change, it is crucial to gain a comprehensive 

understanding of their past dynamics across different temporal and spatial scales. To achieve this, we 

collected datasets from various lake systems across northern Eurasia (above 40 °N), as well as data from 

two lakes in Greenland. The acquired datasets underwent a thorough data cleaning procedure and 

rigorous quality control, which included steps such as establishing minimum metadata requirements and 

checking for data inconsistencies, as previously outlined. The overarching objectives of this dissertation 

were to (1) collect a comprehensive range of measurement data and ensure data homogeneity in format, 

syntax, and semantics across the datasets; (2) establish consistent and reliable age-depth models to 

enable temporal comparability; and (3) explore the relationships between climate-related lake sediment 

parameters, such as carbon accumulation and environmental forcing. By adhering to these objectives, 

we aimed to establish a robust foundation for our analyses and enhance the reliability of our findings. 

 

The dissertation addresses the following research questions and hypotheses in Chapter 2 to Chapter 4:  

 

Chapter 2: Research question: Can the development of a conceptual model for 

heterogeneous multi-proxy data from multiple sediment cores in the Arctic, 

add value through the homogenization of these datasets and by enabling data 

transformation for comparative analyses? 

 

Hypothesis: By developing a comprehensive conceptual model for 

integrating and standardizing heterogeneous multi-proxy data, it will be 

possible to transform the data effectively, enabling comparative analyses and 

enhancing our understanding of past environmental changes in the region. 

https://doi.org/10.5194/bg-20-1691-2023
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Chapter 3: Research question: Can we reduce the effort required to apply different 

methods for determining age-depth relationships and achieve comparability 

of results across multiple lakes by combining the best available age models 

in an ensemble to estimate sedimentation rates more reliably? 

 

Hypothesis: By providing a tool to link multiple modeling systems in a single 

multi-language Jupyter Notebook and introducing an ensemble age–depth 

model, it is possible to reduce the effort required to determine age–depth 

relationships and make their results comparable. The application of data-

driven, semi-informed age–depth relationships will improve the accuracy and 

efficiency of dating in sediment cores, resulting in more reliable and 

comparable results across different methods. 

Chapter 4: Research question: Can the analysis of carbon accumulation rates across 

different lake types, using a data-driven framework consisting of a 

homogenized database and ensemble age-depth models, provide insights into 

the relationship between carbon in lake sediments and paleotemperature? 

 

Hypothesis: By analyzing carbon accumulation rates in multiple lakes and 

correlating them with temperature data from the TraCE-21ka climate 

reanalysis dataset, a significant relationship between carbon in lake 

sediments and paleotemperature occurs. The hypothesis suggests that higher 

temperatures are associated with increased carbon accumulation rates in 

lakes, indicating a positive correlation between temperature and carbon 

balance. Factors such as the presence of permafrost, composition of 

vegetation, and specific attributes of the lakes likely influence this 

relationship, which the analysis will explore. 
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Abstract 

When performing spatial-temporal investigations of multiple lake systems, geoscientists face the 

challenge of dealing with complex and heterogeneous data of different types, structure, and format. To 

support comparability, it is necessary to transform such data into a uniform format that ensures syntactic 

and semantic comparability. This paper presents a data science approach for transforming research data 

from different lake sediment cores into a coherent framework. For this purpose, we collected published 

and unpublished data from paleolimnological investigations of Arctic lake systems. Our approach 

adapted methods from the database field, such as developing entity-relationship (ER) diagrams, to 

understand the conceptual structure of the data independently of the source. We demonstrated the 

feasibility of our approach by transforming our ER diagram into a database schema for PostgreSQL, a 

popular database management system (DBMS). We validated our approach by conducting a 

comparative analysis on a set of acquired data, hereby focusing on the comparison of total organic 

carbon and bromine content in eight selected sediment cores. Still, we encountered serious obstacles in 

the development of the ER model. Heterogeneous structures within collected data made an automatic 

data integration impossible. Additionally, we realized that missing error information hampers the 

development of a conceptual model. Despite the strong initial heterogeneity of the original data, our 
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harmonized dataset leads to comparable datasets, enabling numerical inter-proxy and inter-lake 

comparison. 

 

2.1 Introduction  

On-going global warming impacts Arctic landscapes through the “Arctic amplification” effect, where 

temperatures in the Arctic exceed the average Northern Hemisphere surface air temperature change 

(Biskaborn, Smith, et al. 2019; IPCC 2014; Miller et al. 2010). Lake systems are thereby among the 

most valuable, but at the same time also the most complex climatic archives of the earth as they enshrine 

various environmental information into their sediment (Bradley 2015; Brauer 2004; Cohen 2003). The 

regional and global climate as well as non-climatic influencing factors both affect the sedimentation 

process of lake systems (Fritz 2008; Wilke et al. 2016; Zolitschka et al. 2015). Understanding them 

helps to improve our perception of the earth system. 

Analytical data derived from determining lake sediment properties, also known as proxy data, 

are essential for reconstructing lake histories, as they indicate change of environmental conditions 

(Bradley 2015). While scientists continue to collect new data from lake systems each year, thorough 

data handling of already existing datasets might help to fill remaining knowledge gaps of past changes. 

The quality of these older datasets varies depending on different factors, such as date of creation, 

individual project goals, available laboratory resources, and personnel bias (Cai and Zhu 2015; Heidorn 

2008; Wang, Ziad, and Lee 2001). When integrating these existing datasets into a coherent framework 

and reporting standard, we can work with higher reliability and reproducibility thus enabling large-scale 

synthesis studies. 

The number of repositories containing valuable data for paleolimnological studies has increased 

in recent years (Elger et al. 2016; Latif, Limani, and Tochtermann 2019; Muster 2018). Various studies 

using these repositories have already shown the effectiveness of multi-proxy, multi-site investigations 

through the synthesis of data from various sources (e.g., Bouchard et al. (2016), Kaufman et al. (2020), 

PAGES 2k Consortium (2017), Subetto et al. (2017)). Khider et al. (2019) recently proposed a reporting 

standard for new and past (“legacy”) paleoclimate datasets, which includes the reporting of metadata 

information and measured data from lake sediments. The positive reception of their proposed model 

shows the consensus within the paleoclimate research community in favor of uniform standards for 

reporting measurement data of various kinds.  

Still, there are non-digitalized, unprocessed or unpublished data hidden on local storage devices, 

old field and lab books as well as in hand-written documents (Curry and Moosdorf 2019; Heidorn 2008). 

Some “legacy” datasets might not meet the requirements of such a standard as proposed by Khider et al. 

(2019). This prevents older data from being included in any multi-site investigations. However, these 

datasets are potentially invaluable sources of almost forgotten knowledge (Muster 2018). 

In this paper, we present a conceptual integration approach to enable a comprehensive 

comparison of datasets of varying quality from laboratory analysis of lake sediment. The specific 
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objectives of this paper are (I) to provide a conceptual entity-relationship (ER) model for merging 

heterogeneous multi-proxy data into a common framework from a database-centric perspective, and (II) 

to translate the conceptual model into a reference implementation using the PostgreSQL database 

management system (DBMS) to perform a comparative analysis on acquired and transformed data. Our 

approach will allow scientists to perform their data analysis on the integrated data with less effort 

compared to an analysis using the raw (original) data.  

 

2.2 Methods 

2.2.1 Data collection  

For the cleansing and integration process presented in this paper, we used a collection of published and 

unpublished laboratory data and corresponding metadata from lake sediment cores. The majority of data 

came from online data repositories (e.g., Pangaea, GFZ Data Service) or institute-internal data sources 

of the Alfred Wegener Institute (e.g., expedition reports, personal communication). For the purpose of 

reproducibility and tracking, we collected and stored (meta) data about the sources of the collected data. 

This data is accessible in the repositories mentioned in the Appendix A. 

We manually curated the laboratory data by using different data validation approaches 

(Pannekoek, Scholtus, and Van der Loo 2013; Sun et al. 2011). We assessed both laboratory data and 

metadata hereby on their completeness, consistency, accuracy, and precision (Batini et al. 2009; Batini 

and Scannapieca 2006; Sebastian-Coleman 2013). In a first step, we performed type checking, as 

laboratory data is known to be primarily numeric. We substituted unsuitable characters by numeric 

values using the Python package pandas (Reback et al. 2020). A physical range check followed the 

previous check to ensure that values do not exceed physical ranges (Sun et al. 2011). If values exceed 

their logical physical range, we then removed them from the dataset. We standardized names of common 

proxies (e.g., “Aluminum” to elemental symbol “Al”) or associated units (e.g., core lengths from 

centimeters to meters) to ensure consistent naming across all datasets. We logged all cleaning actions 

carried out during the entire validation process for provenance reasons. If possible, we examined original 

files from measuring instruments as well as original publications to avoid any conversion errors. We 

consulted the corresponding responsible scientist for any clarification when needed.  

We selected the following information as minimum requirements for metadata information to 

be included in our study:  

• unique core identifier (“CoreID”),  

• geographical information (latitude, longitude),  

• information about the field campaign (name, year),  

• site name,  

• lake type,  

• water depth at coring location, and  

• composite (i.e. cumulative) core length, derived from overlapping core segments.  
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Figure 2.1: Geographical distribution of lake sediment cores used for the study design (triangles, n=70). Red triangles (n=8) 

indicate lake sediment cores used for the comparative analysis of total organic carbon (TOC) and bromine (Br) content shown 

in this study. ArcGIS Basemap: GEBCO Grid 2014 modified by AWI. The outer ring in the graphic corresponds to 45° N. 

 

The proposed preselection helped us to distinguish clearly unique entries of lake sediment cores 

from other entries. If the metadata was not included in the acquired dataset, then we searched in related 

literature to determine the uniqueness of the core. We generated unique identifiers for the cores using 

the pattern “{FirstAuthorLastName} {LakeID} {ExpeditionYear} {CoreNumber}”, when no unique 

identifier was available. CoreIDs, names of field campaign, and sites are stored in English using the 

Latin alphabet. The information about latitude and longitude is recorded as decimal degrees (minimum 

precision: three decimal places), while water depth and core length are given in meters (precision: two 

decimal places). Besides using the geographical location to validate the uniqueness of a sediment core, 

we further used the coordinates in ArcGIS, Google Earth, and HydroLAKES database (Messager et al. 

2016; Meyer et al. 2020) to check that the scientists correctly placed and assigned site names to cores. 

In total, there were 70 metadata information entries for unique core sediments. Figure 2.1 

illustrates the geographical distribution of this metadata compilation. It shows that the availability of 

information with high latitude values (50° N to 90° N) dominates the spread. The dominance of the 

latitude values in this range is due to the clear research focus by the Alfred Wegener Institute and its 

partners on the Arctic.  
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Figure 2.2: Entity-relationship diagram of nine core-specific entities (rectangular boxes) with their attributes (boxes with 

rounded corners) connected through relationships (diamond-shaped objects). The core-specific entities refer to information 

about core retrieval and associated information. Entity Measurement in the right upper corner establishes the connection 

between both entity groups. 

 

2.2.2 Conceptual approach 

During data collection, we encountered variety of structures and inconsistent data, which makes data of 

different sources incomparable. In order to facilitate a better integration of those heterogeneous datasets 

into a database, we decided to design a unified scheme based on the existing structures to store all base 

values. We defined as base values all values, which cannot be derived from any other data values in any 

of the data source. Under this assumption, the first step within the (conceptual) schema design approach 

was to develop generic concepts, which should resemble aspects of limnological studies. We followed 

the principles of database design for a redundant free data representation. As such, a (conceptual) data 

model describes all aspects of the real world by identifying relevant entities and the relationships among 

them in the domain of discourse (Codd 1970; Elmasri and Navathe 2009; Teorey et al. 2008).  

Both, entities and relationships are associated with specific attributes, i.e. descriptive properties 

that are inherent for each of them in the real world. For instance, researchers conduct a core drilling at 

a specific geographical location (described by latitude and longitude) and water depth with a particular 

drilling device. The resulting core has an unique core identifier (e.g., “International GeoSample 

Number” (Conze et al. 2017), or simply “CoreID”) and a composite core length. Therefore, we reduced 

this process to one core-specific entity Drilling with five attributes (see Figure 2.2), while one attribute 

is a composite attribute (“Geoinformation”) and another is the key attribute (“CoreID”) of this entity.  

Naturally, entities have an interdependency with other entities. Teorey et al. (2008) provides 

guidance for how to design entities and their relationships. As an example for paleolimnological studies: 

It is only possible to conduct a core drilling at one location at any given time; hence, there is a one-to-

one relationship between the entities Drilling and Lake. Other binary data modeling cardinalities are 

one-to-many or many-to-many relationships (Garcia-Molina, Ullman, and Widom 2002; Teorey et al. 

2008). In general, entity-relationship diagrams, also known as “ER diagrams” (Figure 2.2, Figure 2.3),  
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Figure 2.3: Entity-relationship diagram of ten measurement-specific entities (rectangular boxes) with their attributes (boxes 

with rounded corners) connected through relationships (diamond-shaped object). Measurement-specific entities are consistent 

with the measured laboratory data of sediment cores. 

 

or alternatively, diagrams using the Unified Modeling Language (UML) (Figure 2.4, Figure 2.5), allow 

us to visualize entities together with their relationships (P. P. S. Chen 1975; Garcia-Molina, Ullman, and 

Widom 2002; Teorey et al. 2008). This visual representation accelerates the implementation of the 

developed concept in a database management system (DBMS).  

In our case of paleolimnological studies, we identified two groups of entities: measurement-

specific and core-specific entities. Measurement-specific entities represent individual laboratory 

measurements for proxy determination. Core-specific entities do not only characterize the core retrieval, 

but also operational metadata describing the drilling. The operational data includes data about the 

surveyed lake, field campaign/expedition, responsible scientist, and publications. This allocation further 

supports initiatives for optimal metadata management and investigating for possible systematic errors, 

i.e. data trustworthiness (Batini et al. 2009; Bertino and Lim 2010). 

Besides the superordinate entity Drilling in the group of core-specific entities (Figure 2.2), we 

split the field campaign into the entities Lake, Expedition, and Scientist. Lake describes further details 

about the lake at which the drilling took place. The Lake entity also relates to the entities 

ClimateClassification, VegetationClassification, and LakeClassfication entity, which describe the 

climate, vegetation and lake origin at time of core retrieval to the lake, respectively. For operational data 

about the field campaigns in relation to the drillings, we designed both Expedition and Scientist entities 

for temporal attribution and contact details. Publication consists of the important publications relating 

to each drilling, while Source gives information about the files used to produce the measurement-

specific entities and therefore allows us to reproduce them with higher precision.  

For the measurement-specific entities (Figure 2.3), the attributes describe measured quantities 

of the individual laboratory measurements. It was therefore vital for us to gain an understanding of the 

different laboratory methods used to analyze proxies. Based on the available data, we determined eleven 

proxies that were analyzed frequently in the datasets (Table 2.1). We examined each related study  
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Figure 2.4: Unified Modeling Language (UML) diagram of core-specific entities for the reference implementation. Entities 

(rectangular boxes) consist of their name, attributes and their PostgreSQL data type in tabular form, and an indication whether 

the attributes are primary keys (PK), foreign keys (FK), or both. The entities are connected by a relationship (solid line) to 

another entity. The numbers on the solid line indicate the cardinality of that relationship. This figure includes the entity 

Measurement to show connection to the other derived measurement-specific entity group. List B1 in the Appendix further 

describes each entity. 

 

closely on its applied methodology to determine said proxies. While most studies followed the same 

methodological approach, we found variations for three proxies, namely for elements, grain size, and 

Total Organic Carbon (TOC) (Figure B1 in the Appendix provides a pictorial representation). In our 

design, we decided to focus on one approach as a representative for both TOC and grain size. For the 

elemental proxy we kept the method selection optional. 

Regarding the attributes for measurement-specific entities, we decided for the lowest common 

denominator to avoid artificial inflation. For instance, for a measurement independent abstraction of 

elemental data, the reduction leads to one entity Element with two attributes for (i) the name or symbol 

of the element, and (ii) the associated value at a specific depth inside the core. To place an emphasis on 

the applied method, we appended the unit of the measurement to the element symbol in the attribute 

“Element_Name”, e.g., Aluminum measured in parts-per-million as “Al_ppm”. This strategy is only 

possible for elemental data, as the unit of measurement does not change and values from different 

methods for this proxy are not directly comparable. 

Ultimately, we derived nine core-specific (Figure 2.2) and ten measurement-specific (Figure 

2.3) essential entities from the acquired data. The entities Measurement and Drilling establish the  
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Figure 2.5: Unified Modeling Language (UML) diagram of measurement-specific entities for the reference implementation. 

Entities (rectangular boxes) consist of their name, attributes and their PostgreSQL data type in tabular form, and an indication 

whether the attributes are primary keys (PK), foreign keys (FK), or both. The entities are connected by a relationship (solid 

line) to another entity. The numbers on the solid line indicate the cardinality of that relationship. This figure includes the entity 

Drilling to show connection to the other derived core-specific entity group. List B1 in the Appendix further describes each 

entity. 

 

linkage between the two entity groups. When analyzing sediment cores, scientists extract multiple proxy 

measurements from a specific depth along the core’s length (one-to-many relationship). Hence, unique 

identifiers in Measurement contain a composite attribute consisting of the composite depth and the 

corresponding core identifier. As the core identifier “CoreID” is also the key attribute of the Drilling 

entity, it enables us to extract additional operational information belonging to the measurement. 

In the second step of our conceptual approach, we had to ensure that a comparison between 

different datasets is feasible. Harmonizing laboratory data from geographically dispersed cores 

necessitates finding a common anchor point between those datasets. The sampling scheme of the 

individual proxies strongly depends on the depth within the sediment core, which itself depends on the 

research questions posed. Laboratory measurements could therefore be taken very frequently (i.e. every 

one to two millimeters), less frequently (i.e. every five to ten centimeters), or where distinctive changes 

within the sediment core are visible. The time axis is the only constantly running physical quantity and 

common denominator on which we can place all measurements. For this conversion, one might use 

existing age-depth modeling software.  

While users can set defined depth resolutions for the age-depth relationship within the modeling 

software to match varying proxy resolutions, a complete conversion of the proxies from individual  
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Table 2.1: Selection of proxies, which were frequently determined in the acquired laboratory datasets 

Abiotic proxies Biotic proxies 

• Elements 

• Minerals 

• Grain size 

• Water content 

• Diatoms 

• Chironomids 

• Pollen 

• δ13C 

• Total organic carbon (TOC)  

• Total carbon (TC) 

• Total nitrogen (TN) 

 

depth-dependent to joint age-dependent will leave blanks. Logical approximations or interpolations of 

the individual proxy have to fill those vacant time slices when seeking comparable multi-site 

investigations (H. H. Birks and Birks 2006). There are various well-established techniques available, 

such as in-filling techniques, spline interpolation or machine-learning based interpolation (Harry John 

Betteley Birks 2012).  

At first, we define the proxy with the lowest age resolution as the base proxy after the conversion 

from depth-dependent to age-dependent. We then match other proxies with a higher resolution (desired 

proxies) to the base proxy. That is to say, we select values of the desired proxy at the time slices equal 

to the time slices of the base proxy. If the value of the desired proxy is not available at the exact time 

slice of the base proxy, we perform an interpolation of the desired proxy. We hereby follow the advice 

by Blaauw (2012) to avoid the use of overfitted values which could potentially result in 

misinterpretations. If we were to excessively interpolate values of a proxy with a lower resolution in 

order to fit the curve of proxies with a higher resolution, we would increase the likelihood of a 

misinterpretation. Additionally, internal lake dynamics influence biological activity within lake systems, 

which means that a higher or lower abundance of biological proxies within a sediment core might be an 

indication for a specific event (Biskaborn, Nazarova, et al. 2019). It is therefore debatable, whether an 

interpolation of biological proxy is reasonable, or we should use Bayesian modelling approaches instead 

(Huntley 2012). For simplicity, we assume in our study that interpolation is feasible for the proxies 

involved in this study. 

To synchronize values between sediment cores, we use binning to create equally spaced bins of 

time. We calculate the optimal bin size using the mean of the maximum proxy age resolution for the 

base proxy across all sediment cores. We then select the interpolated central values for each proxy 

measurement at the same interval as the bin size. We use all remaining values within an age bin to 

calculate the minimum and maximum value range for each proxy.  
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2.2.3 Comparative Analysis 

To set up for our comparative analysis, we implemented the developed ER data model as a database 

schema for a PostgreSQL database system (Version 11.2; PostgreSQL Global Development Group 

(2018)). For the implementation, we used the open-source software tool DBeaver (Version 7.0; DBeaver 

Community (2020)). Figure 2.4 and Figure 2.5 provide a visual representation of the reference 

implementation as UML diagram. List B1 in the Appendix shows the individual entities with their 

attributes, a short explanation, the PostgreSQL data type, and an example.  

After implementing the schema in PostgreSQL, we had to transform the available (raw) data to 

fit the proposed schema. Therefore, we set up a spreadsheet template with the same schema as the 

database to support the integration process. We show an example spreadsheet template for our reference 

implementation in the repository mentioned in the Appendix A. The standardized data was then inserted 

into the database using a Jupyter Notebook (Kluyver et al. 2016) using the package SQLAlchemy (Bayer 

2012).  

We performed the comparative analysis in a separate Jupyter notebook – for more information 

on the code we refer to Appendix A. We selected total organic carbon (TOC) content and X-ray 

fluorescence (XRF) measured bromine (Br) content to showcase the basic functionality of our approach. 

Previous studies conducted by Biskaborn et al. (2016) and Kalugin et al. (2007) showed that bromine is 

a good indicator for changes of organic content in lake sediment and should therefore agree well with 

the TOC content (Rothwell and Croudace 2015). Both proxies were measured in eight sediment cores 

within our database. First, we converted the measurement depths to the median ages from the 

corresponding age-depth model. To allow a transparent and comprehensible (re-)modeling of already 

existing age-depth relationships, we gathered all information regarding laboratory age analysis with its 

associated uncertainty. For a better reproduction of the age-depth relationship, we stored further 

information regarding the age determination. This information included the description of the dated 

material, involved laboratory, pretreatment methods, and thickness of the dated sediment layer, if bulk 

sediment was dated. 

For age-depth modeling, we used the existing open-source MATLAB software package 

Undatable (Lougheed and Obrochta 2019) with the improved IntCal20 calibration curve (Reimer et al. 

2020). We implemented an additional script to access all eight sediment cores from the database and 

then computes age-depth models in bulk (Undatable settings: nsim = 105, bootpc = 30, xfactor = 0.1). 

This recalculation reduces potential biases introduced by the authors and possible differences between 

modeling software output (Trachsel and Telford 2017; Wright et al. 2017). Age-depth relationships 

produced during our harmonization process are no replacement for the original relationships identified 

by the contributing authors (cf. McKay and Kaufman 2014). We stored the resulting output created by 

the modeling software as “ModelOutput” in the database using an additional script.  

We determined our base proxy for our comparative analysis using the mean proxy age 

resolution. We also considered the impact the higher resolution proxy had on the data, if we were to use 
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the proxy with higher resolution as the base proxy. To enable a synchronized comparison of TOC and 

bromine, we used interpolation to replace missing values by approximated values. We applied a 

piecewise polynomial interpolation for existing gaps using the Python package SciPy (Virtanen et al. 

2020). We assessed all cores on their maximum proxy age resolution for the base proxy to determine 

the optimal bin size. Ultimately, we binned each measurement into its respective age bin and determined 

from all measurements the minimum and maximum value ranges within each bin.  

 

2.3 Results and Discussion 

Using research data from external sources always contains the risk that undocumented transformations 

(knowingly or unknowingly) changed the data after a laboratory analysis. This might lead to erroneous 

and incomprehensible data. Therefore, we contacted the responsible scientists for further inquiries 

regarding the data handling to avoid propagating possible errors. If there were inconsistencies between 

different approaches, then we documented this circumstance for traceability. Due to the design of the 

data model, we provide data, which allows a scientist to retrieve the original data files and publication 

for each proxy dataset. Such reference supports the important concept of lineage thus providing an 

improved contextualizing of the data, which might be important for further use of the data. We claim 

that good data cleansing can foster an interoperability amongst geoscientist and the use of automated 

data integration tools. However, the biggest challenge during the harmonization process of our collected 

dataset was the handling of varying data qualities. The most noticeable inconsistency was the 

heterogeneous structure within the data. While almost all data from online repositories followed 

syntactic rules, data from other sources did not stay within a coherent framework. Therefore, over the 

course of our investigation, we had to exclude the possibility of automated data integration. If future 

datasets follow the FAIR principle (Findable, Accessible, Interoperable, Reusable), we are convinced 

that automated data integration becomes possible (Latif, Limani, and Tochtermann 2019; Stall et al. 

2018; Wilkinson et al. 2016). 

The use of a database management system (DBMS) for the comparative analysis has clear 

advantages over loosely connected, personal spreadsheets without the ability for integration. Currently, 

measurement data exists in different labs on different computer without the ability for a common usage 

and understanding. Our approach presents first steps towards a data-driven integration of such data. 

There are multiple reasons for using database techniques in the context of data transformation and 

integration resulting in set of homogenized data for further analysis. Once the data are in a standardized 

format, the database provides high availability, high flexibility, synchronization, error recovery, and 

great efficiency. Integrated datasets further support data integrity within the database. Despite new 

developments in database research, relational database management systems (RDBMSs) still provide 

the best fit for laboratory data from paleolimnological studies as most of data generated by measuring 

instruments can be stored and accessed in a tabular form. Other geoscientific databases, such as 
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Figure 2.6: Comparison of total organic carbon (TOC) and bromine (Br) content for eight selected sediment cores within the 

reference implementation and after being age-transformed. Panel A shows TOC and bromine measurements against the 

individual composite depth in centimeter of each sediment core, as existent in the reference implementation. In panel B, same 

measurements are transformed from composite depth to the corresponding calibrated median ages. The x axis in panel B is 

based on calibrated median ages (calibrated years Before Present, cal yr BP) derived from age-depth modeling software 

Undatable (Lougheed and Obrochta 2019) using the IntCal20 calibration curve (Reimer et al. 2020). Color codes are consistent 

over all measurements and plots for each sediment core. Circles markers represent TOC measurements in percent and cross 

markers indicate bromine measurements in counts per seconds (cps) using X-ray fluorescence (XRF). 

 

Neotoma, Pangaea, or GTN-P, proved the reliability of RDBMSs (Biskaborn et al. 2015; Diepenbroek 

et al. 2002; Williams et al. 2018). Additionally, most database management systems provide interfaces 

(APIs) to a series of programming languages, which makes it easier to retrieve and to analyze the stored 

data efficiently and effectively (cf. Elmasri and Navathe 2009; Teorey et al. 2008).  
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Table 2.2. Statistics of proxy sampling and proxy age resolution for each proxy in reference implementation. Q25, Q50, and Q75 

correspond to the 25% quantile, median, and 75% quantile within each proxy resolution, respectively. Note: Total organic 

carbon (TOC) and Total nitrogen (TN) were measured together, hence the resolution and number of data points are the same 

Proxy 

Number 

of data 

points 

Proxy age resolution [yr] Proxy sampling resolution [cm] 

Mean Q25 Q50 Q75 Mean Q25 Q50 Q75 

Element 8388 33.38 9.00 13.71 30.00 3.97 0.50 1.00 1.02 

TOC / TN 2130 187.65 22.67 72.00 158.00 5.99 1.95 4.75 9.65 

TC 1169 181.92 37.75 73.75 125.15 3.88 1.95 2.02 5.29 

δ13C 1166 163.24 16.67 55.00 152.00 6.86 1.78 6.24 9.94 

Pollen 760 217.07 51.00 126.00 185.00 8.84 3.28 8.78 10.93 

Grain Size 462 312.61 76.50 134.00 355.00 15.51 2.06 7.93 18.99 

Diatom 437 372.99 82.88 173.75 356.75 9.88 4.63 9.67 12.74 

Mineral 418 295.37 77.00 119.50 232.50 12.22 4.77 5.87 9.48 

Chironomid 152 472.87 126.87 236.50 566.75 14.08 12.41 15.01 16.68 

 

Figure 2.6 (A) shows the untransformed output from the reference implementation, where TOC and 

bromine content are dependent on the depth within each sediment core. We then transformed all values 

from depth-dependent to age-dependent (Figure 2.6 B). Figure 2.6 (B) illustrates the TOC and bromine 

values against their corresponding median age derived from the age-depth modeling software Undatable 

(Lougheed and Obrochta 2019). What stands out in Figure 2.6 is the variability of consecutive 

measurements along the x axis. Still, we determined elemental and TOC measurements to have the 

highest and third highest age resolution in our reference implementation, respectively (see Table 2.2). 

The resolution depends highly on the level of automation and treatment processes for each proxy. We 

can measure elemental data from non-destructive X-ray fluorescence (XRF) core scanning without any 

pretreatment at a depth resolution of two to five millimeter. Other proxy groups such as diatoms, 

chironomids, or pollen require time-consuming pretreatment and microscope-based analyses performed 

by individual scientists. Scientists accommodate the additional preparation by commonly taking fewer 

samples.  

Based on these results, we selected TOC as our base proxy for the comparison of TOC and bromine. 

Figure 2.7 compares the results from using (A) TOC and (B) bromine as base proxy for the matching 

process. Panel A is following our approach of choosing the proxy with the lower resolution as the 

appropriate base proxy and generating corresponding interpolated bromine values for each TOC value, 

if needed. In panel B we show that using the higher resolution proxy as base proxy instead, leads to an 

overestimation of specific events due to necessity of excessive interpolation. With the results from panel 

A we started to calculate optimal bin size and minimum and maximum value ranges for each bin. We 

determined 700-year bins to be the optimal bin size for our comparative analysis. Figure 2.8 illustrates 

bromine and TOC values for all sediment cores binned into 700-year bins with their minimum  
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Figure 2.7: Difference in interpolation approaches to synchronize measurements from total organic carbon (TOC) and bromine 

(Br). Panel A shows bromine values being synchronized to measurements of base proxy TOC. Panel B displays TOC values 

being resampled to match measurements in higher resolution of the base proxy bromine. In the case that the exact value of the 

desired proxy was not present at the specific age of the base proxy, we applied a piecewise polynomial interpolation to the 

desired proxy. Panel B therefore demonstrates a case were harmonization would result in a strong bias of resulting interpolated 

values. Color codes are consistent over all measurements and plots for each sediment core. Circles markers represent TOC 

measurements in percent and cross markers indicate bromine measurements in counts per seconds (cps) using X-ray 

fluorescence (XRF). 

 

and maximum value ranges. Through this approach we are able to transform both high and low 

resolution data into one single matrix containing a minimum amount of null values. By defining value 

ranges for each bin, we quantify the uncertainty of interpolated values at the center of each bin. We 

claim that through our approach, sediment cores are now comparable on both a temporal scale and an 

inter-proxy level. 
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Figure 2.8: Synchronized values for both total organic carbon (TOC) and X-ray fluorescence (XRF) derived bromine (Br) 

measurements using 700-year binning. We calculated the bins using the mean of the maximum resolution for the base proxy 

of each involved sediment core. Markers represent the interpolated value at the center of the bin at a continuous 700-year 

interval. We included all measurements within each 700-year bin to determine minimum and maximum values within each bin, 

represented by connected vertical lines. Circles markers represent TOC measurements in percent and cross markers indicate 

bromine measurements in counts per seconds (cps) using X-ray fluorescence (XRF). Dashed vertical lines display boundaries 

between 700-year bins. Horizontal lines display the age range for which measurement are applicable. Color codes are consistent 

over all measurements for each sediment core. 

 

However, natural systems hold some degree of uncertainty, as the analysis of proxies itself inhibits 

inevitable uncertainties (Amrhein 2019; Goswami 2014; Reschke, Rehfeld, and Laepple 2019). 

Therefore, it is the responsibility of scientists to handle and to report the uncertainties with their data 

measurements. By default, manufacturers of measuring devices usually report error intervals for their 

devices. The laboratory staff on-site refine the accuracy of these devices through the implementation of 

improved calibration methods. In many cases, however, the inaccuracy/deviation of results is not 

reported, visible in publications, or stated in any supplementary material. This situation is a serious 

obstacle in a multi-site investigation, especially when minor alterations in the data can determine distinct 

points of change. As a result, we omit static uncertainties and error information from our conceptual 

model and reference implementation in favor of dynamical error adjustment in the comparative analysis 

and appraisal of the comparable multi-proxy results.  

While we designed our approach with the clear research focus on Arctic lake systems, we 

believe that our conceptual approach could be applicable to other research areas, such as long-term based 

in-situ data record (Su et al. 2018; Zeng et al. 2019). The practical implementation depends on the 

deliberate selection of the reference frame, i.e. universe of discourse (Elmasri and Navathe 2009), and 

choosing the appropriate entities and relationships for the abstracted aspects of the real world. Further 
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on, it is crucial to consider the specific domain knowledge and long-term scientific goals of the 

harmonization, when converting our conceptual approach into another domain. 

 

2.4 Conclusions 

The goal of this study was to provide paleolimnologists with a conceptual framework to integrated 

heterogeneous multi-proxy data from lake systems. The conceptual data model allows scientists to 

integrate heterogeneous data into a common database for further comparative analyses. We presented 

additional steps to prepare datasets for multi-site statistical investigation. We found that heterogeneous 

structures within the data, differing methods for determining proxy values, and missing error 

information still pose major challenges in developing a comprehensive data model. However, we 

concluded that despite strong initial heterogeneity our harmonized dataset still leads to comparable 

values, enabling numerical inter-proxy and inter-lake comparison.
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Abstract 

Age–depth relationships are the key elements in palaeoenvironmental studies to place proxy 

measurements into a temporal context. However, potential influencing factors of the available 

radiocarbon data and the associated modeling process can cause serious divergences of age–depth 

relationships from true chronologies, which is particularly challenging for paleolimnological studies in 

Arctic regions. This paper provides geoscientists with a tool-assisted approach to compare outputs from 

age–depth modeling systems and to strengthen the robustness of age–depth relationships. We primarily 

focused on the development of age determination data from a data collection of high-latitude lake 

systems (50° to 90° N, 55 sediment cores, and a total of 602 dating points). Our approach used five age–
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depth modeling systems (Bacon, Bchron, clam, hamstr, Undatable) that we linked through a multi-

language Jupyter Notebook called LANDO (“Linked age and depth modeling”). Within LANDO we 

implemented a pipeline from data integration to model comparison to allow users to investigate the 

outputs of the modeling systems. In this paper, we focused on highlighting three different case studies: 

comparing multiple modeling systems for one sediment core with a continuously deposited succession 

of dating points (CS1), for one sediment core with scattered dating points (CS2), and for multiple 

sediment cores (CS3). For the first case study (CS1), we showed how we facilitate the output data from 

all modeling systems to create an ensemble age–depth model. In the special case of scattered dating 

points (CS2), we introduced an adapted method that uses independent proxy data to assess the 

performance of each modeling system in representing lithological changes. Based on this evaluation, 

we reproduced the characteristics of an existing age–depth model (Lake Ilirney, EN18208) without 

removing age determination data. For multiple sediment cores (CS3) we found that when considering 

the Pleistocene–Holocene transition, the main regime changes in sedimentation rates do not occur 

synchronously for all lakes. We linked this behavior to the uncertainty within the dating and modeling 

process, as well as the local variability in catchment settings affecting the accumulation rates of the 

sediment cores within the collection near the glacial–interglacial transition.  

 

3.1 Introduction 

Lake sediments are important terrestrial archives for recording climate variability in the high latitudes 

of the Northern Hemisphere (Biskaborn et al. 2016a; Smol 2016; Lehnherr et al. 2018; Subetto et al. 

2017; Syrykh, Subetto, and Nazarova 2021; Diekmann et al. 2017). The identification of age–depth 

relationships in those lake sediments helps us to put their measured sediment properties in a temporal 

context (Bradley 2015; Lowe and Walker 2014; Blaauw and Heegaard 2012). We can determine these 

relationships by directly counting the annual laminated layers (varves) (Brauer 2004; Zolitschka et al. 

2015), or by using indirect age determination methods such as radiocarbon, optically stimulated 

luminescence (OSL), or lead–cesium (lead-210/cesium-137) dating (Lowe and Walker 2014; Bradley 

2015; Appleby 2008; Hajdas et al. 2021). Defining a reliable age–depth relationship for 

palaeoenvironmental studies in cold regions is particularly challenging, as varves only exist in rare cases 

and the determination of ages mostly depends on radiocarbon dating (Strunk et al. 2020, and references 

therein). Because of primarily financial restrictions, however, only a few selected samples are taken 

from sediment core sections to determine the corresponding ages of certain depths (Blaauw et al. 2018; 

Ciarletta et al. 2019; Olsen et al. 2017). We therefore rely on model calculations to define the ages 

between the samples. In addition to the mathematical challenges that arise when establishing age–depth 

relationships, the selection of appropriate dating material has an impact on the modeling process.  

In the special case of Arctic lake systems, the amount of material for radiocarbon dating, i.e. 

aquatic/terrestrial macrofossils and organic remains, is extremely low (Abbott and Stafford 1996; 

Colman et al. 1996; Strunk et al. 2020). Radiocarbon dating is therefore often based on the organic 
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carbon content in bulk sediment samples, which can be relatively small due to the lower bioproductivity 

in those lakes (Strunk et al. 2020, and references therein). However, the use of bulk sediments is 

problematic, as some portions of contributing carbon are not occurring at the same time as the deposition 

but may reveal inherited ages from reworked older materials (Rudaya et al. 2016; Biskaborn, Herzschuh, 

Bolshiyanov, Schwamborn, et al. 2013b; Biskaborn, Nazarova, et al. 2019; Schleusner et al. 2015; 

Palagushkina et al. 2017). Several methods are available for pre-treating bulk sediment samples to 

address sample-based dating uncertainties (Brock et al. 2010; Strunk et al. 2020; Rethemeyer et al. 2019; 

Bao et al. 2019; M. W. Dee et al. 2020). Each pre-treatment method may yield a different result for the 

same material due to the influence of humic acids, fulvic acids, and humins (Brock et al. 2010; Strunk 

et al. 2020; Abbott and Stafford 1996). Similarly, older, inert material incorporated by living organism, 

known as “reservoir effect” or “hard-water effect”, distorts the actual radiocarbon age by up to ±10 000 

years (Ascough, Cook, and Dugmore 2005; Austin et al. 1995; Lougheed, Van Der Lubbe, and Davies 

2016). Such a distortion creates methodological and mathematical errors in the development of age–

depth relationships, which possibly leads to a misinterpretation of these relationships.  

There are numerous geochronological software systems (from now on simply called modeling 

systems) available to the geoscientific community, which try to solve the challenges stated above 

(Trachsel and Telford 2017; Wright et al. 2017; Lacourse and Gajewski 2020). Methods have been 

implemented for detecting outliers, accounting for varying sedimentation rates, or using bootstrapping 

processes to support the construction of an age–depth model (Parnell, Buck, and Doan 2011; Lougheed 

and Obrochta 2019; Bronk Ramsey 2009, 2008). However, the correct usage of those systems requires 

a high degree of understanding of the underlying mathematical methods and models. Trachsel and 

Telford (2017) noted that, despite the users’ impact on the outcome of the model by setting priors and 

parameters, most users do not have any prior objective insights into appropriately choosing the right 

parameters. Wright et al. (2017), Trachsel and Telford (2017), and Lacourse and Gajewski (2020) even 

showed that the results produced by modeling systems could diverge from the true chronology. An in-

depth comparison of the results is therefore extremely error-prone. Due to time constraints, users usually 

only select and apply one modeling system for palaeoenvironmental interpretation. However, comparing 

multiple modeling systems, despite their inherent differences, offers the benefit of reducing biases 

towards interpreting of age–depth relationships.  

The objective of this paper is to reduce the effort involved in applying different methods for 

determining age–depth relationships and to make their results comparable. We provide a tool to link 

five selected modeling systems in a single multi-language Jupyter Notebook. We introduce an ensemble 

age–depth model that uses uninformed models to create data-driven, semi-informed age–depth 

relationships. We demonstrate the power of our tool by highlighting three case studies in which we 

examine our application for individual sediment cores and a collection of multiple sediment cores. 

Throughout this paper, the term “LANDO” refers to our implementation, which stands for “Linked age 
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and depth modeling”. The current development version of LANDO is accessible via GitHub 

(https://github.com/GPawi/LANDO, last access: 20 April 2022).  

In this paper, we use published age determination data from 55 sediment cores from high-

latitude lake systems (50° to 90° N). This unique collection of age determination data allows us to 

thoroughly test LANDO by examining changes in sedimentation rates over time for various modeling 

and lake systems. The harmonization of the acquired data follows the conceptual framework described 

in Pfalz et al. (2021).   

 

3.2 Methods 

A key element in our data-science based approach for developing comparable age–depth relationships 

was to facilitate the use of modeling systems independent from their original proprietary development 

environment. A multi-language data analysis environment, such as SoS Notebook (Peng et al. 2018) or 

GraalVM (Niephaus, Felgentreff, and Hirschfeld 2019), provides an interface that enables the 

comparison of modeling systems without being limited to one programming language or environment. 

Our implementation used SoS Notebook as its backbone. SoS Notebook is a native Python- and 

JavaScript-based Jupyter Notebook (Kluyver et al. 2016), which extends to other languages through so-

called “Jupyter kernels”. We developed our implementation with the focus on four languages and their 

respective kernels: Python, R, Octave, and MATLAB. This selection allowed us to use the most common 

modeling systems.  

According to Lacourse and Gajewski (2020), the most commonly used modeling systems are 

Bacon (Blaauw and Christen 2011), Bchron (Haslett and Parnell 2008; Parnell et al. 2008), OxCal 

(Bronk Ramsey 1995; Bronk Ramsey and Lee 2013), and clam (Blaauw 2010). We additionally 

considered the MATLAB/Octave software Undatable (Lougheed and Obrochta 2019), as an alternative 

to the classical Bayesian approach, and the R package hamstr (Dolman 2022).  

In our study, we were able to connect five of the abovementioned modeling systems in SoS 

Notebook, namely Bacon, Bchron, clam, hamstr, and Undatable. All modeling systems assume a 

monotonic deposition process, i.e. a positive accumulation rate over the entire core length (Trachsel and 

Telford 2017; Lougheed and Obrochta 2019). The modeling system clam uses five different regression-

based techniques in combination with a Monte Carlo procedure to repeatedly interpolate between 

calibrated dates. Because clam tries to fit the regression curves to the data, in some cases this can lead 

to age inversions, which clam automatically filters out (cf. Trachsel and Telford 2017; Blaauw 2010).  

The modeling procedure of Undatable involves a weighted random sampling from both 

calibrated age and depth uncertainties (expressed as a probability density functions) for all dating points 

and an advanced bootstrapping process over a user-defined number of simulations. The advanced 

bootstrapping procedure includes removing age inversions from the simulation runs as well as inserting 

connection points between calibrated dates to account for uncertainties in sediment accumulation rates 

between the dating points (cf. Lougheed and Obrochta 2019).  
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The Bayesian modeling systems Bacon, Bchron, and hamstr subdivide the sediment core into 

smaller increments for the modeling process but differ in their division technique. Bacon separates the 

core into equal segments, while hamstr extends Bacon’s algorithm by adding additional hierarchical 

accumulation structures to each segment (Trachsel and Telford 2017; Dolman 2022; Blaauw and 

Christen 2011). Bchron estimates the number of increments between calibrated dates by a compound 

Poisson-gamma distribution (Trachsel and Telford 2017; Parnell, Buck, and Doan 2011). For age–depth 

calculations, Bacon uses prior distributions for the accumulation rate (gamma distribution) and 

autocorrelation memory (beta distribution) between segments, which users can fit with values for the 

mean and shape of these distributions (Blaauw and Christen 2011). Similarly, hamstr relies on user input 

for the shape of the gamma distribution and values for the memory but estimates the mean value for the 

accumulation rate from the available age determination data by using a robust linear regression (Dolman 

2022). Bchron does not require any specific hyperparameter selection due to its fully automated 

numerical best-fit approach (Wright et al. 2017; Haslett and Parnell 2008). All three Bayesian modeling 

systems use iterations of the Markov chain Monte Carlo (MCMC) algorithm to estimate the calibrated 

ages and confidence intervals at each depth within the sediment core (Dolman 2022; Blaauw and 

Christen 2011; Haslett and Parnell 2008). 

The workflow of LANDO consists of five major components: input – preparation – execution – 

result aggregation – evaluation of model performance.  

 

3.2.1 Input  

To work with LANDO users need to provide age determination data, e.g., data from radiocarbon or OSL 

dating, and associated metadata as listed in Table 3.1. We developed two import options for the users: 

through a single spreadsheet or a connection to a database. For this study, we used a connection to a 

PostgreSQL database, which we developed after the conceptual framework as described in Pfalz et al. 

(2021), via the Python package SQLAlchemy (Bayer 2012).We divided age determination input data into 

two attribute categories: necessary and recommended. The category “necessary” focused on the 

prerequisites of the individual modeling systems as well as project-related attributes, such as unique 

identifiers, i.e., “measurementid” or “labid”. However, a larger comprehensive set of descriptive 

metadata helps a better understanding of the data (Cadena-Vela, Mazón, and Fuster-Guilló 2020; Thanos 

2017). We added four additional attributes from the category “recommended” to facilitate the 

interpretation of age–depth models regarding their age determination data.  

If users decide to use a spreadsheet as an input option, then the spreadsheet should follow the 

same attribution as the database. In addition, we implemented an input prompt for further information, 

such as the year of core drilling and core length, to ensure comparability to our database implementation. 

We provide an example spreadsheet with all attributes in the expected format in the repository 

mentioned in the Appendix A.  
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Table 3.1: Necessary and recommended attributes for age determination input data, when used with LANDO. Attributes apply 

for both input methods through either a database or a spreadsheet. 

Attribute Description 
Data 

type 

Necessary/ 

recommended 

measurementid 

Composite key composed of a unique CoreID, a blank space, and the depth 

below sediment surface (mid-point cm) with a maximum of two decimal 

digits of corresponding analytical age measurement – example: “CoreA1 

100.5” when users obtained sample of CoreA1 between 100 and 101 cm 

depth 

String Necessary 

thickness Thickness of the sample slice used for age determination in cm Float Necessary 

labid 
Unique sample identifier that was provided by the laboratory for age 

determination 
String Necessary 

lab_location Name of city, where laboratory that conducted the analysis resides String Recommended 

material_category 

One of the eight categories that describes the material best, based on the 

categories from age-depth modeling system Undatable (Lougheed and 

Obrochta 2019) 

14C marine fossil – 14C terrestrial fossil – 14C sediment – tephra – tie point 

– paleomag. – U/Th – other 

String Necessary 

material_description Short description of the used material String Recommended 

material_weight Weight of analyzed carbon used in radiocarbon dating in µgC Float Recommended 

age 
Uncalibrated radiocarbon age in uncal. yr BP or non-radiocarbon ages as 

values in yr BP (BP: before present (before 1950 CE)) 
Float Necessary 

age_error Error of the uncalibrated radiocarbon age or non-radiocarbon age in yr Float Necessary 

pretreatment_dating 

Concise description or abbreviation of sample pre-treatment – example: 

“ABA” when radiocarbon pre-treatment is comprised of an acid–base–acid 

sequence 

String Recommended 

reservoir_age 
Additional reservoir effect (also known as hard-water effect or age offset) 

identified by the user in yr; if unknown, then insert 0  
Float Necessary 

reservoir_error Error of reservoir age known to the user in yr; if unknown, then insert 0 Float Necessary 

 

3.2.2 Preparation  

The preparation component consisted of two separate steps. First, we checked each age determination 

dataset to find out whether a reservoir effect was influencing the radiocarbon data. In the absence of a  

known reservoir age or recent surface sample, we used available radiocarbon data points and a fast-

calculating modeling system to predict the age of the uppermost layer within a sediment core. In our 

approach, we used the hamstr package with a default value of 6000 iterations. We then compared the 

predicted value for the uppermost layer with the year of the core retrieval, i.e., our target age. We 

accounted for an uncertainty in the estimate by allowing an extra 10% error between predicted age and 

target age. If a gap between predicted and target age is observable, then we assumed a reservoir effect 

is present. We approximated the reservoir effect by subtracting the target age from the mean predicted 
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age, whereas we based the associated error on the 2σ uncertainty ranges of the prediction. LANDO 

allows users to add the calculated reservoir age and its uncertainty range to the corresponding attributes 

(“reservoir_age” and “reservoir_error”). Depending on the choice of the user, this addition affects 

either all radiocarbon samples or only bulk sediment samples, or users completely discard the output for 

the subsequent modeling process. 

As the second step in the preparation component, we built a module that automatically changes 

the format of the available data to the individually desired input of each of the five modeling systems 

implemented in LANDO. We primarily used the Python package pandas (Reback et al. 2020) for the 

transformation within the module. We transferred the newly transformed age determination data to the 

corresponding programming language for age–depth modeling using the built-in %get function of SoS 

Notebook.  

 

3.2.3 Execution  

We developed LANDO with the specific ability of creating multiple age–depth models for multiple 

dating series from spatially distributed lake systems. Hence, reducing overall computing time was one 

of our highest priorities. We achieved this reduction by applying existing parallelization back ends for 

both R and Python, such as doParallel (Microsoft Corporation and Weston 2020b) and Dask (Dask 

Development Team 2016), respectively. For each modeling system in R, we wrote a separate script that 

takes advantage of the parallelization back end doParallel. Besides the individual modeling system 

packages, we made use of different R libraries, such as tidyverse (Wickham et al. 2019), parallel (R 

Core Team 2019), foreach (Microsoft Corporation and Weston 2020c), doRNG (Gaujoux 2020), and 

doSNOW (Microsoft Corporation and Weston 2020a). We neglected the use of parallelization for the 

Undatable software in MATLAB, since even the sequential execution for several sediment cores in our 

test setup was on the order of a few minutes. However, we achieved comparable results with Undatable 

in Octave using the parallelization package parallel (Fujiwara, Hajek, and Till 2021).  

As mentioned before, the selection of model priors and parameters has an impact on the 

modeling outcome. This is challenging if no objective prior knowledge exists. To lower our impact and 

to avoid introducing biases in the modeling process, we used the default values from each modeling 

system as our own default values (Blaauw, Christen, and Aquino-López 2021; Blaauw 2021; Parnell et 

al. 2008; Dolman 2022; Lougheed and Obrochta 2019). In our adaptation of clam, the parameter 

“poly_degree” controls the polynomial degree of models for type 2, while the parameter “smoothing” 

controls the degree of smoothing for types 4 and 5. In the original version of clam, users adjust both 

parameters with the single option “smooth” (Blaauw 2021). Furthermore, the default value for “ssize” 

within the original version of Bacon is 2000. We increased this value to 8000 to ensure good MCMC 

mixing for problematic cores, as recommended by Blaauw, Christen, and Aquino Lopez (2021). In the 

case of the user having in-depth knowledge about their sediment core and wanting to change certain 

values, we opted for making crucial parameters accessible within SoS Notebook outside of the executing  
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Table 3.2: Default values for each modeling system, which users can access and change within LANDO.  

 Modeling system  Parameter Default value 

 Bacon acc.shape 1.5 

  acc.mean 20 

  mem.strength 10 

  mem.mean 0.5 

  ssize 8000 

 Bchron not applicable - 

 clam types 1 to 5 

  poly_degree 1 to 4 

  smoothing 0.1 to 1.0 

 hamstr K c(10,10) 

 Undatable xfactor 0.1 

  bootpc 30 

 

scripts. Table 3.2 provides an overview of all values which users can access and change for the individual 

systems. However, we limited the access to some parameters for operational purposes, such as the 

number of iterations or the resolution of the output.  

 

3.2.4 Result aggregation  

After every model run, we received 10 000 age estimates (also known as “iterations” or “realizations”) 

per centimeter from each modeling system for every sediment core. We transferred these results back to 

Python using the built-in %put function of SoS Notebook, where in the next module, we calculated the 

median and mean age values per centimeter as well as 1σ and 2σ age ranges. For the summarizing 

statistics, we used standard Python libraries such as pandas (Reback et al. 2020) and numpy (Harris et 

al. 2020). We appended the model name as an attribute to the statistics to allocate each result to its 

modeling system. In addition, we implemented a module, which helped us to push the aggregated result 

to our initial database to reuse in follow-up research projects. In a similar approach to the input 

component, we established the connection to our designed PostgreSQL database via the package 

SQLAlchemy (Bayer 2012).  

Similarly, we used the 10 000 age estimates per centimeter for calculating the sedimentation rates. Our 

calculation used three different approaches to calculate sedimentation rates: “naïve”, “moving average 

over three depths”, and “moving average over five depths”. Table 3.3 lists the appropriate equations for 

each approach. The user can decide which one of the three approaches best applies to the individual 

sediment record. We summarized the output into the basic summarizing statistics (mean, median, 1σ 

ranges, and 2σ ranges) accessible to the users but added the model name and employed approach as 

additional attributes. If users use more than one sediment core for sedimentation rate calculation, then 

LANDO will automatically execute the sedimentation rate calculation in parallel using the Dask back 

end (Dask Development Team 2016) and the joblib Python package (Joblib Development Team 2020). 
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Table 3.3: Approaches to calculate sedimentation rates within LANDO. The value represents the layer of interest within a 

sediment core for which the calculation is necessary. Both xi+1  and xi+2 are the following layers, while xi−1 and xi−2 are the 

previous layers. The unit for the resulting sedimentation rate is centimeter per year (cm yr-1). 

Approach    Equation 

Naïve (default) sedimentation rate (xi) =  
depth(xi) − depth (xi−1)

age(xi) − age(xi−1)
 

Moving average over three depths     sedimentation rate (xi) =  
depth(xi+1) − depth (xi−1)

age(xi+1) − age(xi−1)
 

Moving average over five depths     sedimentation rate (xi) =  
depth(xi+2) − depth (xi−2)

age(xi+2) − age(xi−2)
 

 

3.2.5 Evaluation of model performance  

To evaluate the performance of each modeling system, we looked at three different case studies:  

• Case Study no. 1 – Comparison of multiple modeling systems for one sediment core with a 

continuously deposited sequence of dating points (“Continuously deposited sequence” – CS1)  

• Case Study no. 2 – Comparison of multiple modeling systems for one sediment core with a 

disturbed sequence (including inversions) of dating points (“Inconsistent sequence” – CS2)  

• Case Study no. 3 – Comparison of sedimentation rate changes for multiple sediment cores 

(“Multiple cores” – CS3).  

 

We examined both sedimentation rate and age–depth modeling results in each of the three case studies. 

For the first case study, we selected the sediment core EN18218 (Vyse et al. 2021) to showcase the 

generated output of LANDO. The 6.53m long sediment record obtained from Lake Rauchuvagytgyn, 

Chukotka (67.78938° N, 168.73352° E; core location water depth: 29.5 m) during an expedition in 2018 

consisted of 23 bulk sediment samples used for radiocarbon sampling. The authors determined an 

existing age offset of 785±31 years BP (years before present, i.e., before 1950 CE), which we used in 

our modeling process as well.  

As a counterexample, for the second case study we have chosen the sediment core EN18208 

(Vyse et al. 2020b). During the same expedition to Russia’s Far East in 2018, scientists recovered this 

EN18208 core from Lake Ilirney, Chukotka (67.34030° N, 168.29567° E; core length: 10.76 m; core 

location water depth: 19.0 m). The authors based their age–depth model on 4 OSL dates and 17 

radiocarbon dates from bulk sediment samples as well as an age offset of 1721±28 years BP. However, 

in addition to the age offset, we included all 7 available OSL and 25 radiocarbon dates for this core in 

our study.  

Both cores are also part of the “Multiple cores” case study with a total of 55 sediment cores 

(Figure 3.1). More details on each sediment cores are accessible in the corresponding references, which 

we list in Table 3.4.  
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Table 3.4: List of all datasets used in this study. Main data source or repository are either the Pangaea database, PaleoLake 

database, or tables within the main body or supplementary material of publications. Data accessible links to the main data 

source. Paper reference includes citation to the latest version of the corresponding dataset. 

CoreID PaleoLake 

database ID 

Age-depth 

model 

available 

Main data 

source / 

repository 

Data accessible Paper reference 

16-KP-04-L19  Yes Publication https://doi.org/10.1111/bor.12521 (Andreev et al. 2021) 

2008-3  Yes Publication https://doi.org/10.1016/j.quascirev.2012.06.002 (Rudaya et al. 2012) 

BC2008  No Publication https://doi.org/10.1016/j.rgg.2016.07.005 (Zhdanova et al. 2017) 

BL02-2007  No Publication https://doi.org/10.1016/j.rgg.2015.05.012 (Khazin et al. 2016) 

BN2016-1  Yes Publication https://doi.org/10.1177/09596836211019093 (Rudaya et al. 2021) 

Chupa-8 295 No PaleoLake DB https://clck.ru/N5ksZ – PALEOLAKE DATABASE ID 295 (Kolka et al. 2015) 

Co1309 76 Yes Publication https://doi.org/10.1111/bor.12379 (Gromig et al. 2019) 

Co1412  Yes Publication https://doi.org/10.1111/bor.12476 (Baumer et al. 2021) 

CON01-603-5  Yes PANGAEA https://doi.pangaea.de/10.1594/PANGAEA.856103 (Piotrowska et al. 2004, 2005) 

Dolgoe2012 335 No Publication https://doi.org/10.7868/S0435428118020049 (Kolka et al. 2018) 

EN18208  Yes PANGAEA https://doi.pangaea.de/10.1594/PANGAEA.921228 (Vyse et al. 2020b, 2020a) 

EN18218  Yes Publication https://doi.org/10.5194/bg-18-4791-2021 (Vyse et al. 2021) 

ESM-1  Yes Publication https://doi.org/10.1016/j.quascirev.2012.03.004 (Mackay et al. 2012) 

KAS-1  No Publication https://doi.org/10.1017/qua.2017.21 (Anatoly Lozhkin et al. 2017) 

Korzhino2010 336 No PaleoLake DB https://clck.ru/N5ksZ - PALEOLAKE DATABASE ID 336 (Syrykh, Subetto, and Nazarova 2021) 

LENDERY180-4 342 No PaleoLake DB https://clck.ru/N5ksZ - PALEOLAKE DATABASE ID 342 (Shelekhova et al. 2021) 

LENDERY192 343 No PaleoLake DB https://clck.ru/N5ksZ - PALEOLAKE DATABASE ID 343 (Shelekhova et al. 2021) 

LENDERY200-1 344 No PaleoLake DB https://clck.ru/N5ksZ - PALEOLAKE DATABASE ID 344 (Shelekhova et al. 2021) 

LENDERY203-3 345 No PaleoLake DB https://clck.ru/N5ksZ - PALEOLAKE DATABASE ID 345 (Shelekhova et al. 2021) 

LOT83-7 321 No PaleoLake DB https://clck.ru/N5ksZ - PALEOLAKE DATABASE ID 321 (Syrykh, Subetto, and Nazarova 2021) 

LS-9  Yes Publication https://doi.org/10.1016/S0277-3791(00)00120-7 (Pisaric et al. 2001) 

Maloye-1  No Publication https://doi.org/10.1017/qua.2017.21 (Anatoly Lozhkin et al. 2017) 

MC2006  No Publication https://doi.org/10.1016/j.rgg.2015.05.012 (Khazin et al. 2016) 

Muan2018 339 No PaleoLake DB https://clck.ru/N5ksZ - PALEOLAKE DATABASE ID 339 (Shelekhova and Lavrova 2020) 

Okun2018 338 No Publication https://doi.org/10.17076/lim1319 (Shelekhova, Tikhonova, and Lazareva 

2021) 

OSIN 110 No Publication https://doi.org/10.17076/lim305 (Tolstobrova et al. 2016) 

PER3  Yes Publication https://doi.org/10.1007/s10933-015-9858-y (P. M. Anderson et al. 2015) 

PG1111  Yes Publication https://doi.org/10.1016/j.quaint.2004.01.032 (Andreev et al. 2004) 

PG1205  Yes PANGAEA https://doi.pangaea.de/10.1594/PANGAEA.734962 (Wagner et al. 2000b, 2000a) 

PG1214  Yes PANGAEA https://doi.pangaea.de/10.1594/PANGAEA.734137 (Cremer et al. 2001b, 2001a) 

PG1228  Yes PANGAEA https://doi.pangaea.de/10.1594/PANGAEA.726591 (Andreev et al. 2003b, 2003a) 

PG1238  Yes Publication https://doi.org/10.1016/S0277-3791(03)00139-2 (Raab et al. 2003) 

PG1341  Yes Publication https://doi.org/10.1101/2021.11.05.465756 (von Hippel et al. 2021) 

PG1351  Yes Publication https://doi.org/10.1046/j.1365-246X.2002.01625.x (Nowaczyk et al. 2002) 

PG1437  Yes PANGAEA https://doi.pangaea.de/10.1594/PANGAEA.728450 (Andreev et al. 2005b, 2005a) 

PG1746  Yes PANGAEA https://doi.pangaea.de/10.1594/PANGAEA.802677 (Nazarova et al. 2013b, 2013a) 

PG1755  Yes Publication https://doi.org/10.1016/j.quascirev.2010.04.024 (S. Müller et al. 2010) 

PG1756  Yes PANGAEA https://doi.pangaea.de/10.1594/PANGAEA.708169 (S. Müller et al. 2009, 2008) 

PG1856  Yes Publication https://doi.org/10.1016/j.gloplacha.2015.07.011 (Hoff et al. 2015) 

PG1857  Yes Publication https://doi.org/10.1016/j.gloplacha.2015.07.011 (Hoff et al. 2015) 

PG1858  Yes Publication https://doi.org/10.1007/s10933-012-9580-y (Hoff et al. 2012) 

PG1890  Yes Publication https://doi.org/10.1016/j.gloplacha.2015.07.010 (Dirksen et al. 2015) 

PG1972  No PANGAEA https://doi.pangaea.de/10.1594/PANGAEA.780526 (Biskaborn, Herzschuh, Bolshiyanov, 

Savelieva, et al. 2013b, 2013a) 

PG1975  No PANGAEA https://doi.pangaea.de/10.1594/PANGAEA.780385 (Biskaborn, Herzschuh, Bolshiyanov, 

Schwamborn, et al. 2013b, 2013a) 

PG1984  Yes PANGAEA https://doi.pangaea.de/10.1594/PANGAEA.776407 (Biskaborn et al. 2012a, 2012b) 

PG2023  Yes PANGAEA https://doi.pangaea.de/10.1594/PANGAEA.848897 (Biskaborn et al. 2016a, 2016b) 

PG2133  Yes Publication https://doi.org/10.3389/fevo.2021.625096 (Courtin et al. 2021) 

PG2201  Yes Publication https://doi.org/10.3389/feart.2021.710257 (Hughes-Allen et al. 2021) 

PG2208  Yes Publication https://doi.org/10.3389/feart.2021.737353 (Biskaborn et al. 2021) 

Tel2006  Yes PANGAEA https://doi.pangaea.de/10.1594/PANGAEA.914417 (Rudaya et al. 2016; Rudaya 2020) 

Teriberka17 341 No Publication https://doi.org/10.17076/lim865 (Tolstobrov et al. 2018) 

TKT-3  Yes Publication https://doi.org/10.1016/j.quaint.2020.05.023 (Anatoly Lozhkin et al. 2020) 

TL-1-1  No Publication https://doi.org/10.1191/095968399669823431 (B. B. Wolfe, Edwards, and Aravena 

1999) 

TULOMA27 23 No Publication https://doi.org/10.1016/S0921-8181(01)00118-7 (Corner et al. 2001) 

UKhau2015 337 No Publication https://doi.org/10.31857/S0869607121060070 (Shelekhova, Lavrova, and Subetto 

2021) 
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Figure 3.1: Map of the geographical distribution of lake sediment cores used for our study (triangles, n=55). Orange triangles 

(n=34) represent sediment cores for which we obtained age determination data from a related publication. Purple triangles 

(n=13) show datasets we collected from the publicly accessible PANGAEA database (Diepenbroek et al. 2002). Red triangles 

(n=8) indicate referenced datasets provided by the PaleoLake Database (Syrykh, Subetto, and Nazarova 2021). ArcGIS 

Basemap: GEBCO Grid 2014 modified by AWI. The outer ring in the graphic corresponds to 45° N. 

 

3.2.5.1 Numerical combination of model outputs  

To introduce the ensemble model in LANDO, we combined the outputs from all five modeling systems 

into one composite model. We considered the outermost limits (min and max values) of all confidence 

intervals (1σ or 2σ) as our boundary for the ensemble model. By taking these outermost limits into 

account, we artificially increased the area of uncertainty covered by the ensemble model, but we made 

sure that we were representing all possible outcomes and maximizing the likelihood of including the 

true chronology. We also included a weighted average (𝑥̅) of the age estimates and sedimentation rates, 

which we calculated using the following equations: 

 
𝑥̅ =  ∑

𝑛𝑘

𝑛

𝑚

𝑘=1

 ×  𝑥̅𝑘 Eq. (1) 

 
𝑛 =  ∑ 𝑛𝑘

𝑚

𝑘=1

 Eq. (2) 

with m being the number of participating modeling systems, n the total number of iterations, and 𝑥̅𝑘 and 

𝑛𝑘 the median value (either for age estimate or sedimentation rate) and the associated number of 
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iterations from each modeling system, respectively. In some cases, the weights from each modeling 

system are equal, as they produce the same number of iterations. Then we can simplify Eq. (1) to 

represent the arithmetic mean:  

 
𝑥̅ =  

1

𝑚
∑ 𝑥̅𝑘

𝑚

𝑘=1

 Eq. (3) 

For our “Multiple cores” case study (CS3), we additionally had to ensure the comparability of 

sedimentation rates between sediment cores, since each model assigns a different age value to its 

sedimentation rate value per centimeter. Therefore, we binned sedimentation rate results into 1000- year 

bins for each age–depth model as well as the ensemble model and calculated the weighted averages and 

their confidence intervals within these bins. Inside LANDO, users can change the initial bin size of 1000 

years to the desired resolution.  

 

3.2.5.2 Detection and filtering of unreasonable models  

For cases in which age–depth models do not agree with each other, e.g., “Inconsistent sequence” case 

study (CS2), we have built in the option of importing data from measured sediment properties, also 

known as proxies. Because of compositional and density variations in deposits, changes in sedimentation 

rates imply changes in the deposition of proxies (Baud et al. 2021; Biskaborn et al. 2021; Vyse et al. 

2021). By including appropriate, independent proxy data on lithological changes within the sediment 

core, we can weight each model based on its performance to represent these variations in sedimentation 

rate. Users should provide the independent sediment proxy data as a file with two columns, namely 

“compositedepth”, which should be the measurement depths (as mid-point centimeter below sediment 

surface), and “value”, representing the values of the proxy. This simplification makes it possible to 

import different available proxies or statistical representations of proxy data, i.e., results from ordination 

techniques (PCA, MDS, etc.), into the optimization process and to visualize the behavior of the age–

depth models in comparison to these proxies.  

In order to evaluate the performance, we adapted the fuzzy change point approach by Hollaway 

et al. (2021) to work with our input data and desired outcome on a depth-dependent scale instead of a 

time series. Similarly to Hollaway et al. (2021), our approach firstly detected change points within the 

proxy data and each modeling system output by fitting an ARIMA (autoregressive integrated moving 

average) model to the data and then extracted change points by using the changepoint R package (Killick 

and Eckley 2014; Killick, Haynes, and Eckley 2016) on the residuals of the ARIMA model. If we found 

no change points in the proxy data via this approach, we applied the changepoint R package on the raw 

independent sediment proxy data instead. Through the additional bootstrapping process introduced by 

Hollaway et al. (2021), we were able to set up confidence intervals for the extracted change points. 

Subsequently, we searched for the intersection between the change points plus their confidence interval 

for each age–depth model with the independent proxy data. After converting the change points for both 

age–depth model and independent proxy data into triangular fuzzy numbers, we obtained similarity 
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scores using the Jaccard similarity score of the fuzzy number pairs as described in Hollaway et al. (2021). 

The similarity score can reach numbers between 0 (no match) and 1 (perfect match). However, the 

threshold of excluding an age–depth model from the generated combined model depends on the 

imported proxy data and number of detected change points. Therefore, the user can set the threshold 

accordingly to their proxy within LANDO, but we have implemented the default value for this threshold 

as 0.1, which corresponds to an overlap of 10% of the change points between model and proxy data.  

In addition to the criterion of preparing the proxy data in the format of depth vs. value in a 

separate file, we suggest using a proxy with a high resolution. As a high-resolution proxy, we define a 

proxy with more than 50 measurements per meter of core length. For our “Inconsistent sequence” case 

study (CS2), we used high-resolution elemental proxy data from XRF (X-ray fluorescence) 

measurement as our independent proxy data. As our evaluation element to optimize the age–depth 

models, we selected zircon (Zr), which itself is an indicator for minerogenic/detrital input (Vyse et al. 

2020b, and references therein). The zircon proxy data of EN18208 have a resolution of 200 

measurements per meter of core length.  

To achieve a realistic comparison between sediment cores in the “Multiple cores” case study 

(CS3), we looked at the individual age–depth model outputs for each sediment core to determine whether 

an optimization step was required. We have only selected sediment cores with a published age–depth 

model (n=33) so that we can refer to lithological boundaries from the original publication. During the 

analysis, we saw that nine sediment cores needed to be optimized due to strong inconsistencies between 

models over the entire length of each core. In 12 cases, where models within the lower section of the 

cores did not match, we considered proxy-based optimization to improve the model outcome when high-

resolution data were available.  

 

3.2.5.3 Display of models  

To display the results from age–depth modeling and sedimentation rate calculation, we decided to create 

our own plots, instead of reusing the plots from each individual modeling system. Our plot header 

contains the unique CoreID; additionally, the header indicates whether the user decided to apply a 

reservoir correction to the radiocarbon data or not. Our single core plots consist of two main panels: on 

the left-hand side, the panel shows the results from the age–depth modeling process with the calibrated 

ages (in calibrated years BP) on the x axis and the composite depth of the sediment core (in centimeters) 

on the inverted y axis. On the right-hand side, the panel displays the result from the sedimentation rate 

calculation (in cm yr-1, centimeter per year) on the x axis plotted against the same composite depth on 

the inverted y axis. For better readability of the strong variability of sedimentation rate, we used the log 

scale for the x axis of the right panel. Generally, LANDO draws the ensemble age–depth model and 

sedimentation rate in gray with the weighted average as a dashed line.  

For all models, LANDO will display the median values for age and sedimentation rate as solid 

lines. Both panels further display the corresponding 1σ range and 2σ range per centimeter for each 
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model. Depending on the user’s selection, users can plot both sigma ranges, only one of the two sigma 

ranges, or just the median ages. To include age determination data within the plots, LANDO internally 

calibrates the radiocarbon data with the BchronCalibrate function of the Bchron package (Haslett and 

Parnell 2008; Parnell et al. 2008) with either the IntCal20 (Reimer et al. 2020), Marine20 (Heaton et al. 

2020), or SHCal20 (Hogg et al. 2020) calibration curve. This allows users to analyze samples from 

locations other than the terrestrial Northern Hemisphere. By default, the left panel contains each age 

data point as a predefined symbol with its 1σ uncertainty as an error bar. The symbol used by LANDO 

depends on the material category defined in the input file for each dating point.  

If users decide to filter out unreasonable age–depth models, similar to the “Inconsistent 

sequence” case study (CS2), we added the option to plot the independent proxy data and therefrom 

derived lithology as an additional panel on the left-hand side for a better interpretability. Further, 

LANDO highlights the boundaries of lithological change and its confidence interval in both 

sedimentation rate and age–depth model plots. The optimized plot includes a goodness of fit for each 

involved modeling system to represent the change points at the bottom of the plot.  

When using LANDO for multiple sediment cores, for each sediment core, the overall plot holds 

the results from the binned weighted average sedimentation rate calculation (as median sedimentation 

rate in cm yr-1, centimeter per year) against the selected age bins (in calibrated years BP) for each 

modeling system. This visual illustration allows user to compare multiple sediment cores based on the 

time axis.  

For people with color vision deficiency, we incorporated the extra option to plot the resulting 

age–depth plots with different line styles and textures to support the visual differentiation between each 

model. Figure C4 in the Appendix shows the color-blind friendly output created by LANDO. With 

LANDO we want to support inclusivity in science, but we look forward to feedback from the community 

on how we can improve LANDO in this regard.  

 

3.2.6 Further analysis – sedimentation rate development over time  

To identify similar temporal shifts in sedimentation regimes in our case study “Multiple cores” (CS3), 

we examined our data collection of 55 sediment cores regarding a general tendency in sedimentation 

rate shifts. First, we considered the 11 700 years BP boundary as our marker for the change between 

Holocene and Late Pleistocene to separate the datasets (S. Olander Rasmussen et al. 2006; Lowe and 

Walker 2014; Walker et al. 2008). We selected this marker because numerous studies suggest a general 

difference in sedimentation regimes between these periods (e.g., Baumer et al. 2021; Bjune et al. 2021; 

Kublitskiy et al. 2020; Müller et al. 2009; A. P. Wolfe 1996; Vyse et al. 2021). As some of the models 

were below the 11 700 years BP marker, the calculation of the mean sedimentation rate for the Late 

Pleistocene featured only a subset of sediment cores (total number of sediment cores with measurement 

in Late Pleistocene: 20). Then, for each age model of the sediment cores in the subset, we used the 2σ 

ranges around 11 700 years BP to determine whether the maximum absolute change occurred exactly at 
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11 700 years BP or around our set marker. For this investigation, we changed the bin size to 100-year 

bins to allow comparison between each modeling system and the combined models. Using the maximum 

from the interquartile ranges of the 2σ ranges for each model (see Figure C3 in the Appendix), we 

defined the observation period from 8700 to 14 700 years BP (corresponds to a range of ±3000 years). 

We then checked the data within the time span to see where the maximum change in sedimentation rate 

occurred. If the calculated age for the new marker was at the edge of our time span, we iteratively 

increased the outer limit by 100 years (up to a maximum of 18 000 years BP) to see if the calculated age 

still reflected the maximum absolute change. We then used the newly defined marker to calculate the 

mean sedimentation rate for before and after the marker. 

 

3.3 Results  

3.3.1 “Continuously deposited sequence” – Case Study no. 1  

All five age–depth models were able to produce an age–depth relationship for sediment core EN18218 

(Lake Rauchuvagytgyn) with only small diversions in between some of the calibrated ages. Figure 3.2 

depicts the two visual outputs produced by LANDO. Figure 3.2a displays all models side by side, while 

Figure 3.2b shows the combined output from all models.  

All models revealed the highest sedimentation rates for the interval between 108 and 133 cm. 

Mean values ranged from 0.242 cm yr-1 (hamstr) to 0.764 cm yr-1 (clam) within this interval, whereas 

the median sedimentation rate varied between 0.107 cm yr-1 (Bacon) and 0.314 cm yr-1 (clam). In the 

lower segment of EN18218 (653 to 504 cm), the models showed a stronger disagreement among each 

other with larger varying mean and median values for sedimentation rate. In three instances, the majority 

of models noticeably dropped to lower sedimentation rate values. We found the first two declines in 

sedimentation rate between 366 and 339 cm and between 249 and 222 cm with median sedimentation 

rates from 0.012 cm yr-1 (hamstr) to 0.027 cm yr-1 (Bacon) and from 0.013 cm yr-1 (hamstr) to 0.025 cm 

yr-1 (Bacon), respectively. The last significant downward shift occurred between 66 and 57 cm, where 

hamstr decreased the median sedimentation rate 10-fold from 0.15 to 0.015 cm yr-1 between 66 and 64 

cm.  In our ensemble model, we found the highest value for weighted average sedimentation rate at 128 

cm with 0.4483 cm yr-1 (2σ range: 0.032–2.338 cm yr-1), which corresponded to a weighted average age 

estimate of 4846 cal yr BP (2σ range: 4301–5384 cal yr BP). Throughout the core, the cumulative 2σ 

uncertainty of the ensemble model ranged from 0.002 to 2.486 cm yr-1.  

 

3.3.2 “Inconsistent sequence” – Case Study no. 2  

For the second case study, we considered an example where the underlying age determination data 

within the core are very contradictory to each other (see Figure 3.3). Before considering modeling such 

an age–depth relationship with conflicting data, users need to investigate and try to understand the 

reasons for any outliers. Fitting any age–depth model, including the LANDO ensemble, to such 
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divergent data should be done with extreme caution, and we do not recommend doing so without further 

deliberate investigation. Here we primarily aim to illustrate the range of age–depth models obtained 

within the ensemble as well as the results of the optimization with our proxy-based lithology.  

During the standard modeling procedure with LANDO, four out of five modeling systems 

produced an output for sediment core EN18208 (Lake Ilirney). The modeling system clam was unable 

to produce an age–depth model for this core. Figure 3.3 shows the visual outputs with all models in 

panel (a) and the combined model in panel (b). Figure 3.4 consists of three panels showing the results 

from the proxy-based optimization process using zircon (Zr). Figure 3.4a shows the visual output from 

the optimization process, while Fig. 3.4b and c illustrate the optimized age–depth model with the highest 

matching score and the resulting ensemble model, respectively.  

While Undatable was the only modeling system that considered the dating point at 1066 cm 

before following the next dating point at 966 cm, all remaining three modeling systems assumed a steady 

accumulation (mean sedimentation rate: 0.0575 cm yr-1) from 1076 cm before their paths overlapped 

with Undatable. At the depth of 795 cm, we found the next divergence between the age–depth models. 

Undatable followed the younger OSL dates and the young radiocarbon date at 666 cm. Bacon, Bchron, 

and hamstr continued with the radiocarbon date at 561 cm before taking different paths until the age 

determination point at 184 cm. All modeling systems’s paths again overlapped from 184 cm to the 

sediment surface with a mean sedimentation rate of 0.0277 cm yr-1.  

During the optimization process, our adapted algorithm located four lithological boundaries 

with their uncertainty ranges from the independent proxy data: 189.5 cm (182– 192.5 cm), 646 cm (638–

657 cm), 890.5 cm (874–912 cm), and 1051.5 cm (1043–1061.5 cm). We found the highest matching 

score from the optimization for hamstr (Score: 0.0237). Table 5 shows the average sedimentation rate 

for each proxy-derived lithological unit (PLU) of the ensemble model of EN18208.  

 

3.3.3 “Multiple cores” – Case Study no. 3  

In contrast to the previous case studies, this case study focused on understanding the development of 

sedimentation rates over time, with the emphasis on the transition from the Holocene to the Pleistocene. 

We used age determination data from 33 sediment cores with a published age–depth model to show the 

standard output of LANDO for multiple sediment cores, while using all datasets for the subsequent 

analyses. Figure 3.5 shows the ensemble models with weighted average sedimentation rates binned into 

1000-year bins from our multi-core investigation with 33 published sediment cores (see Fig. C1 for the 

individual models in the Appendix). We set the boundaries from 0 to 21 000 cal BP within these figures 

to cover the time span from the present to the Last Glacial Maximum (LGM) (Clark et al. 2009). Below 

the number for each core in Figure 3.5 are the proxies used for their optimization. In 17 out of 55 cases 

within our entire collection, the ensemble model was based on four out of five models, as neither clam 

or Undatable was able to find a suitable age–depth model (for more details, please see Table C1 in the 

Appendix). 
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Figure 3.2: Generated output from LANDO for sediment core EN18218 (14C data from Vyse et al. (2021)) as an example of 

continuous lacustrine sedimentation over time. Panel (a) consists of a comparison between age-depth models from all five 

implemented modeling systems (left plot) and their calculated sedimentation rate (right plot). Colored solid lines indicate both 

the median age and median sedimentation rate for all models, while shaded areas represent their respective 1σ and 2σ ranges 

in the same colors with decreasing opacities. Panel (b) shows the ensemble age-depth model (left plot) and its sedimentation 

rate (right plot). The dashed line in panel (b) represents the weighted average age estimates (left plot) and the weighted average 

sedimentation rates (right plot) for the ensemble model, while the grey area represents the 2σ uncertainty, i.e., the outermost 

limits of 2σranges from all models. Both plots on the left of (a) and (b) show the depth below sediment surface on the inverted  

y axis as composite depth of the sediment core in centimeter (cm) and the calibrated ages on the x axis in calibrated years 

Before Present (cal. yr BP, i.e., before 1950 CE). Black circles within (a) and (b) indicate the calibrated 14C bulk sediment 

samples with their mean calibrated age using the IntCal20 calibration curve (Reimer et al. 2020) and their 1σ uncertainty as 

error bars. The plots on the right display the sedimentation rate in centimeter per year (cm yr-1, x axis as log-scale) against the 

depth below sediment surface as the composite depth of the sediment core in centimeter (cm, inverted  y axis). 
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Figure 3.3: Generated output from LANDO for sediment core EN18218 (OSL and 14C data from Vyse et al. (2020b)) as an 

example of discontinuous lacustrine sedimentation. Panel (a) consists of a comparison between age-depth models from four 

out of five implemented modeling systems (left plot) and their calculated sedimentation rate (right plot). The modeling system 

clam was unable to produce an age-depth model for this core. Colored solid lines indicate both the median age and median 

sedimentation rate for all four models, while shaded areas represent their respective 1σ and 2σ ranges in the same colors with 

decreasing opacities. Panel (b) shows the ensemble age-depth model (left plot) and its sedimentation rate (right plot). The 

dashed line in panel (b) represents the weighted average age estimates (left plot) and the weighted average sedimentation rates 

(right plot) for the ensemble model, while the grey area represents the 2σ uncertainty, i.e., the outermost limit of 2σ ranges 

from all four models. Both plots on the left of (a) and (b) show the depth below sediment surface on the inverted  y axis as 

composite depth of the sediment core in centimeter (cm) and the calibrated ages on the x axis in calibrated years Before Present 

(cal. yr BP, i.e., before 1950 CE). Black circles within (a) and (b) indicate the calibrated 14C bulk sediment samples with their 

mean calibrated age using the IntCal20 calibration curve (Reimer et al. 2020) and their 1σ uncertainty as error bars. Black 

down-pointing triangles show mean ages from OSL analysis and their 1σ uncertainty as error bars. The plots on the right display 

the sedimentation rate in centimeter per year (cm yr-1, x axis as log-scale) against the depth below sediment surface as the 

composite depth of the sediment core in centimeter (cm, inverted  y axis). 
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Figure 3.4: Optimized visual output for EN18208 (OSL and 14C data from Vyse et al. (2020b)). We used high-resolution X-

ray fluorescence (XRF) measurements of zircon (Zr) as independent proxy to evaluate model performance to represent 

lithological changes. Panel (a) extends the existing panel (a) of Figure 3.3 by adding a plot on the left to show the proxy-derived 

lithology used to filter unreasonable models. This added plot consists of the proxy measurements of Zr (in counts per second) 

along the depth below sediment surface as the composite depth of the sediment core in centimeter (cm) and the derived 

lithological boundaries (solid horizontal lines) plus their uncertainty range (dashed horizontal lines). Both age-depth model and 

sedimentation rate plot contain the same lithological boundaries as visual aid. The text box in the bottom middle lists the models 

with their matching score related to the proxy-derived lithology. Panel (b) shows the model (hamstr) with the highest matching 

score (0.0237). Panel (c) depicts our ensemble model based on this model. The age-depth models displayed in panel (b) and 

(c) show strong similarities with the age-depth model developed by Vyse et al. (2020b). 
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Table 3.5: Average sedimentation rate of EN18208 divided into proxy-derived lithological units. The calibrated mean model 

range indicates the mean age estimates of the ensemble model for the corresponding depths of the proxy-derived lithological 

unit (PLU). 

Proxy-derived 

lithological unit 

Corresponding depths below 

sediment surface [cm] 

Calibrated mean model range 

[cal yr BP] 

Average sedimentation 

rate [cm yr-1] 

PLU1 0 – 190 -67 – 17752  0.0152 

PLU2 190 – 646 17752 – 29073 0.1664 

PLU3 646 – 891 29073 – 34244 0.1073 

PLU4 891 – 1052 34244 – 44499 0.0307 

 

The maximum time span covered by the sediment cores varied between 2000 years BP (CoreID: 

PG1972) and 320 000 years BP (CoreID: PG1351). The average non-optimized sedimentation rate 

ranged between 0.004 cm yr-1 (CoreID: LOT83-7) and 1.142 cm yr-1 (CoreID: PG1228). In total, we 

optimized seven sediment cores, as in most cases high-resolution data were not available nor did the 

provided proxy data represent a lithological proxy when crosschecked with the original publication. 

From these seven sediment cores, we reconstructed the proxy-based lithology twice with TOC (total 

organic carbon) as a low-resolution proxy (CoreID: PG1228 & PG1437).  

To visualize the difference in sedimentation rates between two neighboring and fundamentally 

different environmental settings, i.e. Pleistocene glacial and Holocene interglacial, we used the datasets 

that were split at the Holocene–Pleistocene boundary at 11 700 years BP. Figure 3.6 shows the mean 

sedimentation rate for the Holocene and Late Pleistocene for each model with its 1σ uncertainty. Figure 

C2 in the Appendix gives an overview over the overall uncertainty for all models. Among all models, 

clam models have the lowest range on average for both Holocene (0.0135 cm yr-1) and Late Pleistocene 

(0.0011 cm yr-1), while the combined models show the greatest uncertainty on average in the Holocene 

(0.0942 cm yr-1) and for the Late Pleistocene (0.0711 cm yr-1). The sediment core PG1228 (latitude: 

74.473° N) showed the highest individual sedimentation rate for the Holocene in Undatable (median 

sedimentation rate: 1.1013 cm yr-1). We observed a significant reduction of about 77% for the optimized 

model of the same core (0.1264 cm yr-1), compared to its combined model (0.5615 cm yr-1). 

 For our data compilation, we found the largest absolute change in sedimentation rates within 

the modeling systems on average between 9600 and 11 900 years BP (Figure 3.7). For our combined 

and optimized models, however, the largest change averaged between 10 500 and 10 700 years BP. Still, 

all sediment cores covered the entire range of our initial time span from 8700 to 14 700 years BP within 

the models. Using the results of the largest change in sedimentation rate for each sediment core and 

model as new markers, we again split the datasets into two separate datasets. One dataset contained 

mostly Holocene sedimentation rate values (Holocene dataset), while the other contained mostly Late 

Pleistocene values (Late Pleistocene dataset). Therefore, the initial display (Figure 3.6) changed slightly 

to Figure 3.8. The increase in total number of sediment cores in the Late Pleistocene dataset with an 

individual separation (n=38) compared to the Late Pleistocene dataset with the separation at 11 700 

years BP (n=19) was most notable.  
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Figure 3.5: Optimized combined models for 33 sediment cores with a published age-depth model displayed as weighted 

average sedimentation rate (in centimeter per year, cm yr-1 – y axis) binned into 1000-year bins (in calibrated years Before 

Present, cal. yr BP, i.e. before 1950 CE – x axis) for the last 21 000 years. Dashed line represents the weighted average 

sedimentation rate, whereas the grey areas are the respective two-sigma ranges. Each grid cell contains the unique core identifier 

of each involved sediment core. In seven cases, the letters below each number give the name of the independent proxy used for 

optimization process. 

 

3.4 Discussion  

3.4.1 Assessment of different case studies  

By comparing the cases for the two single-sediment cores, it becomes clear how age–depth relationships 

may diverge depending on the individual modeling system and its treatment of available dating points 

(cf. Wright et al. 2017; Trachsel and Telford 2017; Lacourse and Gajewski 2020). In the case of 

EN18218 (“Continuously deposited sequence” – CS1), all five implemented modeling systems yield an 

agreeing and continuous chronology. However, the two radiocarbon dates at 81.25 and 114.75 cm have 

a significant impact on the model’s interpretation for these depths. Vyse et al. (2021) argued that these 

two dates are outliers resulting from reworking and mixing effects within the sediment column. 

According to the authors, no additional proxy data from EN18218 would support the immediate increase 

in sedimentation rate for these depths, and, hence, they excluded both dates from the modeling process. 

Because we are not considering any additional proxy data to evaluate age–depth models in their 

geoscientific context but rather include all provided age determination data in the modeling process, the  
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Figure 3.6: Average sedimentation rate in centimeter per year (cm yr-1) for each sediment core in our data collection of 55 

sediment cores divided into Holocene dataset (from present to 11 700 yr BP, orange lines) and Late Pleistocene dataset (from 

11 700 yr BP to 21 000 yr BP, blue lines). Each plot displays the one-sigma range of sedimentation rate within each dataset for 

each model and sediment core. In addition, filled circles represent the mean value for the optimized models. 

 

consideration of these two radiocarbon dates on the basis of all available models leads to a higher 

sedimentation rate. Nonetheless, the example here shows how the comprehensive application of the 

different modeling systems may help to identify doubtful dating points.  

We saw a disagreement between the modeling systems in the case of sediment record EN18208 

(“Inconsistent sequence” – CS2), which we expected prior to the execution of our application, due to 

the scattered dating points in the original data. Vyse et al. (2020b) linked this scatter of age data points 

observed in the interval between 282 and 755 cm of EN18208 to the redeposition of older carbon. They 

implied that to produce a reliable age–depth model they had to exclude both OSL and radiocarbon dating 

points for these depths. However, our optimized combined model agrees with their established age–

depth model and can reproduce the characteristics of the existing model by Vyse et al. (2020b), without 

removing dating points. In addition, in three out of four cases, our proxy-derived lithology with its 

uncertainty matches the lithological boundaries set by the authors of the EN18208 study, according to 

criteria based on acoustic sub-bottom profiling. Only the first original boundary (196 cm) is outside our 

confidence interval from 182 to 192 cm. We still showed that our approach could set logical boundaries 

for sediment cores by solely relying on high-resolution proxy data.  

Despite a strong similarity between our optimized model and the existing model developed by 

Vyse et al. (2020b), the highest score showed a low similarity value (0.0237) using our similarity scale 

from 0 (no match) to 1 (perfect match). Although we chose the highest matching score to demonstrate 

LANDO’s ability of filtering out disagreeing models, we do not support the strategy of choosing a single 

age–depth model with such a low matching score. Rather, users should investigate the cause of the  
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Figure 3.7: Boxplot representing the years with the biggest absolute change in sedimentation rate for our data collection of 55 

sediment cores. Sedimentation rate results from each model binned into 100-year bins to allow comparisons between the 

modeling systems. The initial observation time span covers 8700 to 14 700 yr BP. The orange line corresponds to the median 

value for each model. 

 

scatter in the age determination data and/or change the default values within LANDO. For example, to 

deal with the scatter in the data, users can increase the Undatable parameter “bootpc” to a higher value 

– as suggested by Lougheed and Obrochta (2019) – to account for a higher uncertainty in the given data. 

For palaeoenvironmental reconstruction, users should also propagate these increased uncertainties into 

their proxy interpretation, which is often underrepresented (Lacourse and Gajewski 2020; McKay, 

Emile-Geay, and Khider 2021).  

Even though LANDO can produce age–depth models for multiple sediment cores (“Multiple 

cores” – CS3), we must assume limitations in the geoscientific validity for some of the results. In a few 

cases, an optimization of age–depth models with independent proxy data would have been necessary, 

but such independent data were inaccessible or did not exist. As for these cases age–depth relationships 

between implemented modeling systems seem to disagree (see Figure C1 in the Appendix), the results 

from our combined model might over- or underestimate the true sedimentation rate. On the other hand, 

optimization using proxy data can reduce these biases.  

For instance, during the examination of the Holocene and the Pleistocene sedimentation rates 

(Figure 3.6), we noticed that one sediment core (PG1228) had an extremely high mean sedimentation 

rate for the Holocene dataset in Undatable. Similar to the second case study (“Inconsistent sequence” – 

CS2), we found scattered age data points for this sediment core, which influenced the modeling process 

of Undatable. Further, the result then affected our combined model by increasing the overall  
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Figure 3.8: Average sedimentation rate in centimeter per year (cm/yr) for each sediment core in our data collection of 55 

sediment cores divided into Holocene dataset (orange lines) and Late Pleistocene dataset (blue lines). The exact value for the 

split of the datasets for each individual core and each model depends on the results of the maximum change in sedimentation 

rate within the observation period 8700 to 14 700 yr BP. Each plot displays the one-sigma range of sedimentation rate within 

each dataset for each model and sediment core. In addition, filled circles represent the mean value for the optimized models. 

 

sedimentation rate for the Holocene in this core. However, LANDO identified the Undatable model as 

an outlier based on the lithology established through independent TOC proxy data. The optimized model 

then agreed well with the original publication by Andreev et al. (2003b), which further increased the 

validity of our approach. Our findings suggest that high-resolution proxy data should accompany 

geochronological studies to enable a more concise and realistic assessment of the development of 

sedimentation rates over time in high-latitude lake systems. 

 We further improved the validity of some results of our multi-core study by comparing our 

LANDO output with the available age–depth models from publications. In four cases (CoreID: 2008-3, 

Co1309, LS-9, PG1205), we adjusted our initial output to the previously published age–depth models 

(Rudaya et al. 2012; Gromig et al. 2019; Pisaric et al. 2001; Wagner et al. 2000b). One reason for the 

discrepancy was that the age determination data were not available for the entire length of sediment 

cores and LANDO extrapolated beyond these dating points to match the core length. In the case of 

PG1205 (Wagner et al. 2000b) with a core length of 9.85 m, dating points were available for the upper 

2.5 m (Table 3.4), and therefore LANDO extrapolated the remaining 7m to cover the entire sediment 

core. However, the extrapolated results in accumulation rates do not reflect the geological history of the 

lake record provided by Wagner et al. (2000b). We have therefore changed the length of the sediment 

core to the last dating point to avoid strong extrapolation. In the case of Co1309 (Gromig et al. 2019), 

the age–depth model required the introduction of a hiatus that would span from 14 to 80 cal BP (Andreev 

et al. 2019; Savelieva et al. 2019). However, while a specific customization (such as a hiatus) is possible 

for single core cases, this is not possible in the current version of LANDO for multi-core investigation. 
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To overcome this, we reduced the length of the record used in our study for core Co1309 to the depth 

of the last available dating point (Table 3.4), such that the LANDO output matches the age–depth 

relationship reported by Gromig et al. (2019).  

The detection of sedimentation rate change as an indicator of the Holocene–Pleistocene 

boundary yielded contrasting results. While the results from hamstr were closest to the 11 700-year 

boundary, all other modeling systems place the largest change in sedimentation rate either before or 

after 11 700 years BP. We hypothesize that three factors may have influenced all model results. (1) The 

age uncertainty (1σ range) within each individual model varied on average between 1000 and 3000 years 

for the period of 11 600 to 11 800 years BP (Figure C3 in the Appendix). This wide range of uncertainty 

does not provide confidence in pinpointing the boundary to an exact time slice. We expect that a higher 

amount of dating points close to the Holocene– Pleistocene boundary could constrain the models 

(Blaauw et al. 2018; Lacourse and Gajewski 2020; Trachsel and Telford 2017), which would lead to a 

better estimate of the boundary. (2) The age output for each model is not evenly distributed, which 

means that in the period from 11 600 to 11 800 years BP there are different numbers of observations for 

each core and each modeling system. We took this behavior into account by using binning (Alasadi and 

Bhaya 2017). Otherwise, an interpolation between both age and sedimentation rate values could lead to 

potential biases in the interpretation. (3) While we assumed in our first setup that the main sedimentation 

rate change would occur at 11 700 years BP consistently for all sediment cores (Figure 3.6), we cannot 

rule out the possibility that the sedimentation rate has changed significantly at different times for 

different lake systems. As our data collection covers a large area both in latitude and longitude (Figure 

3.1), the variability between the models indicates the local variability between the climate and 

lithological preferences of the lake catchment for the involved sediment cores (e.g., Lozhkin et al. 2018; 

Finkenbinder et al. 2015; Anderson and Lozhkin 2015; Kokorowski et al. 2008; Biskaborn et al. 2016b; 

Courtin et al. 2021).  

 

3.4.2 Design of LANDO  

From the beginning of the development of LANDO, we decided to integrate most of the default settings 

for each modeling system as default values (Table 3.2). Regional studies, such as the one performed by 

Goring et al. (2012), have shown that specific prior information for the Bayesian modeling systems is 

needed to best fit the models to lakes within a geographical area. Without this regional information, 

changing settings within the modeling system to an arbitrary higher or lower value without considering 

the regional diversity could lead to under- or overfitting if the constraints are too loose or too strict 

(Trachsel and Telford 2017). For the special case that users have in-depth knowledge of one lake or 

multiple lake system, users can easily adapt these parameters within LANDO, as we have made these 

settings accessible in the Jupyter Notebook itself.  

Part of the reason we made this decision was that we acquired external age determination 

datasets where we may not necessarily have all the essential information to specify each model. But we 
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also wanted to simplify the process for users who do not have in-depth modeling knowledge. By using 

the default values, we can compare models based on their ability to work with the available data. On the 

other hand, we are sure that the developers have set their default values based on systematic testing. 

Since we did not tune the age–depth models to the existing core, i.e. changing the parameters within 

each modeling system, we generated “uninformed” models that solely work with the available age 

determination data. By combining these uninformed models into one model, we have created an 

ensemble model that we consider to be data-driven and “semi-informed”.  

The advantage of this data-driven, semi-informed model approach is that we are reducing the 

risk of overfitting by considering the uncertainty of all modeling systems. This allows us to reevaluate 

existing geoscientific interpretations with larger uncertainty by taking advantage of the ensemble 

outcome. Additionally, we found that the more information is accessible to generate age–depth models, 

the more accurate and less uncertain these models become. A higher density of age determination along 

the depth of the sediment core is desirable for future drilling campaigns (cf. Blaauw et al. 2018).  

The disadvantage arises in our second case study (“Inconsistent sequence” – CS2) and the multi-

core investigation (“Multiple cores” – CS3). For both cases we needed the optimization step to narrow 

down the most suitable age–depth models for each sediment core, since the unoptimized uncertainty 

band was otherwise too wide for a clear interpretation. The optimization requires additional and 

independent proxy data, which are not available for some of our cores, especially for sediment cores 

obtained some decades ago. Our optimizing step is therefore mainly suitable for recently retrieved and 

analyzed sediment cores.  

In addition to the assessment of age-modeling quality, we also checked the time and effort to 

conduct dating routines (Table C2 in the Appendix). We saw that Bacon had the highest runtime overall 

in all three case studies of our study design, which we link to our adjustment of the ssize parameter from 

2000 (per default) to 8000 within the application. We increased this value to ensure good MCMC mixing 

for problematic cores, as suggested by Blaauw, Christen, and Aquino Lopez (2021), as well as to 

guarantee we had enough iterations for our summarizing statistics to compare with other modeling 

systems. If users decide to reduce the value of ssize, we implemented an iterative process, which checks 

whether Bacon produced enough iterations. If this is not the case, then LANDO will iteratively rerun 

the same sediment core with a higher ssize to produce 10 000 iterations.  

One unique feature of our application is the predominant use of parallelization within the age–

depth modeling of multiple sediment cores. For instance, we used the Dask back end for our 

sedimentation rate calculation. The advantage over the popular Scala-based Apache Spark and its Python 

interface PySpark (Zaharia et al. 2016) is that the Dask back end is Python-based and well integrated 

into the Python ecosystem (cf. Dask Development Team 2016). Therefore, Dask natively works with 

Python packages already implemented in LANDO. The key difference is that Dask neither provides a 

query optimizer nor relies on Map–Shuffle–Reduce, a data-processing technique for distributed 

computing, but instead uses generic task scheduling (cf. Dask Development Team 2016). Still, 



57 
 

parallelization libraries and back ends provide LANDO with additional speed-up that can promote future 

multi-core studies.  

Within the ensemble model, we faced the challenge that the combination of all age distributions 

from the underlying age–depth models per centimeter represents a multi-modal distribution, especially 

in cases such as the “Inconsistent sequence” case study (CS2). It also means that the output of the 

ensemble model in these cases is susceptible to inclusion/ exclusion of any model. However, we consider 

using the weighted average median age to be a suitable solution for the multi-model distribution 

problem, as it is a good indicator on the most probable age within each centimeter based on all modeling 

systems. But we advise users to use the age confidence intervals per centimeter in subsequent analyses, 

instead of relying solely on the weighted average median age (cf. Telford, Heegaard, and Birks 2004). 

By optimizing the ensemble model with the ability to include independent proxy data, users can increase 

the likelihood of a more probable mean age for their sediment core.  

 

3.4.3 Technical specifications of LANDO  

In the further course of development, we decided to limit the resolution of the age–depth relationships. 

Using a resolution of one-centimeter increments allows us to match most proxy measurements from 

each sediment core with our age–depth models, apart from high-resolution measurement, such as XRF 

measurements. To allow a matching with high-resolution proxy data, we tested for a higher resolution 

of 0.25 cm for our application. In the single-sediment-core cases (CS1 and CS2), this change did not 

affect the workflow of LANDO. By contrast, the “Multiple cores” case (CS3) ran into memory issues. 

Since SoS Notebook and our parallel back ends store the resulting data frames in memory, expanding 

the resulting data frames to a 0.25 cm resolution causes a 4-fold increase in memory use, which limits 

our capability to run our application on a single laptop. As an intermediate solution, we stored the results 

from each parallelization worker on disk to free the memory and performed combining operations later. 

Based on this experience, we recommend working with data centers or increasing the available main 

memory (RAM) of the operating computer for multi-core studies with expected high-resolution output.  

Another advantage of parallelization is that most modeling systems only run on one CPU/thread. 

Nowadays, however, both personal computers and data centers are made up of multiple CPUs/threads. 

Especially for larger multi-site studies, our application has the advantage of cutting the overall 

computing time by running each modeling system on multiple CPUs/threads simultaneously, even for 

personal computers. In comparison to serial execution of multiple models on one CPU/thread, which 

would take several hours, our parallel execution reduced the computing time per modeling system by a 

factor up to 4. When considering that our setup consisted of 6 CPUs (12 threads) and 16GB RAM, user 

can increase this factor even further by using larger computing facilities.  

Sediment core length is the most limiting factor that determines the overall computing time in 

our application. However, we want to ensure that users can model each sediment core over its entire 

length to match proxy data with the correct age–depth relationships. Within our LANDO system, we 
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faced this problem by using extrapolation to calculate ages beyond available dating points. The 

exception here is the modeling system Undatable, which models only between the first and last dating 

point, as these two dating points act as anchors for the bootstrapping process (Lougheed and Obrochta 

2019). As a result, we saw the sedimentation rate dropping twice to zero at the end of the sedimentation 

rate calculations. We link this behavior to the end of the individual modeling processes of Undatable as 

well as the other implemented systems.  

Extrapolating the age–depth models beyond age determination points always bears the risk that 

the extrapolated dates do not reflect the actual age. The implemented modeling systems account for this 

circumstance by increasing the uncertainty for these undated regions (Blaauw 2010). While we are 

aware of this potential issue, we wanted to allow users to take advantage of the full age–depth coverage 

for their sediment core. Blaauw et al. (2018) pointed out in their findings that “most existing late-

Quaternary studies contain fewer than one date per millennium” and recommended to increase the 

number of dating points to “a minimum of 2 dates per millennium”. This recommendation would further 

decrease the need for extrapolation and reduce the overall uncertainty of age–depth models. We agree 

that more age control can improve the age–depth modeling results, but until the associated costs of 

analyzing organic material for radiocarbon dating decrease significantly (Hajdas et al. 2021; Zander et 

al. 2020), we recommend LANDO as tool to improve age–depth modeling.  

 

3.4.4 Current and future model implementation in LANDO  

During the development of our approach, we realized that some programs were not executable or 

parallelizable under the current circumstances. For instance, we tested OxCal 4.4 as stand-alone version 

on Windows with NodeJS (version 12.13.1.0) and the R package oxcAAR (Martin et al. 2021) within 

our application. In the case of EN18208, execution duration was above 3 h until the notebook lost 

connection to the OxCal interface. Furthermore, some cores never fully reached convergence within 

OxCal. We tried adapting our setups including changing the internal constraints, i.e. placement and 

number of boundaries, or using different depositions models, i.e. alternating between sequential model 

(Sequence) and Poisson-process deposition model (P_Sequence). According to Bronk Ramsey and Lee 

(2013), the long-term plan of OxCal is to make the entire source code openly accessible, which we fully 

support. An open source code would allow us to identify the current bottleneck so that we could 

implement OxCal in a future release.  

To determine the best-fitting age–depth model through the clam modeling software, we added 

the “best-fit” option to LANDO by default. The best-fit option utilizes the negative log fit results from 

all clam outputs and identifies the fit with the lowest result as best fit. We included two further exclusion 

criteria for clam models within LANDO: if (a) there are too many age reversals within the models or (b) 

the fit reaches infinity. Under specific circumstances, some sediment cores will not have a fitting model, 

as is the case, for instance, in the “Inconsistent sequence” case study (CS2). Including models that do 

not fit the data would lead to erroneous estimations of the age–depth relationship. This comes with the 
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cost of losing an established model in the combined model if no fitting clam model is available. 

However, we think that the benefit of having a better-fitting model outweighs this cost.  

Although Undatable is open source and the fastest modeling system within LANDO, its original 

development environment (MATLAB) is not free of charge. That is why we implemented Undatable in 

the open-source MATLAB-equivalent Octave. Since the Octave version of Undatable was slower than 

the original MATLAB version, we used the parallelization package parallel (Fujiwara, Hajek, and Till 

2021) to provide comparable results in terms of computing time. To use Undatable with MATLAB 

within our application, users must acquire a license for MATLAB and link the MATLAB kernel to their 

license. Unfortunately, we do not have the capacity to provide individual licenses with LANDO. For 

users with an active MATLAB license, we provide the appropriate code to run the MATLAB version 

of Undatable in LANDO in the repository mentioned in the Appendix A.  

We highly appreciate all the work that went into developing the stand-alone versions of each 

modeling system. Because LANDO relies on the work of these modeling systems, we encourage users 

of LANDO to cite the original modeling software alongside the LANDO publication in their work. 

Additionally, users should try the stand-alone versions for each modeling system to provide feedback to 

both LANDO and modeling system maintainers.  

A potential expansion option of LANDO within the multi-language environment is to extend 

the application and allow future data analysis to use powerful tools, such as Python’s machine learning 

libraries, e.g., keras (Chollet and others 2015) and tensorflow (Abadi et al. 2016). We anticipate that 

other developers can use LANDO as their starting point in building a larger limnological data analysis 

application.  

 

3.5 Conclusion  

This paper introduced our application LANDO – a linked age–depth modeling notebook approach. We 

presented an improved age–depth modeling procedure for sediment cores from high-latitude lake 

systems by linking five established systems: Bacon, Bchron, clam, hamstr, and Undatable. The added 

value of our application is the reduced effort to use established modeling systems in a single Jupyter 

Notebook for both single and multiple dating series and at the same time make the results comparable. 

In addition, we introduced an ensemble model that uses the output from all models to create a more 

robust age–depth relationship. In the case of scattered age determination data, we further implemented 

an adapted version of the fuzzy change point approach that allows users to integrate independent proxy 

data as indicators of lithological changes. This option helps evaluate the performance of modeling 

systems across lithological boundaries while providing a more reliable ensemble age–depth model by 

filtering inappropriate model runs for problematic datasets. Our application also allows users to run large 

datasets with multiple sediment cores in parallel to reduce the overall computation time. In our data 

collection of 55 sediment cores from northern lake systems at high latitudes, we found that the main 

regime changes in sedimentation rates do not occur synchronously for all lakes at the Pleistocene–
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Holocene boundary. However, we linked this behavior to the uncertainty within the modeling process 

as well as the local variability of the sediment cores within the collection.
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Abstract 

Rising industrial emissions of carbon dioxide and methane highlight the important role of carbon sinks 

and sources in fast-changing northern landscapes. Northern lake systems play a key role in regulating 

organic carbon input by accumulating carbon in their sediment. Here we look at the lake history of 28 

lakes (between 50° N to 80° N) over the past 21 000 years to explore the relationship between carbon 

accumulation in lakes and temperature changes. For this study, we calculated organic carbon 

accumulation rates (OCAR) using measured and newly generated organic carbon and dry bulk density 

data. To estimate new data, we used and evaluated seven different regression techniques in addition to 

a log-linear model as our base model. We also used combined age-depth modeling to derive 

sedimentation rates and the TraCE-21ka climate reanalysis dataset to understand temperature 

development since the Last Glacial Maximum. We determined correlation between temperature and 

OCAR by using four different correlation coefficients. In our data collection, we found a slightly 

positive association between OCAR and temperature. OCAR values peaked during warm periods 

Bølling Allerød (38.07 g m-2 yr-1) and the Early Holocene (40.68 g m-2 yr-1), while lowest values occurred 

during the cold phases of Last Glacial Maximum (9.47 g m-2 yr-1) and Last Deglaciation 

(10.53 g m-2 yr-1). However, high temperatures did not directly lead to high OCAR values. We assume 
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that rapid warming events lead to high carbon accumulation in lakes, but as warming progresses, this 

effect appears to change as increased microbial activity triggers greater outgassing. Despite the 

complexity of environmental forcing mechanisms affecting individual lake systems, our study showed 

statistical significance between measured OCAR and modelled paleotemperature for 11 out of 28 lakes. 

We concluded that air temperature alone appears to drive the carbon accumulation in lakes. We expected 

that other factors (catchment vegetation, permafrost, and lake characteristics) would influence 

accumulation rates, but could not discover a conclusive factor that had a statistical significant impact. 

More data available on long-term records from northern lake systems could lead to more confidence and 

accuracy on the matter. 

 

4.1 Introduction 

Northern lake systems (50° N to 80° N) have been subject to an increase in mean annual surface air 

temperature up to 2.7 ºC over the last few decades (Box et al. 2019; Meredith et al. 2019; Ballinger et 

al. 2020). Temperature is one of the key control variable for the mineralization and burial of carbon in 

lakes, regardless of the origin of carbon (i.e., autochthonous or allochthonous) (Gudasz et al. 2010, 

2015). Not only is an increase in temperature associated with higher carbon mineralization and burial, 

but also favors higher turnover of carbon through more in-lake primary production by macrophytes / 

aquatic plants (Z. Li et al. 2017; Velthuis et al. 2018) and algae (Biskaborn et al. 2023). As a 

consequence, lake systems can shift from being a net carbon sink to net carbon source and vice versa 

(Sobek et al. 2014; Heathcote et al. 2015; Denfeld et al. 2018). 

Dean and Gorham (1998) estimated that lakes on a global scale accumulate in their sediment 

about 42 TgC (teragrams of carbon, i.e., one million metric tons of carbon) per year. Based on a new 

modeling approach, N. J. Anderson et al. (2020)  approximated that accumulation rates have almost 

tripled over the past 100 years by about 72 TgC from 0.05 PgC to 0.12 PgC per year. In this model, the 

authors estimated that lakes in boreal biome contribute the highest (24%) to the global carbon burial 

rate, while tundra lakes are the lowest at only 2% due to their low carbon burial rate (Anderson et al., 

2020). Despite potentially lower carbon burial rates in northern lakes due to current lower temperatures 

(Gudasz et al. 2010), Sobek et al. (2014) found that Arctic lakes show similar burial efficiencies as other 

lakes at lower latitudes. In addition, climate change-induced shifts in vegetation (Cramer et al. 2001; 

Pearson et al. 2013), lake aquatic biomass production (Biskaborn et al. 2023), and increased carbon 

release from permafrost thawing (Meredith et al. 2019; Schuur et al. 2022) may raise carbon burial rates 

in Arctic lakes due to the growing availability of carbon within the lakes (N. J. Anderson et al. 2020). 

Comprehending the complex burial process requires a thorough understanding of how the carbon 

cycle in a lake responds to temperature fluctuations. Temperature plays a crucial role in shaping the 

interactions between dissolved organic carbon (DOC) and dissolved inorganic carbon (DIC) in lake 

ecosystems (Gudasz et al. 2010). DIC comprises carbon in the form of inorganic carbon species, 

primarily bicarbonate (HCO3
-), carbonate (CO3

-2), and dissolved carbon dioxide (CO2), while DOC 
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refers to the fraction of organic carbon compounds dissolved in water. Higher temperatures can enhance 

microbial activity, leading to increased breakdown of organic matter and subsequent release of DOC 

into the lake water (Middelboe and Lundsgaard 2003; Adams, Crump, and Kling 2010). This process 

elevates the concentration of DOC in the lake, which influences organic carbon burial rates in lake 

sediments. Additionally, raised temperatures promote primary production by aquatic plants and algae, 

which enhances photosynthesis and the uptake of DIC from the water column (Hein 1997; Hammer, 

Kragh, and Sand-Jensen 2019). As a result, this process can either increase the outgassing of CO2 from 

the lake or promote more carbonate precipitation of carbonated minerals within the lake. 

In-lake bioproductivity and carbon accumulation also depend on catchment vegetation and the 

availability of allochthonous carbon (Roiha et al. 2016). During the Last Glacial Maximum, sparse 

vegetation and a reduced flux of allochthonous carbon to the lakes prevailed the Arctic due to the severe 

climatic conditions (Melles et al. 2012). In most areas the lack of nutrients in the underlying permafrost 

soil prevented further advances of boreal forests (M. K. Sundqvist et al. 2014). However, as the climate 

warmed and glaciers retreated, vegetation types shifted from tundra to boreal forest, which substantially 

increased the availability of organic carbon (A. V. Lozhkin et al. 2007; Anatoly Lozhkin et al. 2018; 

Biskaborn et al. 2016a; Diekmann et al. 2017).  

Nutrient fertilization and atmospheric deposition played a crucial role in the Holocene in 

enhancing the productivity of the Arctic vegetation (Galloway et al. 2004; Choudhary et al. 2016). A 

prolonged growing season due to a warmer climate and shorter ice coverage further contributes to an 

upsurge in carbon turnover within lakes (Walther et al. 2002; Vuglinsky and Valatin 2018; Sharma et 

al. 2019, 2020). However, eutrophication and browning can in turn negate these effects, leading to stable 

water stratification with anoxic conditions at the bottom of the lake (Bartosiewicz et al. 2019). 

In addition to in-lake primary productivity, other factors can affect the overall carbon balance 

within a lake, such as sediment resuspension/re-mineralization (Guillemette et al. 2017; Klump et al. 

2020), or lake characteristics (e.g., morphology, catchment characteristics, or geographical location) 

(Ferland et al. 2014; Clow et al. 2015; Denfeld et al. 2018; Zwart et al. 2019). Nevertheless, changes in 

land use and changing precipitation patterns will in turn affect the distribution and storage of carbon in 

the Arctic in the future (Tchebakova, Parfenova, and Soja 2009; Bartsch et al. 2016; Windirsch et al. 

2022). 

While studies have focused on the carbon balance of lakes in the Holocene  (e.g., N. J. Anderson, 

D’Andrea, and Fritz 2009; Sobek et al. 2014; Heathcote et al. 2015), investigations into past carbon 

accumulation rates back to the Late Pleistocene are lacking. Since the burial of organic carbon can react 

sensitively to temperature changes (Gudasz et al. 2010, 2015), a longer observation period with larger 

temperature differences can reveal new perspectives. To test whether temperature is the key driver in 

northern high-latitude lakes, we need to consider other influencing factors in our analysis, such as 

catchment vegetation, underlying permafrost, and lake-specific properties.  
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The main objective of this paper is to investigate the relationship between temperature and carbon 

in northern lakes over the past 21 000 years. We estimate the amount of carbon accumulated in 28 lakes 

since the Late Pleistocene using a combination of measured and newly generated organic carbon and 

dry bulk density data. To generate new data, we test seven different regression techniques as prediction 

models and evaluate them against common assessment metrics. We then correlate the obtained 

accumulation rates with temperature from re-analysis data (TraCE-21ka climate reanalysis dataset) to 

understand the relationship between these rates and changing temperature. Given the large time span 

covered by the datasets and the geographic spread of the sediment cores, we further create relationships 

to permafrost, vegetation, and lake-specific attributes. 

 

4.2 Methods 

To determine the amount of carbon that accumulated over the past 21 000 years, we need to calculate 

the “organic carbon accumulation rate” (OCAR, in g m-2 yr-1) using the following equation (Eq. 1): 

𝑂𝐶𝐴𝑅 =  (𝐷𝐵𝐷 ×  (
𝑇𝑂𝐶

100
)) ×  𝑆𝑅  (Eq. 1) 

where DBD is dry bulk density (in g cm-3), TOC is the total organic carbon content (in weight %), and 

SR is the age-depth-model-derived sedimentation rate (in cm yr-1). We divided the resulting unit 

(g cm-2 yr-1) by 0.0001 to get the desired OCAR unit (g m-2 yr-1). 

 

 

Figure 4.1: Spatial distribution of sediment cores from northern lakes (50° N to 90° N) used in this study labeled by their lake 

type (black symbols, n = 28). Underlying permafrost zones for the present time (solid colored areas) are from Obu et al. (2019), 

while permafrost distribution of the last 21000 years (shaded areas) originates from Lindgren et al. (2016). We adapted the 

color scheme for permafrost zones (four different shades of purple) from Obu et al. (2019) to be consistent with the original 

publication. 
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Table 4.1: Summary table containing individual datasets used for this study. Note that some CoreIDs appear multiple times, 

as some studies did not measure all proxies at the same core depth. For the dataset used to predict DBD, water content was 

only partially available, which we supplemented with modeled water content data. 

Group Subset of proxies CoreID Data points Paper reference 
     

Complete 

datasets 

C1 - Full dataset 

(DBD, composite 

depth, TOC, silt, 

clay, WC) 

 Total: 264  

EN18208 26 Vyse et al. (2020) 

EN18218 63 Vyse et al. (2021) 

PG1205 159 Wagner et al. (2000) 

PG2201 16 Hughes-Allen et al. (2021) 
    

C2 - Wet bulk 

density dataset 

(WBD, composite 

depth, TOC, WC) 

 Total: 260  

PG1214 56 Wagner and Melles (2008) 

PG1228 96 Ebel et al. (1999) 

PG1238 108 Raab et al. (2003) 
    

C3- Remaining 

dataset (DBD, 

composite depth, 

TOC) 

 Total: 96  

EN18208 44 Vyse et al. (2020) 

PG2201 52 Hughes-Allen et al. (2021) 

     

Augmented 

datasets 

A1 - Predict DBD 

with models 

dataset 

(Composite depth, 

TOC, silt, clay, 

WC) 

 Total: 446  

Co1309 95 Gromig et al. (2019) 

Co1412 148 Baumer et al. (2021) 

PG1755 47 Diekmann et al. (2017) 

PG1756 28 Diekmann et al. (2017) 

PG1984 54 Biskaborn et al. (2012) 

PG2133 57 Courtin et al. (2021) 

PG2208 17 Biskaborn et al. (2021) 
    

 A2 - Estimate 

DBD from beta 

distribution 

dataset 

(Composite depth, 

TOC) 

 Total: 1790  

 BN2016-1 39 Rudaya et al. (2021) 

 ESM-1 36 Mackay et al. (2012) 

 LS-9 59 Wolfe et al. (2000)  

 PER3 68 Anderson et al. (2015) 

 PG1111 127 Harwart et al. (1999) 

 PG1341 141 von Hippel et al. (2021) 

 PG1351 335 Asikainen et al. (2007) & 

Melles et al. (2007) 

 PG1437 211 Andreev et al. (2005) 

 PG1746 80 Nazarova et al. (2013) 

 PG1857 34 Hoff et al. (2015) 

 PG1858 37 Hoff et al. (2012) 

 PG1890 75 Hoff et al. (2014) 

 PG2023 113 Biskaborn et al. (2016) 

 PG2208 172 Biskaborn et al. (2021) 

 Tel2006 263 Rudaya et al. (2016) 
 

To acquire the necessary data for this project, we conducted a comprehensive data collection process 

that focused on TOC and DBD measurements. In total, we collected 28 datasets from high latitude lake 

systems (50° N to 80° N – Figure 4.1) containing TOC, which we standardized following the procedure 
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introduced by Pfalz et al. (2021). In addition to DBD and TOC, our data collection focused on two 

additional data series: (1) sediment water content (WC) data, and (2) grain size measurements divided 

into the three subgroups of sand, silt, and clay (in weight-%).  

Given the variable data availability of sediment cores with DBD, we divided the sediment cores 

into two subgroups: “Complete datasets” and “Augmented datasets” (Table 4.1). "Complete datasets" 

consist of subsets of sediment cores that contain (C1) DBD, TOC, sand, silt, and WC data, (C2) Wet 

bulk density, TOC, and WC data, and (C3) both DBD and TOC. On the other hand, "Augmented 

datasets" refer to datasets that were lacking DBD information but had (A1) grain size and partially WC 

data available or (A2) neither grain size nor WC data available. 

While both C1 and C3 datasets were directly usable for OCAR calculation, in three instances of 

our data collection (subset C2 – “Wet bulk density dataset” – Table 4.1), we collected values for wet 

bulk density instead of dry bulk density. Because these datasets also provided data on the water content, 

we were able to calculate dry bulk density with the following equation (Eq. 2): 

𝐷𝐵𝐷 =  (1 −  (
𝑊𝐶

100
)) ×  𝑊𝐵𝐷   (Eq. 2) 

with DBD being dry bulk density (in g cm-3), WC being the water content (in weight-%), and WBD 

being the wet bulk density (in g cm-3). 

As both “augmented datasets” A1 and A2 were lacking DBD measurements, we considered 

predicting DBD from existing data. A large number of empirically derived pedotransfer functions and 

techniques for predicting bulk density exist in the literature (e.g., Hollis, Hannam, and Bellamy 2012; 

Martín, Reyes, and Taguas 2017; Lu et al. 2021; Palladino et al. 2022; Qin et al. 2022)). The majority 

of these prediction techniques use variations of linear models to predict bulk density. To enable 

comparison with the existing literature, we decided to use a log-linear model as our base model, which 

we built in Python using “scikit-learn” and its “LinearRegression” function (Pedregosa et al. 2012). In 

contrast to other pedotransfer functions, we included both the depth of a given sample within the 

sediment core (in cm) and its water content, which gave us the following equation (Eq. 3): 

ln(𝐷𝐵𝐷) =  𝛼 + 𝛽1 × (𝐶𝐷𝑒𝑝𝑡ℎ) +  𝛽2 × (𝑇𝑂𝐶)  (Eq. 3) 

+ 𝛽3 × (𝑆𝑖𝑙𝑡) + 𝛽4 × (𝐶𝑙𝑎𝑦) + 𝛽5  × (𝑊𝐶)   

where DBD is dry bulk density (in g cm-3), CDepth is the composite depth below sediment surface (as 

mid-point cm), TOC is total organic carbon content (in mg g-1), Silt and Clay are the silt and clay content 

from grain size measurements (in weight ratios), WC is the water content (in weight-%), α is the 

intercept, and β1 to β5 are the individual coefficients. We obtained the unit “mg g-1” for the TOC 

measurements by multiplying weight percent by factor 10, and unit “weight ratios” for clay and silt data 

by dividing the weight percent by factor 100. 

Considering the significant impact of sediment water content on sediment compaction, we recognized 

its importance in predicting DBD. However, 11 sediment core datasets (39% of the collected datasets) 

lacked water content data. To address this limitation and to test whether other regression methods can 
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outperform linear models, we decided to predict WC alongside DBD in several multiple output 

regression methods in addition to the linear model. We opted for non-linear machine learning techniques 

to allow for a better comparison with the (non-linear) log-linear model. This includes the following 

regression methods from the “scikit-learn” and “xgboost” package in Python (Pedregosa et al. 2012; T. 

Chen and Guestrin 2016): 

• Random Forest Regression 

• Extreme Gradient Boosting (XGBoost) 

• Gradient Boosting 

• K-nearest Neighbor 

• Support Vector Regression 

• AdaBoost Regression. 

For training and evaluation purposes, we split the “Full dataset” C1 (Table 4.1) into a training (80%) 

and test set (20%), but also used fivefold cross-validation to alleviate potential biases in the splitting 

process. We scored the individual models by using the following metrics: mean absolute error (MAE), 

relative absolute error (RAE), mean squared error (MSE), root mean squared error (RMSE), root relative 

squared error (RRSE), and R2 score. The Appendix D contains the equations used for these metrics. We 

further checked if hyperparameter tuning would improve our results by adding an additional pipeline 

with the “GridSearchCV” and “RandomizedSearchCV” optimization algorithms from the “scikit-learn” 

package (Pedregosa et al. 2012). 

For subset A1, we used the log-linear model and the regression methods to predict DBD and, 

where necessary, WC. However, for subset A2 (“Estimate DBD from beta distribution dataset” – 

Table 4.1), we only had TOC measurements for 15 sediment cores available for bulk density prediction. 

We therefore used existing grain size data from eleven sediment cores in the data collection (710 data 

points) to generate beta distributions for clay and silt. These beta distributions rely on the two parameters 

αbeta and βbeta, which we individually calculated using the following two equations (Eq. 4 and Eq. 5): 

𝛼𝑏𝑒𝑡𝑎 =  (
1− 𝜇

𝜎2 − 
1

𝜇
)  × 𝜇2  (Eq. 4) 

𝛽𝑏𝑒𝑡𝑎 =  𝛼𝑏𝑒𝑡𝑎  ×  (
1

𝜇
− 1)    (Eq. 5) 

with  and 2 being the mean and the variance of the existing clay or silt data, respectively. After 

obtaining αbeta and βbeta values for both clay and silt content, we drew 10,000 silt and clay values for each 

TOC measurement from the newly constructed beta distributions using “random sampling” of the 

Python package “numpy” (Harris et al. 2020). To reduce overall computing time, we performed random 

sampling and subsequent prediction of dry bulk density (Eq. 3) in parallel using the “Dask” back-end 

(Dask Development Team 2016) and the “joblib” Python package (Joblib Development Team 2020). 

However, we constrained the possible values for clay and silt in two ways before using them in our 

models to predict dry bulk density ranges. Given that grain size data is compositional data, i.e., the sum 

of its components should add up to 1 or 100% (Greenacre 2021), we first removed sums of clay and silt 
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weight ratios that were greater than one. Since grain size data consists of a third component, which is 

the grain size range for sand, we also considered a lower bound for the sums to account for sand 

occurrence in the sediment cores. From the given data, we estimated that a maximum of 20% sand in 

the sediment column would be possible for our data collection. Therefore, we also removed sums of 

clay and silt weight ratios that were smaller than 0.8.   

In any case, working with modeled values can introduce potential errors that could affect the 

interpretation of results. The quality and accuracy of the input data play a crucial role in determining the 

model's performance and output (Rebba, Mahadevan, and Huang 2006; Huang and Laffan 2009). Errors 

during data collection or sample measurement can propagate into the model outputs. We mitigated the 

risk by relying on original raw data as much as possible and used a database to ensure the values fell 

within physically plausible ranges (Pfalz et al. 2021). While both Eq. 1 and Eq. 3 represent 

simplifications of complex systems, and overly simplistic models can overlook important processes that 

lead to incorrect results (Andersson, Rantzer, and Beck 1999; Mathews and Vial 2017). However, we 

struck a balance between simplification and computational feasibility, using only publicly available data 

and ensuring the reproducibility of our results. 

We used the LANDO age-depth modeling result from Pfalz et al. (2022) to derive sedimentation 

rates (SR) for each sediment core. LANDO links five age-depth modeling systems (Bacon, Bchron, 

clam, hamstr, Undatable) in one multi-language Jupyter Notebook (Haslett and Parnell 2008; Parnell et 

al. 2008; Blaauw 2010; Blaauw and Christen 2011; Kluyver et al. 2016; Peng et al. 2018; Lougheed and 

Obrochta 2019; Dolman 2022). For all sediment cores, we combined the results from the five modeling 

systems with standard settings into an ensemble model with two-sigma uncertainty (as described in Pfalz 

et al. (2022)). We propagated these sedimentation rate uncertainties into the OCAR calculations (Eq. 1) 

to obtain OCAR uncertainty ranges.  

To understand the temperature development since the Last Glacial Maximum (Clark et al. 2009), 

we used the TraCE-21ka climate reanalysis dataset (He 2011), which we will refer to simply as TraCE 

dataset hereinafter. We divided the timespan covered by the TraCE dataset into the following periods 

(Walker et al. 2019; Head et al. 2021; Kuang et al. 2021):  

• Last Glacial Maximum - 22 000 to 18 000 years BP (years before present, i.e., before 1950 CE) 

• Last Deglaciation – 18 000 to 14 300 years BP  

• Bølling Allerød – 14 300 to 12 700 years BP  

• Younger Dryas – 12 700 to 11 700 years BP 

• Early Holocene – 11 700 to 8200 years BP 

• Mid-Holocene – 8200 to 4200 years BP 

• Late Holocene – 4200 years BP to present. 

 

For each core location, we extracted the surface air temperature at reference height (TREFHT) from the 

nearest grid cell of the TraCE dataset (grid cell resolution: 2.5° × 2.5° (He 2011; S. C. Brown et al. 
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2020)). We then converted the temperature from Kelvin (K) to Celsius (°C) by subtracting 273.15 K 

from each value and then averaging values for the summer months June-July-August (JJA). Following 

the procedure introduced by Kaufman et al. (2020), we converted OCAR values to z-score. The z-score 

measures how many standard deviations each point is away from the mean, and thus normalizes the 

data. To comprehend how vegetation affects carbon accumulation, we used the vegetation reconstruction 

by Dallmeyer et al. (2022) (depicted in Figure 4.2), which incorporates the TraCE dataset into its 

remodeling. 

 

 

 

Figure 4.2: Biome distribution based on Dallmeyer et al. (2022) vegetation reconstruction for the past 21 000 years represented 

in four snapshots (21 000, 11 700, 8200, and 0 calibrated years Before Present, i.e. before 1950 Common Era). We include 

sediment cores with their respective lake type in the snapshot if there is TOC data available for them (black symbols). 

 

To determine the correlation between temperature and OCAR, we first had to check for normality of the 

two variables. For this reason, we visually inspected the data by plotting quantile-quantile plots (Q-Q 

plots) using the package “statsmodels” (Seabold and Perktold 2010). We then used both the Shapiro-

Wilk as well as the D’Agostino and Pearson’s test from the Python package “scikit-learn” (Pedregosa 

et al. 2012) for our statistical tests. As both temperature and OCAR did not display normality, we used 

Spearman’s and Chatterjee’s rank correlation coefficient to check for the correlation between the two 
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variables. In contrast to Chatterjee’s coefficient, Spearman’s coefficient is a well-established, robust 

correlation metric often used for variables from non-normal distributions (Sadeghi 2022). However, the 

Chatterjee’s coefficient showed promising results for testing the non-linear functional correlation 

between two variables (Chatterjee 2021; Sadeghi 2022). In addition to the Spearman and Chatterjee 

correlation coefficient, we checked the Pearson and Kendall-Tau correlation coefficient on both the 

untransformed and z-transformed variables. The methods for the more common correlation coefficients 

came from the Python package “scipy” (Virtanen et al. 2020), while to calculate the Chatterjee 

coefficient we used the script provided by Chatterjee (2021). 

 

4.3 Results 

While our data collection yielded 620 data points (Table 4.1 – Complete datasets) containing DBD and 

TOC which were directly usable for OCAR calculation (Eq. 1), the majority of data points from the 

augmented datasets (n = 2236, Table 4.1 – Augmented datasets) required further calculations. In 

preparation for both A1 and A2, we fitted the log-linear model with training dataset of our subset C1 

(Table 4.1 – “Full dataset”) to obtain the following equation to predict dry bulk density using a linear 

regression: 

ln(𝐷𝐵𝐷) = 1.3337 +  0.0001 × (𝐶𝐷𝑒𝑝𝑡ℎ) −  0.0016 × (𝑇𝑂𝐶)         (Eq.6) 

− 0.3986 × (𝑆𝑖𝑙𝑡) +  0.353 × (𝐶𝑙𝑎𝑦) − 0.0267 × (𝑊𝐶) 

where DBD is dry bulk density (in g cm-3), CDepth is the composite depth below sediment surface (as 

mid-point cm), TOC is total organic carbon content (in mg g-1), Silt and Clay are the silt and clay content 

from grain size measurements (in weight ratios), WC is the water content (in weight-%).  

 

Table 4.2: Summary of evaluation of regression methods for predicting dry bulk density and water content with metrics such 

as mean absolute error (MAE), relative absolute error (RAE), mean squared error (MSE), root mean squared error (RMSE), 

root relative squared error (RRSE), and R2 score. 

 Linear 

Regression 

Random 

Forest 

Regression 

Extreme 

Gradient 

Boosting 

Gradient 

Boosting 

K-

nearest 

Neighbor 

Support 

Vector 

Regression 

AdaBoost 

Regression 

Dry Bulk Density      

MAE 0.1486 0.0946 0.0956 0.0941 0.1354 0.1310 0.0954 

RAE 0.2327 0.1527 0.1501 0.1516 0.2121 0.2045 0.1564 

MSE 0.0416 0.0179 0.0169 0.0173 0.0342 0.0317 0.0183 

RMSE 0.2027 0.1324 0.1297 0.1313 0.1842 0.1776 0.1348 

RRSE 0.5704 0.3754 0.3690 0.3717 0.5192 0.5005 0.3842 

R² 

Score 
0.6728 0.8551 0.8611 0.8602 0.7288 0.7491 0.8483 

Water Content      

MAE 6.6296 3.9758 4.4254 4.2335 6.3042 6.8274 4.1054 

RAE 0.1529 0.1028 0.1106 0.1062 0.1594 0.1578 0.1127 

MSE 66.7129 30.4543 35.6869 32.6959 72.5261 71.1432 37.3450 

RMSE 8.1604 5.4941 5.9163 5.6851 8.4945 8.4289 6.0397 

RRSE 0.5323 0.3610 0.3887 0.3724 0.5535 0.5520 0.3971 

R² 

Score 
0.7153 0.8662 0.8433 0.8580 0.6920 0.6915 0.8350 
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Since we wanted to test whether other regression methods could outperform the log-linear model, we 

had to ensure that there were no calibration and validation issues. Figure 4.3 and Table 4.2 provide an 

overview of the train and test performance with five-fold cross-validation of each regression methods 

we used to predict DBD (first column) and WC (second column). Ensemble methods such as AdaBoost, 

Random Forest, Gradient Boosting, and Extreme Gradient Boosting achieved the highest R² score and 

lowest error across all error scores. The Random Forest regression performed best for both DBD and 

WC with an R² score of 0.8551 and 0.8662, respectively. However, all regression methods yielded a 

high mean absolute error for WC between 3.9758 (Random Forest Regression) and 6.6296 (Linear 

Regression), which translated to a deviation from true water content percentages, i.e. 3.98% to 6.63%. 

Hyperparameter tuning using grid search and randomized search did not yield any improvement of these 

results.  

 

Table 4.3: Mean prediction error of water content across the seven prediction methods. 

Prediction method Deviation from true water content [%] 

Linear Regression 9.70 

Random Forest Regression 12.13 

Extreme Gradient Boosting 12.08 

Gradient Boosting 11.90 

K-nearest Neighbor Regression 10.32 

Support Vector Regression 11.67 

AdaBoost Regression 11.54 

 

During the first predictions for DBD with the subset A1, we used the mean error between predicted WC 

versus measured WC as an additional measure of quality for all prediction methods. Table 4.3 

summarizes the results across all prediction methods. In contrast to the previous test and training 

performance, Linear Regression performed with the smallest error (9.70%), while Random Forest 

Regression had the highest error (12.13%) amongst the methods.  

 

Table 4.4: Occurrence statistics within dataset of clay and silt and their calculated parameters αbeta and βbeta for the beta 

distribution. 

Grain size category Mean Variance αbeta βbeta 

Clay 0.1919 0.0162 1.6459 6.9295 

Silt 0.7431 0.0209 6.0322 2.086 
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Figure 4.3: Visual representation of evaluation of seven regression methods for predicting dry bulk density and water content 

with metrics such as mean absolute error (MAE), relative absolute error (RAE), mean squared error (MSE), root mean squared 

error (RMSE), root relative squared error (RRSE), and R2 score. 
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Before we could predict DBD for A2, we required a clay-silt pair for each of the 1790 data points in A2. 

Figure 4.4 shows the beta distributions for clay and silt based on the existing data across all datasets 

(Table 4.4). Clay content peaks between 10 to 20 percent, while silt content has its highpoint between 

70 to 80 percent. We used random samples from these beta distributions with the subset A2 (Table 4.1) 

to estimate dry bulk density for all regression methods. To verify that model results were within a 

reasonable range and to allow comparison with the literature, we compared TOC values with measured 

and predicted DBD values. In Figure 4.5 we summarize the results obtained from the model predictions 

for Random Forest regression, Support Vector regression, and Linear Regression as well as measured 

values of TOC and dry bulk density. For completion, we show the results of the remaining four methods 

in Appendix D (see Figure D1).  

 

 

Figure 4.4: Derived beta distribution for clay (left, green dotted line) and silt (right, blue dotted line) from available grain size 

data  

 

In Figure 4.5A, the random forest regression displays a step-like curve with a plateau between about 20 

and 150 mg g-1 TOC. Predicted values of dry bulk density ranged from 0.18 to 1.21 g cm-3. We associated 

this pattern with potential overfitting, as the method ignores other measured values. Support Vector 

regression (Figure 4.5B) predicted values follow the measured values with a shallow increase from 300 

to 500 mg g-1 TOC. DBD values for this method varied between 0.18 and 1.25 g cm-3. The curve within 

Figure 4.5C (Linear regression) shows a similar log curve as presented in the literature, however, it 

exceeds the level of possible values (linear regression method maximum value: 4.06 g cm-3; maximum 

physically possible value: 2.65 g cm-3 (Avnimelech et al. 2001)). The minimum value of this method 

was 0.07 g cm-3. The exceeding values (n = 27) corresponded to deep level samples of core PG1341 

(deeper than 15 meters) where compactions plays a greater role than the method can reflect. To allow 

comparison with the literature, we excluded the values above 2.65 g cm-3 from the linear model and 

continued with linear model further.  

Figure 4.6 contains the comparison between mean OCAR and the temperature data from TraCE dataset 

for the 28 sediment cores. Some temperature data showed similarities as the core-drilling locations were 
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in the same TraCE grid cell, e.g., EN18208 (Core No. 4 – Lake Ilirney) and EN18218 (Core No. 5 – 

Lake Rauchuvagytgyn), or PG2133 (Core No. 25 – Lake Bolshoe Toko) and PG2208 (Core No. 27 – 

Lake Bolshoe Toko). However, temperature ranges strongly varied within the dataset depending on the 

core location. For instance, for sediment core Tel2006 (Core No. 28 – Lake Teletskoye) we saw 

temperatures ranged from a minimum of  22.61 °C to a maximum of 17.88 °C, while temperatures for 

EN18218 (Core No. 5 – Lake Rauchuvagytgyn) only spanned from  8.06 °C to 2.60 °C. Regarding 

OCAR values, we obtained the lowest overall values for PG1351 (Core No. 15 – Lake El’gygytgyn) 

with a mean of 0.286 g m-2 yr-1 (uncertainty range max: 6.131 g m-2 yr-1, uncertainty range min: 0.008 g 

m-2 yr-1). We saw the highest OCAR value in ESM-1 (Core No. 6 – East Sayan Mountains Lake) with 

278 g m-2 yr-1, however, this value came with a large uncertainty range (min: 8.78 g m-2 yr-1, max: 

3018.625 g m-2 yr-1). We calculated a mean OCAR of 24.615 g m-2 yr-1 for all collected sediment cores 

in our dataset.  

 

 

Figure 4.5: Model prediction results for dry bulk density against total organic carbon (TOC) for Random Forest regression 

(A), Support Vector regression (B), and Linear Regression (C). Directly measured dry bulk density (blue circles) and dry bulk 

density derived from measured wet bulk density (black circles) data are the same across all subplots. Green circles represents 

predicted dry bulk density values for each prediction method, where all input values were available. Red circles are estimated 

mean dry bulk density values for each prediction method with grain size data based on beta distribution for clay and silt.   

 

Figure 4.7 contains two comparisons: on the left, a direct comparison between mean OCAR values and 

JJA temperature data across all sediment cores, while on the right is a comparison of z-transformed 

OCAR values over time. We obtained mean OCAR values for Last Glacial Maximum (9.47 g m-2 yr-1) 

and Last Deglaciation (10.53 g m-2 yr-1) at the lowest mean  temperatures  12.75 °C (range:  
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24.14 to -0.51 °C) and -10.62 °C (range: 20.58 to 2.12 °C), respectively. We observed the highest 

temperature ranges in the Late Holocene with a mean temperature of 3.37 °C (range: 12.69 to 14.76 °C), 

but only with a mean OCAR of 21.8 g m-2 yr-1. The highest OCAR values occurred in Bølling Allerød 

(38.07 g m-2 yr-1) and Early Holocene (40.68 g m-2 yr-1), where temperature ranged from 14.51 to 1.69 °C 

(mean value: 4.28 °C) and -12.02 to 8.20 °C (mean value: 1.65 °C), respectively.  

 

Table 4.5: Shapiro-Wilk and D’Agostino’s distribution results for OCAR and temperature as untransformed and z-transformed 

values. 

 OCAR Temperature OCAR  

(z-transformed) 

Temperature  

(z-transformed) 

Shapiro-Wilk 

test 
0.61966 0.96647 0.96743 0.97967 

p-value 0 3.786 *10-22 7.777*10-22 4.112*10-17 

Distributed Non-normal Non-normal Non-normal Non-normal 

D'Agostino's K² 

test 
1411.31 33.09 164.68 144.82 

p-value 3.459*10-307 6.504*10-8 1.736*10-36 3.564*10-32 

Distributed Non-normal Non-normal Non-normal Non-normal 

 

However, when comparing the normalized data over time, we found that Mid-Holocene (mean 

z-score: 0.126, median z-score:  0.015) and Late Holocene (mean z-score: 0.089, median z-score:  0.055) 

were among the higher z-transformed OCAR values. Both Mid-Holocene and Late Holocene showed 

the highest temperature ranges, as shown on the left side of Figure 4.7. Periods that displayed a lower 

temperature range, i.e., Last Glacial Maximum, Last Deglaciation, and Younger Dryas, also revealed 

lower z-transformed OCAR values. Mean z-scores were  0.643,  0.402, and  0.616, while their median 

z-scores were  0.735,  0.429, and  0.577 for Last Glacial Maximum, Last Deglaciation, and Younger 

Dryas, respectively. 

To check for correlation between temperature and OCAR, we first had to inspect visually Q-Q 

plots of those variables to check for normality (see Figure D2). The visual inspection of the Q-Q plots, 

however, showed that variables were non-normal distributed. D'Agostino's K² and Shapiro-Wilk test 

(Table 4.5) confirmed this numerically. We then determined the appropriate correlation coefficients for 

both variables untransformed, both variables z-transformed, and one where only OCAR was 

z-transformed while temperature was untransformed. Table 4.6 shows the correlation coefficients for 

Pearson, Spearman, Kendall-Tau, and Chatterjee, their p-value, and their statistical significance for the 

above cases. Except for Pearson correlation coefficient for both untransformed variables, all coefficient 

showed a statistical significance for the relationship between temperature and OCAR. Chatterjee 

coefficient displayed in all three cases a positive significance. Spearman’s rho value denoted a weak 

negative relationship (-0.06367) for untransformed values, while for z-transformed values it saw a weak 

positive relationship between temperature and OCAR (0.2394 and 0.0863). 
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Table 4.6: Correlation statistic between OCAR and temperature using four different correlation techniques and an alpha value 

of 0.05 for the p-value. 

OCAR vs temperature Both untransformed Both z-transformed Only OCAR z-

transformed 

Pearson r value -0.01705 0.2356 0.1075 

p-value 0.4254 6.025 * 10-29 4.733 * 10-7 

Statistically significant No Yes Yes 

Spearman rho value -0.06367 0.2394 0.0863 

p-value 0.002899 7.084 * 10-30 5.374 * 10-5 

Statistically significant Yes Yes Yes 

Kendall tau value -0.03879 0.1646 0.0577 

p-value 0.006566 8.687 * 10-31 5.266 * 10-5 

Statistically significant Yes Yes Yes 

Chatterjee xi value 0.0682 0.0477 0.0311 

p-value 2.317 * 10-7 0.0002 0.0108 

Statistically significant Yes Yes Yes 
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Figure 4.6: Organic carbon accumulation rate (mean values – black dashed line, 2σ uncertainty – golden shaded area) and 

June-July-August temperature from TraCE-21k temperature reconstruction (violet line) for the sediment cores used in this 

study (n=28). Vegetation for each sediment core based on Dallmeyer et al. (2022) biome reconstruction. 
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Figure 4.7: Left plot: Scatter plot showing the relationship between mean June-July-August (JJA) temperature and mean 

organic carbon accumulation rate (OCAR). For coloring, we have chosen the same color code as for the periods on the right. 

Vertical lines indicate the temperature range, while white dots show the mean temperature. Numbers on the left side of vertical 

lines are the overall mean OCAR for this period. Right plot: The OCAR z-scores grouped by the individual periods. The number 

below each box indicates the number of sediment cores contributing to this specific period. White dots are showing the overall 

mean z-scores, while the white lines are the overall median values.  

 

4.4 Discussion  

4.4.1 Lake carbon-temperature relationship across millennia 

The Last Glacial Maximum (22 000 to 18 000 years BP) marks the lowest carbon accumulation in our 

observation period (9.47 g m-2 yr-1), followed by the Last Deglaciation (18 000 to 14 300 years BP – 

10.53 g m-2 yr-1) and Younger Dryas (12 700 to 11 700 years BP – 17.22 g m-2 yr-1). Our finding suggest 

that lower OCAR values tend to occur in lower temperature ranges (Figure 7). Conversely, however, 

the highest temperatures did not directly result in the highest OCAR values, with the mean OCAR above 

10°C being 5.97 g m-2 yr-1 (range 1.55 to 37.33 g m-2 yr-1). Even removing the cluster between 10 °C 

and 15 °C by excluding measurements from BN2016 1 (Lake Bayan Nuur) and Tel2006 (Lake 

Teletskoye) only slightly raises the mean OCAR values for the Late Holocene (present to 4200 years BP) 

to 28.41 g m-2 yr-1.  

The statistical analysis further supports this trend with only slight positive statistical significance 

between OCAR and temperature for our data collection (Table 4.6 – see z transformed values). However, 

both Bølling Allerød (14 300 to 12 700 years BP – 38.07 g m-2 yr-1) and Early Holocene (11 700 to 

8200 years BP – 40.68 g m-2 yr-1) are the two warm periods with the highest OCAR (see Figure 4.7), 

which also have the steepest gradients of temperature change (Kaufman, McKay, Routson, Erb, 

Dätwyler, et al. 2020; C. E. Rasmussen and Williams 2006; Sune O. Rasmussen et al. 2014). This may 

indicate that a rapid temperature change initiates a high accumulation of carbon in the lakes at the 
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beginning of these warm phases and then decreases over time as the biological activity in the lakes 

increases.  

However, our entire observation period was not covered by more than half of our collected 

sediment cores (n=17), which partially limits the interpretation of individual sediment cores. Still we 

can identify numerous sediment cores (Co1309, Co1412, PG1111, PG1228, PG1238, and PG2208) that 

show a strong positive correlation (Pearson r-value above 0.5) between OCAR and temperature (see 

Table D2). In particular, OCAR values for Co1412 (Lake Emanda) follow temperature variations 

throughout the observation period with the highest r-value of 0.8503.  

We also observe synchrony with high r-values from the pair PG2133 and PG2208 (0.4599 and 

0.5027, respectively) originating from the same lake (Lake Bolshoe Toko) but different positions within 

the lake. Similarly, the pair PG1755 and PG1756 (Lake Billyakh) show positive correlation with close 

individual r-values (0.3478 and 0.2341, respectively), but are not statistically significant with p-values 

greater than 0.05. In contrast, sediment cores PG1111 and PG1341 both come from Lake Lama but do 

not show a similar correlation with r-values of 0.8065 (PG1111) and 0.1813 (PG1341). The main 

difference from metadata perspective is that the first two pairs were part of the same expedition (Lake 

Billyakh – Yakutia 2005; Lake Bolshoe Toko – Yakutia 2013), whereas PG1111 (Norilsk/Taymyr 1993) 

and PG1341 (Norilsk 1997) are from two different expeditions of two different years. Therefore, even 

though they are from the same lake, comparing them may not be fair as the collection method of the 

sediment cores may have affected the results (Pfalz et al. 2021). The accuracy of laboratory analysis 

further improved over time between the retrievals of the two cores, which may have contributed to the 

observed differences in results. 

Despite the complexity of individual limnological studies of lake systems, our collected dataset 

showed a positive correlation between OCAR and temperature with statistical significance for 11 out of 

28 sediment cores. Even if there is a given heterogeneity amongst lake systems, we can conclude that 

temperature alone can explain OCAR variability within a lake. The 11 sediment cores are highly diverse 

and vary significantly in several aspects, as they share no common feature. They differ in location, 

vegetation surrounding the lakes, permafrost influence, catchment size, drilling distance from the shore, 

water depth at drilling site, lake area, lake volume, drilling device used, climate zone, and lake type. 

This would confirm our general understanding of the independence of the relationship between 

temperature as the sole driver and OCAR from other factors. However, the strength of the correlation 

depends both directly and indirectly on each contributing factor. Other environmental factors may 

weakened or amplified the strength of the temperature signal during our observation period. It is possible 

that temperature affected the remaining 17 cores, but local factors may have obscured the signal in the 

sediment.  

Many of the processes known to influence the production and accumulation of organic carbon 

are subject to change due to modern climate warming (Larsen, Andersen, and Hessen 2011; Biskaborn, 

Smith, et al. 2019). While understanding the long-term effects of temperature over thousands of years 
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on OCAR is the main focus of our research, the short-term effects over couple hundred years can 

produce drastic results (Kastowski, Hinderer, and Vecsei 2011; Heathcote et al. 2015; Q. Li et al. 2021). 

Many sediment cores in our collection (n=21) have at least one surface sample pointing to the industrial 

era of the last 250 years (Toynbee 1884). However, only six of those cores have more than two 

measurements, while only three (PG1111, PG2208, Tel2006) have more than ten measurements. 

Because of this poor resolution, we do not have enough evidence to explain recent changes in OCARs. 

However, we have included these recent measurements in our Late Holocene samples to allow a 

comparison over a longer period.    

Nevertheless, we must also consider the potential contribution of the modeled paleo-temperature 

and age determination data as an influencing factor in our interpretation. While the TraCE dataset 

provides an excellent tool for reconstruction, its development relied on global climate models that may 

not reflect the spatial variability required for our analysis. One solution would be the refinement of the 

reconstructed temperature through more local proxies and input parameters or downscaling of the TraCE 

dataset (S. C. Brown et al. 2020; Karger et al. 2023). Although LANDO is a more advanced age-depth 

modeling technique that combines multiple age-depth modeling software, it faces the same challenge as 

any other age-depth modeling software: Modeling software relies on age controls to establish an age-

depth relationship. However, due to an insufficient number of age controls (cf. Blaauw et al. 2018) or 

greater uncertainty in the age determination data, a resulting age-depth model may not represent the 

exact absolute age. To circumvent this issue, we included the 2σ confidence intervals of these age-depth 

models and their resulting sedimentation rate in our OCAR calculations. We applied these intervals to 

the weighted mean age derived from four or five modeling software for every OCAR measurement. The 

consequence was an increase in the 2σ uncertainty intervals for each OCAR measurement, but overall a 

more accurate representation given the inherent uncertainty.   

 

4.4.2 Spatial heterogeneity of lake carbon accumulation 

For 11 sediment cores examined in our study we found statistical significance between OCAR and 

temperate, while the remaining sediment cores showed no such relationship, likely due to the complex 

nature of limnological studies and heterogeneity between lake systems. Given the spatial extent of our 

research, we must also consider unique local factors that may have affected the results. While we have 

sourced metadata and data sediment cores used in this study from published research articles (Table 4.1) 

that further provide in-depth analyses and interpretations, we will focus on three important unifying 

aspects: vegetation, permafrost, and geomorphology.  

The vegetation reconstruction for around 21 000 years BP suggest that the oldest cores (n = 9) 

were mostly surrounded by tundra (Table D3). The tundra biome is diverse and can present itself as an 

expansive landscape with mostly herbaceous plants, or as a mix of small trees and shrubs, such as Betula, 

Alnus, and Salix (Dallmeyer et al. 2022). The lack of significant abundance of evergreen trees – 

compared to boreal forests present in later reconstructions (11 700, 8200 and 0 years BP – Figure 4.2) – 
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may have contributed to the overall low carbon accumulation of lakes in the Last Deglaciation and Last 

Glacial Maximum. 

To test this notion, we looked for sediment cores that remained in the same tundra biome 

throughout the entire vegetation reconstruction. We found that tundra vegetation surrounded one 

sediment cores (PG1351– Lake El'gygytgyn) for the longest time, with carbon accumulation rates 

averaging below 2.85 g m-2 yr-1 (mean value: 0.44 g m-2 yr-1). Melles et al. (2007) attribute the relatively 

low carbon content to the decomposition of organic matter due to the high oxygen content of the bottom 

water, but also a limited supply of terrestrial organic matter. The authors continue to determine a limited 

vegetation cover in the tundra-dominated catchment as main reason for the low carbon accumulation in 

the sediment (Melles et al. 2007).   

In contrast, during the Bølling Allerød and Younger Dryas, most of the lake catchment areas in 

our data collection shift from tundra vegetation to boreal forests (Table D3). Some even remain in boreal 

forest into the Late Holocene (n=9), presumably fueled by the Holocene Thermal Maximum around 

8200 years BP (Kaufman et al. 2004; Wanner et al. 2015). Other catchment areas (EN18208, EN18218) 

transition back to tundra vegetation immediately at the end of the Younger Dryas, or at the end of the 

Early Holocene (LS-9, PG1228). OCAR values for sediment cores surrounded by boreal forest show 

strong variability in magnitude and incline. However, in most cases we observe an increase in OCAR 

values at the onset of higher vegetation cover, especially during warmer periods (Bølling Allerød, Early 

Holocene).  

As an example of vegetation transition after the Younger Dryas, we looked at the lake catchment 

for sediment core PG1437 (Lake Lyadhej-To). There, the vegetation reconstruction indicates a transition 

from tundra to boreal forest at the beginning of the Early Holocene, which then lasted until the Late 

Holocene. Despite the Early Holocene being recognized as a warm period that allowed the boreal forest 

to expand northward (Tarasov et al. 2000; P. M. Anderson et al. 2010), our current data suggest that the 

carbon input from vegetation only affected the lake at the onset of the Early Holocene. Between 11 700 

and 11 000 years BP mean OCAR increased to about 240 g m-2 yr-1, but then decreased to 39 g m-2 yr-1 

around 8200 years BP, with values even dropping to 12 g m-2 yr-1 at 7700 years BP. The gradual 

northward expansion of boreal forests may have resulted in not fully established forests to provide an 

increased amount of organic carbon, which could explain the observed phenomenon for PG1437. 

However, this further supports our theory that a steep temperature gradient leads to more OCAR rather 

than sustained higher temperature. 

While temperature is a major factor in vegetation change, we tested whether there is a direct 

relationship between OCAR and vegetation. The mean OCAR for lakes surrounded by boreal forest and 

tundra was 31.17 g m-2 yr-1 and 20.8 g m-2 yr-1, respectively. We saw the lowest mean OCAR in the “ice 

and polar dessert” biome with 5.3 g m-2 yr-1 and the highest mean OCAR in the “grassland and dry 

shrubland” biome with 50.17 g m-2 yr-1. However, we found no general correlation between mean OCAR 

and catchment vegetation in our data collection, with an r-value of only 0.047 (Figure D3). A possible 
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explanation for this might be a delayed vegetation response to a warming climate in the establishing 

phase of the boreal forest (Chapin and Starfield 1997; Ernakovich et al. 2014; Zona et al. 2014). 

Following the reasoning of the dynamic vegetation module of JSBACH3 used in the vegetation 

reconstruction, we assume that trees live longer (up to 50 years) than grass (up to 1 year) (Dallmeyer et 

al. 2022). This would mean that as the trees grow, there would be less organic material available for 

transport to the lakes as they use their resources to grow. However, following the harmonization process 

by (Dallmeyer, Claussen, and Brovkin 2019), the grassland and dry shrubland biome has a similar 

minimum total vegetation coverage as the tundra biome, but differs by having more growing degree 

days, even as in boreal forest. This may indicate that vegetation with more growing days but short 

lifespans generally has a higher OCAR. We therefore have to assume that temperature drives both 

catchment vegetation and carbon accumulation in lakes, but at different times.   

Despite the spatial heterogeneity of permafrost in the northern hemisphere (Mishra et al. 2021), 

our dataset contains a majority of cores (n = 26) located in areas with some degree of permafrost 

presence. Permafrost is perennially frozen ground that stays at or below 0 °C for at least two consecutive 

years (French 2007). Estimates of stored carbon within permafrost in the northern hemisphere range 

from around 1460 to 1600 PgC (petagrams of carbon, i.e., one billion metric tons of carbon) (Hugelius 

et al. 2014; Meredith et al. 2019; Schuur et al. 2022). Estimates by Lindgren et al. (2016) on the extent 

of permafrost during the Last Glacial Maximum suggest that permafrost had previously affected these 

areas as well. The two remaining sediment cores currently and previously unaffected by permafrost are 

Co1309 (Lake Ladoga) and PER3 (Lake Pernatoye). In addition, five sediment cores from our data 

collection originate from thermokarst lakes (Table D1) that form as a direct result of permafrost thawing 

(Olefeldt et al. 2016).  

Based on the mean OCAR, three sediment cores out of these five thermokarst lake cores (LS-9 

– Lake Dolgoe Ozero, PG1984 – Lake Sysy-Kyuele, and PG2023 – Lake Kyuntyunda) accumulate on 

average less than 60 g m-2 yr-1 (19.85 g m-2 yr-1, 9.92 g m-2 yr-1, and 24.78 g m-2 yr-1, respectively). The 

other two cores (PG1746 – Lake Temje and PG2201 – Lake Malaya Chabyda) show significantly higher 

values (62.31 g m-2 yr-1 and 129.58 g m-2 yr-1, respectively). Except for PG1984 (min/max values: 2.98 

to 18.75 g m-2 yr-1), the remaining cores are prone to strong fluctuations in OCAR in the minimum to 

maximum range: 

PG2201:  20.64 to 275.04 g m-2 yr-1 

PG1746:  13.26 to 89.3 g m-2 yr-1 

LS-9:   8.3 to 52.74 g m-2 yr-1 

PG2023: 0.43 to 57.35 g m-2 yr-1 

Compared to a global collection of OCAR values for lakes by Mendonça et al. (2017) (Figure 

4.8), these fluctuation are still within the range of previously observed values. However, they do not 

indicate that the permafrost degradation process would directly contribute to a high OCAR in these lake 

types. The only exception being PG2201 (Lake Malaya Chabyda), where Hughes-Allen et al. (2021) 
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associate the higher burial rates with increased bioproductivity in the lake. However, they also 

acknowledge that nutrient availability from the catchment, compact lake morphology, higher rates of 

sedimentation, and less exposure to warmer and oxygen-rich shallow waters further contributed to the 

higher OCAR values (Hughes-Allen et al. 2021). In the remaining cases, increased microbial activity 

may contribute to greater emission of greenhouse gases, resulting in less accumulation of carbon in the 

sediment (Serikova et al. 2019; in ’t Zandt, Liebner, and Welte 2020). 

Lakes indirectly affected by permafrost, i.e. non-thermokarst lakes with permafrost in the 

catchment area, as well as lakes outside of permafrost zones show a similarly diverse picture. The 

uniqueness of a lake, given by its catchment area, lake volume and shape, its origin, and inflow 

parameters, can influence the carbon accumulation within the lake. Table D1 summarizes the standard 

parameter of the lakes in our collection we were able to collect. However, when we looked at the 

correlation between OCAR and these lake-specific attributes, we found no correlation between them 

(Figure D3). However, this shows the importance of limnological studies, as examining a wide variety 

of lakes would give us a better understanding of the accumulation process in Arctic lakes, since we 

cannot derive holistic statements from a limited number of lakes.  

In this study, we primarily focused on the climatic impacts on lake sediment, which resulted in 

our assumptions partially overlooking the direct influence of microbial activity and oxygen levels in the 

water column. The limited availability of both current and historical data contributed to this situation. 

But given previous experiment (e.g., Z. Li et al. (2017), Velthuis et al. (2018)), we still assume that a 

temperature change has a direct influence on the microbial community. The effects of occurrence and 

interaction between different primary producers can contribute to a lead-lag relationship and needs 

further investigation when considering longer time scales. In meromictic lakes, the presence of low 

oxygen levels can create anaerobic/anoxic conditions affecting the in-lake carbon cycle, which in turn 

can skew the amount of deposited carbon. Obtaining additional sedimentological data on redox 

conditions is crucial for this analysis, but as many of the original studies did not include such data, we 

have to assume that oxygen levels in our lakes have changed on both short- and long-term basis. This 

means that future studies on individual lakes have the opportunity to link OCAR to redox conditions, 

providing further insight into the relationship between OCAR and microbial activity.  
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Figure 4.8: Comparison of mean OCAR values between lakes from our study (blue dots, left) and global lake compilation by 

Mendonça et al. (2017) (orange dots, right) with associated boxplots 

 

4.4.3 Method selection for predicting dry bulk density 

Understanding the relationship between TOC and DBD has been essential in predicting DBD 

values. While we observed a logarithmic trend between values in our data collection (Figure D4), the 

existing literature agreed that a log-linear model would best describe their relationship (Menounos 1997; 

Dean and Gorham 1998; Campbell et al. 2000; Avnimelech et al. 2001; Lan et al. 2015). However, we 

faced the challenge of high bulk density values occurring at low organic carbon values.  

While low TOC values are common in northern lakes (Sobek et al. 2014), our log-linear model 

produced unrealistic DBD results, which exceeded physically possible values (Figure D4). We found 

the highest DBD values in the deeper part of sediment core PG1341 at a depth of 1461 cm to 1883 cm, 

where compaction also most likely had a major impact on the material. We found that extrapolating 

given empirical equations from the literature to lower organic carbon values would result in a similar 

outcome (Figure D4). To enable a more realistic representation, we assume that future models will have 

to take these special cases with different degrees of sediment compaction into account. We expect that 

a better understanding of the occurring compaction in sediment cores and its influence on the core 

composition will improve DBD predictions. 

Due to the overestimation of dry bulk density for low TOC values of samples from deeper parts 

of sediment cores, and the apparent clustering of predicted values between 0 and 100 mg/g TOC, we 

considered several alternative prediction method to our log-linear model. As we evaluated these methods 

based on best-fit prediction metrics such as the R2 score, we found that the supposedly best performing 
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methods also showed signs of overfitting. Overfitting means that a model shows a strong bias towards 

seen data allowing only little room for variability for interpreting unseen data (Bilbao and Bilbao 2017; 

Ying 2019). Despite reducing the potential bias through cross validation, we found that the small size 

of available data mainly contributed to the overfitting in three cases (Random Forest Regression, 

Gradient Boosting, and Extreme Gradient Boosting). An increase in sample size could alleviate 

overfitting, as hyperparameter tuning produces more reliable results (Ying 2019). However, in our case, 

having only 211 data points (80% of the total amount of training data points) available for 

hyperparameter tuning resulted in no visible improvements. We still assume that Random Forest 

Regression and Gradient Boosting methods have the potential to outperform log-linear models if more 

data is available. Other methods we tested may not be suitable for the prediction of water content and 

dry bulk density. 

 

4.5 Conclusion 

The purpose of the study was to determine whether there is connection between carbon accumulation in 

northern lakes and temperature changes that have occurred over the past 21 000 years. We found a 

slightly positive relationship between OCAR and temperature among our data collection, for which we 

generated more data using our log-linear model that superseded other data science techniques. While 

our dataset was diverse in terms of location, age of the sediment, permafrost areas, lake parameters, and 

catchment vegetation, we generally saw the highest OCAR values occurring during Bølling Allerød 

(14 300 to 12 700 years BP – 38.07 g m-2 yr-1) and the Early Holocene (11 700 to 8200 years BP – 

40.68 g m-2 yr-1). This could indicate that rapid warming events lead to high levels of carbon 

accumulation in lakes. As warming progresses, this effect appears to change with lower accumulation 

rates, presumably due to increased microbial activity triggering carbon dioxide and methane outgassing. 

While we achieved promising results with data from 28 sediment cores, more data from northern lakes 

would help us to build a greater level of confidence and accuracy on the matter. 
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5  
Synthesis 

5.1  Navigating the interdisciplinary landscape: Geoscience and data science in dialogue 

In recent years, the success of interdisciplinary research has sparked the shift towards collaboration 

across multiple disciplines, highlighting the importance of a collaborative environment over individual 

domain expertise. Computer science has played a pivotal role in driving advancements across various 

fields. In biology and medicine, it has enabled breakthroughs in areas such as drug discovery and protein 

folding (Vamathevan et al. 2019; Jumper et al. 2021). In astronomy and astrophysics, machine learning 

has contributed to the detection of transient objects and the modeling of thermal evolution on Mars 

(Miranda et al. 2022; Agarwal et al. 2021). Likewise, in geoscience and climate science, computer 

science has supported initiatives such as early earthquake warning and the study of trough development 

in permafrost landscapes (Münchmeyer et al. 2021; Rettelbach et al. 2021).  

Within the main research chapters (Chapter 2 to 4) of this dissertation, data science played a 

central role in developing tools and deriving insights. Data science, as a sub field of computer science, 

applies computational methods and techniques to explore and analyze complex datasets to extract 

valuable information, uncover patterns, and derive meaningful insights (Kempler and Mathews 2017; 

Han, Kamber, and Pei 2012). Specifically, Chapter 2 demonstrated the successful extraction and 

integration of metadata and measurement data from multiple lakes across northern Eurasia into a newly 

designed database, which served as the foundation for the subsequent investigations in Chapters 3 and 4.  

Balancing the technical requirements of database design with the need for an easily 

understandable cross-domain vocabulary was crucial. This ensured that geoscientists could effectively 

contribute their expectations and insights in a clear and accessible manner. By bringing together 

knowledge from data science and limnology10, our research has significantly enhanced our ability to 

revive lake-specific datasets from 1994 to 2018 and give them new meaning in our broader regional 

analysis. While considering a broad array of proxies in the database with four biotic and three abiotic 

proxy groups (Figure 2.3 and Figure 2.5), we also emphasized simplicity in the database design. This 

involved deconstructing datasets to identify the most common denominator or intersection between 

them and finding the simplest unit for each proxy. This approach also ensured the flexibility to 

 
10 This includes paleo-limnology  
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accommodate future additions of proxies. By providing standardized templates for data acquisition, we 

created a data product consisting of a data collection of unique standardized datasets (n=55), which 

ultimately accelerated their integration into the database. 

Integrating datasets into a database further offers an advantage over a loose collection of data, 

as it enables accessible data transformation into different standards, such as the Linked Paleo Data 

(LiPD) format (McKay and Emile-Geay 2016; Emile-Geay et al. 2018), through transformation 

pipelines. This facilitates the conversion of datasets and improves their interoperability and usability. 

As research projects interconnect, researchers can convert datasets to align with individual database 

designs or use existing databases, enabling the exchange of data among different research projects. By 

using databases, researchers gain the advantage of querying large volumes of data, conducting 

quantitative analyses, and deriving comprehensive interpretations on a global scale.  

The data product itself represents a significant contribution to the scientific community, 

addressing a critical gap as many databases and data collections tend to focus primarily on the western 

Arctic (Canada, Greenland, and Alaska), often due to limited accessibility to datasets from Russia 

(PAGES 2k Consortium 2017; H. S. Sundqvist et al. 2014; McKay and Kaufman 2014). To address this, 

we have made our standardized datasets available on the PANGAEA online repository, ensuring that 

other scientists can access this valuable information. The research presented in this dissertation adds to 

the existing body of knowledge about the Arctic, complementing insights gained from other regions and 

contributing to a deeper understanding of past environmental changes in the Arctic as a whole. For 

example, Chapter 3 revealed that significant shifts in sedimentation rates at the Pleistocene–Holocene 

boundary are not consistent across all the lakes in our dataset. This suggests that Arctic lakes may not 

have uniform responses to major climatic events, indicating that spatial heterogeneity has already played 

a larger role historically in shaping past lake dynamics. Chapter 4 further supports this assumption and 

shows that although the relationship between carbon accumulation and temperature varies across lakes 

over the past 21,000 years – highlighting existing heterogeneity – a  predominant trend of a positive 

association between carbon in lake sediments and paleotemperature can be detected. However, by 

obtaining more data from a larger number of lake systems, we can categorize lakes more effectively and 

then create tailored trajectories for each individual lake. 

The availability of many proxies generally enhances environmental reconstruction by offering 

a range of interpretations and ultimately reducing the risk of reinforcing a specific favored paradigm 

through reliance on a single proxy (H. H. Birks and Birks 2006). As we have been working with 

heterogeneous multi-proxy data from multiple sediment cores in the Arctic, harmonizing raw data was 

the most effective approach to ensure data across multiple proxies remain unaltered to alleviate bias 

even further. Our conceptual framework, accommodating the diverse origin of data from various lake 

systems, facilitated both numerical comparisons between individual proxies and individual lakes, 

enabling us to observe and analyze a broader range of variability in our comparative analysis 

(Figure 2.8). 
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Including data from multiple lake systems additionally provided the advantage of establishing 

a robust testing ground for our age-depth modeling approach (LANDO) in Chapter 3. LANDO itself is 

a blueprint for connecting research software from different programming languages in one convenient 

place. In the current version, LANDO offers the opportunity to access five different age-depth modeling 

software, but given the simple requirements, it modularity allows adding further modeling software from 

other authors in the future. However, these software authors must actively transition their code and move 

from proprietary to open-source in order for the science community to contribute (Kilamo et al. 2012; 

Heron, Hanson, and Ricketts 2013). Nevertheless, at the same time, authors can actively gain credit 

beyond their initial contribution by citing them as the original source. Working closely with the original 

contributors of age-depth modeling software can accelerate its integration into LANDO, benefiting both 

sides through mutual debugging opportunity. This was the case during this dissertation with all age-

depth modeling software integrated into LANDO, which provided opportunity to collaborate with 

Andrew Parnell, Andrew Dolman, Maarten Blaauw, Bryan Lougheed, and Stephen Obrochta.  

While the LANDO codebase requires some programming knowledge, there is an opportunity to 

convert LANDO into an online application, if deployed with sufficient computing and processing power 

on a web-based infrastructure to run successfully. This would make the application accessible for global 

usage, providing opportunities for geoscientists lacking sufficient computing resources or coding 

expertise. In its design, with its thin user interface and scalable computing system, LANDO is 

comparable to efforts of the PANGEO community (e.g., Odaka et al. 2020; Eynard-Bontemps et al. 

2019) to develop global open-source tools. However, further optimization of LANDO's codebase would 

be needed to enable it to run efficiently on HPC (high-performance computing) platforms, ensuring 

faster and more scalable computational capabilities.  

Relying on an array of age-depth modeling software has revealed a significant subjectivity to 

the incoming parameters, such as age determination and settings, which we highlighted with a case study 

in Chapter 3 (see Chapter 3.3.2 – “Inconsistent Sequence” – Case Study no. 2). To address this issue, 

we adopted the approach of using original data, allowing for direct comparisons with existing literature 

and models, and reducing potential biases introduced by different software settings. By comparing the 

results of individual software, we observed instances where adjustments were required (Chapter 3.2.5.2 

– Detection and filtering of unreasonable models), but these modifications were justified based on 

geological evidence that were not explicitly part of the data but the author’s interpretation. 

It is crucial to acknowledge that while LANDO is an accessible and user-friendly data scientific 

tool, successful application still demands domain-specific geoscientific knowledge and expertise 

grounded in multi-proxy evidence (e.g., elemental data, such as XRF or organic data, and biological 

data, such as diatoms or pollen). Despite this requirement, leveraging the existing data through our 

approach allowed us to preserve valuable information while enhancing our understanding of 

sedimentation rates over the Holocene and Late Pleistocene. The ability to directly compare results and 
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make informed adjustments based on geological evidence has been a significant advantage of this 

project, contributing to a more robust and reliable age-depth modeling process.  

Chapter 2 and Chapter 3 established the groundwork for Chapter 4, incorporating both the data 

from the standardized data collection from the database and the results of the age-depth modeling in the 

form of the corresponding sedimentation rates. Chapter 4 primarily centers on geoscientific aspects, 

while also exploring the potential of machine learning techniques to outperform traditional methods. 

While we have generally found that certain machine learning regression techniques performed well 

when pretested, the small number of data points used for training often limited their overall performance. 

A larger sample size often correlates with better model performance (e.g., Fassnacht et al. 2014; Wisz 

et al. 2008). However, newer techniques emphasize using less data but incorporating deep learning 

techniques (Karpatne et al. 2019; Zhu et al. 2020; Ng et al. 2020). Given that limnology frequently faces 

constraints leading to a limited number of samples for interpretation, it might be worthwhile to consider 

focusing on these innovative approaches in the future to improve resilience and futureproofing.  

 

5.2  Delving into the depths: Uncovering past lake dynamics  

To improve reliability and applicability of our findings on past lake dynamics, leading to robust and 

more widely relevant results, this dissertation focused on a multi-proxy and multi-site approach. 

Throughout all chapters, we have learned that dealing with the heterogeneity and uniqueness of lakes is 

the most difficult challenge to overcome in a multi-site study. While individual studies demonstrate the 

complexity of uncovering the history of a single lake, integrating multiple datasets with unique 

conditions and circumstances within the collection poses even greater challenges. 

We have addressed this challenge with a number of different workarounds. Firstly, to address 

the diverse proxy resolutions resulting from various sampling techniques in individual studies, we 

commonly used bins or intervals to define the impacts of proxies. This has already proven to be an 

effective method in many studies, e.g. Erb et al. (2022), Mottl et al. (2021), Crema and Bevan (2020), 

and  J. Müller and Joos (2020). However, the selection of bin sizes plays a crucial role in adjusting the 

time windows of observation and accurately defining specific moments in time for certain events to 

occur. Opting for a smaller bin size, such as 100 years instead of 1000 years, enables a more granular 

analysis, facilitating the identification of finer patterns and variations within the dataset. However, using 

very small bin sizes also introduces noise or random fluctuations that can obscure the underlying trends 

and make it challenging to distinguish meaningful patterns from random variations. On the other hand, 

larger bin sizes may oversimplify the data, averaging out important variations and potentially 

overlooking significant patterns or events.  

Striking the right balance between bin size and data granularity is crucial to ensure accurate and 

meaningful interpretations in data analysis of past lake dynamics. For instance in Chapter 2 

(“Harmonizing heterogeneous multi-proxy data from lake systems”), we continuously experimented 

with different bin sizes to align them with the available data per bin. However, this became more 
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challenging for data from the Late Pleistocene (11 700 to 21 00 years BP), as data points for proxies 

became scarcer, making it difficult to find suitable matches. Incorporating the Late Pleistocene in our 

analysis had the drawback of increasing the bin sizes compared to what they would have been if we had 

solely focused on the Holocene.  

Chapter 4 (“Effect of temperature on carbon accumulation in northern lake systems over the 

past 21 000 years”) followed a different approach by aggregating data points per geological periods. By 

adopting this method, we were able to take into account the larger spatial context of our research, which 

facilitated the identification of common factors affecting carbon accumulation in lakes. However, one 

drawback of this approach was that the extensive spatial coverage, spanning diverse climate and 

vegetation zones (referring to Chapter 1.2.1), sometimes led to correlations with these individual zones 

instead of the north-south gradient. The situation became even more ambiguous when accounting for 

different lake types and geomorphologies. A potential solution to address this issue would have been to 

expand the sample size by incorporating data from additional lakes of various types and locations, 

allowing for a more comprehensive understanding of the underlying mechanisms. Despite the challenges 

posed by the heterogeneous nature of the data collection, it is remarkable that we successfully identified 

temperature as one of the primary drivers for carbon accumulation in lakes. 

Examining paleotemperature and carbon accumulation trends, we observed significant patterns 

correlating with climatic shifts. During the Last Glacial Maximum (22 000 to 18 000 years BP), we 

found mean OCAR values of 9.47 g m-2 yr-1 at temperatures averaging -12.75°C, ranging from -24.14°C 

to -0.51°C. This trend slightly increased during the Last Deglaciation (18 000 to 14 300 years BP) with 

an OCAR average of 10.53 g m-2 yr-1 and temperatures averaging -10.62°C, fluctuating 

between -20.58°C to 2.12°C. However, we observed higher OCAR values in the Bølling Allerød (14 300 

to 12 700 years BP) and Early Holocene (11 700 to 8 200 years BP) periods, averaging 38.07 g m-2 yr-1 

and 40.68 g m-2 yr-1 respectively. During these intervals, temperatures averaged -4.28°C 

(range: -14.51°C to 1.69°C) and -1.65°C (range: -12.02°C to 8.20°C). In contrast, the Late Holocene 

(4 200 years BP to present) presented the broadest temperature spectrum with an average of 3.37°C, 

spanning from -12.69°C to 14.76°C, yet its mean OCAR was 21.8 g m-2 yr-1. We found that rapid 

warming events lead to high carbon accumulation in lakes. However, as warming progresses, this trend 

appears to change. One explanation, suggested by current observations, is that increased microbial 

activity might trigger greater outgassing as temperatures rise. While this interpretation is consistent with 

some current measurements and predictions  (Walter et al. 2006; Jansen et al. 2022; Kosten et al. 2010; 

Kuhn et al. 2021), its clarity diminishes over longer timescales, which is the main focus of our study. 

Given this, we can cautiously hypothesize that northern lakes will increasingly contribute to atmospheric 

carbon dioxide and methane levels during ongoing climate change11.  

 

 
11 Other studies found that carbon dioxide measurements seem to show more variability depending on the specific lake 

compared to methane measurements. 
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5.3 Conclusion 

In this dissertation, we explored heterogeneous multi-proxy data from multiple sediment cores in the 

Arctic through a data-driven approach, aiming to enhance our knowledge of past environmental 

dynamics of lake systems in this critical region. Harnessing modern data-driven methodologies, our 

results have not only shed light on the intricacies of these lake systems but have also made significant 

advances in progressing our understanding of their historical and contemporary evolutions. 

In Chapter 2, our development of a comprehensive conceptual model for heterogeneous multi-

proxy data confirmed its value in homogenizing datasets and facilitating data transformation for 

comparative analyses. This model has not only enabled the seamless integration and standardization of 

diverse data sources but has also greatly enhanced our understanding of past environmental changes in 

the Arctic by allowing us to effectively use older datasets. 

In Chapter 3, we successfully pioneered a tool within a multi-language Jupyter Notebook, 

bridging multiple modeling systems. This unified framework, combined with the introduction of an 

ensemble age–depth model, has significantly streamlined the age–depth determination process. As 

hypothesized, this approach boosted the accuracy and efficiency of sediment core dating, fostering 

greater comparability of results across various methods. 

Lastly, in Chapter 4, our data-driven approach has unveiled a complex relationship between 

carbon accumulation rates and paleotemperature across a spectrum of lake types. As anticipated, our 

analysis revealed a pronounced correlation between higher temperatures and increased carbon 

accumulation rates in lakes, signifying a positive relationship between temperature and carbon balance. 

Importantly, the influence of factors like permafrost presence, vegetation composition, and specific lake 

attributes on this relationship was evident, underpinning the multifaceted dynamics at play. 

In conclusion, the combined outcomes of this doctoral thesis underscore the invaluable role of 

modern tools and methodologies in deciphering the Arctic's intricate environmental narratives. Through 

our findings, we have not only expanded the boundaries of scientific knowledge but have also laid down 

robust foundations for future endeavors aiming to further dissect the relationships between 

environmental variables in polar regions. 
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Appendix A 

Code and data availability for each chapter 

Chapter 2:  

This chapter used multiple Python scripts for visualization, database connection, calculation, and 

interpolation. The codes are available at GitHub (https://github.com/GPawi/MAYHEM). We provide a 

SQL script to create a blank database following the introduced conceptual data model in the same 

repository. Likewise, readers can find further files containing accessible links to the used datasets and 

contact details for unpublished data in there. Contact details comprise name of research group and 

personal communication address of working group leader. 

 

Chapter 3: 

The LANDO code is accessible on GitHub/Zenodo (https://github.com/GPawi/LANDO; 

https://doi.org/10.5281/zenodo.5734333). We provide five example spreadsheets in the repository for 

users to test the application. The dataset with all dating points used in this study, including their 

references, is accessible via PANGAEA (https://doi.org/10.1594/PANGAEA.945777). 

 

Chapter 4: 

The age determination data and its metadata used for this study are available on Pangaea: 

https://doi.org/10.1594/PANGAEA.945777. Readers can find proxy data published on Pangaea 

(https://pangaea.de/) by searching for each unique CoreID. Codes are available on Zenodo 

(https://doi.org/10.5281/zenodo.7997700). 

https://github.com/GPawi/LANDO
https://doi.org/10.5281/zenodo.5734333
https://doi.org/10.1594/PANGAEA.945777
https://doi.org/10.1594/PANGAEA.945777
https://pangaea.de/
https://doi.org/10.5281/zenodo.7997700
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Appendix B 

 

 
 
Figure B1: Treemaps showing the number of methods used for the proxy analysis of elements (upper left corner, green 

treemap), grain size (upper right corner, blue treemap) and organic carbon (lower red treemap) in the data collection of 70 

unique sediment cores. For elemental data (green treemap), we found that 31 studies used primarily X-ray fluorescence (XRF). 

Five other studies worked solely with inductively coupled plasma optical emission spectrometry (ICP-OES) to determine 

elements. Five datasets provided data both from XRF and ICP-OES analysis. Grain size determination methods (blue treemap) 

included laser diffraction method (LDM), standard sieve-pipette method (SPM), or a combination of LDM and Sedigraph. 

LDM was the most used technique for grain size within the data collection (29 datasets). Data showed that scientists decided 

to use SPM for two sediment cores and both LDM and Sedigraph for one core. 63 studies conducted the analysis of the organic 

content within the sediment (red treemap) with either an elemental analyzer, or through Loss-On-Ignition (LOI). 58 datasets 

used the elemental analyzer for organic carbon determination. A small proportion focused solely on LOI (two datasets). Three 

datasets used a combination of LOI and elemental analyzer. 
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List B1: The following listing contains the core-specific and measurement-specific entities with their attributes for the reference 

implementation. This listing includes a short explanation, the PostgreSQL data type, and - in some cases - an example. 

Underlined attributes are the primary keys of the corresponding entity. Entities ‘participant’, ‘citation’ and ‘storage’ are bridge 

tables. 

1. scientist: 

• scientistid  sequential ID numbering; int4 

• firstname  fully written-out first name of scientist plus the initials of his/her middle 

 names; varchar - example: “George E.A.” 

• lastname  fully written-out last name of scientist; varchar 

• email  email address for contacting scientist; varchar 

• orcid if provided by the scientist, the fully written-out https URI of the “Open 

 Researcher and Contributor IDentifier”, also known as ORCID; varchar(19) - example:  

 0000-0003-1218-177X  
 

2. expedition: 

• expeditionname name of the field campaign / expedition (mostly the region name) or the  

 corresponding project name in English with Latin letters; varchar - example: 

“Chukotka” 

• expeditionyear four digits resembling the year of the expedition; int4  

❖ Foreign Key: scientistid 
 

3. climateclassification: 

• climatezone abbreviation of climate zonation according to Köppen-Geiger, based  on Beck et al.  

 (2018); varchar(3) - example: “Dfc” 

• czdefinition short definition of individual climate zone; varchar - example: “Cold -  Without Dry  

 Season - Cold Summer” 
 

4. vegetationclassification: 

• vegetationzone description of the vegetation in the surrounding area, based on

 classification of vegetation types according to Biskaborn et al. (2015), which is  

 based on the Global Ecological Zones (GEZ) spatial dataset (Food and 

Agriculture Organization [FAO] 2012) and the Bioclimatic subzones in the 

Circumpolar Arctic (Raynold et al., 2019); varchar - example: “Shrub Tundra” 

• vzdefinition short definition of individual vegetation zone; varchar - example: “Less than 5%  

 of ground covered by lichens, mosses and vascular plants – Other location” 
 

5. lakeclassification 

• laketype name of lake type based on Grosse et al. (2013), Lowe and Walker  (2014),  

 and Olefeldt et al. (2016); varchar 

• lakedefinition short definition of lake origin based on their formation; varchar –

 example: “Closed depression formed by settlement of the ground

 following thawing of ice-rich permafrost or the melting of massive ice” 
 

6. lake: 

• lakeid unique lake identifier derived from the HydroLAKES database (Messager et  

 al., 2016; Meyer et al., 2020). In case of absence, unique identifier will be 

assigned; varchar  

• sitename name of the lake in English with Latin letters; varchar 

• country country in which the lake is located in English with Latin letters; 

 varchar 

• lakedepth deepest point of the lake in unit [m]; numeric (6,2) 

• lakeextent approximate area of the lake in unit [km²]; float8 

• catchmentarea approximate area of the catchment supplying the lake with water in unit [km²];  

 float8 

❖ Foreign Key: climatezone, laketypeID, vegetationzone 

 

https://orcid.org/0000-0003-1218-177X
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7. drilling: 

• coreid unique identifier of cumulative core segments from one drilling location; varchar 

• latitude geographical coordinates in unit [decimal degrees, °] from 0° to 90°; numeric (9,6) 

• longitude geographical coordinates in unit [decimal degrees, °] from -180° to 180°; numeric (9,6) 

• waterdepth specific water depth at drilling location in unit [m]; numeric (5,2) 

• corelength cumulative length of core in unit [m]; numeric (5,2) 

• drillingdevice name of drilling device with focus on drilling mechanism, such as push-tube corer,  

piston corer, hammer action corer, gravity corer, Russian peat corer, etc.; varchar - 

example: “UWITEC hammer action gravity corer” 

❖ Foreign Keys: sitename, expeditionname, expeditionyear 

  

8. publication: 

• pubid sequential ID numbering; int4 

• pubshort short text citation similar to the in-text APA citation style; varchar - 

 example: “Raab, 2003” or “Hahne & Melles, 1999” or “Diekmann et al., 2016” 

• citation citation of publication in reference list APA citation style; varchar 

• type type definition - corresponding publication has to be either of type 

 “journal”, “book chapter”, “report” or “thesis”; varchar (12) 

• doi digital object identifier of publication; varchar 

 

9. source 

• fileid sequential ID numbering; int4 

• repository name of the source - either the name of the repository from which the file originates,  

 ‘internal’, or ‘unpublished’; varchar 

• filename fully written-out name of the file containing the information about the  entity; varchar 

• accessible DOI or link to an accessible file containing information about the entity, or name of  

 person, who could provide this file; varchar 

 

10. measurement: 

• measurementid composite key, which combines the unique CoreID with the  composite  

depth of an analytical measurement, plus in some cases indicates, whether 

measurement was a repeated determination; varchar - example: “PG1755 

25.5” or “PG2133 18_duplicate1” 

• compositedepth midpoint centimeter with maximum two decimal digits of corresponding  

 analytical measurement; float8 

❖ Foreign Key: coreid 

 

11.  chironomid: 

• chironomid_taxa species name of chironomid found in one sample at a specific composite  

 depth within one core; varchar 

• chironomid_count raw counts of chironomid head capsules, no percentages; numeric 

❖ Foreign Key: measurementid 

 

12.  diatom: 

• diatom_taxa species name of diatom found in one sample at a specific composite depth within  

 one core; varchar 

• diatom_count raw counts of diatom valves, no percentages; numeric 

❖ Foreign Key: measurementid 

 

13.  pollen: 

• pollen_taxa pollen taxa of grain found in one sample at a specific composite depth within one  

 core; varchar 

• pollen_count raw counts of pollen grains, no percentages; numeric 

❖ Foreign Key: measurementid 
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14.  organic: 

• tn total nitrogen content of sediment sample at a specific composite depth in unit [wt%];  

 numrange 

• tc total carbon content of sediment sample at a specific composite depth in unit [wt%];  

 numrange 

• toc total organic carbon content of sediment sample at a specific composite depth in unit  

 [wt%]; numrange 

• d13c     ratio of stable isotopes 13C to 12C within one sediment sample at a specific composite  

 depth against the Vienna PDB reference in unit [per mil]; numrange 

• water_content water content of sediment sample at a specific composite depth, determined by drying  

 the sample in unit [wt%]; numrange 

❖ Foreign Key: measurementid 

 

15.  grainsize: 

• total_clay total percentage of clay within one sediment sample a specific composite depth in  

 unit [Vol-%]; numeric (4,2) 

• total_silt total percentage of silt within one sediment sample a specific composite depth in  

 unit [Vol-%]; numeric (4,2) 

• fine_silt percentage of the fine silt fraction within one sediment sample a specific composite  

 depth in unit [Vol-%]; numeric (4,2) 

• medium_silt percentage of the medium silt fraction within one sediment sample a specific  

 composite depth in unit [Vol-%]; numeric (4,2) 

• coarse_silt percentage of the coarse silt fraction within one sediment sample a specific  

 composite depth in unit [Vol-%]; numeric (4,2) 

• total_sand total percentage of sand within one sediment sample a specific composite depth in  

 unit [Vol-%]; numeric (4,2) 

• fine_sand percentage of the fine sand fraction within one sediment  sample a specific  

 composite depth in unit [Vol-%]; numeric (4,2) 

• medium_sand percentage of the medium sand fraction within one sediment sample a specific  

 composite depth in unit [Vol-%]; numeric (4,2) 

• coarse_sand percentage of the coarse sand fraction within one sediment sample a specific  

 composite depth in unit [Vol-%]; numeric (4,2) 

• total_gravel total percentage of gravel within one sediment sample a  specific composite depth  

 in unit [Vol-%]; numeric (4,2) 

❖ Foreign Key: measurementid 

 

16.  element: 

• element_name XRF data will be displayed as “_Area”, “_DArea”, and  “_ChiSqr”, while ICP- 

OES data is indicated through “_percent” and “_ppm”; varchar - example: 

“Al_Area”, “Al_DArea”, “Al_ChiSqr”, “Al2O3_percent”, or “Al_ppm” 

• element_value XRF data is given in unit [counts per second, cps], ICP-OES data will either be in  

 unit [%] or [ppm]; numrange 

❖ Foreign Key: measurementid 

 

17.  mineral: 

• mineral_name fully written-out name of mineral from XRD analysis, no abbreviations; varchar 

• mineral_wavelength corresponding wavelength from the selected XRD peak for the mineral in unit  

 [Ångström, Å]; numeric 

• mineral_intensity intensity of the selected XRD peak in unit [counts per second, cps]; int4 

❖ Foreign Key: measurementid 
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18.  agedetermination: 

• thickness thickness of the layer from which the sample for age determination was taken  

 from; numeric 

• labid unique sample identifier that was provided by the laboratory for age  

 determination; varchar 

• lab_location name of city, where laboratory that conducted the analysis resides; varchar 

• material_category one of the eight categories that describes the material best, based on the  

 categories from age depth model “Undatable” (Lougheed and Obrochta 2019); 

varchar (22):  

14C marine fossil - 14C terrestrial fossil - 14C sediment – tephra - tie point – 

paleomag - U/Th - other 

• material_description short description of the used material; varchar  

• material_weight weight of the material that was used for radiocarbon dating in unit [µg]; int4 

• age uncalibrated radiocarbon age in unit [years Before Present (before 1950 AD),  

 uncal yr BP], or Lead-210/Cesium-137 ages as negative values in unit [years 

Before Present (before 1950 AD), yr BP]; numrange 

• age_error error of the uncalibrated radiocarbon age in unit [years, uncal yr], or Lead- 

 210/Cesium-137 age in unit [years, yr]; numeric (7,2) 

• pretreatment_dating some determinations have a special pretreatment of specific fractions, for  

 instance, “SOL” stands for humic acid fraction, which are alkali-soluble; varchar 

- example: “SOL”, “RES”, “TOC”, “AAA”, “A”, “ABA”, or “OSL” 

• reservoir_age additional reservoir effect of dates, also known as hard-water effect or age  

 offset, that was added by the author for correction in unit [yr], if not stated, it is 

assumed to be 0 yr; numeric (7,2) 

• reservoir_error error of reservoir age stated by the author in unit [yr], if not stated, it is assumed  

 to be 0 yr; numeric (7,2) 

❖ Foreign Key: measurementid 

 

19.  modeloutput 

• modeloutput_median median calibrated age from one age depth model for a specific composite  

 depth in unit [cal yr BP]; numeric (8,2) 

• modeloutput_mean mean calibrated age from one age depth model for a specific composite  

 depth in unit [cal yr BP]; numeric (8,2) 

• lower_2_sigma lower 2σ boundary as calibrated age from one age depth model for a  

 specific composite depth in unit [cal yr BP]; numeric (8,2) 

• lower_1_sigma lower 1σ boundary as calibrated age from one age depth model for a  

 specific composite depth in unit [cal yr BP]; numeric (8,2) 

• upper_1_sigma upper 1σ boundary as calibrated age from one age depth model for a  

 specific composite depth in unit [cal yr BP]; numeric (8,2) 

• upper_2_sigma upper 2σ boundary as calibrated age from one age depth model for a  

 specific composite depth in unit [cal yr BP]; numeric (8,2) 

• model_name name of the applied age depth modeling software / package; varchar –  

 example: “Undateable”, “Bacon”, “Bchron”, “OxCal”, or “Clam” 

❖ Foreign Key: measurementid 

 

20.  storage  

• entity name of measurement-specific entity; varchar 

❖ Foreign Key: coreid, fileID 

 

21.  participant  

❖ Foreign Key: coreid, scientistid 

 

22.  citation 

❖ Foreign Key: coreid, pubid 
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Appendix C 
 

 

 

Figure C1: Optimized models for 33 published sediment cores displayed for each modeling system as weighted average median 

sedimentation rate (in centimeter per year, cm yr-1 – y axis) binned into 1000-year bins (in calibrated years Before Present, cal. 

yr BP, i.e. before 1950 CE – x axis) for the last 21 000 years. Bold lines indicate the weighted average median sedimentation 

rate for all models, while shaded areas are their respective 1σ and 2σ ranges in the same colors with different opacities. Each 

grid cell contains the unique core identifier of each involved sediment core. In seven cases, the letters below each number give 

the name of the independent proxy used for optimization process. 
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Figure C2: Boxplot representing the overall two-sigma ranges (in years) for each model within our data collection of 55 

sediment cores. We examined the modeling results over the entire length of each individual sediment core. 

 

 

Figure C3: Boxplot representing the 2σ ranges (in years) of each model around 11 700 yr BP for our data collection of 55 

sediment cores. We examined the period from 11 600 to 11 800 yr BP to enable a comparison with the 100-year-binned model 

results. 
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Figure C4 – Color vision deficiency plot for sediment core EN18208 (OSL and 14C data from Vyse et al. (2020b)) generated 

by LANDO. Equivalent to panel (a) of Figure 3.3 in the main publication, the left plot shows the age-depth models for 

EN18208, whereas the right plot displays the results from the sedimentation rate calculation for each modeling system. The 

difference to Figure 3 is that each modeling system has received a different line style and shading to help differentiate between 

the models. Instead of representing the median age and median sedimentation rate of all models by solid lines, the various line 

styles shall support the interpretation of age-depth models for people with color vision deficiency. Furthermore, each shading 

characterizes both 1σ and 2σ ranges for the individual models with decreasing opacities, respectively. 

  



124 
 

Table C1: Overview of the screening results for whether modeling systems were able to use age determination data to create 

an age-depth model. Label “CHECK” refers to a successful modeling process, while label “FAIL” indicates an unsuccessful 

process.  

CoreID Undatable Bchron hamstr Bacon clam 

16-KP-04-L19 CHECK CHECK CHECK CHECK CHECK 

2008-3 CHECK CHECK CHECK CHECK CHECK 

BC2008 CHECK CHECK CHECK CHECK FAIL 

BL02-2007 CHECK CHECK CHECK CHECK CHECK 

BN2016-1 CHECK CHECK CHECK CHECK CHECK 

Chupa-8 CHECK CHECK CHECK CHECK CHECK 

Co1309 CHECK CHECK CHECK CHECK FAIL 

Co1412 CHECK CHECK CHECK CHECK FAIL 

CON01-603-5 CHECK CHECK CHECK CHECK CHECK 

Dolgoe2012 CHECK CHECK CHECK CHECK CHECK 

EN18208 CHECK CHECK CHECK CHECK FAIL 

EN18218 CHECK CHECK CHECK CHECK CHECK 

ESM-1 CHECK CHECK CHECK CHECK CHECK 

KAS-1 CHECK CHECK CHECK CHECK CHECK 

Korzhino2010 FAIL CHECK CHECK CHECK CHECK 

LENDERY180-4 CHECK CHECK CHECK CHECK CHECK 

LENDERY192 CHECK CHECK CHECK CHECK CHECK 

LENDERY200-1 CHECK CHECK CHECK CHECK CHECK 

LENDERY203-3 CHECK CHECK CHECK CHECK CHECK 

LOT83-7 CHECK CHECK CHECK CHECK CHECK 

LS-9 CHECK CHECK CHECK CHECK CHECK 

Maloye-1 CHECK CHECK CHECK CHECK CHECK 

MC2006 CHECK CHECK CHECK CHECK CHECK 

Muan2018 CHECK CHECK CHECK CHECK CHECK 

Okun2018 FAIL  CHECK CHECK CHECK CHECK 

OSIN CHECK CHECK CHECK CHECK CHECK 

PER3 CHECK CHECK CHECK CHECK CHECK 

PG1111 CHECK CHECK CHECK CHECK FAIL 

PG1205 CHECK CHECK CHECK CHECK CHECK 

PG1214 CHECK CHECK CHECK CHECK CHECK 

PG1228 CHECK CHECK CHECK CHECK FAIL 

PG1238 CHECK CHECK CHECK CHECK CHECK 

PG1341 CHECK CHECK CHECK CHECK FAIL 

PG1351 CHECK CHECK CHECK CHECK CHECK 

PG1437 CHECK CHECK CHECK CHECK FAIL 

PG1746 CHECK CHECK CHECK CHECK CHECK 

PG1755 CHECK CHECK CHECK CHECK FAIL 

PG1756 CHECK CHECK CHECK CHECK CHECK 

PG1856 CHECK CHECK CHECK CHECK CHECK 

PG1857 CHECK CHECK CHECK CHECK CHECK 

PG1858 CHECK CHECK CHECK CHECK CHECK 

PG1890 CHECK CHECK CHECK CHECK CHECK 

PG1972 CHECK CHECK CHECK CHECK CHECK 

PG1975 CHECK CHECK CHECK CHECK FAIL 

PG1984 CHECK CHECK CHECK CHECK CHECK 

PG2023 CHECK CHECK CHECK CHECK CHECK 
PG2133 CHECK CHECK CHECK CHECK FAIL 

PG2201 CHECK CHECK CHECK CHECK FAIL 

PG2208 CHECK CHECK CHECK CHECK FAIL 

Tel2006 CHECK CHECK CHECK CHECK FAIL 

Teriberka17 CHECK CHECK CHECK CHECK CHECK 

TKT-3 CHECK CHECK CHECK CHECK CHECK 

TL-1-1 CHECK CHECK CHECK CHECK CHECK 

TULOMA27 FAIL CHECK CHECK CHECK CHECK 

UKhau2015 CHECK CHECK CHECK CHECK CHECK 
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Table C2: Runtime for each model for case study CS1 (“Continuously deposited sequence”) and CS2 (“Inconsistent sequence”) 

split into their individual steps. Both case studies ran ten times in our test setup. The presented values are the mean value and 

their standard deviation. Note: a) Within our test setup, we let Bacon adjust the default values automatically. For the 

“Continuously deposited sequence” case study (CS1), Bacon changed the accumulation rate prior mean (“acc.mean”) to 50 yr 

cm-1 and the thickness to 4. In the “Inconsistent sequence” case study (CS2), Bacon adjusted the “acc.mean” to the same value 

(50 yr cm-1), but increased the thickness to 10 to account for the length of the sediment core, which resulted in a reduction of 

runtime. b) For both case studies, we used our “best fit” option within clam. For the “Inconsistent sequence” case study, 

LANDO could not find a best fit with the clam models, hence, our program skipped both “Aggregation” and “Sedimentation 

Rate Calculation” (SRC) step. 

 

Case Study  

“Continuously 

deposited sequence”  

CS1 

“Inconsistent 

sequence” CS2 

Length of selected sediment cores [m] 6.53 10.76 

Execution time [s]   

 Reservoir correction  39.87 ± 0.39 45.39 ± 0.55 

 Undatable   

 Preparation 0.40 ± 0.01  0.40 ± 0.02 

 Execution 8.58 ± 0.16 10.39 ± 0.43 

 Aggregation 0.36 ± 0.01 0.55 ± 0.01 

 SRC 18.35 ± 0.18 34.62 ± 0.12 

 Bchron   

 Preparation 0.10 ± 0.00 0.10 ± 0.00 

 Execution 166.89 ± 0.55 193.42 ± 1.94 

 Aggregation 1.86 ± 0.02 3.07 ± 0.10 

 SRC 18.82 ± 0.13 35.77 ± 0.95 

 hamstr   

 Preparation 0.10 ± 0.01 0.10 ± 0.01 

 Execution 93.37 ± 0.58 118.90 ± 1.90 

 Aggregation 2.93 ± 0.02 4.21 ± 0.01 

 SRC 18.70 ± 0.08 35.48 ± 0.66 

 Bacon   

 Preparation 0.10 ± 0.01 0.11 ± 0.01 

 Execution a) 1220.62 ± 4.08 a) 657.46 ± 3.48 

 Aggregation 2.99 ± 0.01 4.25 ± 0.03 

 SRC 18.71 ± 0.14 36.07 ± 0.91 

 clam    

 Preparation 0.05 ± 0.01 0.05 ± 0.01 

 Execution 193.72 ± 2.88 217.64 ± 4.43 

 Aggregation 1.96 ± 0.06 b) 0.04 ± 0.00 

 SRC 19.39 ± 0.40 b) 0.04 ± 0.00 

Overall execution time [min] 30.46 ± 0.16 23.30 ± 0.26 
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Appendix D 
 

Supplementary Equations 

Equations following the notation of Kaliappan et al. (2021), where “P” is the predicted value, “A” stands 

for the actual value, “N” represents the total number of data points.  

a) Mean Absolute Error: 𝑀𝐴𝐸 =  
1

𝑁
∑ |𝑃𝑖 − 𝐴𝑖|𝑁

𝑖=1  

b) Relative Absolute Error: 𝑅𝐴𝐸 =  
[∑ (𝑃𝑖−𝐴𝑖)²𝑁

𝑖=1 ]
1

2⁄

[∑ 𝐴𝑖²𝑁
𝑖=1 ]

1
2⁄

 

c) Mean Square Error: 𝑀𝑆𝐸 =  ∑
(𝑃𝑖−𝐴𝑖)²

𝑁
𝑁
𝑖=1  

d) Root Mean Squared Error: 𝑅𝑀𝑆𝐸 =  √∑
(𝑃𝑖−𝐴𝑖)²

𝑁
𝑁
𝑖=1  

e) Root Relative Squared Error:  𝑅𝑅𝑆𝐸 =  √
∑ (𝑃𝑖− 𝐴𝑖)²𝑁

𝑖=1

∑ (𝐴𝑖− 𝐴̅)𝑁
𝑖=1 ²

  with 𝐴̅ =  
1

𝑁
 ∑ 𝐴𝑖

𝑁
𝑖=1  
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Figure D1: Model prediction results for dry bulk density against total organic carbon (TOC) for all methods used in this study. 

Directly measured dry bulk density (blue circles) and dry bulk density derived from measured wet bulk density (black circles) 

data are the same across all subplots. Green circles represents predicted dry bulk density values for each prediction method, 

where all input values were available. Red circles are estimated mean dry bulk density values for each prediction method with 

grain size data based on beta distribution for clay and silt. 
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Figure D2: Q-Q plot for untransformed and z-transformed temperature and OCAR data to check for normality. More linearity 

means more likely to be normally distributed. 
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Figure D3: Correlation between OCAR and lake parameters plus the correlation between mean OCAR and vegetation 
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Figure D4: Comparison between the results of the log-linear model with existing formulas from the literature referenced in the 

publication 
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