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Preface

The HPI Future SOC Lab is a cooperation of the Hasso Plattner Institute (HPI) and
industry partners. Its mission is to enable and promote exchange and interaction
between the research community and the industry partners.

The HPI Future SOC Lab provides researchers with free of charge access to a com-
plete infrastructure of state of the art hard and software. This infrastructure includes
components, which might be too expensive for an ordinary research environment,
such as servers with up to 64 cores and 2TB main memory. The offerings address
researchers particularly from but not limited to the areas of computer science and
business information systems. Main areas of research include cloud computing, par-
allelization, and In-Memory technologies.

This technical report presents results of research projects executed in 2019. Selected
projects have presented their results on April 9th and November 12th 2019 at the
Future SOC Lab Day events.
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Scalable Global Membarriers for Multicore Systems

Robert Kuban1, Randolf Rotta1, and Jörg Nolte1

Distributed Systems & Operating Systems
Brandenburgische Technische Universität Cottbus-Senftenberg

{firstname.lastname}@b-tu.de

Multicasts are a crucial component of consistency mechanisms. For exam-
ple, some memory reclamation protocols use multicasts to observe the
memory reservations of all cores without frequent costly fence instructions.
Highly dynamic receiver groups incur a high overhead for maintaining
multicast trees. Thus, sequential propagation is used in practice, which
results in linear scaling latency. This project evaluates a mechanism that
archives logarithmic scaling without continuously maintaining multicast
trees. The impact on latency and throughput is evaluated with user-space
Read-Copy-Update benchmarks by extending the membarrier system call
of the Linux kernel. On sufficiently large systems, these strategies outper-
form the conventional sequential propagation with reasonable impact on
the throughput.

1 Introduction

The membarrier multicast was introduced in the context of the user-space Read-
Copy-Update library.1 It interrupts all cores that are currently used by the target
process in order to perform a local full memory barrier [6] such as the mfence
instruction on x86 processors. The multicast is synchronous by waiting for an ac-
knowledgement from each affected core.

The main use of the membarrier multicast is to replace frequent but slow full
memory barriers bymuch faster compiler barriers. Just when a core actually needs to
observe the other cores’ state, it issues the membarrier multicast in order to perform
the missing memory barrier on each core. This approach is, for example, applied in
uRCU to speed up readers because the read lock and unlock primitives can avoid the
costly full memory barrier. Just the infrequent update operations actually observe
these locks through applying the membarrier multicast.

The membarrier system call was proposed by Mathieu Desnoyers2 and it was
included in the Linux kernel with version 4.3. Memory reclamation schemes that
publish memory reservations, for example with hazard pointers [3] or intervall-
based memory reclamation [9], can also benefit from the membarrier multicast.
Finally, the TLB shootdown, which invalidates address translation caches of affected

1http://liburcu.org/ (last accessed 2020-04-01).
2https://lkml.org/lkml/2010/1/6/500 (last accessed 2020-04-01).
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cores, uses a similar mechanism and, thus, can benefit from faster multicasts. In fact,
Dice, Herlihy and Kogan [3] used the TLB shootdownmechanisms as an improvised
memory barrier.

Although the membarrier multicast helps to increase the throughput on the fast
path, the latency impact of the multicast itself on the slow path should not be ne-
glected: The time needed to identify all relevant cores, to interrupt them for their local
memory barrier, and to collect their acknowledgements increases with the number
of cores. For instance, on a 72-core system, a multicast across all cores took around
20𝜇s. For comparison, MPI’s latency for small messages is in the range of 1-2𝜇s via
Infiniband nowadays.3 In theory, multicasts require just logarithmically growing la-
tency by using trees [1, 4, 5, 7]. However, the highly dynamic receiver groups incur a
high overhead for maintaining such trees and, thus, sequential propagation with just
linear scaling is used in practice. If, for example, a sequence of RCU updates requires
ordering, at least one membarrier multicast is needed after each update. Thus, the
huge multicast completion latency easily dominates the latency of the overall update
operation.

This paper reports the evaluation of algorithms that reduce the latency of themem-
barrier multicast. The recursive construction of multicast trees of Bruck et al. [2] is
adapted to the Linux kernel with dynamic groups of cores and compared against the
conventional sequential propagation. The results show that the on-the-fly creation
of multicast trees can indeed reduce the multicast latency and enable logarithmic
scaling. However, the throughput scalability for concurrent multicasts is slightly
worse than with the sequential propagation.

2 Shared Memory Multicast Implementations

This section outlines two different approaches to implementing multicasts in shared
memory. The first is the conventional approach of the Linux kernel, which sequen-
tially propagates the messages and acknowledgements. Subsequently, an approach
that propagates messages along an on-the-fly binomial tree topology is described.

2.1 Conventional Sequential Propagation

The Linux implementation of themembarrier system call sequentially scans themask
of online cores for cores that have to participate in the full memory barrier. Then, it
uses call_function_many to enqueue a small task in the task queue of each re-
ceiver and to send an inter-processor interrupt (IPI). The interrupt handler executes
the enqueued tasks. The membarrier task just performs the local full memory barrier
and acknowledges its completion by setting a flag in the task.

3See, for example http://mvapich.cse.ohio-state.edu/performance/pt_to_pt/.
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3 Evaluation

Consequently, the execution of the tasks is carried out in parallel, but sending
the tasks and collecting the acknowledgements is sequential. Thus, the membarrier
multicast latency should scale linearly with the number of cores.

2.2 On-The-Fly Multicast Tree

Our implementation of the membarrier system call replaces the sequential multicast
mechanisms against a tree-basedmulticast for dynamic receiver groups. Each process
requires an individual multicast tree, which spans all cores that currently execute a
thread of the process. Updating these treeswhenever the scheduler switches between
processes would incur a huge overhead. Instead, the multicast tree is constructed on
the fly and in parallel just when needed.

As it turns out, the recursive construction of binomial multicast trees as described
by Bruck et al. [2] meets these requirements: Each participant in the multicast re-
ceives a set of subordinate participants along with the multicast message. One half
of this set is delegated to the next subordinate participant and this is repeated until
the set is empty. The implementation reuses the existing multicast subsystem and
its task messages. Because receiver cores shall propagate the message further, they
need additional information about the ID range of subordinate cores and the own
predecessor. The predecessor is used to aggregate the acknowledgments towards
the root of the tree, similar to software tree combining [8].

The originalmembarrier implementation, called ”private expedited”, scans through
all cores in order to find the cores that need to receive the multicast because they
execute a thread of the caller’s process. However, we discovered that this is not nec-
essary because Linux already keeps track of this information in a cpu mask for each
address space. The evaluation covers the original and simplified variant.

3 Evaluation

The evaluation was conducted at the HPI Future SOC Lab on a 4-socket machine
with 18-core Intel Xeon CPU E7-8890 v3 processors (2.50GHz), which provides 72
physical cores or 144 hardware threads in total.

The Linux kernel version 4.16.7 was extended with the newmulticast implementa-
tion. The modified kernel is evaluated bare-metal without virtualization in order to
exclude noise from hypervisors and para-virtualization. Throughout the evaluation,
all threads are pinned to a dedicated core in the following order: The threads are
first assigned to the first hardware thread of each core of the first NUMA domain,
then the second NUMA domain, and so on. After 72 threads have been bound to
the cores, the binding repeats with the second hardware thread of each core.

The first subsection reports on the latency of individual multicasts for the fol-
lowing variants: The original Linux implementation of the membarrier system call
(flat+scan), an implementation using the cpu mask instead of scanning all cores
(flat+mask), and the on-the-fly tree implementation (tree+mask). In the second sub-

3
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Figure 1:Median membarrier latency in microsecond for varying number of receiver
threads

section, the impact on throughput is evaluated with application-level benchmarks
from the uRCU library.

3.1 Multicast Latency

All threads that participate in a measurement, excluding the first thread, are run-
ning in an idle loop such that the multicast interrupt actually preempts a running
application. The first thread measures the latency of a single membarrier system
call. For orientation, the latency of the mprotect system call, which performs a
TLB shootdown multicast, is included. This system call uses the Linux multicast
implementation and the cpu mask similar to our flat+mask variant.

Figure 1 shows the latency across a growing number of participating cores. For
the flat variants and the unmodified mprotect TLB shootdown, the latency scales
mostly linearly with the number of cores. As to be expected, the latency of the tree-
based multicast tree+mask is roughly logarithmic. Surprisingly, crossing NUMA
domains does not seem to have a notable effect. The latency increases drastically
when beginning to include the second hardware thread of the cores. tree+mask seems
to be more robust against this effect.

The former benchmark only measures the latency of a single multicast in isolation.
The second benchmark utilizes three groups of threads in order to assess the impact
of concurrent multicasts. Only a single thread carries out the measurements. In
parallel, a variable number of threads is repeatedly invoking the membarrier system
call. Like before, the remaining threads execute the idle loop.

Figure 2 shows the latency for different numbers of threads and increasing number
of concurrentmulticasts. The latency of the original Linuxmulticast implementations
scales linearly with the number of concurrent multicasts. In contrast, the tree-based
multicast shows a visible impact and jitter.

This can be explained as follows: In the flat variant, solely the initiator spends time
for sending the multicast messages. Thus, concurrent multicasts are perfectly paral-
lelized without any additional overhead for the tree construction. In the tree-based
multicast, the effort of sending up to 𝑂(log𝑛) messages is delegated to another core.
Whenever such tasks from concurrent multicasts hit the same core, the propagation
of these multicasts is delayed while their initiator is just waiting for the acknowledge-
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Figure 2: Median latency of concurrent membarrier calls in microseconds for a vary-
ing number of writer threads that invoke the membarrier system call
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Figure 3: uRCU reader throughput with varying frequency of write operations. Ver-
tical lines denote the maximal frequencies archived with each implementation.

ment. Even though our implementation begins the tree construction at individual
offsets in the cpu mask in order to mitigate this bottleneck, the impact was strong in
this micro-benchmark as can be seen with the 72-core case in Figure 2.

3.2 Impact on uRCU Throughput

This section examines the influence of the membarrier variants on the throughput
of uRCU applications. To this end, two different multi-threaded throughput micro-
benchmarks using the uRCU library have been implemented. The first benchmark
examines the impact of a single writer on reader the throughput. The second bench-
mark examines the throughput with a mix of read and write operations.

Fixed frequency. The first benchmark has a single writer thread that calls syn-
chronize_rcu with a configurable frequency. It simulates a system where reads
dominate the workload, but might be disturbed by the multicast implementation.

Figure 3 shows the read operation throughput for varying write frequencies. Up
to 10kHz, there is only a minor impact (< 1.25%) on reader throughput compared to
the conventional implementation of membarrier. Beyond 10kHz, the reader through-
put of both alternative implementations drops slightly faster than for the default
implementation. At the maximal frequency of standard implementation the reader
throughput is decreased by less than 10%. Because the tree-based implementation
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Figure 4: uRCU throughput with varying write to read ratio
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Figure 5: uRCU throughput with varying write to read ratio normalized to flat+scan

of membarrier has a much smaller latency at large thread counts, a major increase
in maximal frequency of synchronize_rcu can be observed. However, even at the
maximal frequency for tree-based multicast, the reader throughput is decreased by
less than 15%.

Operation mix. This benchmark uses a configurable ratio between read and write
operations in the range from 0‰ to 2.5‰ write operations. It represents a system
under full load with a rate of internally generated write events. The read throughput
decreases rapidly when the ratio of write operations raises because the membarrier
in each write operation has a huge latency compared to read accesses. Even if the
write operations make up a small amount of the total operations, the throughput is
easely dominated by the cost of the write operations. Hence, the evaluation shows
relativly small ratios of writers to readers.

For this benchmark, all waiting inside synchronize_rcu has been modified to
use only user-space spinlocks. Otherwise, on the used benchmarkmachine, the hard-
coded constant URCU_WAIT_ATTEMPTS will always lead to waiting in a Linux futex
and then sleeping in 10𝜇s intervals using the poll system call. The sequential futex
notification of all batched threads that called synchronize_rcu would present a
significant bottleneck with just linear scaling.

Figure 4 shows the throughput for a growing percentage of write operations and
Figure 5 show the same as speedup relative to the conventional flat+scan variant.
The tree-based variants can improve the overall throughput by a factor up to 1.48 for

6
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72 threads and up to factor 1.77 for 144 threads. The flat implementation using the
mask archives a speedup up to 1.55 for 36 threads and 1.16 for 72 threads.

When comparing the speedup it becomes obvious that the throughput is heavily
influenced by the latency of membarrier. This is caused by the batching employed
by the uRCU library, which restricts the number of writes per thread to a fixed rate
based on the cost of the synchronize_rcu.

4 Conclusions

This project evaluated a shared-memory multicast mechanisms for highly dynamic
multicast groups by comparison to the conventional membarrier multicast imple-
mentation in the Linux kernel.

The latency benchmarks show an improvement of the underlying multicast mech-
anism. Indeed, logarithmic scaling over the number of receiver cores is possible even
when constructing the tree topology on the fly. In contrast to previous benchmarks
on older processors, the 72-core machine of the HPI Future SOC Lab exhibits no
throughput bottleneck in the processor’s interrupt delivery such that the logarithmic
scaling of the parallel propagation of the multicast is actually visible.

The user-space RCU micro-benchmark shows that the throughput is not inhibited
much by the tree-basedmulticast compared to the best sequentialmulticast. However,
it is still inconclusive if real-world applications can actually benefit from the lower
latency.

Our next step is to investigate the application of the on-the-fly tree construction for
the TLB invalidation multicast. This should enable a throughput improvement for
applications that are sensitive to the latency of changes to the logical address space
and page mapping. For example, multi-threaded out-of-core computations such as
map-reduce frameworks might benefit.

Acknowledgement This work was supported by the German Research Foundation
(DFG) under grant no. NO 625/7-2.
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QRS detection in electrocardiograms (ECGs) is prerequisite for further
analyses of ECG data. New technologies in ECG recording devices create
new challenges for QRS detectors in terms of noise tolerance. Based on re-
cent developments in QRS detectors based on artificial neural networks, we
propose a method for assessing how certain a detection of a QRS complex
is in the presence of noise.

1 Introduction

Electrocardiography (ECG) is a technique used to measure the electrical activity of
the heart producing an artifact called electrocardiogram (also abbreviated ECG).
ECGs are widely used for diagnosis of cardiac diseases and conditions [9, p. 26].
While some conditions are complex and need multiple ECG leads for proper diag-
nosis, others are to be determined algorithmically using only a single lead.

The QRS complex (see figure 1 at sample 100) is the most dominant feature of the
ECG signal corresponding to the contraction of the hearts left and right ventricle
[9, p. 37]. Detecting the QRS complex in an ECG signal is important in terms of
determining heart rate, heart rate variability [8] and clustering or classifying heart
beats according to their origin [7].

With new technologies in ECG recording devices face the problem of detecting
QRS complexes in data having a low signal-to-noise ratio without the option of
switching data source by using another lead. We build on top of recent develop-
ments in QRS detection based on artificial neural networks to propose a method for
assessing the certainty of QRS detection. For each detected QRS complex we com-
pare the neural networks output with an rectified version of the output. This can be
used to detect and cope with noise in the signal. We demonstrate the usefulness of
this method by showing how reasonable selection of a certainty threshold improves
detection.

2 Challenges

With ECG-enabled smart watches [6] and ECGpatch devices [1]we face the problem
of QRS detection under the special conditions of:
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1. ECG recordings with only a single lead since there are only two electrodes for
measuring differences in electric potential (voltage) involved, and

2. Low signal-to-noise ratios since electrodes are located either
• In smart watches: Very distal on the limbs and hence contaminated with

muscle noise due to movement, or
• In ECG patch devices: Very close to each other and hence having low

differences in electric potential (voltage) and therefore low signal ampli-
tudes.

Moody et al. [4] define 4 different sources and types of noise. Baseline Wander
which is low frequency noise caused by motion of the subject. Electrode Motionwhich
is noise in frequency range of the ECG signal caused by mechanical forces acting on
the electrodes. Muscle Movement which is also noise in frequency range of the ECG
signal but caused by muscle activity of the subject. Power Line Interference which is
high frequency noise (usually 50𝐻𝑧, 60𝐻𝑧 or multiples of these) caused by sources
of alternating current near the ECG recorder or its cables.

Baseline wander and power line interference can easily be removed by digital
filters (e.g. bandpass filter with a passband between 5𝐻𝑧 and 15𝐻𝑧) [5]. Electrode
motions and muscle movements are in the frequency range of the ECG signal and
can hence not be removed by frequency filters. Thus we have to deal with these types
of noise differently.

3 Approach

There are different approaches to algorithmic QRS detection involving techniques
from digital signal processing (e.g. digital filters) or mathematical domain (e.g.
Hilbert transform) [3]. The historical background of these approaches reaches back
to the first implementation of a QRS detector in 1985 by Pan and Tompkins [5].
Consequently, there has been much research in this field and thus these approaches
are well investigated. We want to perform our investigations in the field of ANN-
based QRS detectors since great improvements in this field where made only in
recent developments (compare [2] and [10]).

Project Idea Wewant to assess under which circumstances QRS detection becomes
unreliable due to the presence of noise. For this we want to define a metric for as-
sessing the certainty of QRS detection by an ANN-based QRS detector. Furthermore,
we want to investigate how QRS detection can be improved in noise-contaminated
single-channel ECG data using this metric.

State of the Art Utilizing artificial neural networks (ANNs) for QRS detection was
first proposed in 1997 by [2]. Our work is based the convolutional neural network
architecture proposed by [10] in 2018.

For ANN-based QRS detection, the following steps are performed:
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3 Approach

1. Take for each sample of the ECG signal a neighborhood (“window”) of 𝑛
samples as representative.

2. Use the ANN to classify each window whether a QRS complex is visible on
the window (class 1) or not (class 0).

3. Interpret the classification information as a new signal (“trigger signal”) ide-
ally having a square pulse shape. Parts of the trigger signal with value 1
(“plateaus”) represent parts of the ECG signal with a QRS complex. However,
in the presence of noise the trigger signal degenerates and thus differs from
the expected square pulse shape, making it harder to find the QRS complexes.

Assessing Certainty Previous works focusses largely on preprocessing of the ECG
signal and neural network architectures. Hence, we focus on postprocessing, i.e.
interpreting the trigger signal in the presence of noise.

We propose assessing the certainty of each detected QRS complex by comparing
the plateau found in the trigger signal with the expected ideal square pulse shape.
Figure 1 shows the original (flawed) trigger signal and the square pulse shape we
generated from it using a rectification step involving discretization and ripple re-
moval.

Figure 1: The original (flawed) trigger signal (orange) presents a shape that greatly
differs from a square pulse shape. Using a rectification step we produced a rectified
trigger signal (green) presenting a perfect square pulse shape.

Equation (1) shows the definition of certainty 𝐶𝑖, where 𝑖 is the number of the
corresponding plateau, 𝑏𝑖 and 𝑒𝑖 are the sample numbers where the plateau begins
and ends, 𝑓 𝑡𝑠 is the flawed trigger signal and 𝑟𝑡𝑠 is the rectified trigger signal.
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𝐶𝑖 =

𝑒𝑖
∫
𝑏𝑖

𝑓 𝑡𝑠(𝑥)𝑑𝑥

𝑒𝑖
∫
𝑏𝑖

𝑟𝑡𝑠(𝑥)𝑑𝑥
(1)

4 Findings

We found, that we can not only use certainty to find noise-contaminated parts of the
ECG signal but also to improve the performance (in terms of metrics like sensitivity,
positive predictive value and F1 score) be selecting a proper certainty threshold 𝑐𝑡.
Detected QRS complexes with an associated certainty below 𝑐𝑡 are rejected while
those with certainty above or equal 𝑐𝑡 are retained.

Suitable values for 𝑐𝑡 can be found by plotting the number of QRS complexes
found (#𝑄𝑅𝑆) subject to 𝑐𝑡. Figure 2 shows this plot. For low 𝑐𝑡 there are many QRS
complexes found, some of which are false positives caused by noise. For high 𝑐𝑡 there
are few QRS complexes found and there are false negatives, i.e. QRS complexes that
should have been detected but are in fact not. For intermediate 𝑐𝑡 there is an area
of low slope where wrongly detected QRS complexes caused by noise are already
removed but actual QRS complexes are still retained.

Figure 2: #𝑄𝑅𝑆 subject to 𝑐𝑡 for ECG signals with SNR = 6dB. The curve exhibits an
area of low slope in the middle indicating reasonable certainty thresholds are values
between 0.1 and 0.8. Lower values cause false positives (too high #𝑄𝑅𝑆), higher
values cause false negatives (too low #𝑄𝑅𝑆).

Figure 3 shows performance metrics subject to 𝑐𝑡 using the same values for 𝑐𝑡 as in
figure 2. This shows that performance, measured as F1 score which is the harmonic
mean of sensitivity and positive predictive value, has its maximum value in the same
𝑐𝑡 range as figure 2 shows the area of low slope.

12



5 Used Future SOC Lab Resources

Figure 3: Sensitivity, positive predictive value and F1 score subject to 𝑐𝑡 for ECG
signals with SNR = 6𝑑𝐵. This plot shows that 𝑐𝑡 values producing the area of low
slope in figure 2 correspond to high detection performance.

5 Used Future SOC Lab Resources

We used the GPU clusters of the Future SOC Lab for training the artificial neural
networks. Software used for this is Keras1 on Python2 using Tensorflow.3

6 Next Steps

Our next step is to use certainty assessment as proposed in this work for comparing
the QRS detection performance in single-lead ECGs with the performance on multi-
lead data to find out how and when single-lead ECG appliances become unreliable.
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Many real world networks fromdifferent domains share the same structural
properties. So far, there only exist models which reproduce these properties
via a random process and thus have only limited explanatory power. In
contrast to this, we have developed an agent-based game-theoretic model
which promises a better explanation of the structure of real world networks.
Our newmodelwas investigated in computationally demanding large-scale
experiments performed on the hardware of the HPI Future SOC Lab.

1 Introduction

Complex networks from the Internet to various (online) social networks have a huge
impact on our lives and it is thus an important research challenge to understand these
networks and the forces that shape them. The emergence of the Internet has kindled
the interdisciplinary field of Network Science [3], which is devoted to analyzing and
understanding real-world networks.

Extensive research, e.g. [1, 3, 4, 6, 14, 17, 18], on real world networks from many
different domains like communication networks, social networks, protein-protein
interaction networks, neural networks, etc. has revealed the astonishing fact that
most of these networks share the following basic properties:

• Small-world property: The diameter and average distances in these networks are
logarithmic in the number of nodes or even smaller.

• Clustering: Two nodes which are both adjacent to a third node have a high prob-
ability of being neighbors themselves, i.e. real networks contain an abundance
of triangles and small cliques.

• Power-law degree distribution: In real networks the probability that a node has
degree 𝑘 is proportional to 𝑘−𝛽, for some constant 2 ≤ 𝛽 ≤ 5. That is, the degree
distribution follows a power-law. Such networks are called scale-free networks.

The phenomenon that real world networks from different domains are very similar
calls for a scientific explanation, i.e. formal models which generate networks with
the above properties from very simple rules.

Many such models have been proposed, most prominently the preferential at-
tachment model [4], the Chung-Lu random graph model [8], hyperbolic random
graphs [13, 15] and geometric inhomogenous random graphs [5]. However, all these
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models describe a purely random process which eventually outputs a network hav-
ing realistic properties. On the one hand, this is desirable for sampling such networks,
e.g. for testing algorithms on them, but on the other hand having a purely random
process yields only a limited explanation of the structure of real world networks.
Most real world networks evolved over time by the interaction of various rational
agents. In case of the Internet the selfish agents correspond to the Internet Service
Providers which control the Autonomous Systems, in case of social networks, the
agents are people or companies who choose carefully with whom to connect. Thus, a
model with higher explanatory power should consider rational selfish agents which
use and modify the network to their advantage. Such models are at the core of the
young field of Algorithmic Game Theory [19, 20].

2 Networks via Game Theory

In game-theoretic models for network formation selfish agents are associated to
nodes of a network. Each agent chooses as strategy any subset of other agents to form
a link to. The union of all links which are chosen by some player then determines
the links of the created network.

The individual goal of each agent is modeled via a cost function, which typically
consists of costs for creating links and of a service cost term, which measures the
perceived quality of the created network for the individual agent, e.g. the service cost
could be the sum of distances to all other agents [12] or just the number of reachable
agents [2].

Any assignment of strategies to agents is considered an outcome of the game.
Among all those outcomes the so-called equilibria are particularly interesting. In
an equilibrium no agent wants to change her current strategy, given that all other
players’ strategies are fixed, i.e. no agent can reduce her costs in the current situation
by forming another set of links. Analyzing the structure of such equilibriumnetworks
then ideally yields insights into why real world networks exhibit the mentioned
properties.

So far, such game-theoretic approaches can explain the small-world property, that
is, it was proven that the diameter of all equilibrium networks is small [11]. How-
ever, to the best of our knowledge, no known game-theoretic model can explain the
emergence of clustering and a power-law degree distribution. Thus, it is still an open
problem to find and validate such a model.

3 Aims of the Project

Building on our previous work [7, 10, 16], we have developed a new game-theoretic
model, called strategic network augmentation, which promises to solve the open prob-
lem. Initial experiments performed on the Future SOC Lab compute cluster [21, 22]
revealed that the obtained equilibrium networks from our newmodel have the small-
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world property, show significant clustering and the node degree distribution seems
to be governed by a power-law. Moreover, our experiments established that certain
minimum number of nodes is needed to reliably generate the desired properties. It
turned out that experiments with 𝑛 = 1000 nodes are rather inconclusive but that
experiments with 𝑛 ≥ 20000 nodes yield valuable insights. This raised the question
of reinvestigating the parameter space of the model for 𝑛 ≥ 20000 nodes.

As first step towards this goal we wanted to evaluate a core ingredient of our
game-theoretic model: the behavior of the selfish agents, in particular, whether in
any step of the process the active selfish agents selects his best possible improving
strategy, or simply the first improving strategy found via greedy local search. For
this, we wanted to compare the outcomes of both processes with respect to various
properties such as the obtained power-law exponent, the obtained clustering, the
number of edges in the created networks and the number of rounds until the process
converged.

4 Used Future SOC Lab Resources

The experiments were run on the high-performance cluster of the HPI Future SOC
Lab. The cluster consisted of 22 nodes with 80 cores each and 1TB of memory each.1
The experiments were run via the slurm job scheduler on all nodes in parallel.

In total we generated over 10000 networkswith 1000 to 100000 nodes and extracted
various properties along the way to monitor the process. Later, we analyzed the
generated networks using various metrics.

5 Findings

The experiments revealed that both variants—greedy strategy choice and best pos-
sible strategy choice— reliably generated a power-law exponent between 2.1 and
2.6. However, in the greedy version the results are much more concentrated around
exponent 2.2 (See figure 1).

Regarding the average local clustering coefficient, the difference between greedy
and best possible strategy choice seems insignificant. This is interesting, since we
expected a higher clustering coefficient in the best strategy version. However, the
experiments revealed a tendency towards the latter, i.e., the mean average local
clustering coefficient is slightly higher in the best strategy version compared to the
greedy strategy version (See figure 2).

As expected, the number of rounds until the process converged to an equilibrium
network turned out to be lower in the best strategy version compared to greedy strat-
egy choice. Our experiments revealed that best strategy choice is roughly 25% faster

1Further hardware specifics can be found here: https://hpi.de/en/research/future-soc-lab/
equipment.html (last accessed 2020-04-01)
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Figure 1: Comparison of the obtained power-law exponents
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Figure 2: Comparison of the obtained average local clustering coefficient
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6 Next Steps

than greedy strategy choice. This is interesting, since each strategy change in the best
strategy version is computationally much more demanding. In total computation
time, it turned out that the best strategy version takes more computation time until
convergence compared to the greedy version.
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Figure 3: Comparison of the convergence speed

6 Next Steps

We made the first step towards a systematic reinvestigation of the relationship be-
tween specific parameter settings and obtained network properties. As next steps, we
want to reconsider different parameter choices for influencing the achieved power-
law exponent and the clustering. Moreover, we expect that the obtained clustering
can also be influenced by a modified strategy choice of the agents.

We have also observed other realistic properties of the equilibrium networks gen-
erated by strategic network augmentation. These need to be further investigated.
One example of an additional realistic property is the appearance of a so-called rich
club [9], which means that the high degree nodes form a connected subgraph. An-
other example is that our generated networks seem to be resilient against node or
edge failure, also commonly observed in real networks. Here it would be interesting
to investigate the influence of greedy versus best strategy choices on these properties.

Last but not least, we want to validate our models with data from real networks.
That is, we want to measure if real networks are close to being in equilibrium in our
setting and we want to use time series of real networks to investigate if our models
predict the right structural changes over time.
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1 Project idea

The prevailing international scientific opinion on climate change is that human activ-
ities resulted in substantial global warming from mid-20𝑡ℎ century, and that contin-
ued growth in greenhouse gas concentrations, caused by human-induced emissions,
is mainly (direct or indirectly) due to energy consumption. The sector where en-
ergy consumption has grown tremendously is IT (Information Technologies). On
one hand, datacentres that host cloud services are becoming huge warehouses with
lot of servers, additional electronic equipment and complex cooling systems. These
computers and telecommunications networks are today primarily responsible for
electronical energy consumption caused by datacentres, which maintain the quality
of Internet service in operation. Giving more capacity to these datacentres usually
meansmore cloud servers and consequently additional more equipment and cooling
are needed, too. On the other hand, the increasing number of users, especially due
to the popularization of cloud services, produced continuously capacity problems
at datacentres due to performance requirements [3, 4]. Thus, a new challenge di-
rectly related to this research area emerges: the energy efficiency of cloud servers.
WEEVILS project is aimed by this combination of these topics. Our main project
objectives are:

1. The characterization of the performance and energy consumption from consol-
idated servers through benchmarking and monitoring techniques.

2. Modelling the energy consumption patterns and performance of consolidated
servers. We shall infer models of such energy, performance and virtualization,
together.

3. Performing several comparative studies of benchmarking between physical
and virtual servers.

4. The validation of our performance-oriented previous findings and energy effi-
ciency virtualization models through experimentations in real datacenters, as
HPI Future SOC Lab.

The WEEVILS project is defined as the extension of the previous one (WEEVIL)
developed using the HPI Future SOC Lab infrastructure (RX600S5-1 server).
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Then, the research question we attempt to answer in this project extension is:
“How to determine the performance degradation of physical servers due to Virtual
Machine Consolidation?”

2 Used Future SOC Lab resources

In order to answer the research question, we design a methodology based in the
following stages:

1. To characterize the performance of physical servers through benchmarking
and monitoring techniques [5].

2. Identify the sources of virtual machine consolidation overhead.

3. Measuring and quantifying the virtual machine consolidation overhead.

4. Discussing and analysing the results.

The exposed methodology was performed in the HPI Future SOC Lab infrastruc-
ture, specifically in the rx600s5-1 server which hardware has 48 CPUs and 1024 GB
of RAM memory. In table 1 we can see the actions developed in each stage and the
correspondent outcome.

Table 1: Actions developed in each stage and its outcomes

Stage Action Outcome

Stage 1 Characterizing the performance of
PM through benchmarking and
monitoring techniques

PM’s performance when con-
solidating virtual machines

Stage 2 Identification of overhead sources Description of virtual ma-
chine consolidation overheads

Stage 3 Measuring and quantifying the vir-
tual machine consolidation over-
head inHPI infrastructure andUIB’s
servers

Overheads’ quantification

Stage 4 Discussion and results’ analysis Comparison between UIB and
HPI servers in terms of over-
heads

24



3 Findings

3 Findings

In previous section we explain the stages we perform to answer the research ques-
tion, as well as the developed actions and its outcomes. We [2] define the virtual
machine consolidation overhead as the extra work that the system has to perform in
order to manage the consolidated virtual machines. As a consequence, we identified
two sources of overhead. The former is coming from the fact of having an hypervi-
sor (𝑂𝑉𝑣), and the later is from the fact of having more than one allocated virtual
machine (𝑂𝑉𝑐).

In figure 1, figure 2, figure 3, and figure 4 the graphical representation of the
overheads’ sources are represented. We can observe that the HPI infrastructure has
less overhead due to the consolidated virtualmachines due to the amount of available
resources. On the contrary, the hypervisor installed on the HPI infrastructure needs
to manage more resources, and as a consequence, the overhead due to this fact is
higher than the T430 server one (from the UIB) [1].

Publications

The use of the HPI infrastructure collaborates to develop the following research
works:

• B. Bermejo, C. Juiz, and C Guerrero. “On the Linearity of Performance and
Energy at Virtual Machine Consolidation: the CiS2 Index for CPU Workload
in Server Saturation”. In: Proceedings of the IEEE 20th International Confer-
ence on High Performance Computing and Communications. Exeter, UK, 2018,
pages 928– 933.

• B. Bermejo, C. Juiz, and C. Guerrero. “Virtualization and consolidation: a sys-
tematic review of the past 10 years of research on energy and performance”.
In: The Journal of Supercomputing (2018). ISSN: 1573-0484.
https://doi.org/10.1007/s11227-018-2613-1.

• B. Bermejo, C. Juiz, andN. Thomas, “On the virtualization overhead and energy
consumption in consolidated servers.” In:UK-Performance EngineeringWorkshop
(UKPEW). Newcastle upon Tyne, UK, 2018.

4 Next steps

In this project we attempt to answer the research question: “How to determine the
performance degradation of physical servers due to Virtual Machine Consolida-
tion?”. For that, we design a methodology based on monitoring and benchmarking
techniques and we apply it to our servers and then, we extend the experiment to
HPI infrastructure.

The HPI allows us to extend the work and also to obtain more accurate results
and conclusions. Due to that, there are very interesting research questions that we
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Figure 1: Descomposed response time for T430 server

Figure 2: Descomposed response time for HPI infrastructure
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4 Next steps

Figure 3: Descomposed response time for T430 server (in %)

Figure 4: Descomposed response time for HPI infrastructure (in %)
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would like to answer with the support to the HPI infrastructure. The questions are
the following:

• How the behaviour of 𝑂𝑉𝑣 and 𝑂𝑉𝑐 under different hypervisors is?

• Could be generalize the behaviour of the virtual machine consolidation over-
head?

In order to answer the proposed questions, we will apply for a new project in the
Hasso Plattner Institute in order to use the HPI Future SOC Lab’s IT infrastructure.
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Nowadays, the musical genre can be very ample and in some cases, creates
discussions about what a person would consider it as only one particular
genre. This kind of classification makes machine learning algorithms strug-
gle to analyse it correctly. However, some new technologies like Generative
AlgorithmNetworks could be manipulated and used as a classification tool
to try to solve problem. Helping to identify correctly a particular kind of
music focusing only in identifying the most important genre of a music.

1 Introduction

The musical field has different information that can be extracted and an interesting
field to be analysed [4]. However, its features are complex for a classification tool as
one feature can be common between two or more genres. Different approaches have
being used, such as the usage of sentiment analyses of the lyrics [10]. In this work,
we suggest some modifications in the Generative Algorithm Networks in order to
allow it to be used as a classification tool and identify the major musical genre from
a song.

Contributions

The contributions expected from this work is the usage of Generative adversarial
network (GAN) [5] to be used as classification tool for the identification of the
main musical genre from a song. This research combines two musical datasets The
Million Song Dataset (MSD) [1] and Last.fm dataset [9]. The MSD contains features
extracted from one million songs. The Last.fm dataset gives the genre of the music
based on the opinion from humans. In addition, this research compares K-Means [3],
T-SNE [11], SVM [2] and Random Forest [6] and analyse the results from each of
these methods.
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2 Context

Music genre classification have already being studied in the past using different
approaches. One of the approaches uses sentiment analyses from the lyrics of the
musics [4]. Another approach to classify the musical genre is the usage of random
forest [7] or K-Means [8]. The results from all these studies proved it is possible to
use an algorithm to solve this issue. However, there are some newer approaches that
could be used on these datasets and it opens the opportunity to verify the quality of
them against these datasets. Also, these datasets normally do not contain the audio
of the music, just information about the songs and their metadata, whichmakes even
more difficult for the classification.

3 Problem

Themusical genre classification is a complex problem, once that different individuals
can have distinct opinions about the samemusic. An individual can consider a music
as Pop-Rock while another would consider it as only Rock. However, in most cases
the chosen genres are co-related, which allows the usage of one common genre to
be the primary. Another difficulty is the similarity between the features identified in
the dataset. These similarities can mislead the correct classification of a song.

Specific Problem

In the MSD, there is no audio to be analysed. This research uses only the information
provided by the dataset. One key piece of information is missing from the MSD, the
genre. This information is provided by the last.FM dataset. Together, both datasets
generate a new dataset that can be analysed. The merging of these datasets provides
extra information from a single song such as its beats, bars, tatums, danceability,
loudness and many other information.

4 Solution

Machine Learning can be used to solve this problem. It is possible to train the system
to learn to identify a particular genre from a song. There are several approaches
that can be used such as GAN, random forest, K-Means. This research applies some
of them, makes a comparison between them and suggests a new approach. This
research uses GAN since this type of network tries to verify if an entry from the
dataset is part or not of a particular group of individuals. This research modifies the
original GAN with clusterization of data. As a classification tool, this research uses
K-Means.

30



5 Implementation

Specific Solution

The GAN is an unsupervised learning method for neural networks. GAN normally
is used to generate and analyse clusters of data. In this research the method was
changed to support classification.

5 Implementation

This research, is on its initial stages. In this initial phase, the docker imagewas created
with the scikit and Jupyter Notebooks. The following activities have been performed
in the docker image:

• Dataset Manipulation;

• Usage of K-Means;

• Usage of Random Forest;

• Usage of GAN;

All of these activities were executed at same time as the research is on its initial phase.
As the research matures, some of the activities will be used for analysis only.

5.1 Dataset Manipulation

The MSD contains a million files separated in folders by the music name. Each file is
a .h5 that contains all the information related each music. Most of the them contains
all the possible information. The first step was read all files with all possible valid
features in a unique file that could be used in Jupyter Notebook. In addition, the
original files does not contain the musical genre. This information is in a separate
dataset. The key between both datasets is an ID. As a first test, only the beats_con-
fidence of the files was used to try to classify the songs in the different possible
genres.

5.2 K-Means

K-Means splits the dataset into genres and then map the different clusters with the
most common genre found to confirm that the group found was an specific genre.
Because it’s an unsupervised learning, this could give the ability to give multiples
genres, depending on the distance of the centroids found.

5.3 Random Forest

Random Forest, as the name suggest, is a tree creator that tries to use the features
found as parameters to decide were and how deep the entry should go in the tree.
With the training dataset, the tree is created and then a new test entry is passed. It

31



Joao Sauer, Leandro dos Santos Coelh: The GAN usage in classification problems

decides which node in the tree belongs and returns its result. This is a supervised
method and because of this, the results are unique. Together with Random Forest,
two other methods, from the same package, were used: SVM and Kernel SVM. The
expectation would be to use them as a comparative for the Random Forest method.

5.4 GAN

GAN is an unsupervised learningmethod for neural networks. Themodel consists of
two networks. A generator that generates the data from a noise vector, and a discrim-
inator that discriminates between a generated data and a real data. The interesting
part is that once the network is trained it can generate the data from random noise
that can be used to identify the correct genre for that particular data.

6 Evaluation

Because the project has just started the evaluation was not yet used. It was imple-
mented using the default options from scikit-learn, as shown in listing 1.

Listing 1: Code used for evaluation

1 print("Accuracy:",metrics.accuracy_score(Y_test, Y_pred))
2 print("f1_score:",metrics.f1_score(Y_test, Y_pred))
3 print("recall_score:",metrics.recall_score(Y_test, Y_pred))
4 print("precision_score:",metrics.precision_score(Y_test, Y_pred))

The results can be looked at table 1. The GAN network was not evaluated at this
stage of the research.

Table 1: Results Evaluation

K-Means Random Forest SVC Kernel SVC

accuracy 0.056 0.529 0.338 0.519
f1_score 0.056 0.529 0.338 0.519

recall_score 0.056 0.529 0.338 0.519
precision_score 0.056 0.529 0.338 0.519

Another important point to be noticed was the usage of the confusion matrix
against the random forest tests. This can be seen in figure 1 below:
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7 Conclusion

Figure 1: Confusion Matrix for Random Forest

7 Conclusion

As explained before, this work has just started. The development is still a work in
progress. There are several work to be done, as showed by the results obtained so
far. The dataset features are not the best ones to be used right now and its necessary
to have a better approach of selecting them. On the other hand, it’s possible to say
that the GAN can be changed to fit the proposed work.
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In this paper we introduce the Graph Object Log Format (GOLF) de-
signed to tackle the normalization of event logs into serializable sub-graphs
particualrly in the context of Security InformationEventManagement (SIEM)
system where the underlying data is expected to be highly connected and
correlated.

1 Introduction

SANS Institute identified the completeness of normalized events, correlation of log
data and the normalization of events as challenging problems of traditional SIEM
systems in its 9th log management survey report [12].

Normalization is the process of transforming heterogeneous data sources and for-
mats into a standardized representation. In the field of security, normalization is the
processing of collected log files from multiple network devices or services on a host
into a unified representation suitable for signature matching and correlation [10].

Jaeger et al. [4] identifies rulematching as themost commonnormalizationmethod
and suggested the idea of hierarchical parsing. Rainer Gerhards supports this obser-
vation and suggests radix tries as an alternative normalization method with better
performance characteristics.

2 Graph-based Normalization

Events are commonly represented as rows in a data frame. While this representation
is used to create index structures, group events by properties and do machine learn-
ing on derived attributes, tables lack a way of natively expressing correlation. Due
to this, it is often required to perform complex joins on the tables. This is of special
importance when event and OSINT/TI data should be combined.

Some log formats have moved to hierarchical data formats, where the data struc-
ture is represented as a key-value tree. While hierarchical formats allow the encapsu-
lation of objects, only parent-children relationships can be expressed. For log events,
this would require additional redundancy as correlated events would need to embed
their counterparts in many-to-many relationships.
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An alternative to tabular- and tree-based data formats are graphs. Graphs can
natively express the relationships between different entities. In the world of log data,
especially the analysis of network-related events between different actors has the
potential to benefit from a graph-based representation. To capture attributes of the
viewed entities, one can create a property graph. This type of graph adds key-value
pairs to nodes or edges.

From Events to Relationships

Many applications create log files containing references to other services. Further-
more one could see an event as list of entities with particular relationship, e.g. a
successful authentication event could be represented as two entities with an edge,
i.e., a user authenticating with a system.

In consequence, it is possible tomodel events as subgraphs.Normalization systems
could incorporate a postprocessing step, which transforms data into subgraphs as
an additional output of the normalization subsystem.

Figure 1: An example for a relationship graph
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3 GOLF: Graph Object Log Format

In today’s world where distributed systems and microservice architecture have re-
placed the majority of the traditional systems, serialization has become an important
topic when it comes to efficiency and performance.

In this regard JSON is known to provide great interoperability among components
within the systems, especially with NoSQL databases like Elasticsearch. Some of the
most widely used JSON serializers are The popular C++ implementation by Niels
Lohmann [6] and RapidJSON. [14] presents a benchmark of major JSON serializers.

However, even optimized JSON-based serialization requires around 20% of the
total execution time during event normalization, indicating a computational ineffi-
ciency of this used format. This CPU utilization is not only required in the initial
step in the pipeline but for each service, which needs to decode the input, process it
and then encode it again. In addition, JSON is well-known to be an inefficient format
in terms of storage compared to binary representations—especially numbers are
encoded in a very inefficient way, due to the use of the numeric UTF-8 representa-
tion. While graphs can be expressed as JSON using the GraphSON format [13], this
representation might not fulfill the requirements of a big data platform.

Many file formats try to resolve the issues of the time and space requirements.
Major competitors to JSON include XML (respective GraphML), Protobuf, and Avro.
Maeda analyzed the performance of object serialization libraries in [7] and identified
Protobuf as the best tradeoff between object size, serialization and deserialization
time. While Avro provided the smallest serialization objects, its performance for en-
and decoding has been in the middle of the compared formats.

As an alternative to these existing and standardized formats, this thesis suggests
a time- and space-efficient format, that is dedicated to the problem domain of log
event data, called GOLF—the Graph Object Log Format. As with e.g. Protobuf and
Avro, the format should benefit from a pre-shared data model and is encoded in
binary. As only subgraphs need to be transmitted, it is possible to build the system
around nodes, edges and key-value attributes on both nodes and edges. Frequently,
application-specific data can be represented in a more efficient way. This allows the
encoding of e.g. IP addresses as 32-bit (IPv4) or 64-bit (IPv6) integers or ports as
16-bit integers. These binary representations only require a few bytes instead of one
byte per digit or character and should be added in a modular way.

It should be possible to add additional types of values. The data model can be
specified by the possible types of nodes, edges and attribute keys. Later steps in the
processing pipeline might integrate the event subgraph into a greater context. For
this, a hash-based correlation of nodes and edges might require the introduction of
unique identifiers. In addition to that, time ranges might be added as a star-schema-
modeled node hierarchy, attached to the corresponding nodes of a subgraph.

GOLF is based on a binary format, which has a header containing the used revision
of the format, a CRC checksum for all following fields, the timestamp of processing,
a byte-encoded 128 bit UUID for the processed event and source together with an
identifier of the matching chain. It is possible to specify up to 256 revisions before
additional version identification fields need to be introduced. The timestamp is a 64-
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bit UNIX timestamp, which allows expressing time up to the year 292, 277, 026, 596.
The UUID allows deduplication in different parts of the platform. With the source
and chain identifiers, it is possible to specify up to 264 different log sources and
232 different regular expression chains. After this header, the format specifies the
number of nodes and edges transferred. It is possible to encode up to 216 nodes and
232 edges.

Two dynamically-sized blocks contain the node and edge payload. Nodes consist
of an identifier, which specifies the type with reference to the data model and a set
of key-value pairs, where each key corresponds to a data model reference ID and
the value is encoded depending on the type associated with the used key. GOLF
allows up to 216 different node types, which limits the complexity of the data model.
Each node can hold up to 216 key-value pairs, which is also the limitation for the
maximum number of possible keys. It is possible to store up to 232 bytes per value.

The second block contains edges. As each node has its own identifier, it is possible
to specify a directed edge between two node IDs. Attributes for nodes are encoded
as attributes for edges. As a data model can carry different semantics for nodes and
edges, it is possible to encode 216 additional pairs and keys for edges.

Figure 2: Memory Layout for GOLF
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4 Graph-based Threat Detection

Asmentioned it is important to develop an ontology of possible node and edge types
along with a specification of the key and value types. This is then used to derive
GOLF. Examples of such ontologies could be found at [3].

In consequence, in case of an incident, it is possible to trace the threat and its
activities based on the interactions with network resources. This concept can be
transferred to host systems, file and process structures [8].

Graph algorithms can operate on the discovered infrastructure relationships and
help to detect lateral movements of APT actors in corporate networks [5]. Derived
network graphs can also help to analyze the impact of vulnerabilities [1]. Eberle
et al. [2] showed in 2010, that a graphmodel of access operations allows the detection
of insider threats. Najafi et al. [9] used belief propagation on entity graphs derived
from log data and seeded with TI information to find potentially malicious entities
based on the hypothesis of infrastructure reuse.

5 Discussion and Future Work

GOLF only provides a reduced form of extensibility due to the undefined pre-
exchange of the underlying data model and the focus on event serialization. While
losing the ability to express arbitrary contents, GOLF has a very small message size
footprint and allows faster encoding and decoding due to the unpacking into native
memory-aligned structures. As a result of this, GOLF is a special-purpose network
and file format for the transmission of event subgraphs. The storage on a file system
requires additional effort to provide an encapsulation format, which allows the par-
allel processing of the files itself along with partitioning and archival capabilities.
Network-oriented applications require additional encapsulation layers like Kafka or
the TCP protocol. For network-based applications, additional security mechanisms –
especially encryption and authentication – are mandatory.

Table 1: GOLF Comparison

Name Standard
C++,
Python,
Java

self-
contained

Efficient
Encod-
ing

Custom
Types

Encoding
speed Size

JSON 4 4 4 8 8 slow large
Graphson 4 4 4 8 8 slow large
Protobuf 4 4 8 4 8 fast medium
XML 4 4 4 8 8 slow large
GraphML 4 4 4 8 8 slow large
Avro 4 4 8 4 8 medium small
GOLF 8 8 8 4 4 fast small
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Further work needs to be taken into account when evaluating the efficiency of
different formats. Especially Protobuf, Avro and GOLF provide the potential to solve
common bottlenecks in implementations. As Protobuf and Avro use reflection in
many of their implementations, GOLF might provide a benefit for just-in-time com-
piled languages. In addition to that, an advanced data models and ontologies should
be used to provide a true benefit for graph algorithms. For the scope of the imple-
mentations described in this work, serialization has been implemented using the
hierarchical OLF [11] format without the need for graph-based serialization. Future
implementations should evaluate Protobuf as a dictionary and GOLF as a graph-
based format.

6 Conclusion

In this research, we investigated the applicability of graph-based normalization for
event logs particularly in the context of SIEM systems. We next introduced GOLF
designed to tackle the serialization issue for graph based objects. Lastlywe concluded
with some discussion and highlight for future work extending GOLF and graph-
based normalization for more feasible implementations.
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As pointed out by Zadeh, the mission of fuzzy logic in the era of big data
is to create a relevant summary of huge amounts of data and facilitate
decision making. In this study, elements of fuzzy set theory are used to cre-
ate a visual summary of telecom data, which gives a comprehensive idea
concerning the desirability of boosting an operator’s presence in different
neighborhoods and regions. The data used for validation cover historical
mobility in a region of Sweden during a week. Fuzzy logic allows us to
model inherently relative characteristics, such as “a tall man” or “a beauti-
ful woman”, and importantly it also defines “anchors”, the situations (char-
acterized with the value of the membership function for the characteristic)
under which the relative notion receives a unique crisp interpretation. We
propose color coding of the membership value for the relative notions such
as “the desirability of boosting operator’s presence in the neighborhood”
and “how well the operator is doing in the region”. The corresponding
regions on the map (e.g., postcode zones or larger groupings) are colored
in different shades passing from green (1) though yellow (0.5) to red (0).
The color hues pass a clear intuitive message making the summary easy to
grasp.

1 Introduction

Currently, a technology is wanted that is capable of creating a useful summary of
multitudes of data. Such a summary was desired to be made in a natural language,
but at the same time with a mathematical precision preserved.

Contributions

In our previous research [2, 3, 4, 5] we proposed two types of queries on geode-
mographic data: 1) the desirability of different geodemographic segments, and 2)
operator’s current success compared to the best theoretically possible. In both cases
the queries return the value of the membership function that is further interpreted.
Both types of queries rely on the outcome of the resource allocation module, which
operated in the following manner. The problem is that of finding an optimal com-
bination of user segments, given that we want to maximize the overall number of
users, who consume finite resources. This problem belongs to a classical family of
resource allocation problems for which solutions are found with linear program-
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ming (LP) [1]. The LP is defined by the decision variables, the objective function and
the restrictions. The idea has been to complement such data summaries with visual
summaries (especially that a map is better seen than read about) with intuitively
clear color symbolism.

Figure 1: A graphical summary of the telecom operator’s presense in the region

2 Geospatial and Geodemographic Data

The study has been conducted on anonymized geospatial and geodemographic data
provided by a Scandinavian telecommunication operator. The data consist of CDRs
(Call Detail Records) containing historical location data and calls made during one
week in a midsized region in Sweden with more than 1000 radio cells. Several cells
can be located on the same antenna. The cell density varies in different areas and
is higher in city centers, compared to rural areas. The locations of 27010 clients are
registered together with the identification of the cells that served them. The client’s
location is registered every 5 minutes. In the periods when a client does not generate
any traffic, she does not make any impact on the infrastructure and such periods
of inactivity are not relevant in the light of the resource allocation analysis. These
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3 Results and Conclusions

periods are not used in the present study. Every client in the database is labeled
with her geodemographic segment. The fields of the database used in this study
are: the cells IDs with the information about the users they served at different time
instants, the location coordinates of the cells, the time stamp of every event that
generated traffic, and the ID of the user that originated the event, and the MOSAIC
geodemographic segment for each client. There are 14 MOSAIC segments present
in the database.

3 Results and Conclusions

Instead of tables with fractions in the range of [0,1] representing the scoring of “suc-
cess regarding infrastructure exploitation” or “desirability of boosting presence in
different neighborhoods”, the analyst is presented with a colored map. Transmitting
information about geographic zones is much handier with colored maps compared
to tables <postcode, fraction> or verbal descriptions. The use of such a representa-
tion can vary. In Fig. 1, the color of the round tag on the geographic zone symbolizes
the operator’s marketing success. The table with the mapping of colour to the value
in the interval [0,1] is currently done relying on hand-crafted heuristics, and we are
working to define such a generic and justifiable association.
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Software testing plays an important role in providing evidence for the cor-
rectness of software systems. Due to the costs and complexity of testing
such systems, tests are often automatically generated using search-based
techniques. The goal of this project is to improve the generation of test
suites for mobile applications by adapting existing search techniques based
on results from fitness landscape analyses. In this report, we discuss the
research context of this project and initial experiments we are conducting
in the Future SOC Lab.

1 Introduction

To provide evidence for the correctness of software systems, testing plays an im-
portant role, in practice [3, 7] as well as in software engineering research where
it is an active topic of research. In the context of search-based software engineer-
ing [5], researchers investigate the automated, search-based generation of test data
and test suites because manual testing of software systems is complex, costly, and
time-consuming [4, 8].

One application area of automated, search-based generation of test suites are mo-
bile applications (apps) [2, 7]. In this area, one approach is Sapienz that has dis-
covered bugs (in terms of crashes) in roughly every third Android app that has
been tested [7]. This illustrates the relevance of testing and the need to continuously
improve test generation approaches.

2 Research Context

In search-based testing, tests are automatically generated by heuristics that – guided
by a fitness function – search for optimal tests. The heuristic or generally search tech-
nique that is used in an approach is often selected and configured in black-box fashion
because the characteristics of the search problem are unknown. Consequently, the
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expected performance of a search technique is also unknown. In practice, two possi-
ble options of selecting and configuring a search technique are typically used: (1) try
out different techniques to identify which one works best for the given problem, or
(2) select a popular technique and use its default configuration. Option (1) has the
drawback of being costly and time-consuming, and option (2) does not guarantee
that the selected technique works well on different specific problems such as differ-
ent apps (cf. no-free-lunch theorems for search [11, 12]). This requires selecting and
configuring search techniques based on the specific search problem, among others,
given by the app under test.

For this purpose, we aim for a better understanding of the search problem by
analyzing the fitness landscape [6, 9]. These analysis results will provide feedback
for selecting and especially configuring the search technique for a test generation
approach so that better tests are generated, for instance, with respect to achieved
coverage and number of revealed faults.

Particularly, we consider the application area of generating test suites for Android
apps and aim for improving the state-of-the-art approach Sapienz [7]. Therefore, we
plan a large study of testing the top 1000 apps of the Google Play store. This study
will further provide a report about the state of the practice in how reliable today’s
most popular apps are.

The interested reader is referred to [10] for a refined discussion of the research
problem and goals of this project.

3 Initial Experiments and Preliminary Results

Based on a preliminary fitness landscape analysis of generating test suites for apps,
we adapted the search technique of Sapienz. These adaptations aim at preserving the
diversity of test suites during the search in order to eventually generate better tests. To
evaluate these adaptations, we are currently conducting an initial experiment using
the 68 app benchmark collected by Choudhary et al. [2]. In this experiment, we
perform a head-to-head comparison between the original and the adapted Sapienz.

The use of this benchmark is motivated by two aspects. First, the apps of the
benchmark are open source so thatwe are able tomeasure the code coverage achieved
by the generated tests. This coveragemetric is more fine-grained and precise than the
activity coverage to assess the effectiveness of different test generation approaches.
Second, this benchmark can be seen as an initial test of our work before scaling up
to 1000 apps.

Preliminary results indicate that our adapted version of Sapienz is able to reveal
more faults than the original Sapienz. Given a time budget of one hour to generate
tests for each app, the adapted Sapienz revealed in total 166 faults while the original
Sapienz revealed 140 faults for all 68 apps. These preliminary results are promising
and need to be refined considering the other objectives (fitness dimensions) of test
suites, which are length of test sequences and achieved (code) coverage.
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The experiments were performed on eight blade servers (hum nodes) of the HPI Fu-
ture SOC Lab. To parallelize the execution, at any point in time during an experiment
one app was tested on each server. For each server, the evaluations of test suites (i.e.,
the execution of multiple test suites) for one app was parallelized by running ten
Android emulators concurrently (cf. deployment and distribution model [10]).

5 Conclusion and Next Steps

In this report, we have discussed the research context (cf. [10]) and our initial ex-
periments. As the next steps, we will extend the experiments to enable an inferen-
tial statistical analysis of the results. This requires repetitions (around 30 [1]) of
the experiments to obtain a sample of runs for the statistical analysis. The analysis
will provide solid evidence for the improvements of test suite generation for apps
achieved by our work. Moreover, we will run the large-scale study in the Future SOC
Lab that scales the experiment to Google Play’s top 1000 apps.
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Virtualization became a commonly used technology in datacenters during
the last decade. Live migration is an essential feature in most of the clusters
hypervisors. Live migration process has a cost that includes the migration
time, downtime, IP network overhead, CPU overhead and power consump-
tion. This migration cost cannot be ignored, however datacenter admins
do live migration without expectations about the resultant cost. Several
research papers have discussed this problem, however they could not pro-
vide a practical model that can be easily implemented for cost prediction
in VMware environments. In this paper, we propose a machine learning
approach for live migration cost prediction in VMware environments. The
proposed approach is implemented as a VMware PowerCLI script that can
be easily implemented and run in any vCenter Server Cluster to do data col-
lection of previous migrations statistics, train the machine learning models
and then predict livemigration cost. Testing results show how the proposed
framework can predict live migration time, network throughput and power
consumption cost with accurate results and for different kinds of workloads.
This helps datacenters admins to have better planning for their VMware
environments live migrations.

1 Introduction

Datacenter resource virtualization is commonly used by IT administrators during
the last decade. Running virtual or software defined machines has shown higher
availability, rapid scaling, better resource utilization and more cost efficiency. Live
migration of virtual machines is a key feature in virtual environments and cloud
computing datacenters. Using live migration, virtual machines can be moved from
a physical host to another while the applications are running online. This is because
live migration causes negligible service interruption during the migration process.
Servers load balance, power saving, fault tolerance and dynamic virtual machines
allocation are all dependent on live migration [1]. During the live migration process,
the VM CPU cache, memory pages and IO buffers contents are migrated. However
the storage content is shared between the source and the target servers, so storage
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content is not migrated. Live migration is supported by VMware (vMotion), Xen
(XenMotion), Microsoft Hyper-V and KVM.

For the best of our knowledge, until now live migration is done by datacenter
admins with no expectations about the migration cost. So the admins do the live
migrations and then see the impact of it on the network, CPU, memory and power
consumption. This leads sometimes to facing failures in live migration, bottlenecks
in the datacenter infrastructure resources, and downgrade in the VM services avail-
ability due to longer down time. These problems happen especially for largememory
VMs migrations.

In this paper, we propose a practical machine learning framework for live migra-
tion cost modelling and prediction in VMware environments. The proposed frame-
work starts with data collection about the history of live migrations that have run in
the cluster during the past 12 hours, then use the collected statistics for models train-
ing. After training the models, the prediction phase can start to estimate the future
live migration requests cost. This should help the datacenters admins to estimate
the cost of single or multiple VMs live migration before proceeding with it. This
means better live migration tasks planning, less resources bottlenecks and so higher
service availability during live migration. Machine learning is a subset of Artificial
Intelligence (AI) which is now used in many applications that touch our daily life ac-
tivities including health care, retail, social networks, aerospace, autonomous driving
and IT industries. We focus in this research on using machine learning for VMware
vMotion cost prediction, as one of the widely used hypervisors in enterprise level
datacenters. The obtained empirical models are based on using a VMware cluster
test-bed.

2 Proposed Cost Prediction Framework

In this paper, we solve the challenge of having a practical live migration cost predic-
tion for VMware environments. This is achieved by proposing a machine learning
based approach that is implemented as VMware PowerCLI script [6] and can connect
to any VMware vCenter server [5] to train the model and then predict live migration
cost. This prediction is showed as alert to the cluster admin to know the expected
cost of live migration before proceeding with it. We list our contribution in this paper
in the following points:

• We propose a machine learning approach for VMware vMotion that predicts
the live migration time, network overhead and power consumption given the
active memory size of the VM.

• The proposed approach can be practically used. It is implemented as a VMware
PowerCLI script [6]; that can be boundedwith any VMware vCenter server [5]
and show the cost prediction results to the cluster admin whenever live migra-
tion is requested as an important note before proceeding with live migration.
This helps the network admins to avoid resources bottlenecks and minimize
live migration failures due to resources contention.
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• The proposed script includes data collection that is used for the training phase.
This makes the proposed models adaptable to each VMware cluster automat-
ically. The collected data are the performance statistics of the past 12 hours;
specifically the VM active memory size, the migration time, the transmission
rate and the peak power overhead.

• The training phase in the proposed machine learning algorithm is fed by the
live migration operations that run in the datacenter; which makes that the
prediction accuracy increases with more live migrations happen in the cluster.

2.1 Modelling of Live Migration Cost

This paper is an extension to the proposed models in [2] and [3]. From these papers,
the following empirical models could be proposed for live migration time, data rate
and power consumption after applying the regression techniques.

• The relation between the network rate and the active memory size can be
modelled as an exponential relation; as shown in equation (1).

𝑅𝑠 = 𝛼𝑒𝑉𝑀𝑒𝑚 + 𝛽 (1)

𝑅𝑠 is the source host network throughput overhead in kBps, 𝑉𝑚𝑒𝑚 is the source
host active memory size in kB at the time when the live migration should start.
𝛼 and 𝛽 are the equation constants. From equation (1), we note that even if
the memory content is zero, the transmission rate will have a value. This value
represents the CPU and buffers content that should be migrated.

• Migration Time: A linear relationship is obtained between the migration time
and the division of the memory size over the transmission rate; as represented
in equation (2).

𝑇𝑚𝑖𝑔 = 𝑎.(
𝑉𝑚𝑒𝑚

𝑅𝑠
) + 𝑏 (2)

𝑇𝑚𝑖𝑔 is the migration time duration in seconds. 𝑎 and 𝑏 are the equation con-
stants. From equation (2), we note that even is there is no active memory
content, the migration time will be the value 𝑏; which represents the CPU and
adapters content to be migrated.

• Peak power consumption overhead has linear relation with the transmission
rate; as represented in equation (3).

𝑃𝑚𝑖𝑔 =
𝑑𝐸𝑚𝑖𝑔

𝑑𝑡
= 𝑐

𝑑𝑉𝑚𝑖𝑔

𝑑𝑡
= 𝑐 𝑅𝑠 (3)

𝑃𝑚𝑖𝑔 is the peak power overhead in Watt, and 𝑐 is constant.From equation (3),
we note that, if there is no change in the datarate; which means that there was
no data to send from the source host, the peak power change will be zero.
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In our previous papers [2] and [3], the above models could be used for cost analysis
but not for cost prediction. This is because of the equations constants. These constants
depend on the cluster hardware configuration like CPU specs, so they change from a
cluster environment to another. So in order to determine these constants and achieve
higher accuracy in cost prediction, we propose a machine learning framework that
helps in obtaining these constants for each cluster and so be able to predict the live
migration cost. This is what we discuss in more details in the next section.

2.2 Machine Learning based Cost Prediction

 

Figure 1: Proposed Prediction Framework

In this paper, machine learning is used because the proposed models in equations
(1–3) can not be used in live migration cost prediction. This is due to the constants
included in the equations. These constants values depend on the cluster hardware
characteristics; like CPU and network configurations. So, machine learning is needed
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to train the models in reference to equations (1–3) until the constants values are
obtained for each cluster. Then, these equations can be used for cost prediction.

In this section, we present the proposed machine learning based framework for
live migration time, transfer rate and power consumption overhead prediction. As
shown in the flow chart of figure 1, the proposed framework consists of two main
phases, the training phase and the prediction phase.

The training phase startswhen the VMware PowerCLI script connects to the cluster
vCenter Server Appliance (vCSA). Then data collection starts with listing all the
events happened in the cluster during the last 12 hours. This 12 hours cycle can
be changed based on the cluster admin preference. From the collected events, live
migration; vMotion events are filtered. These vMotion events details like the source
host, target host and time stamp are captured. The time stamp include the start time
and the complete time of the vMotion event. Then the script calculates the complete
and start time differences in order to get the migration time of each vMotion request.
The performance logs of vCSA are collected at the start and the completion times at
the vMotion events in order to get the active memory size of the migrated VMs in
kB, the network overhead in kBps and the peak power change in Watt.

From the above data of each vMotion event, we use the regression models in
equations (1–3) to calculate the equations constants after doing several substitution
and considering the minimum Root Mean Square Error (RMSE); equation (4).

𝑅𝑀𝑆𝐸 = √ 1
𝑁

Σ𝑁
𝑖=1(𝑑𝑖 − 𝑓𝑖)2 (4)

Where 𝑁 is the number of sample points collected during the last 12 hours. 𝑑𝑖 is the
measured performance value and 𝑓𝑖 is the regression model equation value.

If the change in all the constants value became greater than 10% of the last 12 hours
cycle, the script waits for more 12 hours and run again to continue in the training
phase. If these changes became less than 10% of the last 12 hours, so we consider
the the training phase of this cluster is finished, and the script then moves to the
prediction phase. The time consumed until reaching this 10% convergence depends
on the changes happenmainly in the VMs activememory size; which depends on the
running workloads. This means that the more changes happen in the active memory
size of the VMs, the less time required to reach the 10% convergence; this is because
the regression relation curve will cover most of the values that the active memory
size can take and so the regression relation model can be defined faster.

This sequence of data collection and models training makes the algorithm can fit
at any vCenter Server cluster and adapt its models based on the cluster configuration
in order to provide cost prediction with high accuracy.

In the prediction phase when a vMotion request is sent by the cluster admin, the
active memory size is captured by the script before proceeding with live migration.
Once the activememory size is known, equation (1) is used to predict the source host
network throughput. Then equation (2) is used to predict the migration time, and
finally equation (3) is used to predict the peak power consumption. The prediction
data is exported to a .csv file that the cluster admin can read, and then decide either
to proceed with this migration or not.
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3 Testing Environment

The testing environment is shown in figure 2; as shown it has a similar infrastructure
to enterprise datacenters. It includes the following hardware setup; three Hosts
(Hewlett Packard DL980 G7) with 8 x Intel Xeon (Nehalem EX) X7560, 8GB RAM,
4 NICs, 2 HBA with 2 Fiber ports per card. The three hosts are connected to a shared
storage EMC VNX5800; 1TB LUN via FC-SAN network.The Ethernet switch is Cisco
with 1Gbps ports. From software prespective, VMware ESXi 6.5.0 Hypervisor is
used with vCenter Server that manages both hosts and the VMs live migration.
VMware PowerCLI 6.5.1 build 5377412 is connected to the vCenter Server to run the
framework algorithm script.

In this set up we have created four Linux Ubuntu 12.04 VMs with 4 vCPU, and
different RAM sizes (1GB, 2GB, 4GB and 8GB). The VMs have mainly 3 categories
of workload:

• CPU and Memory intensive: This is considered as the worst case scenario for a
running workload. The CPU intensive benchmark that we used is Linpack [4]
and the memory stress is the Linux 𝑆𝑡𝑟𝑒𝑠𝑠 Package [8].

• Network Intensive: The network stress benchmark that we have used is Apache
Bench (AB). Apache Bench tool stresses the web servers with lots of requests
through the network to test the servers response.

• Idle: VM is simply an idle Ubuntu OS VM; with no running applications.

From networking side, we have followed VMware best practice to isolate live migra-
tion traffic by creating a dedicated VMkernel vMotion port group [7]. As a basic
introduction to networking in VMware vCenter server, a virtual Distributed Switch
(vDS) is created between the cluster physical hosts through the hosts physical net-
work adapters. This vDS is connecting all the VMs insides these physical hosts; such
that each VM is connected to this vDS using its virtual ports. A port group is a
aggregation of multiple virtual ports to isolate their traffic using labeling. This is
used basically to isolate management, kernel and data traffic from each other. vMo-
tion has a specific port group in order to isolate its traffic; as a kind of VMkernel
traffic [7]. With this testing setup, we have run 12 testing scenarios; as a matrix of
3 workload categories and 4 different VM sizes. For each configuration, we have
run live migration at least 10 times. So the resultant is 144 readings. For each run,
we do live migration for a VM from one of the physical hosts to other of the other
two hosts; without doing any storage migration [9]. So only the CPU state, memory
and buffers contents are migrated. For data collection and models training, every 12
hours the script gathers all the live migration events that happened in the cluster and
from the events timing details, the live migration can be obtained. Then the script
uses 𝐺𝑒𝑡 − 𝑆𝑡𝑎𝑡 function to import the statistics beyond each live migration event;
specifically the data rate change, the peak power increase and the active memory
size of the migrated VMs. This data is used for models training for the cluster.

For the prediction phase, we make use of the trained models to predict the future
VM live migration cost when the admin sends a live migration request, and given
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Figure 2: Testing Lab Layout

the active memory in kB. The estimated cost is exported as csv file that the admin
can check before proceeding with the live migration.

4 Results and Analysis

After testing the proposed approach in figure 1 on the test-bed of figure 2, we present
in this section the prediction results for almost 144 readings. Before showing the
prediction phase graphs, we start with the training phase. This is to show how the
models are trained until obtaining equations (1–3) constants with at least 90 percent
accuracy.

4.1 Training Phase

In this phase, the script collects the last 12 hours live migration events. Then the
performance statistics of these live migrations are gathered; give the time stamps of
the events. Themigration time is calculated by the script; given the start and end time
of the live migration event. The other gathered statistics include the active memory
size, the source host transmission rate and the peak power change. All these details
are used to train the models of equations (1–3) and to obtain the constants of this
cluster by solving several linear equations. For example in order to calculate 𝑎 and
𝑏 of equation (2), we use every two live migration events statistics to generate two
equations in two unknowns. These unknowns are 𝑎 and 𝑏 in this example, because the
migration time, the active memory size and the transmission rate are given. So, we
gather every two live migration events statistics to solve for the constants of equation
(2). The script keeps on solving for the values of 𝑎 and 𝑏 until finding the changes
in the values of 𝑎 and 𝑏 are less than 10 percent compared to the calculated values
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Figure 3: A and B Change until Saturation

Figure 4: Alpha and Beta Change until Saturation

of last equations solution. This means that these constants are at least 90 percent
saturated. Figure 3 shows the changes of 𝑎 and 𝑏 constants versus the number of
live migration equations that were used until reaching the 90 percent saturation. As
shown in figure 3; the difference in 𝑎 is changing with the number of live migrations
which represents solvingmore equations until the 90 percent saturation at difference
equals 0.22 after 14 live migrations. At this point 𝑎=9.04. For 𝑏 constant, the script
has run 50 live migrations to reach the 90 percent saturation at difference equals 9.16.
At this point 𝑏=21.04. This means that modeling with equation (2) could be used
after 50 live migration runs for this cluster. For equation (1), we could also solve
every two equations of live migrations data as linearly to obtain the values of 𝛼 and 𝛽.
The is because the values of the active memory size and the migration time are given,
so we can substitute with them and then solve two equations in two unknowns; 𝛼
and 𝛽. Figure 4 shows the differences happen in the values of 𝛼 and 𝛽 after each live
migration until reaching the 90 percent saturation. As shown; the constant 𝛼 could
reach the saturation at difference equals 1850 after 54 live migrations. At this point
𝛼 equals 2.02 ∗ 104. The value of 𝛽 reaches the 90 percent saturation at difference
equals 2225 also after 54 livemigrations. At this point, 𝛽 equals 2.33 ∗ 104. Thismeans
that modeling with equation (1) can be used after 54 live migration runs. Finally,
equation (3), which has just one unknown; 𝑐 and so it can be resolved given just
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Figure 5: C Change until Saturation

Figure 6: Rate vs Active Memory Size

one live migration statistics. So for each live migration run in the past 12 hours, we
could read the transmission rate and the peak power overhead and then calculate the
constant 𝑐. Figure 5 shows the changes happen with each live migration calculation
to the the constant 𝑐; as shown it 90 percent saturates after just fours live migrations
runs at difference of 𝑐 value equals 0.6 ∗ 10−5. At this point 𝑐 equals 16 ∗ 10−5.

From the above analysis, we find that it required 54 live migration runs to be able
to train the models provided in equation (1–3). In general, the required number of
live migrations runs to finish the training phase depends on the error gap between
the training data and the regression model. The closer gap between the training data
set and the model, the lower number of live migration iterations required to reach
the 90 percent saturation, and vice verse.

4.2 Prediction Phase

In this subsection, we build on the training phase that we have discussed above. Now,
the regression models are trained for this cluster and ready to be used for future
live migration cost prediction. The testing results in figures 6–8, show the regression
models that are used and the actual measured data after migration. The measure-
ment points in figure 6, figure 7 and figure 8 are VMs live migrations with different
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Figure 7: Migration Time vs Active Memory Size/Rate

configurations including memory size of 1GB, 2GB, 4GB and 8GB VMs that utilize
three different kinds of workloads. As discussed in section V, these workloads are
CPU and memory intensive, network intensive and idle VMs. This results in 12 dif-
ferent VM configurations. Each configuration is tested 12 times; which represents the
existing 144 measurement points in the following figure. The prediction starts with
figure 6; so given the active memory size of the VM to be migrated, the source host
transmission rate can be predicted. The VM active memory size can be measured
before live migration. Figure 6 shows the exponential relation as a valid regression
model between the active memory size and the transmission rate. That is how the
transmission rate can be predicted. Table 1 shows the RMSE of figure 6 in reference
to equation (4). After obtaining the transmission rate from figure 6, we calculate
now the active memory size over the transmission rate; which is the horizontal axis
of figure 7. So the migration time can be predicted; using the linear regression model
of figure 7. The RMSE of the prediction in figure 7 is also listed in table 1. Figure
7 also shows that the migration time can consume several minutes in case of large
memory and memory intensive VMs. The last model is for the source host peak
power change; which is shown in figure 8. So given the source host transmission rate,
the peak power change can be obtained using linear regression. All these predicted

Figure 8: Peak Power Overhead vs Transmission Rate
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Table 1: RMSE of the Regression Models

Model Fig. RMSE

Transmission Rate figure 6 8187
Migration Time figure 7 15.5

Peak Power figure 8 1.7

live migration cost parameters are exported to a .csv file that can be accessed by
the cluster admin to check the estimated cost if he/she decides to do live migration
to a certain VM. This help the admins to have better planning for live migrations,
and avoid resource bottlenecks that lead to live migration failures and service qual-
ity degradation. This proposed framework script can adapt itself by changing the
models constants using the training phase; which make it flexible with any VMware
cluster.

5 Conclusion

Live migration is an essential features in modern datacenters and cloud computing
environments. Migration time, network throughput and power consumption over-
head are part of the live migration cost. This cost can not be ignored and might lead
to resources bottlenecks, service availability degradation and live migration failures.
Several related papers have discussed this problem by applying mathematical and
empirical studies, however to the best of our knowledge there is no related paper that
could provide a practical approach that can be used and integrated with VMware
clusters. In this paper, we proposed a practical machine learning based approach
that helps the datacneter admins to predict the live migration cost in VMware en-
vironments. The proposed framework is implemented as VMware PowerCLI script
and can connect to any vSphere vCenter Server. We considered simplicity in the
proposed approach to minimize the CPU consumption overhead due to running the
proposed approach and so make it agile enough to be implemented in enterprise
datacenters. The algorithm starts with data collection for the live migration history
in the past 12 hours, and then use this data for models training. Then the prediction
phase starts by using the VM active memory size as a given, and the regression
model to predict the live migration cost. In this paper, as could predict the live mi-
gration time, network throughput and power consumption overhead. Testing results
section shows the sequence that the script follows in the training phase. It shows
also that the proposed regression based models can be used for cost prediction with
acceptable error. In the future work, wewill consider adding real timemodel training
that can work in parallel with cost predictions. Also we will consider multiple VMs
migrations cost prediction testing.
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Over the last years, Linked Data has grown steadily. Today, we count more
than 10,000 datasets being available online following linked data standards.
Thanks to these standards, data in machine-readable and interoperable for-
mats is available. Nevertheless, many applications, such as data integration,
search, and interlinking, cannot take full advantage of Linked Data if it
is of low quality. In fact, there are already a few approaches, which offer
the quality assessment of Linked Data. However, those works showed de-
ficiencies in terms of performance once the dataset size grows beyond the
capabilities of a single machine. In this report, we proposed the execution
of quality assessment of large RDF datasets that can scale out to a clus-
ter of machines. We describe the first distributed in-memory approach for
computing different quality metrics for RDF datasets using Apache Spark.

1 Introduction

Creating andmanaging large-scale RDFdatasets has been the key to success formany
applications, such as semantic search, query answering and machine reading [8].
The quality of such knowledge bases plays a fundamental role in large-scale data con-
suming applications. Traditional techniques of quality assessment for RDF datasets
are not adequate to assess the quality at large-scale. These approaches mostly fail to
capture the new dimensions (the four Vs) of big data.

A limited number of solutions have been conceived to offer quality assessment of
Linked Data [1, 2, 3, 5]. However, these methods can be mainly used on a small por-
tion of large datasets [5] or narrow down to specific problems e.g., syntactic accuracy
of literal values [1] or accessibility of resources [7]. In general, these existing efforts
show severe deficiencies in terms of performance when the data grows beyond the
capabilities of a single machine. This limits the applicability of existing solutions to
medium-sized datasets only, in turn, paralyzing the role of applications in embracing
the increasing volumes of the available datasets.

We are working on a novel approach for computing RDF dataset quality metrics
and implement it using an efficient framework for large-scale, distributed and in-
memory computations. Within this project, we will focus on performing analysis of
the complexity of the computational steps and the data exchange between nodes in
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the cluster. We will integrate the approach into the SANSA framework3 which is a
big data processing engine for scalable processing of large-scale RDF data.

The computation of the set of quality metrics in our approach is performed in four
steps as follows:

• Defining quality metrics parameters. Definitions are kept on a dedicated file
which contains most of the configurations needed for the system to evaluate
quality metrics and gather result sets.

• Retrieving the RDF data. RDF data needs first to be loaded into a large-scale
storage that Spark can efficiently read from. For this purpose, we use HDFS
(Hadoop Distributed File-System). HDFS is able to accommodate any type of
data in its raw format, horizontally scale to an arbitrary number of nodes, and
replicate data among the cluster nodes for fault tolerance. In such a distributed
environment, Spark adopts different data locality strategies to try to perform
computations as close to the needed data as possible in HDFS and thus avoid
data transfer overhead.

• Parsing and mapping RDF into the main dataset. In the course of Spark execu-
tion, data is parsed into triples and loaded into an RDD.

• Quality metric evaluation. For each metric, Spark generates an execution plan,
which is composed of one ormore of the following Spark transformations: map,
filter, reduce and group-by.

We will make use of Apache Spark, using the Scala programming language. The
approach that we propose in this project will be similar to the implementation pro-
vided in the work DistLODStats: Distributed Computation of RDF Dataset Statistics.
In particular, we will perform similarly the first two steps: saving the RDF data in
scalable storage and parsing and mapping the RDF data. The difference will be in
the last step where instead of profiling statistics about the dataset we will measure
quality metrics.

In this report we are able to show the implementation and the first settings. We
plan to ask for the resources again in order to run the experiments as planned in the
proposal.

2 Implementation

In this section, we give an overall description of the data model and the architecture
of our approach. We model and store RDF graphs based on the basic building block
of the Spark framework, RDDs. RDDs are in-memory collections of records that can
be operated in parallel on a large distributed cluster. RDDs provide an interface based
on coarse-grained transformations (e.gmap, filter and reduce): operations applied on an

3http://sansa-stack.net/ (last accessed 2020-04-01).

64

http://sansa-stack.net/


3 Evaluation

entire RDD. A map function transforms each value from an input RDD into another
value while applying the rules. A filter transforms an input RDD to an output RDD,
which contains only the elements that satisfy a given condition. Reduce aggregates
the RDD elements using a specific function.

The computation of the set of quality metrics is performed using Spark. We have
used the Scala4 programming language API in Apache Spark to provide the dis-
tributed implementation of the proposed approach. Our approach constructs the
main datasetwhile reading RDF data (e.g. NTriples file or any other RDF serialization
format) and converts it into RDD of triples. This latter undergoes the transformation
operation of applying the filtering through rules and producing a new filtered RDD.
At the end, will serve as an input to the next step which applies a set of actions that
are effectively applied. The output of this step will be the metric output represented
as a numerical value. The result set of different quality metrics can be further visual-
ized and monitored using SANSA-Notebooks [4].
The user can choose to extract the input in a machine-readable format. We have used
the data quality vocabulary5 (DQV) to represent the quality metrics.

The work done here has been integrated into SANSA [6], an open source6 data
flow processing engine for scalable processing of large-scale RDF datasets. SANSA
uses Spark and Flink7 which offer fault-tolerant, highly available and scalable ap-
proaches to process massive sized datasets efficiently. SANSA provides the facilities
for semantic data representation, querying, inference, and analytics at scale.

3 Evaluation

The major aim of the proposed approach is to serve massive large-scale real-life RDF
datasets. We are interested in addressing the following additional questions.

• Flexibility: How fast our approach processes different types of metrics?

• Scalability: How large are the RDF datasets that our quality assessment ap-
proach can scale to? What is the system speedup w.r.t the number of nodes in
a cluster mode?

• Efficiency: How well our approach performs on real-world datasets?

In the following, we present our experimental setup including the datasets used.

4https://www.scala-lang.org/ (last accessed 2020-04-01).
5https://www.w3.org/TR/vocab-dqv/ (last accessed 2020-04-01).
6https://github.com/SANSA-Stack (last accessed 2020-04-01).
7https://flink.apache.org/ (last accessed 2020-04-01).
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4 Conclusion

The data quality assessment becomes challenging with the increasing sizes of data.
Many existing tools mostly contain a customized data quality functionality to detect
and analyze data quality issues within their own domain. However, this process is
both data-intensive and computing-intensive and it is a challenge to develop fast
and efficient algorithms that can handle large scale RDF datasets.

In this report, we have discussed about our novel approach for distributed in-
memory evaluation of RDF quality assessment metrics implemented on top of the
Spark framework.

The benefit of using Spark is that its core concepts (RDDs) are designed to scale
horizontally. Users can adapt the cluster sizes corresponding to the data sizes, by
dropping when it is not needed and adding more when there is a need for it.
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Learning the causal structures in high-dimensional datasets provides an
opportunity to derive insights from observational data. For example in
medicine, gene regulatory networks are a practical embodiment of systems
biology and can be applied in diagnostics, or drug design. Algorithms for
the derivation of causal relationships, such as the well-known PC algo-
rithm, suffer from long execution times. By harnessing the compute power
of Graphics Processing Units (GPUs) the execution time is drastically im-
proved. Yet, current GPU-accelerated implementations are restricted to
datasets that entirely fit into the GPU memory.

In this technical report, we address this limitation and propose a block-
wise version of the skeleton discovery for execution on the GPU. The ap-
proach splits the dataset into smaller data blocks that fit into device mem-
ory. Furthermore, it ensures that all possible conditional independence (CI)
tests to derive the causal structure can be conducted, even, if CI tests require
data from different data blocks. An evaluation of the approach is planned
in future work.

1 Introduction and Background

Learning causal relationships between observed variables in complex systems sup-
ports human understanding, and allows to gain new insights. For example in genetic
research, gene expression data of thousands of genes is a foundation for the con-
struction of gene regulatory networks, used in drug design or diagnostics [7].

Constraint-based algorithms, such as the PC algorithm developed by Spirtes
et al. [9], allow for derivation of causal structures from observational data. These
algorithms have the goal to find all possible directed acyclic graphs (DAGs) from the
observational data. Hence, the causal relationships are depicted in a causal graphical
model, in which nodes represent the variables, which are connected by an edge if
a causal relationship exists [6]. The causal graphical model is computed through
the application of CI tests, appropriate to the underlying distribution of the involved
variables [2]. While the first step of the PC algorithm discovers the skeleton graph
of the causal model, the second step orients the edges within this skeleton graph to
determine the complete partially directed acyclic graph (CPDAG). For details, we
refer the reader to Sections 2 and 3 of our previous work [8].
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In the context of gene expression data, involved variables are often assumed to
be multivariate normal distributed yielding to CI tests on the basis of the partial
correlations [7]. While a single CI test is computational feasible, the total number
of CI tests increases, in the worst case, exponential with regard to the number of
variables in the dataset [9]. Under the reasonable assumption that the underlying
causal graphical model is sparse, the complexity is reduced to be polynomial [3]. Yet,
the long execution time, in particular for the skeleton discovery, remains a challenge
for the application of the algorithm in practice [4].

In recent work, the parallel compute capabilities of GPUs have been utilized to
significantly reduce the execution time [8, 10]. This approach is limited to datasets
that fit entirely into the on-chip memory of modern GPUs, including necessary
scratch space. Devices, such as the NVIDIA K80 GPU, provided by the Future SOC
Lab, are equipped with Tesla GK210 cards having 12 GB of on-chip memory [5].

With our work, we address this limitation and propose an adaption of the PC-
stable algorithm [1]. The algorithm is designed to be executed on the GPU, ensuring
that all necessary CI tests are conducted, even if the dataset does not fit into the
device memory. Additionally, it allows to distribute the computation to multiple
GPUs.

2 A Skeleton Discovery Beyond GPU Memory Capacity

The skeleton discovery algorithm operates on the following data structures. For a set
of 𝑁 variables V = {𝑉1, … , 𝑉𝑁} it requires a correlation matrix, Cor, of dimension
𝑁 × 𝑁, two adjacency matrices, 𝑎𝑑𝑗𝑖𝑛,𝑜𝑢𝑡(𝒞, 𝑉𝑖), with 𝒞 representing the undirected
skeleton graph, each with a dimension of 𝑁 × 𝑁 and a data structure for the separa-
tion sets of dimension 𝑁 × 𝑁 × 𝑙, where 𝑙 is the current level of the skeleton discovery.
Hence, the required memory increases quadratic with 𝑁 and slightly with each level
𝑙 that is reached, e.g., due to dense causal graphical models. Once the on-device
memory cannot hold all data structures, current implementations [8, 10] fail. In or-
der to enable processing of datasets with a larger memory footprint, it is necessary
to split the data into smaller blocks that fit into the on-device memory.

These smaller data blocks 𝑏 have the following two requirements. First, each block
contains the corresponding subsets of the above mentioned data structures. Second,
the memory consumed by a single block has an upper limit 𝑚𝑒𝑚𝑏𝑙𝑜𝑐𝑘, which is a
fraction of the available device memory 𝑚𝑒𝑚𝑑𝑒𝑣𝑖𝑐𝑒. The value of 𝑚𝑒𝑚𝑏𝑙𝑜𝑐𝑘 is restricted
by the number of blocks required for the CI tests of the current level 𝑙. In addition,
it is advisable that additional memory is reserved to allow overlap of data transfer
and execution, a block 𝑏 provides sufficient work to fully occupy the compute cores
of the GPU and the number of CI tests are evenly distributed across blocks, for an
extension to multiple GPUs.

Working on smaller data blocks 𝑏 requires to adjust the skeleton discovery of
the PC-stable algorithm. The result is a block-wise version, which we present in
Algorithm 1. In the following, we highlight our changes to the original algorithm.
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2 A Skeleton Discovery Beyond GPU Memory Capacity

Algorithm 1: Block-wise skeleton discovery of PC-stable algorithm
Input: Vertex set 𝑉, correlation matrix Cor
Output: Estimated skeleton 𝒞, separation sets Sepset

1: Start with fully connected skeleton 𝒞 and 𝑙 = −1
2: repeat
3: 𝑙 = 𝑙 + 1
4: 𝑢𝑝𝑑𝑎𝑡𝑒𝐴𝑑𝑗𝑎𝑐𝑒𝑛𝑐𝑦(𝑎𝑑𝑗𝑖𝑛,𝑜𝑢𝑡)
5: 𝑏𝑙𝑜𝑐𝑘𝑠 = 𝑆𝑝𝑙𝑖𝑡(Cor, 𝑎𝑑𝑗𝑖𝑛,𝑜𝑢𝑡, Sepset, 𝑙)
6: for all 𝑏 in 𝑏𝑙𝑜𝑐𝑘𝑠 do
7: Copy 𝑏 to GPU
8: if 𝑙 == 0 then
9: 𝐵𝑙𝑜𝑐𝑘𝑤𝑖𝑠𝑒𝐶𝐼𝑇𝑒𝑠𝑡𝑠(𝑏)

10: else
11: 𝑠𝑒𝑝𝑠𝑒𝑡𝑏𝑙𝑜𝑐𝑘𝑠 = 𝑆𝑒𝑝𝑆𝑒𝑡𝐶𝑜𝑚𝑏𝑖𝑛𝑎𝑡𝑖𝑜𝑛𝑠(𝑏, 𝑙, 𝑏𝑙𝑜𝑐𝑘𝑠)
12: for all 𝑠 in 𝑠𝑒𝑝𝑠𝑒𝑡𝑏𝑙𝑜𝑐𝑘𝑠 do
13: Copy 𝑠 to GPU
14: 𝐵𝑙𝑜𝑐𝑘𝑤𝑖𝑠𝑒𝐶𝐼𝑇𝑒𝑠𝑡𝑠(𝑏, 𝑠)
15: end for
16: end if
17: Copy 𝑏 from GPU
18: end for
19: 𝑐𝑜𝑚𝑏𝑖𝑛𝑒𝐵𝑙𝑜𝑐𝑘𝑠(𝑏𝑙𝑜𝑐𝑘𝑠)
20: until each adjacent pair 𝑉𝑖, 𝑉𝑗 in 𝒞 satisfy |𝑎𝑑𝑗𝑜𝑢𝑡(𝑉𝑖) ∖ {𝑉𝑗}| ≥ 𝑙
21: return 𝒞, Sepset
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The Split() operation in line 5 splits the input data structures and the adjacency
lists into blocks. Therefore, it first calculates the upper limit 𝑚𝑒𝑚𝑏𝑙𝑜𝑐𝑘 for the current
level 𝑙 by 𝑚𝑒𝑚𝑏𝑙𝑜𝑐𝑘 = 𝑚𝑒𝑚𝑑𝑒𝑣𝑖𝑐𝑒

(𝑙+1)∗(𝑙+2) , note that memory for overlapping data transfer and
execution is reserved in this calculation. Second, it chooses a suitable size 𝑠𝑖𝑧𝑒𝑏 for
the blocks 𝑏 in level 𝑙, with 𝑠𝑖𝑧𝑒𝑏 = 𝑁

32⋅ϝ , following the constraint that the memory of
𝑏 with 𝑠𝑖𝑧𝑒𝑏 does not exceed 𝑚𝑒𝑚𝑏𝑙𝑜𝑐𝑘. Note, 32 is chosen, due to the warp size and ϝ,
with ϝ ≥ 1 is a tuning parameter for the parallel work per block.

Next, the algorithm needs to calculate the CI tests for all blocks 𝑏. In level 𝑙 = 0, see
lines 8, 9, the CI tests are independent from any other edges in the skeleton 𝒞. Hence,
all tests on edges within block 𝑏 are conducted on data available in 𝑏. Therefore, the
actual CI tests within the block 𝑏, conducted in function BlockwiseCITests(b),
can be executed in the same way as described in [8, 10].

In contrast, in levels 𝑙 ≥ 1 the CI tests are based on conditioning sets with a size of 𝑙.
The conditioning sets are formed from the combinations of all adjacent nodes of 𝑉𝑖,𝑉𝑗
excluding 𝑉𝑖,𝑉𝑗. Given aCI test on an edge in 𝑏 it is no longer guaranteed that the data
in 𝑏 is sufficient to conduct the CI test. Therefore the algorithm requires additional
blocks, the separation set blocks 𝑠, to process 𝑏, guaranteeing that each possible CI
can be carried out, see lines 11 − 15. The function SepSetCombination() provides
a list of separation set combinations for the block 𝑏 on the current level 𝑙. The level
𝑙 determines the size of the separation set, while block 𝑏 determines the candidate
blocks for the combinations. The candidate blocks are all blocks that could contain
nodes adjacent to any node in 𝑏. For example, given blockswith a dimension of 32× 32
and a block 𝑏 that contains the edges between 𝑉32...64 and 𝑉64...96. The candidate
blocks are all blocks containing any of the edges between 𝑉32...64 and 𝑉𝑗 or between
𝑉64...96 and 𝑉𝑗.

Next, for each separation set combination the according blocks are transferred to
the device memory and a kernel is launched in line 14, which conducts the CI tests
for block 𝑏 given the separation set blocks 𝑠 on the GPU. The kernel implementation
for CI tests on higher level needs to be adapted to handle the separation of data into
blocks. After all blocks have been processed they are combined into a single dataset
again. This allows for an easier adjustment of the blocks in the subsequent level 𝑙.

3 Next Steps

In the current state, we have implemented the block-wise skeleton discovery for level
𝑙 = 0, 1. An extension to the general case is planned after an experimental evaluation.
For the experiments, we aim to determine a suitable size for the blocks 𝑏 by varying
the tuning parameter ϝ, based on the memory capabilities of the K80 GPUs. The goal
is to fully utilize the compute capacities, achieving minimum execution time. Fur-
thermore, we plan to compare our block-wise algorithm that manages data transfer
explicitly to the page migration engine on newer GPU-generations which allow to
oversubscribe the GPU memory.
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Attributed graphs convey a rich set of information on relations, nodes, and
attributes. However, the entire set of information cannot be easily captured
by traditional Representation Learning methods usually adopted for creat-
ing low-dimension andmeaningful embeddings of the graph. This research
project aims to generate a representation that encodes both the relational
structure of a graph and the node attributes that can be texts or images. The
final goal is to obtain an unsupervised model based on promising Deep
Learning architectures that is able to efficiently and effectively derive dense
vector representations of nodes in attributed graphs.

1 Introduction

One of the most crucial phase when addressing a machine learning problem is the
definition of data representation. The input representation can considerably influ-
ence the performance of machine learning models, depending on its ability to disen-
tangle and discover explanatory factors of variations behind the data given as input.
A common practice is to exploit a-priori knowledge in order to design an ad-hoc
representation depending on the domain, task or application. Although this feature
engineering usually leads to improved results, it has several drawbacks: it requires
the need of a domain expert resulting in a labor-intensive and not generalizable effort
and it considers the data as identically distributed (i.i.d. assumption).

Representation Learning has become an important research field with the aim of
providing novel methods for learning representation of the data that make it easier
to extract useful information when building classifiers [14]. The interest in this field
has recently grown because of the advent of Deep Learning and the ability to deal
with unsupervised and semi-supervised learning.

The majority of the research contributions on Deep Learning focus on efficiently
learning good representation for i.i.d. data [6, 8]. However, data can be represented
in various forms and, in particular, relational structures are common representations
used inmany real-world problems, e.g. airline networks, publication networks, social
and communication networks, and the World Wide Web.

Dealing with relational structures, such as graphs, is very complex and computa-
tionally expensive because of different characteristics of the data, i.e. size, dynamic
nature, noise, and heterogeneity [3]. One efficient approach for handling potentially
large and complex graph is to learn the graph representations, or Graph Embed-
dings [2, 4], which assign to each node of the graph a low-dimensional dense vector
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representation, encoding meaningful information conveyed by the graph. Once the
embedded representation is obtained, a wide variety of data mining problems can
be solved by applying off-the-shelf algorithms designed for handling vector repre-
sentations.

Several graph representation learning approaches at the state of the art focus only
on the graph structure to compute the graph embeddings [9, 11, 13]. However, nodes
in real-world graphs are often associated with a rich set of features or attributes (e.g.
text, image, audio), originating the so-called attributed graph.

Although attributed graphs convey a rich set of information on relations, nodes,
and attributes, they cannot be easily given as input to classic representation learning
methods. In order to overcome this limitation, the main goal of this project is the
generation of a representation able to encode both the node attributes and the graph
structure. Indeed, the consideration of both information could strongly improve the
meaning encoded in the representation and consequently the performance of the
graph mining tasks.

2 Problem

The research project aims at designing and developing novel unsupervised models
for learning a graph representation from large heterogeneous attributed graphs,
which comprises both the structure of the graph and the attributes associated with
each node. The proposed graph representation learningmodel will be based on deep
learning models, strengthened by an efficient optimization algorithm able to scale
for large graphs.

The proposed research project will face the following challenges:

1. Structure-preserving: graph embeddings should preserve the structure of the
graph, which is often complex and highly non-linear. Moreover, how to simul-
taneously preserve the local and global structure is also a tough problem.

2. Scalability: most real-world graphs are huge and contain millions of nodes and
edges. The graph representation learning model should be scalable and able
to process large graphs.

3. Sparsity: many real-world graphs are often so sparse that considering only
(few) observed links is not enough to reach a satisfactory performance [9].

4. Dimensionality of the embedding: the dimension of the embedded represen-
tation should be chosen as a trade-off between reconstruction precision per-
formances and time and space complexity. The choice can also be application-
specific depending on the objective task.

5. Attribute expression: the obtained graph embedding should be able to directly
encode the attribute features in addition to the graph structure information.
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3 Implementation

3 Implementation

The research project will be implemented in Python, by taking advantage of the
Keras1 library for Deep Learning. Keras is a minimalist, highly modular neural net-
works library written in Python and capable of running on top of either TensorFlow
or Theano. The Keras Deep Learning library permits to:

• Easy and fast prototype, through user friendliness, modularity, and extensibil-
ity.

• Support several Deep Learning architectures, such as convolutional and recur-
rent networks.

• Run code on CPU and GPU.

Since large attributed graphs, which is the input structure that we want to inves-
tigate, are commonly associated with millions of nodes and related attributes [12],
they require a large amount of memory to be loaded. Moreover, the use a GPUs
would permit to substantially scale and more efficiently deal with the training pro-
cess of Deep Learning models on large amount of data. We gratefully acknowledge
the support of the HPI Future SOC Lab, for providing the IT infrastructure and the
access to NVIDIA Tesla K80 that permits the realization of this project.

4 Evaluation

The evaluation will be performed on several graph mining tasks, i.e. graph recon-
struction, link prediction, node classification, clustering and visualization. The anal-
ysis will be conducted on real datasets originated from different domains, such as
social network, blogs, scientific collaboration networks, and biological interaction
networks.

5 Related Work

Over the past decade, graph representation learning has attracted a surge of research
attention, particularly focused on developing new embedding algorithms. In this
domain, research studies can be roughly distinguished in factorization methods and
deep learning approaches. The basic idea underlying both methods is to preserve
both the local and global graph structure in the embedded vector space.

Factorization based algorithms represent the connections between nodes in the
form of a matrix and factorize this matrix to obtain the embeddings [1, 2, 7, 10, 11].
The growing interest in deep learning algorithms has affected also the task of graph

1https://keras.io/ (last accessed 2020-04-01).
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representation learning due to their ability to model non-linear structures in the
data. Beyond Deep Learning methods applied on random walks [9], most of the
investigations are focused on improving deep learning architectures [13].

Only a few studies considered the set of features associated to each node in ad-
dition to the graph topological structure (attributed graph) [3, 5]. Their limitation
regards the fact that they do not explicitly consider the nodes’ attributes but only
a measure of attribute similarity between them, resulting in a lower representation
expressiveness.

6 Conclusion

The research project will aim to propose a novel unsupervised model for attributed
graph embeddings. It is expected that considering the relational information in ad-
dition to the attribute information will provide significant improvements.

Future work will be focused on dealing with attributed graphs with probabilistic
relationships. Creating meaningful embeddings of attributed graphs where noisy
and uncertain relations are considered represents a major challenge for tackling real
word problems.
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Microservices and Multi-Core Systems
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This report provides a summary of our project “Measurement-Based Soft-
ware Performance Engineering for Microservices and Multi-Core Systems”
conducted during the HPI Future SOC Lab period fall 2018, as well as ideas
for a follow-up project for the upcoming period.

1 Project Idea

Our project was divided into two subprojects, namely (1) “DevOps-oriented Load
Testing for Microservices” and (2) “Software Performance Engineering for Multi-
Core Systems”. Subproject (1) is a direct continuation of the works that we started in
the previous periods. Subproject (2) is new and we had started initial experiments
on the HPI infrastructure in the past Future SOC Lab period. For both subprojects,
in order to conduct large-scale experimental evaluations, we need a state-of-the-art
computing infrastructure such as the one provided by the HPI Future SOC Lab.

In the remainder of this report, we will provide some more details about the
project context (Sections 1.1 and 1.2) list the granted Future SOC Lab resources
(Section 2), provide a brief description of our findings (Section 3), and outline next
steps (Section 4).

1.1 DevOps-oriented Load Testing for Microservices

Modern software engineering paradigms and technologies—such as DevOps [2]
(including automation as part of continuous delivery) and microservices [12]—are
gaining more and more attraction in the software and services engineering com-
munities. Of particular interest are quality-of-service concerns, for instance, w. r. t.
performance and reliability. While established approaches for classic contexts (i.e.,
which do not use DevOps and microservices) exist, their adoption to DevOps and
microservices requires considerable research efforts [3, 10].

In the recent years, our group has already contributed architecture-aware ap-
proaches for performance and reliability, involving a combination of measurement-
based and model-based techniques [11, 13, 15]. Recently, we started to investigate
how these techniques can be used in DevOps and microservice contexts—with a
particular focus on load testing as a key performance engineering activity [4, 14, 15].

In the past period, we have published a conference paper [1] including measure-
ments conducted in the HPI infrastructure. First of all, the activities on load testing
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conducted during this period were a direct continuation of the activities started
during the previous periods. The activities were planned for the following topics:

1. Detection of performance regressions based on load tests

2. Prioritization and selection of load tests

3. Advanced extraction of load test specifications from APM data

1.2 Software Performance Engineering for Multi-Core Systems

Multicore systems are a permanent part of our daily life. Regardless of whether
we consider nowaday’s desktop PCs, notebooks, or smart phones—all devices are
running on multicore CPUs. To use these hardware features in an efficient way,
developers need to build parallel-enabled software. However, the development of
such software is more complex than developing sequential software.

To handle the rising complexity, it is necessary to develop software in an engi-
neering-like way. In such a process, software architects plan and analyze software
designs on a model level. Software architects can use tools like Palladio to simulate
and analyze early-phase software designs. Unfortunately, current approaches and
tools lack the ability to consider multicore systems. Therefore, in this project, we aim
to find performance prediction methods for multicore systems in the context of our
ongoing research [6, 7, 8, 9].

In the previous period, we have started to use the HPI infrastructure to study
performance properties for performance predictions of multi-core systems. The plan
for this period was to conduct further experiments with different configurations
(e.g., thread numbers and thread pool sizes) to assess what is their impact on per-
formance properties for different use cases or scenarios (e.g., benchmarks) to obtain
performance curves. These performance curves will be used by software architects
to easily adopt performance prediction models.

2 Used Future SOC Lab resources

We requested and received dedicated (root) access to the following computing re-
sources (servers): i.) 896 GB RAM, 80 cores; ii.) 32 GB RAM, 24 cores. Dedicated
access has been given to us due to our expected high resource demands.

3 Findings

We have worked on the previously stated goals in both subprojects. Not for all of
them, we have conducted experiments in theHPI Future SOC Lab, yet. Additional ex-
periments are planned for the next period. In this section, wewill provide a summary
of the experiments and results for both subprojects.
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3 Findings

3.1 DevOps-oriented Load Testing for Microservices
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Figure 1: Request counts per 5 minutes of the reference workload (left bars) and the
generated workload (right bars)

We investigated whether we can generate a load test for a microservice application
that represents the workload in the production system. For this, we execute several
experiments with the Sock Shop microservices demo application.1 We deployed
the Sock Shop application on the server i.) and a load driver on the server ii.), as
listed in Section 2. While executing a load test against the Sock Shop for simulating
production usage, we monitor the Sock Shop application and collect traces. Based
on the traces, we generate a new load test targeting the microservices of the Sock
Shop and executed it as well.

Figure 1 provides preliminary results of this experiment. The left bars of the re-
spective groups represent the number of requests submitted per 5 minutes and per
endpoint of the Sock Shop. The right bars represent the same information for the
generated test. It can be seen that the endpoint ratio is generally accurate, but the
generated test submits slightly less requests overall. We are currently improving our
approach to resolve this drawback and also investigate advantages of different types
of load test generations.

3.2 Software Performance Engineering for Multi-Core Systems

We have investigated the impact of different system configurations on the execution
behavior of parallel programs. The goal is to use these measurements to improve cur-

1https://microservices-demo.github.io/ (last accessed 2020-04-01).
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Figure 2: Measurements of speedup functions for different resource demands on the
40-core system with enabled hyper-threading [5]

rent performance prediction models by providing reference curves for the speedup
behaviour of different resource demands and scenarios.

We used synthetic programs (processor-intensive and I/O intensive) with gener-
ated resource demands and executed them in series of experiments using different
configurations, numbers of threads, software caches, and data localities. Figure 2
shows the speedup curves for the individual programs by using a different num-
ber of worker threads. Each data point represents speedup compared to sequential
execution.

A paper including experiments conducted in the HPI Future SOC Lab has been
accepted for the 10th ACM/SPEC International Conference on Performance Engi-
neering (ICPE 2019) [5]. We had presented preliminary results at the HPI Future
SOC Lab Day in fall 2018.

4 Next steps

We will continue our ongoing research in the two subprojects. To have the ability
to execute extensive experiments, we will apply for the next HPI Future SOC Lab
period. We plan to extend our load testing approaches to Functions-as-a-Service
(FaaS). Extensions for the multi-core experiments include different configurations
and more complex parallel programs.
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Collecting More Tweets From Twitter API
A Case Study of Twitter’s Snowflake Algorithm for Generating Unique

IDs
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Twitter as an online social network is a rich platform of user generated
content. The Twitter API gives access to tweets posted by users. In this paper
we analyze the unique tweet ID numbers over a collection of 10 million
tweets. The results show that 60% of tweets have an identical sequence
id and 95% tweets are located in two data centers. Based on our findings
we show how we can collect a higher sample of tweets in a more efficient
approach.

1 Introduction

There are many online social platforms for people to express themselves, share their
thoughts and interact with one another. Thus, online social networks have become a
massive source of information spreading and diffusion. In the past decade we have
seen a huge growth of user generated content on online social networks. Twitter
as a microblogging service has become a medium for users to share information
and news [4]. Various research groups have collected this data for topic modeling,
community detection, user personality and behavior analysis etc. However collecting
data fromTwitter’s API is limited to a 1% sample of all the tweets.We show it possible
to collect a higher sample of tweets based on the Snowflake algorithm and the format
of tweet ids.

In this study, we investigate the following questions:

1. What format is Twitter’s Snowflake method using to generate unique ids?

2. How can we collect a bigger sample of tweets based on the tweet id format?

3. With how many API keys can we collect a higher sample of tweets from Twit-
ter’s timeline?
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2 Background

2.1 Twitter API

The Twitter Application Programming Interface (API) has seen several changes since
themicrobloggingwebsite was first launched in 2006. Before 2009, it was possible for
research groups to crawl tweets on Twitter at a large scale. For example [3] collected
106million tweets and 41.7million user profiles. However in September 2009, Twitter
announced a new terms of service with a new rate-limit for the API [7]. Depending
on the API function an authorized user can make a specific number of requests in
a 15 minutes window. For example for collecting followers’ ids 15 requests and for
getting users’ profile 900 requests can be made before you hit the rate limit.

2.2 Snowflake

In June 2010 Twitter introduced Snowflake as their new approach for generating
unique ID numbers for tweets [2]. Snowflake addresses the following challenges:

1. How to generate ids in the scale of tens of thousands per second,

2. How to generate ids in a distributed and uncoordinated approach,

3. How to generate ids so they are roughly sortable by time.

3 Tweet ID

In this section we take look at the unique 64-bit unsigned integer ids in the tweet ob-
ject. The Snowflake project is open source and the code for generating ids is available
online [6]. We can see from the IdWorker file code, how a tweet id is generated. A
tweet id consists of a timestamp, datacenterId, workerId and sequenceId. The times-
tamp has an offset of 1288834974657L (Thursday, November 4, 2010 1:42:54.657 AM)
which is when snowflake first started. Figure 1 shows the tweet ID format.

63 22 17 12 0

Timestamp

da
ta
ce
nt
er
Id

wo
rk
er
Id

sequenceId

Figure 1: Tweet ID Binary Format
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Listing 1: IdWorker.scala

1 ...
2 val twepoch = 1288834974657L
3
4 val workerIdBits = 5L
5 val datacenterIdBits = 5L
6 ...
7 val sequenceBits = 12L
8
9 val workerIdShift = sequenceBits

10 val datacenterIdShift = sequenceBits + workerIdBits
11 val timestampLeftShift = sequenceBits + workerIdBits +

↪ datacenterIdBits
12 ...
13 def nextId(): Long = synchronized {
14 ...
15 ((timestamp - twepoch) << timestampLeftShift) |
16 (datacenterId << datacenterIdShift) |
17 (workerId << workerIdShift) |
18 sequence
19 }

4 Experiment

4.1 Resources from HPI Future SOC Lab

In this project, we had access to a VMwith 8 GB RAM and 8 CPU cores. We collected
and stored the tweets using python. We analyzed the 45GB tweet ids with Apache
Spark.

4.2 Collecting Tweets from statuses/sample

The statuses/sample API function returns a small random sample of all public sta-
tuses via a stream [1]. We collected 10 million tweets from March 1st to March 3th,
2019 using this API function. On average 3320 tweets were collected per minute.
However using this approach gives 1% of Twitter’s timeline [5]. Connecting with
multiple API keys will not result in a higher sample of the tweets in the timeline.
Because as mentioned in the Twitter API documentation if two different clients con-
nect to this endpoint, they will see the same tweets [1]. In the next section we see
how we can collect a higher sample based on the tweet id format.
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4.3 Collecting Data from statuses/lookup

The statuses/lookup API function takes 100 tweet ids as input and returns the tweets
in JSON format. With a developer API key, it is possible to make 1200 requests in a
15 minutes window. 900 requests as an authorized user and 300 as an authorized
app. Therefore it is possible to check 120,000 tweet ids every 15 minutes.

4.4 Case 1: Scanning all the space for 1 minute of the Twitter timeline

In the first case we compute the amount of time necessary to collect 1 minute or
60,000 milliseconds of all the tweets on Twitter with one developer key. As shown
in section 3, 22 bits are available for the datacenterId, workerId and sequenceId. So
the total number of ids that can be generated is:

222 = 4, 194, 304 (1)

With one API key the time necessary to check all the generated ids for 1 minute is:

1 × 60 × 1000 × 4, 194, 304 = 251, 658, 240, 000

⌈251658240000
120000

⌉ = 2097152

2097152 × 15 = 31457280 𝑚𝑖𝑛𝑢𝑡𝑒𝑠 ≈ 60 𝑦𝑒𝑎𝑟𝑠

Clearly scanning the entire 22 bits space to collect 1minute is not a feasible solution.
However, based on our findings in table 2 to table 3, it is not required to consider all
the possible combinations. In the next case we see how we can reduce the number
of ids to check.

4.5 Case 2: Collecting 1 minute of the Twitter timeline with 90%
sampling and single API key

In this scenario we compute the amount of time necessary to collect 90% of tweets
in 1 minute of the Twitter timeline with one developer key. From table 2 we select
the first 10 sequenceIds which result in 99.526% tweets. These sequence ids include
{0, 1, 2, 5, 3, 6, 7, 4, 8, 10}. From table 3 we select the first 25 datacenterId+workerId
which will result in 90.561% of the tweets. The selected ids for the datacenter and
worker include {363, 365, 375, 336, 335, 361, 382, 376, 333, 332, 350, 381, 364, 327, 326,
342, 362, 372, 347, 334, 35, 36, 33, 34}. By selecting these ids we can collect tweets
by a sample of 90%:

0.90561 × 0.99526 ≈ 90.13%

1 × 60 × 1000 × 25 × 10 = 15, 000, 000
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⌈15000000
120000

⌉ = 125

125 × 15 = 1875 𝑚𝑖𝑛𝑢𝑡𝑒𝑠 = 31 ℎ𝑜𝑢𝑟𝑠 15 𝑚𝑖𝑛𝑢𝑡𝑒𝑠

Compared to case 1 this approach is more tractable. In the next case we see how
we can reduce the time with multiple API keys.

4.6 Case 3: Collecting in read-time the Twitter timeline with a 90%
sample and Multiple API keys

Based on the previous case, we are interested to find the number of API keys required
to collect a sample of 90% of the tweets in real-time. For each extra authorized user
we are able to check 90,000 more ids.

15 × 60 × 1000 × 25 × 10 = 22, 500, 000

⌈ 22500000
120000 + 90000 × 𝑛

⌉ = 1

𝑛 ≈ 2499

Therefore with 2500 API keys it is possible to collect 90% of the tweets in real-time.

5 Results

In this section, we report the results. Table 1 shows the distribution of tweet ids based
on the 5 bit representing the data center id. 95% of the tweets are stored in 2 data
centers with ids 11, 10.

Table 1: DatacenterId

DatacenterId binary count Percentage Cumulative Percentage

11 01011 4 786 459 47.865 47.865
10 01010 4 714 581 47.146 95.010
1 00001 356 914 3.569 98.580
4 00100 125 841 1.258 99.838
0 00000 6637 0.066 99.904
24 11000 394 0.004 99.908
12 01100 388 0.004 99.912
19 10011 383 0.004 99.916
27 11011 377 0.004 99.920
29 11101 368 0.004 99.923
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Table 2 shows the distribution of tweet ids based on the 12 bit representing the
sequence id. Around 60% of tweets have sequence id of zero (0).

Table 2: Sequence Id

sequenceid (12 bits) count Percentage Cumulative Percentage

0 5957392 59.574 59.574
1 2416262 24.163 83.737
2 786100 7.861 91.598
5 255150 2.551 94.149
3 215668 2.157 96.306
6 164613 1.646 97.952
7 69542 0.695 98.647
4 64925 0.649 99.297
8 22962 0.230 99.526
10 11559 0.116 99.642
11 8802 0.088 99.730
9 6701 0.067 99.797
12 4287 0.043 99.840
13 1665 0.017 99.856
15 597 0.006 99.862
14 515 0.005 99.867
16 480 0.005 99.872
17 262 0.003 99.875
32 154 0.002 99.876
18 135 0.001 99.878

6 Conclusion and Future Work

In this paper we studied Twitter’s Snowflake algorithm for generating unique tweet
IDs. The Twitter API is limited to a small sample of tweets. We show that based
on the binary representation of tweet ids and with access to multiple API keys it is
possible to circumvent this limitation.

In futurework, our goal is to develop an online platformwhere users can authorize
their Twitter account and can get access to higher sample of tweets in real-time.
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Table 3: DatacenterId+workerId

DatacenterId+workerId binary count Percentage Cumulative Percentage

363 0101101011 463 652 4.637 4.637
365 0101101101 459 792 4.598 9.234
375 0101110111 458 079 4.581 13.815
336 0101010000 457 315 4.573 18.388
335 0101001111 447 995 4.480 22.868
361 0101101001 447 860 4.479 27.347
382 0101111110 447 300 4.473 31.820
376 0101111000 446 723 4.467 36.287
333 0101001101 446 495 4.465 40.752
332 0101001100 444 892 4.449 45.201
350 0101011110 444 542 4.445 49.646
381 0101111101 443 513 4.435 54.082
364 0101101100 441 847 4.418 58.500
327 0101000111 435 805 4.358 62.858
326 0101000110 433 706 4.337 67.195
342 0101010110 431 715 4.317 71.512
362 0101101010 431 688 4.317 75.829
372 0101110100 425 535 4.255 80.085
347 0101011011 425 534 4.255 84.340
334 0101001110 408 800 4.088 88.428
35 0000100011 53 422 0.534 88.962
36 0000100100 53 341 0.533 89.496
33 0000100001 53 315 0.533 90.029
34 0000100010 53 232 0.532 90.561
32 0000100000 53 229 0.532 91.093
325 0101000101 39 727 0.397 91.491
352 0101100000 35 527 0.355 91.846
366 0101101110 35 147 0.351 92.197
373 0101110101 32 149 0.321 92.519
323 0101000011 31 398 0.314 92.833
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The performance of Ethernet enabled communications is measured on the
HPI 1000 core cluster for communication intensive workloads, in particular
the Fast Fourier Transform.

1 Introduction

Ethernet clusters are used in a variety of parallel computing clusters because the
technology iswell known and there are a number of software frameworks built on top
of ethernet, which may not be supported on infiniband and other high performance
communication interfaces. The purpose of this study is to measure the performance
of the 1000 core HPI cluster that uses 10 gigabit ethernet.

Contributions

The main findings are that further tuning of and configuration for the 1000 core
cluster is required to obtain good communication performance on the current hard-
ware. The default installations of MPI and SLURM job manager are from the Ubuntu
repositories. These do not give optimal performance. By building and installing
OpenMPI 4.0, a significant performance boost in communication is obtained. De-
fault setups of MPICH and MVAPICH are typically not as performant as OpenMPI
for the considered tests, but they may further enable performance improvements
for jobs that utilize multiple GPUs. Such improvements would likely require re-
installation of the SLURM job management system with updated PMI support. The
performance of MPI is also compared with PCJ, a framework for parallel computing
in Java that uses sockets for communication.

2 Context

In a previous study, Aseeri et al. found that a 10 Gigabit ethernet cluster provided
good performance on upto 100 cores for a communication intensive Fast Fourier
transform based program for solving the Klein Gordon equation. The cluster, Neser,
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is no longer operational and the full details of the setup of that cluster are unknown.
It is of interest to determine whether other 10 Gigabit ethernet clusters can be as
performant.

Background

Parallel and big data computing require highly configurable and performant soft-
ware stacks. For many problems, low interconnect latency and high interconnect
bandwidth enable greater performance in solving problems which have communi-
cation requirements. Programming patterns that have significant communication
requirements include parallel graph traversal, fast Fourier Transforms. For large
Fourier transforms, high interconnect bandwidth can be a limiting factor. For graph
traversal and small Fourier transforms, latency is often the limiting factor. While
the chosen hardware gives a lower bound to the latency and an upper bound to the
bandwidth, the software stacks used for communication also have a significant effect
on the realizable latency and bandwidth that will affect application performance.

3 Methodology

To measure bandwidth an latency on MPI enabled clusters, the OSU MPI and Intel
MPI benchmarks are often used. These are a collection of tests to measure perfor-
mance of MPI installations by making and timing specific MPI calls for a range of
data sizes. They enable comparison of different clusters. Unfortunately, at present,
there are no datasets with performance information for these benchmarks that would
enable easy comparison of cluster performance. Both these MPI benchmarks are of-
ten used to monitor cluster health. In this case, only the PingPong, bandwidth and
alltoall benchmarks are considered. In addition a new nonblocking PingPong bench-
mark which utilizes isend and irecv is written and tested. The benchmarks are tested
with 4 libraries, OpenMPI 4.0.0, MPICH-3.3 , MVAPICH2-2.3.1 and PCJ5.0.8. To
enable reproducibility, installation instructions and configuration of the libraries are
in the appendices. Run data includes information about the nodes used during each
execution. Job interference did not occur during executions because only a single job
with inter processor communication was running at any one time. Each test was also
run at least thrice, with the mean result, and the maximum and minimum results
being reported, scripts to produce the executions are also included.

3.1 Hardware Description

The HPI 1000 core cluster is composed of Intel(R) Xeon(R) E7-4870 CPUs clocked
at 2.40GHz. Each node has 4 CPUs and a total of 40 cores, with hyperthreading
enabled. Each node also has a two 10 Gigabyte ethernet Intel 82599ES adaptors and
1TB of RAM.
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3.2 Testing Environment

The cluster runs Ubuntu 16.04 and uses SLURM 17.02.6 - SLURM has been installed
from the Ubuntu repositories. The compiler suite is GNU compilers version 5.4.0,
with the GCC, G++ and GFORTRAN as the C, C++ and Fortran compilers respec-
tively. JavaOpenjdk version ”9-internal” from theUbuntu repositories is the installed
Java library.

There are four non-GPU partitions on the cluster with 10, 6, 4 and 2 nodes. In
addition, there is a single node DGX partition with 8 Nvidia V100 GPUs, a single
node partition with 2 Nvidia K20 GPUs, a single node partition with 4 Nvidia K80
GPUs and a dual node partition with 6 Nvidia K80 GPUs. All tests reported here
were run on the 10 node partition.

The latest version of SLURM has MPI plugins for OpenMPI, PMI2, PMIX and an
unoptimized default for any other MPI library.3 At present only the OpenMPI and
default plugins are available on the HPI cluster.

There is an installed OpenMPI version 1.10.2 and MPICH 3.2 from Ubuntu reposi-
tories on the cluster which provides mpirun, mpicc, mpicxx andmpif90 functionality.
The user needs to choose the appropriate set of compilers and runtime executables. In
addition to the installed versions of OpenMPI and MPICH, OpenMPI 4.0.0, MPICH-
3.3 and MVAPICH2-2.3.1 were installed using the following commands:

Listing 1: Installation for MVAPICH2-2.3.1

1 ./configure --prefix=$HOME/mvapich2-2.3.1-install \
2 --with-device=ch3:nemesis:tcp --disable-cuda
3 make
4 make install

Listing 2: Installation for MPICH-3.3

1 ./configure --prefix=$HOME/mpich-3.3-install \
2 --disable-cuda --with-pm=hydra
3 make
4 make install

3https://slurm.schedmd.com/mpiplugins.html (last accessed 2020-04-01).

95

https://slurm.schedmd.com/mpiplugins.html


Nowicki, Muite, Boysan: Benchmarking FFT on an Ethernet Cluster

Listing 3: Installation for MPICH-3.3

1 ./configure --prefix=$HOME/openmpi-4.0.0-install \
2 --enable-mpi-java
3 make
4 make install

4 Results

Descriptions of the benchmarks and results for running them on the HPI 1000 core
cluster now follow. Each benchmark was run using several parallel environments to
compare the performance. It should be noted that further tuning and optimization
is possible for each of the environments, thus good or bad performance on one
benchmark alone is not conclusive evidence of the quality and performance of the
entire software for solving real world problems.

4.1 The PingPong Benchmark

The PingPong benchmark is a standard benchmark to test the latency between two
processes. It measures the time for round trip information between the two processes
as a function of the amount of information that is sent between the two processes. It
gives a lower bound on the amount of time needed for work to occur below which
parallelization will not produce any speedup. PingPong benchmarks are available
in both the Intel MPI benchmark suite and in the Ohio State MPI benchmark suites.
In addition, Boysan has written a Java based Ping Pong benchmark. The MPI imple-
mentations use blocking MPI_send and MPI_recv calls.

4.2 The Nonblocking PingPong Benchmark

PCJ typically relies on asynchronous communication for data exchange, in particular
put and get calls to asynchronously send information to or pull information from
another process. Thus the regular Ping-Pong benchmark using blocking MPI send
and MPI recv calls is not the most appropriate one for comparison of performance
between PCJ and MPI implementations. A better measure is a Ping Pong benchmark
using nonblocking MPI_Isend and MPI_Irecv calls.

4.3 The Bandwidth Benchmark

In addition to latency, bandwidth is also an important system characteristic and
gives an indication of how much information can be sent between two processes
within a fixed unit of time, neglecting the time to start and stop data transmission.
For programs that need to send a lot of data, this gives a lower bound on the amount
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of time the communication phase of the program will require. Both the Intel and
Ohio State MPI benchmarks include a point to point bandwidth benchmark.

4.4 The AllToAll Benchmark

An all to all exchange is required of many Fast Fourier transform programs. De-
pending on the amount of data being exchanged, it can either be latency bound
or bandwidth bound. In comparison to the point to point latency and bandwidth
benchmarks, an all to all exchange will typically show higher latency and lower
bandwidth between any two points than the point to point benchmarks because of
network congestion.

4.5 The 1D Fourier Transform Benchmark

The parallel one dimensional Fast Fourier Transform is a benchmark included in
the HPCC challenge suite. It is a computation that is typically either limited by
bandwidth frommainmemory, network bandwidth or network latency. Performance
on this benchmark is measured by the number of floating point operations that can
be done.

4.6 The 3D Fourier Transform Benchmark

Three dimensional Fast Fourier Transforms often are used in the numerical solution
of partial differential equations. There are a number of libraries available for com-
puting these, in particular 2DECOMP&FFT, FFTE, P3DFFT, P3DFFT++, ACCFFT,
PFFT etc. To enable separation of concerns, many of these libraries use an optimized
one dimensional FFT engine such as vendor provided libraries at the single core or
node level. The library then does domain decomposition, typically either one dimen-
sional (slab), or two dimensional (pencil). The library is also responsible for data
transposition. FFTE is one of the few libraries where the author of the serial FFT and
the parallel FFT are the same. In this work tests are done with 2DECOMP&FFT since
the original aim was to see if other 10 Gigabit ethernet enabled clusters could have
good performance. The three dimensional FFT is a benchmark problem in the NAS
parallel benchmarks, but unfortunately, performance record histories for the NAS
parallel benchmarks are not available.

4.7 The Klein Gordon Benchmark

Aseeri et al. compared the performance of several different supercomputers when
solving the Klein Gordon equation using a Fourier spectral method. The code uses
the library 2DECOMP&FFT in a semi-implicit time stepping scheme to solve

𝑢𝑡𝑡 = 𝑢 − 𝑢3 + Δ𝑢
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approximated by

𝑢𝑛+1 − 2𝑢𝑛 + 𝑢𝑛−1

(𝛿𝑡)2 = Δ − 1
4

(𝑢𝑛+1 − 2𝑢𝑛 + 𝑢𝑛−1) + 𝑢3
𝑛

Time stepping occurs in Fourier space with a backward three dimensional FFT to
calculate 𝑢 in real space, a calculation of 𝑢3

𝑛 from 𝑢𝑛 in real space, and then a forward
FFT to get 𝑢3

𝑛 in Fourier space. In the benchmark a discretization of 5123 points was
used and the time to take 30 time steps was recorded for several different choices of
processors— in particular on each platform, a strong scaling test was undertaken to
find the platform with the fastest time to solution.

References desunt—The Editor
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In the following we describe our project “Text-based Knowledge Graph
Embeddings”. We plan to use text to generate embeddings of entities that
are describe in a Knowledge Graph. We want to extend our current work by
using new text sources to generate the embeddings, considering embedding
in hyperbolic spaces and introducing reasoning mechanisms inside our
vector representations.

1 Introduction

KnowledgeGraphs (KGs in the follow) have become awidespread abstractionmodel
to represent knowledge about entities in a variety of domains, often based on graph
databases. In a KG, nodes represent real-world entities and edges represent labeled
relations between entities; a labeled relation can be seen as a triple (h, l, t) stating
that the relation l holds between the entities h and t; e.g., (Barack_Obama, birthplace,
Honolulu) represents the birthplace of Barack Obama. KGs have become of interest
in the recent years, not only in the scientific community but also in the industry,
where companies like Google and Microsoft have developed methods to build, store,
use and explore KGs [7]. The most known example of open KG is DBpedia, which
is based on the data deriving from Wikipedia and freely accessible online.1

1.1 Knowledge Graph Embeddings

KGs can be also seen as high dimensional and sparse data structures, which can be op-
timized to be better consumed by algorithms. A natural graph technique is to embed
KG entities and relations into a vector space of lower dimension. This approach not
only improves the tractability of certain tasks executed over the data structure, but
it also supports the discovery of latent relationships in the data. Knowledge graph
embedding capture latent component of a knowledge graph and are able to repre-
sent them in a lower dimensional space. Several recent works in the literature have
been proposed for this problem by using different embedding methodologies [4,
9, 15, 18]. The core idea in these works is that the vectors expressing the elements
of the triple (h, l, t) have a geometric property that represents their graph relation.
Namely, the vector associated to entity h plus the vector associated to relationship l

1http://dbpedia.org (last accessed 2020-04-01).
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should be a point close to the vector representation of entity t [4]. A different strategy
proposed to reduce the dimensionality of KGs is tensor factorization [5, 11]. It is,
in fact, possible to represent triples of a KG as coordinates of a tensor, i.e., a 3-way
matrix, and then use matrix factorization techniques to obtain a more compact repre-
sentation. The main method of evaluation for knowledge graph embeddings is link
prediction [16] (i.e., predicting a missing head or a missing tail from a triple). Some
model are now considering external information to obtain better performance in link
prediction tasks, this information can come from textual corpora [14, 18] or logical
rule [8, 17]. These representations are also useful in other contexts: in fact they can
be used to tackle different problems like recommendation [20] or disambiguation
and linking [19].

2 Current State of Research

Most of the aforementioned embedding models that have been applied to KGs like
DBpedia are fed only with triples represented in a KG, without taking advantage
of additional information contained in the KG or in other corpora. One alternative
approach that we are exploring at UniMiB is to learn these embeddings from texts
where entities are described or mentioned, once these texts are processed using NLP
techniques.

Our current approach takes texts that are semantically annotated, i.e., texts
where mentions of entities in the KG are recognized [2]. For example, from
the text “Obama, former president of USA [...]” we obtain the annotated text
“Obama<Barack_Obama>, former president of USA<United_States_of_America>
[...]”. Then we use word2vec, an off-the-shelf word embedding approach [10] on
top of entities extracted from the texts. With this algorithm, vector representations
are generated from relations among entities found in the text, i.e., two entities that
appear close to each other proportionally often in texts will be closer in the vector
space. Finally, by extracting entity types from the KG, e.g., Politician, City, etc., we
are able to learn embeddings also for types and represent entities and their types as
concatenation of these vectors. These type vectors have valuable properties and have
been used to provide a novel way of computing the similarity based on distributional
semantics [3].

In our framework, vector representations are based on co-occurrence of entities
in texts, which help encode similarity between entities found in a corpus. We are
now investigating methods to use vector concatenation to represent more aspects of
entities in addition to corpus-based relatedness and type, e.g., the entity time. One
major advantage of embeddings generated using this approach is that knowledge
encoded in the vector representations can change with the corpus even if the KG
does not change. In addition, we have extended the word2vec-based paradigm for
analogical reasoning in such a way this form of reasoning can be performed over
entities rather than over words (e.g., with Paris_France and Paris_Texas, vs “Paris”),
and considering multiple criteria such as typification or time [2]. These forms of
reasoning can be applied to exploration of knowledge, e.g., to find the equivalent
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of Paris (capital of France) in Uzbekistan, to find the book from which the Blade
Runner movie was derived, to find the equivalent of Cristiano Ronaldo in 1983.

Recently we have proposed a method to embed periods of time into a vector
space by considering time descriptions [3] and amethod to efficiently and effectively
represent word meaning over time [6].

3 Next Steps

3.1 Enhanced Text-based Embedding

Wewant to replace word2vec and usemore complex and sophisticated deep learning
models that are are now available, like RNNs and LSTMs. For example, RNNs can
help generate enriched and more accurate vector representations of KGs by consid-
ering the order and function of words in a phrase. As a consequence, we could apply
our framework to other important problems like link prediction, link correction and
entity clustering.

We plan to generate KG embeddings from larger corpora. For example, EventReg-
istry2 is a corpus available in the EW-Shopp and EuBusinessGraph projects that
consists of annotated news extracted daily from 300,000 sources. Generating KG
embedding from annotated news can reveal relationships between entities that are
not even represented in KGs. However, this would require a faster infrastructure to
learn the embedding, which we do not have at the moment.

3.2 Hyperbolic Embedding

Another family of embedding model consider embeddings tree-like structures in a
hyperbolic metric space. There exists increasing evidence that for hierarchical com-
plex networks hyperbolic spaces are a suitable alternative. Negative curved spaces
capture in a better way hierarchical structures, for example random hyperbolic natu-
rally exhibit topological properties that characterized this kind of complex networks
as power-law degree distribution and strong clustering coefficient.

There are still few works [12] on this topic and it is a recent trend that is showing
good results in terms of representation and similarity computation for items.

We have already started working on the topic and we have generated embeddings
for the DBpedia ontology. We are currently working on comparison with our recent
work [3].

3.3 First Results on Reasoning

Finally, one thing we would like to add inside our embeddings is a reasoning sys-
tem. We are currently working on the Logic Tensor Network [13] to add reasoning

2http://eventregistry.org/ (last accessed 2020-04-01).
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capabilities to our system. The Logic Tensor Network takes in input first order fuzzy
logic formulas and generate embeddings for functions, predicates and atoms of the
language. We have published some first results [1] in which we show that LTNs
seem to be a promising model to use for deductive reasoning.
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A large volume of sensor networks and trajectories of mobile objects are
collected. Such data offer us high value knowledge to understand moving
objects and locations, fostering a broad range of applications in smart cities,
enabling intelligent transportation systems and intelligent urban comput-
ing. Consequently, we need to engineer scalable and smart Trajectory Data
Analytics Systems in order to analyze both historical data and real-time
data flows.

1 Introduction

Trajectory data feature characteristics, which traditional systems cannot handle, such
as (𝑖) high volume—referring to the large quantity of generated and stored data; (𝑖𝑖)
high velocity—referring to the speed at which new data is generated and processed;
(𝑖𝑖𝑖) high variety—referring to multi-type and multi-source of data. Indeed, different
types of data (structured, semi-structured and unstructured: raster data) are spotted
for trajectory data; (𝑖𝑣) High veracity—referring to the high quality and value of
captured and analyzed data.

Researchers and industrials promote intelligence in processing big trajectory data
and development of connected smart transportation systems, in order to (𝑖) increase
of systems’ autonomy, (𝑖𝑖) increase of safety, (𝑖𝑖𝑖) increase of productivity and (𝑖𝑣)
reduction of congestion.

Contributions

Ourwork ismainly devoted to four important goals: (𝑖) analysis of trips’ patterns; (𝑖𝑖)
analysis of impacts of other sources such as weather data, events on trips’ patterns;
(𝑖𝑖𝑖) investigation of advanced data structures in order to improve mining of trips’
patterns; (𝑖𝑣) investigation of Lambda architectures for improving accuracy of RT
and NRT queries.

2 Problem

For scalable analytics of trajectory data, we investigate the following functional re-
quirements:
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• Support of Spatial On-Line Analytical Processing (SOLAP): OLAP tools enable
users to analyze multidimensional data interactively from multiple perspec-
tives. OLAP consists of four basic analytical operations: consolidation (roll-up),
drill-down, and slicing (filtering along one dimension) and dicing (filtering
along more than one dimension). The coupling of Geographic Information Sys-
tems (GIS) and OLAP has lead to the concept of Spatial OLAP (SOLAP) where
GIS provides the cartographic representation and OLAP provides multidimen-
sional perspective of data.

• Support of Spatial Data Mining (SDM): The coupling of Geographic Information
Systems (GIS) and Data Mining (DM) has lead to the concept of Spatial Data
Mining (SDM). The latter has emerged as a new area for spatial data analysis
and as the process of discovering, interesting and useful non trivial patterns
from spatial datasets using data mining algorithms. It is necessary to provide
effective mining algorithms to extract knowledge from the trajectory data.
Two types of algorithms are necessary,

– Algorithms for learning trajectory patterns from historical data such as
spatial outliers, spatial clusters for detecting hot-spots, Co-location pat-
terns, e.g. weather conditions and trips patterns, Stay Points, trips’ trajec-
tory patterns, driving and speed patterns.

– Algorithms for predicting future events such a vessel, cab or aircraft des-
tination, future traffic congestion, trip’s cost, et cetera.

• Support of both batch and stream processing: It’s important to distinguish two types
of processing models and underlying systems, namely batch analytics enabling
retrospective analytics and real-time analytics. Batch systems allowprocessing of
a large volume of historical data all at once, while real-time systems guarantee
that the reaction will be within a tight real-world deadline, usually in a matter
of seconds or milliseconds. Real-time systems software architecture is based on
stream processing. Advanced architectures such as Lambda architecture [4]
combine batch systems and real-time systems.

3 Solution

We propose scalable architecture and algorithms for scalable historical data explo-
ration and near real-time prediction of trajectory data and congestion avoidance
through calculation of future capacity of each geographical region.

4 Implementation

We are mainly using the following technologies Apache Spark, Neo4j, CAPS, Graph-
Frames andMLib.We are working on open data datasets related to (𝑖) maritime data,
released by the Danish Maritime Authority as well as (𝑖𝑖) ground transportation
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and specifically cabs trajectory data, released by NYC Taxi and Limousine Commis-
sion (TLC).

4.1 Maritime Trajectory Data

The Grand Challenge DEBS GC 2018 [2] deals with computing trips’ patterns in order
to predict arrival-port and arrival-time for vessels on sea. MarineTraffic provided an
anonymized dataset which about 1 million of AIS tracks. Learning process is super-
vised. Indeed, the training dataset includes departure-port, ETA and destination-
port. In [5] we propose scalable algorithms allowing primo to infer a map of vessels’
trajectories and secundo to predict future locations of a vessel on sea.

4.1.1 Danish Maritime Authority AIS Data Preparation
The Danish Maritime Authority makes historical AIS data available (2 TB) [1],

and 2GB are daily generated. The data excerpt illustrated in listing 1 does not show
any information about the departure-port and the arrival-port. TheWorld Port Index
(Pub 150) contains the location and physical characteristics and the facilities and
services offered by major ports and terminals worldwide (3669 entries). The spatial
data is in DMS (degrees, minutes, seconds) format (EPSG:4326). We succeed to:

• compute useful data from the World Port Index after converting into Lat-Lon
format (WGS84 coordinate reference system) UTM data (EPSG:4326).

• perform the spatial join of the big historical dataset provided by the Danish
Maritime Authority and the small dataset World Port Index.

4.2 Ground Trajectory Data

In [3, 6], we overview different geo-referenced data analytics systems such as Elastic
Stack, GeoMondrian and Leaflet/Postgres. We succeed to:

• Build a NYC city subway graph database from a list of subway stations with
visual checking of the correctness generated subway map.

Listing 1: Excerpt of AIS data released by the Danish Maritime Authority (Top 3 of
ftp://ftp.ais.dk/ais_data/aisdk_20180501.csv).

Timestamp, Type of mobile, MMSI, Latitude, Longitude, Navigational status,
ROT, SOG, COG, Heading, IMO, Callsign, Name, Ship type, Cargo type,
Width, Length, Type of position fixing device, Draught, Destination, ETA,
Data source type

01/06/2018 00:00:00, Class A, 215810000, 55.921028, 17.320418, Constrained
by her draught, 0, 12.5, 255.5, 256, Unknown,,, Undefined,,,, Undefined,
,,, AIS
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• Implementation of OLAP operations on top of two graph databases of NYC
cabs trajectory data (2GB), one hundred of the real dataset [7]. The latter is
200GB.

4.3 Aircrafts Trajectory Data

We are assessing our contribution to Aircraft Localization Competition organized by
OpenSky Network, Montreal, April 2019.1

5 Evaluation

We tested on desktop daily (2GB) and monthly (20GB compressed) maritime data
from the Danish Maritime Authority. We also tested ground trajectory data based
on excerpts from NYC yellow and green Cabs datasets.
Large scale experiments on Future SocLab are on-going.

6 Conclusion

Future work is mainly devoted to large scale experiments and publication of perfor-
mances results.
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The radiological evaluation of lung tissue is pivotal for an accurate diag-
nosis of lung diseases. Current advances in machine learning technologies
have forwarded the automatic detection of pathological structures in hu-
man tissue based on radiographs. Current advances in machine learning
technologies have the potential to increase the diagnosis precision and may
help to reduce human errors. In this study we present a novel approach
for the use of machine learning to improve the general decision process
that relies on the judge-advisor theory and machine learning in a medical
context. Our goal is to help doctors diagnose conditions so that they have
more time for patients and their treatment. Our approach uses an artificial
neuronal network to analyze the lung radiographs. Recent research has
shown that this machine learning method is the state-of-the-art algorithm
for image classification. We test our approach empirically.

1 Introduction

The radiological evaluation of lung tissue is pivotal for an accurate diagnosis of
lung diseases. Current advances in machine learning technologies have forwarded
the automatic detection of pathological structures in human tissue based on radio-
graphs. Such automated image analysis approaches have great potential to increase
the diagnosis precision and may help to reduce human errors. But unfortunately
automated classification of lung diseases using radiographs is a challenging task
owing to the fine-grained variability in the appearance of lung tissue. In this project
we present a novel machine learning-based approach to improve the classification
of lung diseases. Our approach employs a purpose-built artificial neuronal network
(Convolution Neural Network (CNN)) to analyze lung radiographs.

The relevance of making a correct medical diagnosis cannot be overstressed [7].
Numerous studies have shown promising approaches. Accurate classification of can-
cer is a key basis for medicals and patient. Related research that focuses on cancer
classification demonstrates the adequate performance of deep convolutional neural
networks (see, for example, [3]). But the healthcare industry implements informa-
tion technology relatively slowly [8]. This is surprising because the automation of
sub-processes can significantly reduce the error rate [1].

In this study, we address the practical implications of the potential of CNN in the
context of lung disease detection. In order to understand the potential of machine
learning in lung disease detection we try to answer the following primary research
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question (RQ): Is it possible to develop a machine learning approach to detect lung
diseases reliable?

For this study, we have collected a huge dataset of more than 119 000 lung images
from patients that suffer from one out of 15 different widespread lung diseases and
which can be used to train the artificial neuronal network.

This study is organized as follows: First, we analyse previous research on three
different research areas. We take a deeper look on convolutional neural network
(CNN). In doing so, we also try to give an overview of our research methods. Here
we describe an experiment to support expert knowledge by using CNN. We then
turn to the analysis of our empirical study of improving our model in the result
section. The last section offers the implications and a discussion of this study.

2 Previous Research

Convolutional neural networks (CNNs), which are assembled of multiple process
layers to learn the representations of data with multiple abstract levels, are the most
successful machine learning models in recent years [6]. CNNs are extensively used
in image classification, obtaining encouraging classification accuracy over large-scale
datasets compared to hand-engineered features based methods [10].

CNN is based on Artificial Neural Networks (ANNs) with multiple layers of
neurons and is defined as a method of deep learning. The Convolutional Neural
Network has grown in popularity by using image data and is now the state of the
art for image classification. In a standard convolution network, a complete layer
of a convolution network consists of three stages [6]. The CNN basic stages are the
following: Convolution → Pooling → Fully Connected Layer → Output. The structure
results in their essential phase in the CNN working.

The important stage is the convolution layer in which the convolution operation is
executed to form a group of feature images. The second stage is the detection layer,
in which any feature value is transmitted and activated to a nonlinear activation
unit. The third stage is the pooling layer, where the features extracted on the lower
layer are picked for sampling, which makes the network smaller [6]. The result is
the output of the network.

Recent work includes an overview review on the future promise of interstitial
disease detection and classification with deep learning are the works of [3] or [15].
Especially for lung diseases the work of [12] to be mentioned. The work of [2] shows
the using of CNN in the case of cerebral microbleeds detection. [11] using CNN for
automated pancreas segmentation or [13] using CNN as well for pulmonary nodule
detection. In this case the work of [9] trained a single CNN to segment six tissues in
MR brain images.
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3 Data Description and Methods

For this study, first we use a special CNN as a state-of-the-art machine learning
approach to classify pictures. We decided to use X-ray images, because they are
one of the most commonly accessible radiological examinations for screening and
diagnosis of many lung diseases [15]. Each patient first contacts his home doctor
which usually starts with the analysis of an X-ray image. In this study, we use a
new chest X-ray database, namely “ChestX-ray8”, which comprises 112,100 frontal-
view X-ray images of 32,717 unique patients with the text-mined eight disease image
labels (where each image can have multi-labels) for the National Institutes of Health
(NIH) in the United States of America. We use an open-access dataset repository
from the NIH clinical center - Americans research hospital.1 For the sample selection
we have decided to focus on the eight most common lung diseases [15].

In the case of data preparation we decided to remove blurred and unclear images
from the test and validation data set. These are helpful training data, but great
care has been taken to ensure that these sets are not split between the training and
validation sets. Although the network accepts image inputs of 299 × 299 pixels.
Thereforewe reduce the image size for ourmachine learning approach to a size of 299
× 299 pixels. To standardize this process we have written our own algorithm to resize
the x-ray images. However, the diseases are distributed differently in the dataset.
For this reason, we have extended the individual classes accordingly, as shown for
example in the work of [3], so that the number of images is evenly distributed with
the diseases. Classes with inclined images are determined by the random selection
of existing images and this selected image is rotated randomly between −10° and
10°. HPI provided us access to 2 GPUs and we use therefore two Tesla K80 Cards for
calculation.

4 Results and next Steps

In our setting we use initial weights from the ImageNet dataset; therefore we follow
the state-of-the-art concept of transfer-learning for ANN in line with works of [3,
5]. This means that the model is pre-trained on 1,000 object classes (1.28 million
images) of the 2014 ImageNet Challenge [14]. Our training methodology is based
on the pre-trained Inception V3 architecture. In the context of fine tuning we use as
starting point the parameters that recent literature points to. Therefore all layers use
the same global learning rate of 0.001 and a decay factor of 16 [14]. Additionally, we
use the RMSProb with a decay of 0.9, momentum of 0.9 and elision of 0.10 [3]. We
decided to use 3000 epochs to learn this model in consequence of the result of the
current research [4]. Our results at this point of time indicate several problems. The
figure shows an example of the primary problem.

1https://nihcc.app.box.com/v/ChestXray-NIHCC (last accessed 2020-04-01).

113

https://nihcc.app.box.com/v/ChestXray-NIHCC


Benjamin M. Abdel-Karim, Nicolas Pfeuffer, Oliver Hinz: Classification of Lung Diseases

Figure 1: Train Process

The network memorizes the images in the test set. However, the test images for
the network are hardly recognizable. After systematic testing of different parameter
combinations and modifications of pre-processing techniques we decided to change
the network architecture.

References

[1] R. Aron, S. Dutta, R. Janakiraman, and P. A. Pathak. “The Impact of Automa-
tion of Systems on Medical Errors: Evidence from Field Research”. In: Infor-
mation Systems Research 22.3 (2011), pages 429–446. doi: 10.1287/isre.1110.0350.

[2] Q. Dou, H. Chen, L. Yu, L. Zhao, J. Qin, D. Wang, M. VC, L. Shi, and P.-A.
Heng. “Automatic Detection of Cerebral Microbleeds From MR Images via
3D Convolutional Neural Networks”. In: IEEE Transactions on Medical Imaging
35.2 (2016), pages 1182–1195. doi: 10.1109/TMI.2016.2528129.

[3] A. Esteva, B. Kuprel, R. A. Novoa, J. Ko, S.M. Swetter, H.M. Blau, and S. Thrun.
“Dermatologist-level classification of skin cancer with deep neural networks”.
In: Nature 542.2 (2017), pages 115–127. doi: 10.1038/nature21056.

[4] P. Khosravi, E. Kazemi,M. Imielinski, O. Elemento, and I.Hajirasouliha. “Deep
Convolutional Neural Networks Enable Discrimination of Heterogeneous
Digital Pathology Images”. In: EBioMedicine 27.1 (2018), pages 317–328. doi:
10.1016/j.ebiom.2017.12.026.

114

https://doi.org/10.1287/isre.1110.0350
https://doi.org/10.1109/TMI.2016.2528129
https://doi.org/10.1038/nature21056
https://doi.org/10.1016/j.ebiom.2017.12.026


References

[5] A. Kurakin, I. J. Goodfellow, and S. Bengio. “Adversarial Machine Learning at
Scale”. In: International Conference on Learning Representations 5 (2017), pages 1–
17.

[6] S.-J. Lee, T. Chen, L. Yu, and C.-H. Lai. “Image Classification Based on
the Boost Convolutional Neural Network”. In: IEEE Access 6.3 (2018),
pages 12755–12768. doi: 10.1109/ACCESS.2018.2796722.

[7] P. Mangiameli, D. West, and R. Rampal. “Model selection for medical diag-
nosis decision support systems”. In: Decision Support Systems 36.3 (2004),
pages 247–259. doi: 10.1016/S0167-9236(02)00143-4.

[8] N. M. Menon, B. Lee, and L. Eldenburg. “Productivity of Information Sys-
tems in the Healthcare Industry”. In: Information Systems Research 1.3 (2000),
pages 83–92. doi: 10.1287/isre.11.1.83.11784.

[9] P. Moeskops, J. M. Wolterink, B. H. van der Velden, K. G. Gilhuijs, T. Leiner,
M. A. Viergever, and I. Išgum. “Deep learning for multi-task medical im-
age segmentation in multiple modalities”. In: Medical Image Computing and
Computer-Assisted Intervention - MICCAI (2016), pages 478–486. doi: 10.1007/
978-3-319-46723-8_55.

[10] K.Muhammad, J. Ahmad, I.Mehmood, S. Rho, and S.W. Baik. “Convolutional
Neural Networks Based Fire Detection in Surveillance Videos”. In: IEEEAccess
6.3 (2018), pages 18174–18182. doi: 10.1109/ACCESS.2018.2812835.

[11] H. R. Roth, L. Lu, A. Farag, H.-C. Shin, J. Liu1, E. Turkbey, and R. M. Sum-
mers. “DeepOrgan: Multi-level Deep Convolutional Networks for Automated
Pancreas Segmentation”. In: Medical Image Computing and Computer-Assisted
Intervention - MICCAI 2015 (2015), pages 556–564. doi: 10.1007/978-3-319-
24553-9_68.

[12] H. R. Roth, L. Lu, A. Seff, K. M. Cherry, J. Hoffman, S. Wang, J. Liu, E. Turkbey,
and R. M. Summers. “A New 2.5D Representation for Lymph Node Detection
using Random Sets of Deep Convolutional Neural Network Observations”. In:
Medical Image Computing and Computer-Assisted Intervention - MICCAI 8673.1
(2014), pages 520–527. doi: 10.1007/978-3-319-10404-1_65.

[13] A. A. A. Setio, F. Ciompi, G. Litjens, P. Gerke, C. Jacobs, S. J. van Riel, M. M. W.
Wille, M. Naqibullah, C. I. Sánchez, and B. van Ginneken. “Pulmonary Nod-
ule Detection in CT Images: False Positive Reduction Using Multi-View Con-
volutional Networks”. In: IEEE Transactions on Medical Imaging 35.5 (2016),
pages 1160–1169. doi: 10.1109/TMI.2016.2536809.

[14] C. Szegedy, V. Vanhoucke, S. Ioffe, J. Shlens, and Z. Wojna. “Rethinking the
Inception Architecture for Computer Vision”. In: Computer Vision and Pattern
Recognition 11.12 (2015), pages 1–10. doi: 10.1109/CVPR.2016.308.

[15] X. Wang, Y. Peng, L. Lu, Z. Lu, M. Bagheri, and R. M. Summers. “ChestX-ray8:
Hospital-scale Chest X-ray Database and Benchmarks on Weakly-Supervised
Classification and Localization of Common Thorax Diseases”. In: IEEE CVPR
2017 27.9 (2017), pages 2097–2106. doi: 10.1109/CVPR.2017.369.

115

https://doi.org/10.1109/ACCESS.2018.2796722
https://doi.org/10.1016/S0167-9236(02)00143-4
https://doi.org/10.1287/isre.11.1.83.11784
https://doi.org/10.1007/978-3-319-46723-8_55
https://doi.org/10.1007/978-3-319-46723-8_55
https://doi.org/10.1109/ACCESS.2018.2812835
https://doi.org/10.1007/978-3-319-24553-9_68
https://doi.org/10.1007/978-3-319-24553-9_68
https://doi.org/10.1007/978-3-319-10404-1_65
https://doi.org/10.1109/TMI.2016.2536809
https://doi.org/10.1109/CVPR.2016.308
https://doi.org/10.1109/CVPR.2017.369




Integrating Hardware Accelerators
in Virtualized Environments

A Preliminary Evaluation of I/O Link Compression in Heterogeneous
Systems

Max Plauth and Andreas Polze

Operating Systems and Middleware Group
Hasso Plattner Institute for Digital Engineering

{firstname.lastname}@hpi.de

The overhead ofmoving data is themajor limiting factor in todays hardware,
especially in heterogeneous systems where data needs to be transferred
back and forth frequently between host and accelerator memory. In the Fall
2018 period, this project investigated the potential of On-the-Fly I/O Link
Compression as a promising approach to reduce data volumes and transfer
time, thus improving the overall efficiency of accelerators in heterogeneous
systems.

1 Introduction

With the increasing prevalence of big data applications, data volumes are growing
by the day and compute tasks are gaining complexity. Even though hardware ac-
celerators such as GPUs or Field-Programmable Gate Arrays (FPGAs) are vital for
satisfying these demands, moving data back and forth between main memory and
accelerators remains a major limiting factor, which is reflected by the many consortia
working on faster interconnection technologies (e.g. OpenCAPI [14], CCIX [1], or
Gen-Z [9]).

Contributions

Even though several strategies exist for mitigating the performance impact of mem-
ory transfers (e.g. by overlapping computation and data transfers), these mitigation
strategies are only applicable to workloads that can be pipelined. Preceding efforts
of the research community have identified compression as an viable orthogonal
method for improving data transfer efficiency for many application domains [6]. In
an attempt to anticipate hardware-accelerated compression becoming increasingly
available in many computer architectures [3, 11], we used a software-based imple-
mentation of the 842 compression algorithm [5, 17] to evaluate the benefits of using
On-the-Fly I/O Link Compression to reduce data volumes and thus data transfer time
in heterogeneous systems.

117

mailto:{firstname.lastname}@hpi.de


Plauth, Polze: Integrating Hardware Accelerators in Virtualized Environments

2 Background: 842 Compression

The 842 compression algorithm has been introduced by IBM and has been imple-
mented in hardware in the nx842 on-chip compression accelerator available in their
POWER processors.The main design goal of the 842 algorithm [5] is to allow high-
throughput/low-latency hardware implementations that can be placed directly on
transmission channels [17]. These properties do align perfectly with our intent of
evaluating the feasibility of hardware-accelerated On-the-Fly I/O Link Compression.
Hereinafter, the basic procedure of the 842 algorithm is outlined.
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Figure 1: The 842 compression algorithm operates on units of 8 bytes, treating the
input data as sub-phrases of 8, 4 and 2 bytes length. The algorithm relies on efficient
hashing and sliding window buffers containing past compressed data.

As illustrated in figure 1, the 842 algorithm [5] implemented by the nx842 on-chip
accelerator operates on units of 8 bytes, treating the input data as sub-phrases of
8, 4 and 2 bytes length, respectively. For each phrase length, a hash function and a
hash table with offsets to a sliding window buffer of past encoded data are used to
detect possible matches of the sub-phrase therein. Based on the lookup, a template is
chosen that encodes 8 bytes of raw data. Each 5-bit template encodes a permutation
of offsets or literals of 8, 4 and 2 bytes length, followed the actual offsets and literals.
With a clock frequency of 2.3GHz, and the ability to ingest 8 bytes per cycle, one
nx842 on-chip accelerator can achieve a maximum throughput of 18GB/s [11]. Being
equipped with two nx842 on-chip accelerators [2], the total compression throughput
of a POWER8 processor can be as high as 36GB/s.

The 842 algorithm can be attributed to the family of Lempel-Ziv derivatives [5].
The compression process deviates from the original Lempel-Ziv algorithm [18] in sev-
eral aspects. However, decompression works almost identical compared to LZ’77 [5].
With a sufficient number of approaches available that have demonstrated efficient
decompression of Lempel-Ziv derivatives on GPUs [7, 8, 15, 16, 19], we assume
that decompression of 842-encoded data can be implemented efficiently on GPUs.
Regarding FPGAs, an efficient implementation of 842 for both compression and de-
compression has been demonstrated as well [17], providing further indication that
efficient implementations of the algorithm are feasible for most popular accelerator
types.
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3 Experimental Setup

While link speed is a constant determined by the deployment environment, compres-
sion throughput and the space savings for a given workload are the decisive variables
deciding whether On-the-Fly I/O Link Compression is feasible or not. Hereinafter, this
section elucidates the experimental procedures used to obtain practical values for
both variables.

3.1 Space Savings

In order to ascertain the space savings achieved by the 842 algorithm for a wide set of
versatile workloads, we compiled a well-defined suite of test data. The test data suite
is comprised of the Large Text Compression Benchmark [13], the Silesia Corpus [4], the
first chromosome of the GRCh38.p12 Human Reference Genome [10], two grayscale
images (4240 × 2832 pixels, TIFF file), as well as a rasterized image of figure 1 (3206 ×
910 pixels, TIFF file).

3.2 Compression Throughput

In our evaluation, we included a number of different software-based implementa-
tions of the 842 algorithm. The naïve software implementation available in the Linux
kernel has been used as a baseline (SW/K: Linux). Additionally, the kernel-based im-
plementation has been extracted as a user space application (SW/U: Naïve), serving
as the foundation for an optimized software implementation (SW/U: Optimized).

All measurements have been performed on the test system specified in table 1.
All test procedures and the software-based implementations are freely available on
GitHub [12].

Table 1: Specifications of bare-metal test environment

IBM Power System S824L

CPU 2 × IBM POWER8, 10 Cores / 80 Threads, 3.42GHz
Memory 16 × 64GB DDR3 ECC CDIMM, 1600 MHz
GPU 1x NVIDIA Tesla K80
OS Ubuntu 16.04.4 64 Bit
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4 Results

This section presents practical measurements of space savings and compression
throughput as suggested in section 3. The space savings yielded by the 842 algorithm
for the test data set are reported in figure 2.
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Figure 2: Space savings achieved by the 842 algorithm for the test data suite

The results of the compression throughput measurements are presented in figure 3.
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Figure 3: (De-) Compression throughput measured for soft- and hardware-based
implementations of the 842 algorithm

120



5 Outlook

5 Outlook

To study the feasibility ofOn-the-Fly I/O Link Compression in practice, the next logical
steps include completing the test setup elaborated in this paper with accelerator-
based decompression facilities to cover the full compress-send-decompress workflow.
Furthermore, to increase the expressiveness of our investigation, additional experi-
ments need to be conducted using benchmarks from the heterogeneous computing
domain instead of benchmarks from the data compression domain.
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Vector representations are widely used in machine learning and can enable
us to impart background information about items into a learning process. In
this work, we consider word vector representations that convey explicit and
interpretable information about the semantic properties of words, drawing
on the recently proposed notion of semantic tagging. We study to what
extent we can automatically extend the coverage of our initial word vector
representations to flexibly cover newwords that do not occur in the original
corpus. Our experiments show that this succeeds with high accuracy, even
across languages.

1 Introduction

Motivation In machine learning, vector representations are now widely appreci-
ated for their ability to impart background information about items into a learning
process. For example, themachine learning algorithmmay never have seen the string
Havel in its training data, but if the representation for Havel reveals that it denotes
a European river similar to others such as Elbe and Danube, the machine learning
algorithm may be able to treat it appropriately. While there are publicly available
word vectors capturing the general statistical co-occurrrence-based similarity of dif-
ferent words [11], in this work, we consider representations based on more explicit
and interpretable semantic properties of words. Traditional part-of-speech tagging
has focused on distinctions based on the grammatical function of words. In contrast,
the recently proposed task of Semantic Tagging [4] considers a set of tags that are
conjectured to be pertinent in semantic tasks. The annotation scheme distinguishes,
for instance, privative attributes (PRI) such as former or fake from intersective ones
(IST) such as vegetarian. Abzianidze and Bos [3] presented an improved tag set
and showed that the tags exhibit the potential to apply cross-lingually. The Parallel
Meaning Bank project [2] provides a parallel corpus that includes semantic tag an-
notations. However, just up to a few thousand sentences have been annotated per
language.

Project Idea In this paper, we study to what extent automatic means can be used
to expand the coverage of Semantic Tag-based word vector representations. The goal
is to dynamically infer similar kinds of representations for new words or tokens that
did not occur in the annotated corpus. As input, we rely on a list of words along
with their regular semantic word vector embeddings.
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We first induce interpretable semantic tag vector representations from the anno-
tated corpus. We then predict such vector representations for new words based on
related words from the generic large-scale word representation data.

2 Method

2.1 Initial Semantic Tag-based Vector Representations

Input As input, we assume an annotated corpus 𝒞 = ((𝑤1, 𝑡1), … , (𝑤𝐿, 𝑡𝐿)), in
which word tokens 𝑤𝑖 have been annotated with tags 𝑡𝑖 ∈ 𝒯 from a global tag set 𝒯.
Here, the vocabulary of tokens 𝒱 = ⋃𝑤𝑖∈𝒞{𝑤𝑖} contains consists of (string,part-of-
speech) tuples.

Seed Tag Vectors Given this data, we first compute seed vectors v𝑤 for 𝑤 ∈ 𝒱 as
v𝑤 = ∑

(𝑤𝑖,𝑡𝑖)∈𝒞∶ 𝑤𝑖=𝑤
e(𝑡𝑖). Here, e(𝑡) is a function yielding a |𝒯 |-dimensional vector

with a one-hot encoding of tag 𝑡. The resulting semantic tag vectors hence capture
the distribution of a word’s tags.

2.2 Dynamic Extension of Vector Representations

Having computed such tag vector representations for each word observed in our
annotated corpus 𝒞, we now wish to infer similar kinds of semantic tag vectors v𝑤
for unseen input words 𝑤. We proceed in two steps. First retrieve relevant neighbors
of every such new unseen word. Then, we use those neighbors to induce a vector for
the unseen word.

Neighbor Retrieval Given a target unseen word 𝑤, we first determine its 𝑘 near-
est neighbors 𝑁𝑘(𝑤) using a preexisting word embedding matrix 𝐸 as 𝑁𝑘(𝑤) =
𝜎𝑘(𝑤, 𝐸, 𝒱𝐸 ∩ 𝒱). Here, 𝜎𝑘 is a function yielding a set of the 𝑘 closest words in the
embedding space 𝐸 with respect to a vocabulary. It retrieves the regular word vector
u𝑤 for the input word 𝑤 in the word embedding space 𝐸, and computes its 𝑘 nearest
neighbors in 𝐸 in terms of Euclidean distance. However, for this, 𝜎𝑘 only considers
the subset of words that are in 𝒱𝐸 ∩ 𝒱, i.e., those words that are in the vocabulary
𝒱𝐸 of 𝐸, but also in the annotated corpus vocabulary 𝒱. We assume an 𝐸 providing
embeddings for specific lemma and part-of-speech combinations of words, i.e., 𝜎𝑘
retains only those vocabulary items with a compatible part-of-speech tag to 𝑤, while
still seeking to maintain that |𝑁𝑘(𝑤)| = 𝑘.

Tag Vector Induction Finally, we predict semantic tag vectors v𝑤 as

v𝑤 = 1
|𝑁𝑘(𝑤)|

∑
𝑤′∈𝑁𝑘(𝑤)

u𝑤 u𝑤′

∥u𝑤∥ ∥u𝑤′∥
v𝑤′. (1)

Here, the various v𝑤′ are semantic tag vectors for the 𝑘 nearest neighbors in 𝑁𝑘.
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3 Experimental Findings

Cross-Lingual Induction Our approach can also be extended for cross-lingual
semantic tag vector induction. We use the same vector computation as above but
need to take one additional step. Given a non-English word 𝑤0, we first retrieve a set
of English translations 𝑊 = {𝑤 ∣ (𝑤0, 𝑤) ∈ 𝑇, 𝑤 ∈ 𝒱𝐸}. from a translation dictionary
𝑇, which we assume provides part-of-speech specific translations. In other words,
during this process, we only consider translations 𝑤 that occur in the vocabulary of
our English embeddings 𝐸 with a matching part-of-speech tag. If |𝑊| > 0, we can
then obtain

v𝑤0
= 1

|𝑊|
∑

𝑤∈𝑊
v𝑤, (2)

where the v𝑤 are computed using the monolingual method from Eq. 1.

3 Experimental Findings

Computational Resources Up to this point, this work has mostly been conducted
on our own small-scale machines, because of the initial exploratory nature of devis-
ing new methods. HPI FSOC has provided access to an 8 core Intel Xeon E7-4870
2.40GHz server, which we envision using to scale our process up to much larger
data.

Data We rely on version 2.1.0 of the Parallel Meaning Bank (PMB) corpus [2], of
which we consider the gold quality subset. As word embeddings 𝐸, we rely on the
Sketch Engine English (Web, 2013, 20 billion tokens) Lemma + Part of Speech word
embeddings.1 It has a vocabulary size of 6,143,073. For our cross-lingual evaluations,
we rely on translations extracted from the 2018-11-20 English edition of Wiktionary
to generate English translations of the input word.

Experimental Protocol We tested our method on English as well as cross-lingually
using gold data from the PMB corpus. For Englishwords, besides the 90-dimensional
semantic tag vector prediction experiments, we also conducted experiments to pre-
dict the more general 15-dimensional coarse-grained tags provided by the corpus
(denoted as English (C)). Due to the small size of the seed data, we rely on a leave-
one-out evaluation for each setting, i.e., we consider the gold data as the ground
truth and try to predict each word’s ground truth tag vector separately, based only
on other seeds in the data, excluding the target word itself. We use the average cosine
similarity score between the ground truth vector and the predicted vector to quantify
the accuracy of our method.

Overall Results The experimental results are given in Table 1. Our approach ob-
tains fairly high cosine similarities. Due to the use of part-of-speech-specific embed-
dings, the fine-grained English prediction with 90 tags is about as accurate as the

1https://embeddings.sketchengine.co.uk/ (last accessed 2020-04-01).
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Table 1: Prediction results for different 𝑘

Language 1 2 3 4 5 10 20

English 0.76 0.77 0.78 0.78 0.78 0.77 0.78
English (C) 0.75 0.76 0.76 0.76 0.77 0.77 0.78

German 0.84 0.84 0.83 0.83 0.83 0.84 0.84
Dutch 0.86 0.84 0.84 0.85 0.84 0.84 0.83
Italian 0.82 0.84 0.82 0.83 0.83 0.86 0.86

coarse-grained prediction. The results are also fairly strong on cross-lingual map-
pings, despite the fact that this involves relying on a translation dictionary, which
may bring in additional ambiguity and may result in a skewed tag distribution if the
set of available translations is skewed towards particular word senses.

4 Conclusion and Next Steps

Vector representations based on Universal Semantic Tags are a promising new way
of capturing salient semantic properties of words. Our research provides a method
to dynamically extend the coverage of the original Universal Semantic Tag data to a
large set of newword forms both in English and acrossmany other languages. Abdou,
Kulmizev, Ravishankar, Abzianidze, and Bos [1] demonstrated the usefulness of
such semantic tags in several downstream tasks via multi-task learning, including
on the Stanford NLI corpus, SICK, POS tagging, and dependency tagging. Hence,
we envision our data being useful in a wide range of tasks that benefit from semantic
information about words.

In terms of future work, the next phase of our research will involve scaling up
our approach to account for information from a larger number of heterogeneous
data sources [5, 6, 8], including structured data sources [9, 10]. This will enable us
to provide accurate vector representations for a much larger range of items from
numerous different languages. Another goal is to investigate the zero-shot learning
and few-shot learning cases by better exploiting contextual features of words [7] as
well as the internal morphology [12].
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Aluminium smelting processes are typically complex andmultidisciplinary,
hard to be modeled and controlled. Smelters typically have hundreds of
production cells, where each of them has a particular operation, i.e. it is not
easy to design a general control strategy without taking these differences
into account. Recent advances in data science have helped this industry
to overcome some of these challenges by providing rich information, how-
ever good hardware capable of processing a great amount of data are often
available on the cloud, whilst most of industries’ plant floor have limited
hardware and internet connectivity. It is therefore desirable that these hard-
ware can be enabled to provide such useful information on the process,
and that is where process modeling comes in. The high computing cloud
based hardware is capable of processing the data and build simpler models,
which are downloaded to plant floor hardware. Models are built using both
mathematical and data-driven approaches. Considering the differences in
production cells, in this report we show two data-driven tasks applied to
the modelling of bath chemistry process variables, whereby we simulate
some situations to check how accurate the forecasts are in the n-step ahead
predictions.

1 Project Idea

Aluminium smelting involves many fields within chemistry and physics, and in a
higher level, economics, i.e. it is multidisciplinary [4]. This is reflected in the huge
databases produced by the smelters, whereby the management is nearly impossible
without automation. However to achieve the maximum level of productivity still re-
quires a lot of thinking and time-consuming tasks, such as the design of control strate-
gies. Process modelling helps in planning productivity by forecasting trends and
simulating alternative scenarios. Most of the modelling being made on aluminium
smelting is based on the physical laws of the process[1, 2], which are too complex.
Data science techniques, on the other hand enable a shortcut to build a model based
on the process dynamics itself [3, 5]. This project combines mathematical models
with data-driven algorithms as these approaches complement each other. Moreover
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the data-driven models takes into account the differences among production cells,
whereby they are divided into clusters that share the same behaviour throughout its
operation time. This approach leads to the modelling of more accurate models, as
cell operation history strongly dictates its dynamics.

1.1 Approach used

In the last periods’ report, we have applied clustering and principal components
analysis to model aluminium reduction cells to reduce the dataset both in dimen-
sionality and number of samples. One of the greatest challenges faced so far was the
accuracy of the models in the long term simulation, which still remains. Factors like
noisy and poorly measured data explain this difficulty, however the mathematical
models already help in proving a theoretical view on how the cell variables should
behave under certain conditions. In addition, the cluster-based models show a signif-
icantly better performance in comparison to the approach of using reduction-based
or smelter-based modelling. Regarding database completeness, many variables are
already imputed, i.e. null values are produced by mathematical models, therefore
we’ve managed to reduce the sampling time from days to hours. This means we have
more data than the originally available plant floor database. We performed a new
study on clustering aluminium reduction cells taking into account this updated da-
tabase to find new cells’ cluster. Then for each cluster we apply supervised learning
algorithms, including linear regression and neural networks for cell modelling. The
linear regression helps in modeling the linear behaviour of the cell and the neural
network learns the non-linear behaviour. Figure 1 shows a scheme of the approach
used in this stage of the project.

Figure 1: Approach used

1.2 Clustering and Preprocessing

Lima et al. [6] performed a study on clustering aluminium reduction cells using
statistical measures such as mean, median and standard deviation, as suggested in
the work of Horvath & Vircikova[5]. We used the same approach to find clusters of
cells whose data will be applied to build models for each cluster separately, assum-
ing all the cells in the cluster share close behaviours. We’ve also applied principal
components analysis (PCA) to eliminate eventual redundancy in the data. In this
report we compare the models we already have with the models obtained using data
from clusters and using PCA.
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2 Used FSOC resources

2 Used FSOC resources

Our project used one instance of SAP HANA database server to store the data in a
column-stored table, enabling fast aggregate operations, such asmean and sum. Also
we loaded our models into 8 Virtual Machines; 4 of them are extra large to process
the cluster models for each single cell from each of the 4 potlines, and the other
4 are only large to process and potline related data using the general models. The
mathematical models that generate lump paramater data run on both extra large and
large virtual machines, while the distributed parameter mathematical models, which
generate spatial and time data for each variable, are run on the multicore server and
the NVidia Tesla card. However the boundary conditions to generate these data
couldn’t be determined, as this depends also on measurements to be taken from the
potlines.

3 Findings

In the previous periods we have built simple models with the least possible number
of hidden neurons in multilayer perceptron regressors. We have found these mod-
els to predict accurately in the one-step ahead, but in the long-run (multi-step) the
predictions need improvements. Retraining the models with updated data helped
in improving performance, however as the database inputs are many, the retrain-
ing time increases. In this context we think of linear models that learn the linear
behaviour of the cell, and leaves the neural network (NN) to focus on the nonlinear
part [8]. Table 1 shows the results for two of the most bath chemistry variables al-
ready modeled comparing the test mean squared error (MSE) performed by the last
clusted-based model vs. updated cluster-based models with linear+NN.

Table 1: MSE Errors comparing cluster based NN and clusted based linear+NN

General based model Cluster based model

Liquidus Fluoride Liquidus Fluoride
Steps Temp. Concentration Temp. Concentration

1 0.005 89 0.033 06 0.006 346 0.002 468
2 0.028 627 5 0.105 918 0.030 56 0.006 092 9
3 0.065 151 9 0.250 966 0.016 545 0.009 609 7

It is worth noting that the MSE is calculated over the normalized output value,
subtracting the mean and diving by the standard deviation. The predictions get
worse after the 2nd step (8 hours ahead).
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3.1 Simulation

To verify the model’s reliability we launched the model in parallel with a bath chem-
istry fuzzy control algorithm [7] to test the new version of the models, including
retraining. We wanted to compare bath temperature (TMP) and aluminium fluo-
ride (ALF), which are strongly related to each other. Both are controlled by adding
aluminium fluoride to the cell (ALF3A). For this case, using PCA and cluster-based
information, the results are for one-step prediction. If the error is more than 10 per-
cent, the model is retrained with updated real data.

Figure 2: Simulation of bath chemistry control with retraining

4 Discussion and next steps

The linear model works well for multi-step ahead prediction, and jointly with neural
networks provides good predictions. On the other hand, while the nonlinear dynam-
ics still needs to be covered by a neural network, the training time remains a problem
in implementing retraining in a cheaper hardware. For multi-step predictions, that
imply a simulation of the plant in feedback, there is a significant loss in the accu-
racy the longer the prediction window. Provided that the cell dynamics is subject to
change from time to time, one must consider also the possibility of not only retrain-
ing the model, but reprocess the clustering algorithm. In addition, eventual process
disturbances must be included in the simulation to give an error estimation. The new
generated data, including spatial variations did not seem to improve qualitatively the
accuracy for multi-step ahead predictions. In conclusion, it is worth trying to review
the cluster groups in the online operation in conjunction with the neural network
training. Also, the approach of linear+neural can be applied for cell-based models
as well, where a cluster model learns the general characteristics of that cluster while
a cell model learns the cells particularities and operation.
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Energy consumption is one of the major cost factors when operating a data
center. Hence, monitoring the energy consumption of a data center is cru-
cial for operation. This requires a comprehensive overview of the energy
distribution among servers and running jobs. We propose a power monitor-
ing system for heterogenous data centers. The system collects resource and
power consumption metrics on data center-, node-, and process-level. It
supports data center operators in monitoring the total energy consumption,
detecting jobs with high energy profiles, and planning the allocation of
new resources. We deploy and evaluate the system on the HPI Future Soc
Lab, an on-site data center providing computational power to the research
community.

1 Introduction

Power consumption in a data center is an emerging topic [6]. The increasing power
demands require careful management and monitoring of data center resources. This
brings new requirements for tools and services that support data center operators in
maintaining a data center, such as energy-awareness and efficient resource utiliza-
tion.

The HPI Future SOC Lab is an on-site data center equipped with latest high-
performance servers donated by industry partners. It aims at providing its compu-
tational power to the research community around the world. In the semi-annual
Call-for-Projects, researchers can apply for access to these computational resources.

Naturally, the Future SOC Lab hosts a highly heterogenous IT infrastructure. Fur-
thermore, the Lab has a hard limit on its power consumption. When exceeded, ma-
chines fail in an unsafe and impractical manner. As the Lab’s workload is generated
by many individual researchers at unknown points in time, active power monitor-
ing is necessary to prevent power exceedance and to identify especially demand-
ing projects. Moreover, for economic and ecological reasons unnecessary machines
should be turned off if not used for a longer duration.

To address these challenges, we implement a power monitoring system that col-
lects resource utilization metrics from the whole data center and makes them easily
accessible for data center operators. Based on thesemetrics, we provide tools tomoni-
tor the resource and power consumption on the data center-, node-, and project-level.
The collected metrics can further be used to support planning for resource allocation
and extending the data center.
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2 Related Work

In this section, we present work most pertinent to the discussion of this paper in the
field of power management. Similar to our approach, a lot of research was conducted
to estimate power consumption in virtual machines. In this field, Zhao et al. [5]
present a power monitoring solution for virtual machines to save energy during
provisioning. We derive our power calculation from their linear equation describing
the CPU consumption. Contrary to Contreras et al. [3], who use internal hardware
counter as reference for throughput and load, we employ coarser activity metrics
such as the CPU load. This allows us to utilize our system on different processor
architectureswithout relying on specific hardware features. Another aspect in energy
management, is treating it as scheduling resource. Specifically Chase et al. [2] further
investigate this behavior and show a decrease in energy consumption while meeting
a specified load. Finally, one of our important constraints, running on heterogeneous
hardware, is discussed in [1] where Beloglazov et al. try to find optimal placements
of virtual machines. Hereby, our approach is able to monitor the power consumption
on a process level which also includes a different set applications besides virtual
machines.

3 Contribution

In this section, we present our contribution towards real-time power monitoring in
heterogenous data centers. First, we give a high-level system overview of the system
(section 3.1), followed by more detailed explanations of the dashboards (section 3.2)
and the exporters in section 3.3.

3.1 System Overview

In this section, we give a high level overview of our proposed system. Figure 1
shows the connections between all parts of the system, which is spilt into two main
parts – one master node and multiple worker nodes. The master is run as a Docker
container [8] on a dedicated server. The workers are nodes in the network that
should bemonitored. It is important to note here that ourworker process should have
very little CPU/memory impact on their host machine, as these are the production
machines that should be utilized by the end user’s jobs.

On the master node, we run Grafana,1 Prometheus,2 and a custom registry service.
Grafana is used to display the power-usage-related dashboards to the system admin-
istrator. It queries the relevant data from the Prometheus instance running on the
same server.We discuss the used dashboards and the interactionwith Prometheus in
more detail in section 3.2. We chose Prometheus for collecting data, as it is a widely

1https://grafana.com (last accessed 2020-04-01).
2https://prometheus.io (last accessed 2020-04-01).
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Figure 1: Architecture Overview of the Power Monitoring System

adopted tool for monitoringwith a large community and stable releases. Prometheus
is a pull-based time series database in which we store our metrics such as CPU load,
power consumption, or CPU temperature. It allows for dynamic queries on the time
series, so the user can view data from the last 5 minutes or the past month. On top
of that, it provides an API for filtering and aggregating the data, which we heavily
use. We describe the use of Prometheus together with the dashboards in section 3.2
and its interaction with the data exporters in section 3.3.

Theworkers consist of a few exporters, as they are called in Prometheus terminology,
which are simple web servers that are queried for current data every few seconds.
The data that is sent can be arbitrary, as long as it conforms to the Prometheus data
format. For our use case, we chose three exporters, (1) the node exporter, provided
by Prometheus itself, which exports some general CPU information, (2) an IPMI
exporter that exports power information according to the IPMI protocol, and (3) a
custom process exporter, which provides information about the current processes
on each machine. We explain all of these exporters in more detail in section 3.3.

With the master and worker nodes in place, we can actively monitor the power
consumption of the users on each machine in the data center. This allows the ad-
ministrator to determine which users are causing a higher power consumption than
expected. In the following section 3.2 and section 3.3, we give a more detailed expla-
nation of the components in the system and how they work together.

3.2 Power Monitoring Dashboards

In this section, we present the Grafana dashboards used to monitor the power con-
sumption of the the data center’s servers. To get data from the Prometheus database
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to the Grafana dashboards, we use Grafana’s built-in Prometheus API. This allows us
to formulate complex queries against the stored data. Supported operations include
joins, filtering, and aggregation. The main advantage of this is that these potentially
expensive queries are performed directly on the data and not sent to the front-end
in advance.

There are two main views in our system, one that gives a general overview of
all servers (section 3.2.1) and one that dives deeper into the state of a single server
(section 3.2.2).

3.2.1 Multi-Server View
The multi-server view provides the administrator with some information about all
servers.

Figure 2: Power Consumption Statistics for Individual Servers

Figure 2 shows a central view of the administrator’s dashboard. It gives a quick
overview of the servers and their average, maximum, minimum, and current power
usage for the selected time frame. We see that the first two servers are running with
low power usage (<100W) at the moment, whereas the third server is using more
than seven times as much power (>600W) compared to the second highest one.

Figure 3: Dashboard with power consumption in Watts of three servers

Figure 3 shows the current power consumption of each server (as in figure 2)
but as a graph, to detect trends more easily. It is possibly to scale the time frame
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Figure 4: Dashboard with power consumption in Watts per user

arbitrarily, allowing the administrator to look at, e.g., the last five minutes or the
last month. There are a few more dashboards in this multi-server view, which are
omitted due to space concerns. They include CPU load, CPU clock frequency, CPU
temperature.

3.2.2 Single-Server View
The single-server view gives the administrator more detailed information for a single
server.

In figure 4, we see the power consumption per user on a single server. There are
four active users on the host machine, user1, user2, user5, and user17. With roughly
200Wused, the administrator can see that user5 is running a highly power-consuming
application. An additional 100W are consumed by user1, whereas user2 and user17
are idle on the server. This allows the administrator to make decisions on whether
this consumption is acceptable for long-running jobs or not, achieving higher trans-
parency in the overall power usage of the data center.

To calculate the power consumption per user, we take multiple metrics into ac-
count, such as system power consumption, the user’s processes, and CPU load. To
map these to an accurate wattage, we use a modified version of the function in [5].

𝐸𝑢𝑠𝑒𝑟 =
𝐸𝑎𝑏𝑜𝑣𝑒_𝑖𝑑𝑙𝑒
𝑢𝑐𝑝𝑢(𝑢𝑠𝑒𝑟)

(1)

𝐸𝑎𝑏𝑜𝑣𝑒_𝑖𝑑𝑙𝑒 = 𝑚𝑖𝑛(𝐸𝑠𝑦𝑠(𝑇 − 30)) (2)

Here, 𝐸𝑢𝑠𝑒𝑟 is the energy consumption per user that wewant to display. To calculate
this value, we look at the energy consumption above the system’s idle (𝐸𝑎𝑏𝑜𝑣𝑒_𝑖𝑑𝑙𝑒),
which we define as the minimum recorded consumption of the previous 30 days
(𝐸𝑠𝑦𝑠(𝑇 − 30)). With 𝑢𝑐𝑝𝑢(𝑢𝑠𝑒𝑟), we describe the total CPU utilization per user on a
given server.
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As in the multi-server view, there are more dashboards here that we omit for space
reasons. They include, among others, CPU load per process, memory per user, and
power consumption above system idle.

3.3 Power Monitoring Exporters

We use Prometheus to collect the necessary data in a pull-based manner, i.e., the
Prometheus server requests the current data from all exporters every few seconds.
An important distinction between push- and pull-based implementations needs to
be made here. There has been a lot of discussion regarding this topic [4, 7] and both
options have advantages and disadvantaged, ranging from better manageability
to resource efficiency. We argue, however, that for a small data center, as we are
running, the advantage of central management via one application that pulls the
data outweighs the potential reduced resource consumption, as proposed in [7].

In order for Prometheus to pull the data, it needs to be aware of all the nodes in
the data center. For this, we implemented a light-weight registration service3 that
provides a single HTTP endpoint, which allows new workers to register themselves.
The registration service then provides Prometheus with the list of current workers
that need to be queried.

Each worker consists of three exporters. An exporter is a simple HTTP endpoint
that delivers current values in a specific format that Prometheus can read, upon
request. This allows the administrator to determine when and how often the values
for each exporter need to be read. The node-exporter4 is provided by Prometheus
itself. It exports multiple OS-level and hardware metrics, including CPU load, clock
frequency, and temperature. We need this information to get a general overview of
each host. The IPMI-exporter5 is provided by SoundCloud.6 It exports power infor-
mation for hosts with an Intelligent Platform Management Interface (IPMI). This is
the core information for our dashboards, due to the strong focus on power consump-
tion. Our custom ps-exporter7 serves information regarding all processes and their
respective users. This information is required for a detailed breakdown of power
consumption per-user and per-process. All three exporters are wrapped in separate
Debian Packages, so they can also be used independently of your system.

4 Conclusion and Future Work

We implement and deploy a power monitoring system for heterogeneous data cen-
ters. By collecting multiple resource utilization metrics from across the data center,

3https://github.com/osmhpi/power-tools/tree/master/exporter-registry (last accessed 2020-04-
01).

4https://github.com/prometheus/node_exporter (last accessed 2020-04-01).
5https://github.com/soundcloud/ipmi_exporter (last accessed 2020-04-01).
6https://soundcloud.com (last accessed 2020-04-01).
7https://github.com/osmhpi/ps-exporter (last accessed 2020-04-01).
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References

the system provides fine grained insights into the resource and power utilization of a
data center. In the context of the Future SOC Lab, this system is used tomonitor regis-
tered projects. It gives the administrator an overview over active and inactive projects
and makes it possible to detect projects that abuse their project to waste resources.
Furthermore, the system helps in the planning process of accepting projects and
assigning resources by providing historical data from previous projects. This guides
the administrator in predicting resource and power utilization of new resources and
allows them to evenly distribute resource utilization and to plan the power budget.

Additionally, the centralized collection of multiple resource utilization metrics
from thewhole data centermakes it possible to easily implement additional use cases.
Based on the collected data, the administrator could set up alerts when the power
consumption gets dangerously high and approaches the global power limit. This
provides them with an early warning system and reduces maintenance overhead.

The collected power utilizationmetrics can also be used to extend the job scheduler
for considering power consumption. The historical data can be used to estimate the
power consumption of submitted jobs which then can be used to avoid scheduling
jobs on machines which are close to their power limit.
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With the widespread use of mobile devices, such as smart phones, smart
watches, bracelets,withmore andmore integrated sensors,massive amounts
of data relevant to people health and activities are collected and stored, po-
tentially in a cloud. In this report we present CitySensing platform and
Apache Spark application for analysis and recognition of people activities
based of sensor fusion and Spark MLlib machine learning library. The ap-
plication provides processing and analytics of Big sensor data originated
from smart personal devices with the aim to detect and recognize human
activities and behaviour.

1 Introduction

The CitySensing project is devoted to research and development of methods, tech-
niques, software systems and platforms for Big Data applications that provide pro-
cessing, analysis and mining of large-scale data collected by mobile devices and
Internet of Things in Smart Cities.

Plenty of Sensors, integrated inmobile andwearable devices, such as smart phones,
watches, bracelets, etc., represent sources of large amount of data about user move-
ments, activities and health conditions. Human daily activities and conditions can
be recognised by analysis and mining of data originated from accelerometers, gyro-
scopes, audio sensors, location sensors, etc. Such information can be a key inmonitor-
ing and preserving people health and secure behaviour.Big data analysis andmining
represents a big challenge and Apache Spark is one of the leading technologies to
work with Big and distributed data.

The main focus of this work is to apply machine learning techniques for human
activity recognition from mobile devices data and detect and evaluate appropriate
classification algorithms. Such algorithm is the central component of applications
that collect data from various mobile sensors and fuse them to obtain the most
accurate results. The basic machine learning algorithms used are binary and multi-
class logistic regression. This work use publicly available dataset of 800MB in size,
comprising data from smartphone and smartwatch senors for 30 volunteers over 60
days with extracted attributes and labels.
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2 Background and related work

The analysis and health problem detection can be performed on a mobile device
(phone,watch, bracelet, etc.) leveraging edge computing devices, or at private/public
cloud computing infrastructure [2].

The fusion, analytics and mining of mobile sensor data, collected from personal
mobile and health devices, as well as Smart city infrastructure can provide a person-
alized health and monitoring system for general well-being where individuals can
be provided with healthcare tailored to their needs. Moreover, such system supports
efficient collection and analysis of massive quantities of heterogeneous and contin-
uous health and activities data (Big Data) from a group, or a crowd of users. The
storage, aggregation, processing and analysis of Big health data could be performed
within public, private or hybrid cloud infrastructure. The results of data analysis
and mining are provided to physicians, healthcare professionals, medical organisa-
tions, pharmaceutical companies, etc. through tailored visual analytics, dashboard
applications. There is a number of research and development challenges that must
be addressed prior to wider application of such personalized healthcare systems
that continuously monitor people’s health and activities and respond appropriately
on critical events and conditions. These include, but are not limited to security, pri-
vacy and data ownership, sensor data fusion, scalable algorithms and systems for
analytics and data mining, and edge-cloud models for processing and analytics.

Khan et al. in [4] presented the latest research and development efforts and
achievements in the field of smart healthcare regarding high performance comput-
ing (HPC) and large-scale healthcare architectures, data quality and large-scale
machine learning models for smart healthcare, Internet-of-Things, fog computing,
andm-Health, as well as wearable computing, Quality of Service (QoS), and context-
awareness for smart healthcare.

With the development of Internet of Things (IoT) concepts, the idea of IoT health-
care systems has been an interesting topic for large number of researchers. Baker
et al. in [1] have presented state-of-the-art research related to wearable IoT health-
care system. A standard model for application in future IoT healthcare system was
proposed, along with an overview of existing challenges including security, privacy,
wearability and low-power operation.

Riazul Islam et al. in [3] have given an overview of existing IoT–based healthcare
network studies, and state-of-the-art network architectures, platforms, applications,
and industrial trends in this area. Furthermore, they highlighted security and privacy
issues and proposed a security model aiming to minimize security risk related to
health care. Specifically, they presented an extensive overview of IoT healthcare
systems, one of them being the Internet of m-Health Things (m-IoT): an operating
symbiosis of mobile computing, medical sensors, and communications technologies
for healthcare services.

An important part of IoT healthcare is obtaining insights from large data generated
by IoT devices. The focus of [5] was on IoT architecture, opportunities and challenges,
but from the data analysis point of view. In this paper a brief overview of research
efforts directed toward IoT data analytics, as well as the relationship between big data
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analytics and IoTwere given. Furthermore, analytic types, methods and technologies
for big IoT data mining are discussed.

In [6], authors have used smartphone and smartwatch sensors to recognize de-
tailed situations of people in their natural behaviour. Initial tests were conducted
over labelled data from over 300k minutes from 60 subjects. A dedicated application
for data retrieval was implemented and presented. As stated in the paper, the main
contribution is the emphasis on in-the-wild conditions, namely naturally used de-
vices, unconstrained device placement, natural environment and natural behavioural
content. The main challenge when recognizing context in non-controlled conditions
is high diversity and variance of the data. However, it was shown that common mo-
bile devices, in their natural usage, can capture information about a wide range of
behavioural attributes.

3 Sensor fusion and Big Data mining for activity recognition

The CitySensing platform consists of mobile application components, server compo-
nents and visualization/analytics components organized in a distributed architecture.
It fully leverages processing, sensing and communication capabilities of mobile and
wearable devices and provides distributed and scalable storage, processing, analysis
and mining of sensor and mobility data at private/public cloud infrastructure.

High-level mobility and sensor data generated at users’ mobile and wearable de-
vices are fused, aggregated, processed and analyzed at the RemoteHealth server
running on a cluster/cloud infrastructure (HPI Future SOC Lab cluster). For pro-
cessing and analysis of Big mobility and IoT data, RemoteHealth server is based
on distributed processing frameworks, such as MapReduce/Hadoop and Apache
Spark.1 For efficient processing and analysis of masssive mobility and IoT data are
stored in a distributed file system in the cloud/cluster (HDFS). For analysis andmin-
ing of large-scale data, Spark MLlib library2 is used. For communication between
different RemoteHealth components Apache Kafka,3 a distributed message platform
is used.

We implemented Human Activity Recognition (HAR)application within Remote-
Health server, based on Apache Spark platform and Spark MLlib machine learning
library. Our work is related to remote health and activities monitoring and develop-
ment of large-scale data intensive cloud application for remote monitoring of people
health and activities. Taking into account all the challenges related to health/activi-
ties monitoring data and control flows that should be employed in a public, private
or hybrid cloud, we have developed Remote Health/Activities Monitoring architec-
ture and implemented an application for analysis and mining of mobile/wearable
sensor data.

1https://spark.apache.org/ (last accessed 2020-04-01).
2https://spark.apache.org/mllib/ (last accessed 2020-04-01).
3https://kafka.apache.org (last accessed 2020-04-01).

145

https://spark.apache.org/
https://spark.apache.org/mllib/
https://kafka.apache.org


Stojanovic et al.: Big mobility data analysis, ML, & sensor fusion f. activity recognition

For the implementation of prototype system we used pre-recorded data from Ex-
traSensory dataset4 generated by mobile health application for data collection pro-
vided by Extrasensory project. ExtraSensory dataset contains data from 60 users and
more than 300K labeled examples (minutes) originated from smartphone and smart-
watch sensors. The dataset is publicly available for context recognition research [7].

The dataset was obtained from sensor data retrieved from a smartphone and a
smart watch: Accelerometer, Gyroscope, Magnetometer,Watch accelerometer,Watch
compass, Location, Location (quick), Audio, Audio magnitude, Phone state (App
status, battery state, WiFi availability, on the phone, time-of-day), and additional
sensors if available (light, air pressure, humidity, temperature, proximity). Among
them, we have used data from six sensors: smartphone accelerometer,gyroscope,
watch accelerometer, location, audio, and phone state.

We have implemented single-sensor classifier based on features extracted from the
raw sensor data which helps us to understand how informative each sensor can be,
independent of the other sensors, for a given context label. We used logistic regres-
sion, a linear classifier that outputs a continuous value (interpreted as probability)
in addition to the binary decision. This classifier is a base for sensor fusion classifiers
also leveraging logistic regression (Figure 1), and these are:

• Early fusion (EF),

• Late fusion using average probability (LFA),

• Late fusion using learned weights (LFL).

Figure 1: Sensor fusion classifiers based on logistic regression [6]

4https://extrasensory.ucsd.edu/ (last accessed 2020-04-01).
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4 HAR application implementation

For the purpose of deploying, testing and evaluation of RemoteHealth Big data
applications we use following Future SOC Lab infrastructure:

• Cluster of 9 virtual machines: 1 master (XL VM), 8 slaves (L VM) installed and
configured with Apache Hadoop, Spark and Kafka.

• 1000 Core cluster, using MPI on Slurm.

• GPU using NVidia/CUDA over Docker.

The Human Activity Recognition (HAR) application was developed in Java and
Spring framework and has been deployed on a cluster of 9 virtual machines, 1 master
and 8 workers (Figure 2). The timeline of spark jobs and executors executed on
cluster nodes is shown in Figure 3.

Figure 2: Spark application running over HPI FutureSOC Lab infrastructure

5 Evaluation

For the evaluation of sensor fusion classifiers for activity recognition, we have cal-
culated standard accuracy measures: true positives (TP), true negatives (TN), false
positives (FP) and false negatives (FN). Based on the we calculated the following
performance metrics> Accuracy, Sensitivity (TPR), Specificity (TNR), Precision, Bal-
anced Accuracy (BA) and F1 measure. The results shown in Figure 4 demonstrate
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Figure 3: The timeline of Spark jobs execution

the benefits of applying sensor fusion and particularly late fusion classifier methods,
LFA and LFL.

The accuracy of activity recognition for various combination of sensors is eval-
uated on the part ExtranSensory data set annotated with labels: ”FIX_walking”,
”FIX_running”, ”BICYCLING”, ”SITTING”, ”LYING_DOWN”. The confusion matri-
ces for different combination of sensors are presented in Figure 5, showing the best
classification results when using all sensors in classification algorithm.

6 Conclusion

We expect that availability of Future SOC Lab infrastructure for our project will fur-
ther improve our research expertise and experience in domains of mobile sensing,
IoT and Big mobility, activity and health-related data processing, analysis and min-
ing and will result in scientific achievements through preparation/publication of
technical re-ports, scientific papers and development of prototype/demo solutions.

The availability of HPI Future SOC Lab infrastructure gives us useful insights in
deploying and execution of Big data applications on the real cloud infrastructure.
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Figure 4: Accuracy of activity recognition

Figure 5: Confussion matrices for classifiers
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1 Introduction

Our project contributes to the growing interest of mobile and behavior-based authen-
tication systems. Next to fingerprints or facial features, another meaningful authenti-
cation method is the person’s gait pattern. Since our smartphones are equipped with
a variety of sensors, they can measure the environment and behavior surrounding
the phone. We carry these phones with us around the clock, even closely attached
to our bodies. Accordingly, data corresponding to the body movement is generated.
Research shows that these recorded data signals can be shaped to a unique signature
for the phone’s holder. The authentication accuracy, though, is highly dependent
on users’ physiological and environmental circumstances. The more situations are
covered by the user’s training state, the more the system’s precision is challenged. In
this context, statistical investigations and machine learning algorithms are applied.

Our research team at neXenio confronts behavior, in particular gait-based authen-
tication, by a enormous data set, covering six thousand walking sequences that have
been recorded over the last years.

2 Behavior-based authentication

Nowadays, smartphones can be unlocked via a password, the own fingerprint, or, as
more recently introduced, via face recognition. The last two methods are biometric
authentication methods, which use the user related characteristics, e.g. the friction
ridges of the finger or facial features, to recognize people.

Nowadays, another biometric generates interest and enthusiasm: gait authenti-
cation. Here, the user’s motions, such as the leg’s forward, backward or sideways
movements, are observed by sensors. The next sections introduce the generalmethod-
ology for gait-authentication as well as neXenio’s course of action in this field.
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2.1 Methodology for gait-based authentication

Gait-based authentication methods are well researched nowadays. Mostly, walking
sequences, recorded by smartphones or smart watches’ inbuilt sensors, such as ac-
celerometer and gyroscope sensor, are reflected. Sprager and Juric [9] as well as
Connor [2] summarized the state of the art methodologies used in this field. Guide-
lines for general data processing are stated by [1] and [3].

In brief, a walking sequence is cut in pieces and summarized by an average gait
cycle. This cycle is used as a template and the dissimilarity of a new step is concluded
by different distance metrics, such as Euclidean, Hamming, Manhattan or Tanimoto
distance. Other approaches use statistical measurements in the time and frequency
domain to gather descriptive information about walking sequences. Calculations as
mean, median, standard deviation, the third and fourth order cumulants, the skew-
ness and kurtosis, distribution parameters, such as a ten-bin histogram are used. [5,
7, 8] Likewise, we found features as the root mean squared, median absolute devia-
tion, average absolute variation, quantiles, the interquartile range, correlations and
zero-crossing in several papers. In the frequency domain, Fourier and cepstral coef-
ficients, discrete cousin transformations and wavelets are used [9]. Next to principal
component analysis, Gait Dynamic Images [12] or geometric template matching
were applied to gait sequences [4].

Besides cycle-based assignments, different machine learning techniques are used
for authentication: linear and logistic regressions, k-nearest neighbors, support vector
machines (SVM), hidden markov models and convolutional neuronal networks.

2.2 BAuth @ neXenio

neXenio GmbH is a small company located in the middle of Berlin. They take up the
challenge to develop high secure IT-solutions that address data sharing and virtual
collaboration needs of digital workspaces. One of their products is directed to the
idea of Behaviour-based Authentication by their product called ”BAuth”. The most
important difference to other authentication systems and research approaches is
that neXenio’s implementation comprises the premise of data privacy and security.
Considering that data will never be sent to external computation resources, data is
processed locally on the device itself. Thus, the underlying classification approach
is required to be an one-classification problem. An algorithm is deployed that only
considers data froma single person. This training set is neither polluted by any outlier
nor is enriched by data from other users. The algorithm must detect whether a new
unknown walking observation fits to the learned pattern. In general, this type of
classification shows less precise results than binary ormulti-class classification as the
difference between users are not known. Only very few research studies considered
this classification type, e.g. by using one-class SVMs.

Another challenge regarding local processing is the device’s battery drain. There-
fore, neXenio implemented a more efficient outlier technique instead of widely
utlilized battery-expensive algorithms. This outlier recognition algorithm is based
on multi-level hierarchical nested histograms. Each histogram creates a discrete
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frequency distribution of the sensor data’s processed features to a specific grain.
Features, mentioned in the previous section 2.1, were evaluated and assembled in a
way that best authentication performances were gained.

3 The Problem of learning from a variety of gait patterns

Real-world gait-based authentication applications have to deal with the variety of
natural gait forms. If a specific, but genuine form is unknown by the algorithm, it can
hardly be assigned to the user. Gait-affecting factors are of physiological or environ-
mental nature. While physiological factors induce more unconscious circumstances,
such as permanent gait abnormalities or temporal changes caused by mood, environ-
mental factors are represented by clothing, shoes, surfaces, slopes or obstacles [9].
Real world behavior-based authentication systems need to be robust for long-term
utilization as these factors can change to varying degrees from time to time.

Public datasets for gait recognition do not imply a comprehensive overview about
user’s possible walking situations. While OU-ISIR Biometric Database of Osaca Uni-
versity [6] is the largest database in the field of gait recognition, holding nearly 750
subjects, just one environmental factor, inclined terrain, was recorded in one session.
Frank et al. [4] published another dataset in cooperation with the McGill University.
This database contains just 20 participants, but data is recorded in the wild in two
distinct sessions, meaning that people could have worn different clothes and shoes
per session. Research that relies on this database, detected the effect of clothes the
most. In all analyses the authentication performance suffers in cross-day comparison,
particularly where people had a major change in trousers’ type. [4, 10]. This effect is
also shown by the larger dataset of Subramanian et al. [11].

Purpose of Future SOC Lab utilization

In the last years, we collected a great amount of data files, covering this variety of
physiological and environmental forms. At the moment, our statistical investigations
as well as our novelty detector, which we use for user classification, can be just
tested by dividing our dataset into smaller subsets. An evaluation that comprises
all walking circumstances is not feasible as the limits of our machines according to
RAM are reached.

By applying for utilization of the HPI Future SOC Lab we aimed to improve our
authentication approach, refine feature engineering and modeling in regard to meet
stability for wide user profiles.

• Calculation of performance metrics of the current state algorithm by using the
total data amount of six thousand walking samples.

• Evaluation of best feature combinations and model parameters. Strategies for
model selection, e.g. by best subset or forward stepwise selection, can be accel-
erated by parallel computing.
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4 Future SOC Lab resources

Future Soc Lab provided us with an isolated server, allowing us to process all of our
data in parallel. In total, we run 8 tasks, including the initial evaluation of our current
authentication implementation (Job 1) as well as feature evaluation (Job 2–4) and
parameter tuning (Job 5–7).

To reduce computation time, time-expensive feature selection was split into two
processes. First of all, the performance of single featureswas evaluated. Subsequently,
just best features were combined and different model parameters were tuned. Table 1
summarizes RAM and time consumption for each task.

Table 1: Future SOC Lab Resources

Job#Description RAM computation Time

1 Evaluation of current implementation 16 GB 1 h 40 min
2 Feature calculation 17 GB 6 h
3 Single feature selection 17 GB 7 h 30 min
4 Feature combination selection 19 GB 23 h 30 min
5 Parameter tuning 1 19 GB 71 h
6 Parameter tuning 2 19 GB 33 h
7 Parameter tuning 3 19 GB 48 h 50 min
8 Evaluation of new implementation 16 GB 1 h 40 min

5 Evaluation

5.1 Performance metrics

For classification objectives, generally, the true positives, false positives, false neg-
atives and true negatives are calculated for evaluating the performance of an algo-
rithm. Based on these four performance classes, certain metrics can be calculated:
accuracy, recall, precision, specificity and the F1-score. The latter metric is a combi-
nation of recall, how often a genuine walking sequences has been classified correctly
over all real positives, and precision, the ratio of correct predicted positive observa-
tions to the all predictions.

Additionally, the equal error rate (EER) is included in model selection. This met-
ric reflects the closest point of false matches and false non-matches. While false
matches are equivalent to false negatives, where imposters got authenticated, false
non-matches include all false positives plus sequences where nobody could get au-
thenticated.

154



6 Conclusion and future work

In addition, neXenio uses another measurement, the fitness score, which is based
on a fitness function to measure goal achievement. If all genuine walking sequences
are classified correctly and imposters are discarded the fitness score will return 1.

5.2 Findings

The current implementation of our authentication model shows an EER of 6%. Com-
pared to other research studies this error rate is already satisfying. However, re-
flecting general classification metrics, such as the F1-score (49%), it shows that the
model needs improvements to ensure robust authentication. Here, a recall of 100%
implies that all genuine users could be authenticated. Nevertheless, a precision of
42% declines the F1-score, meaning that too many imposters got authenticated. The
fitness score of our present implementation is 67%.

With feature evaluation and model selection we improved the F1-score by 5% and
the fitness score by 4%. We gained an EER of 4%. Additionally, this performance
is reached by including less features in the model than before. This means, we also
could reduce device’s battery consumption, since less features have to be calculated.

5.3 New challenges

Although we could improve all performance metrics, we realized that some users
had less false positives than others. This might be caused by the training size or still
by gait variations included in the user’s specific training set. Training sets needs to
be analyzed in detail. Consequentially, a next challenge is to determine how we can
adjust training states so that they can evolve with the user’s walking condition.

6 Conclusion and future work

By using resources of HPI Future SOC Lab we analyzed and improved our authen-
tication model. For the first time we conducted an evaluation that comprises all
walking sequences that were recorded over the last years. New features and model
parameters were analyzed and best combinations could directly be implemented to
our application. All metrics, as F1-score, EER and fitness score could be improved.

In the future, we aim to refine our authentication approach by more feature en-
gineering. We want to acquire new users, enrich the user’s profile by new walking
samples and additional motions and combine our data collection with publicly ac-
cessible data files. In this regard, we are looking forward to using the resources of
Future SOC Lab in the next semester again. We want to thank the Future SOC Lab
team, and in particular Bernhard Rabe, for the great support.
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Overfitting on purpose to design new algorithms

Markus Wagner

Optimisation and Logistics Group
University of Adelaide, Australia

{firstname.lastname}@adelaide.edu.au

Back in 2017, the teams around Prof. Tobias Friedrich (HPI, Chair for Al-
gorithm Engineering) and Dr. Markus Wagner (University of Adelaide,
Australia) have explored the concept of automated algorithm configura-
tion to design new search operators. The experiments inspired theoretical
investigations, which proved that the new methods beat state-of-the-art. In
this project, we adopt this idea to investigate the so-called Travelling Thief
Problem – a problem with interdependent components.

1 Project Idea

1.1 Data-Driven Search-Based Software Engineering

Data-Driven Search-Based Software Engineering (DSE) [3] combines insights from
Mining SoftwareRepositories (MSR) and Search-based Software Engineering (SBSE).
While MSR formulates software engineering problems as data mining problems,
SBSE reformulates SE problems as optimization problems and use meta-heuristic
algorithms to solve them. Both MSR and SBSE share the common goal of providing
insights to improve software engineering. The algorithms used in these two areas
also have intrinsic relationships. Combining these two fields is useful for situations
(a) which require learning from a large data source or (b) when optimizers need to
know the lay of the land to find better solutions, faster.

Prof. Tobias Friedrich and I have employed the DSE concept in 2017 to investigate
heuristic search approaches to extensively explore the design space of heuristics
for certain optimisation problems [1, 2]. We distilled from the results new designs
which our team was able to analyse theoretically, proving that the new approaches
performed asymptotically better than state-of-the-art approaches.

So far, we have only investigated relatively simple single-objective problems,which
can be analysed theoretically, such as linear functions and some submodular func-
tions. What is missing is the connection to single- and multi-objective real-world
problems. This is what this project aims to do. We will use automated algorithm con-
figuration to optimise heuristics for classes of problems and to families of problem
instances. We are hoping to achieve breakthroughs similar to the ones achieved last
year.
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1.2 Problems with Interconnected Components

In optimization research, problems with different characteristics are investigated.
To find an appropriate algorithm for a practical problem often assumptions about
characteristics are made, and then a suitable algorithm is chosen or designed. For in-
stance, an optimization problem can have several components interacting with each
other. Because of their interaction they form an interwoven system where interde-
pendencies in the design and the objective space exist. An optimal solution for each
component independently will in general not be a good solution for the interwoven
optimization problem. In order to provide an academic interwoven optimization test
problem, the Traveling Thief Problem (TTP) was proposed in 2013 [4] where two
well-known subproblems, the Traveling Salesman Problem (TSP) and the Knapsack
Problem (KP), interact with each other. As in the TSP problem a so-called thief has
to visit each city exactly once. In addition to just traveling, the thief can make profit
during his tour by stealing items and putting them in the rented knapsack. However,
the thief’s traveling speed decreases depending on the current knapsack weight,
which then increases the rent that the thief has to pay for the knapsack. The TTP’s
canonical formulation is a single-objective one, however, because the traveling time
and profit represent solutions with different trade-offs, the problem is bi-objective
in nature. To date, pretty much no research has considered this.

2 Non-Dominated Sorting Biased Random-Key Genetic
Algorithm (NDS-BRKGA)

Figure 1 illustrates the overall procedure of our highly-configurable NDS-BRKGA.
At first, we generate the initial population using efficient solvers for the subproblems
independently. Afterward, we combine the optimal or near-optimal solutions for
both subproblems and convert them to their genotype representation which results
in the initial population. For the purpose of mating, the population is split into an
elite population 𝑃(𝑡)

𝑒 and non-elite population 𝑃(𝑡)
̄𝑒 . The individuals for the next gener-

ations 𝑃(𝑡+1) are a union of the elite population 𝑃(𝑡)
𝑒 directly, the offspring of a biased

crossover and mutant individuals. In case an individual violates the maximum ca-
pacity constraint, we execute a repair operation. Then, we convert each individual
to its corresponding phenotype and evaluate it on the problem instance. In order to
insert an explicit exploitation phase in our algorithm, we apply at some evolutionary
cycles a local search procedure in some elite individuals. Finally, the survival selec-
tion is applied and if the termination criterion is not met, we increase the generation
counter 𝑡 by one and continue with the next generation. In the following, we describe
the purpose of each of the design decisions we have made and explain what role it
plays during a run of the algorithm.
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3 Used Future SOC Lab resources

Initialize Population
Tours: Lin-Kernighan Heuristic 
Packing Plans: Dynamic Programming

𝑃"
($)

			 𝑃"̅
($)	

Survival
Non-Dominated Sorting
Crowding Distance

𝑃($)		

Phenotype to Genotype

dominatednon-dominated

𝑃($())

Crossover
Biased Crossover
Recombine across 
𝑃"
($) and 𝑃"̅

($)

Mutation
Randomly sample 
new Individuals

Evaluate

Genotype to Phenotype

Repair
Heuristic Repair if maximum 
Capacity Constraint violated.

Calculate Time and Profit

𝑁"	 𝑁+	 𝑁,	

𝑡 = 𝑡 + 1
Terminated?

no

𝑃(1)

Heuristic BRKGA NSGA-II Otherwise

Local Search
Try to iteratively improve solutions

t	mod	𝜔	= 0

Figure 1: NDS-BRKGA: A customized genetic algorithm

3 Used Future SOC Lab resources

I have used the so-called 1000-core cluster of the HPI Future SOC Lab for the ex-
haustive hyper-parameter study. Running all 972 combinations (see table 1) on 9
instances, and performing 10 independent runs of 5 hours each consumed over 50
CPU years in the final experiments.

The parameters were population size 𝑁, elite population size 𝑁𝑒, mutant popula-
tion size 𝑁𝑚, elite allele inheritance probability 𝑝𝑒, fraction 𝛼of the initial population
created from TSP and KP solvers, and the frequency 𝜔 for local search.

Table 1: Parameter values considered during the experiment

Parameter Values

𝑁 100, 200, 500, 1000
𝑁𝑒 0.3𝑁, 0.4𝑁, 0.5𝑁
𝑁𝑚 0.0𝑁, 0.1𝑁, 0.2𝑁
𝜌𝑒 0.6, 0.7, 0.8
𝛼 0.0, 0.1, 0.2
𝜔 10, 50, 100
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4 Findings

Figure 2, we visualize the best parameter configurations at six different execution
times. In each plot the best obtained parameter configuration regarding hypervolume
is highlighted in red and parameter configurations up to 0.1% worse than the best
are highlighted in blue. Note that the importance of values of each parameter among
the best parameter configurations is indicated by the intensity of the blue color once
some parameter configurations share some parameter values. The following can be
observed:

i. More execution time, better results: The number of parameter configurations
that are capable of generating large hypervolume values increases as the ex-
ecution time of our algorithm increases. This means that in some runs even
though the hyperparameters were not set appropriately, the algorithm is still
able to converge.

ii. Importance of TSP andKP solvers: It has influence on the overall performance
of the algorithm if TSP and KP solvers are used for initialization which is
determined by 𝛼. The best results are obtained if at least 10% or 20% percent
of the initial solutions are biased towards those solutions found a TSP and KP
solvers.

iii. Trends when execution time increases: We can see a trend as the execution
time increases. Our method performs better with a large population, a large
survival rate, a small or no explicit diversification through mutant individuals,
a small influence of single-parent inheritance, an minor influence of a good
initial population, and significant influence of local search procedure.

5 Next Steps

While the infrastructure allowed us to perform a great number of experiments, we
have barely been able to scratch the surface. Additional experiments will be needed
to further explore the data-driven design of our custom approach to this problem.

Among the next steps is the write-up of the preliminary findings in a scientific
article – which will be submitted following HPI’s review of the draft.

We plan to apply for an extension of the current project, as DSE requires to be
driven by potent hardware. DSE is in its infancy, and it will become increasingly
important – see the following claim from our inaugural DSE paper [3]:

“Claim4: Data mining without optimization should be deprecated. Con-
clusions reached from an unoptimized data miner can be refuted, just by
running the same tuned learner on the same data [35]. Since they can
be so easily refuted, this community should stop publishing analytics
papers that lack an optimization component.”
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Figure 2: Best parameter configurations over all instances with varying execution
times. From top left to bottom right: 600/1800/7200/18000 seconds.
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Today’s enterprises have large amounts of data that come from multiple
sourceswhichmust be combined andprocessed efficiently. This data should
also deliver in a Business Intelligence (BI) system for companies exactly
the information they need in their current situation to make the right de-
cisions. So, it is also possible to respond immediately to changes. In this
case, even complex analyses and calculations must have a duration of only
a few seconds instead of minutes or even hours. This type of system is used,
for example, in the area of reporting and analysis in specialized areas such
as sales, marketing, human resources, finance, purchasing or IT as well as
corporate planning. However, the critical success factor is the performance
of the system. Especially with large amounts of data, today’s systems reach
their limits quickly, whichmeans that the required information is only avail-
able after a long waiting time. These waiting times can be unacceptable for
users in times of cloud services and mobile devices. To close this gap, the
access speed to the data must be improved as a major performance factor.
Previously, this was limited in conventional database management sys-
tems using hard disk drives. Therefore, the use of In-Memory database that
promise high speed is required. This Project evaluates Business Intelligence
and BigData Reporting for Blockchain based data. The hybrid application,
which combines the memory database and the traditional database, is also
used and tested based on SAP HANA and MySQL.

1 Introduction

The rapidly growing data volume, optimized process times and the desire for re-
porting in real time are in conflict with today’s way of keeping data for enterprise
applications. The current standard for enterprise application data storage is a rela-
tional database system with disk space, where disk space is the bottleneck of the
database and thus of the enterprise application. A optimization potential is possible
due to the utilization of an In-Memory Database. Where the data is stored much
faster and processor-related main memory of a server instead of in slow hard disk
space. Technological advances in the field of processors (multi-core) and of main
memory (capacity in the terabyte range per server) [1] have made it possible to
rethink the approach of the classical relational databases. In previous research, In-
Memory databases are mainly viewed from a technical perspective. And to narrow
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this research gap, this work examines and analyzes the use of In-Memory Database
in Business Intelligence and BigData reporting for Blockchain based data.

2 Project Idea

To examined the use of In-Memory database in practical operation, a preliminary
application scenario has been selected. Thematically, this scenario should focus on
complex queries in the field of Business Intelligence and should also work with a
larger amount of data. It was a perfect solution to use the wavesBI as a data source,
where it is based on Blockchain data with 16 tables and over 97GB in size. And as
(Bruce Lindsay, IBM) once said [2] : „Three things are important in the database
world: performance, performance, and performance“. Some tests are used to deter-
mine how the database systems perform in some situations. The execution time of
5 complicated queries is intended to show the speed of the In-Memory database
compared to other conventional databases. The two different databases technolo-
gies (SAP HANA and MySQL) was tested with 3 experiments (with and without
indexes):

1. On the console (querying directly on the two DBS console).

2. Web-server (querying through a web-server).

3. Hybride-Modell (parallel querying over conventional database and In-Memory
database).

3 Used Future SOC Lab resources (SAP HANA)

With the cooperation with the Hasso Plattner Institute, the Instance of In-Memory
databases (SAP HANA) are available. Which enables to store a real data from the
wavesBI database. And it make it possible to test the performance of the In- Memory
database in Big Data and Business Intelligence report.

4 Results

4.1 Console Experiment

After that queries are automatically converted from SQL to OpenSQL with the own
developed javascript software, it had to be executed against the databases sql and
SAP HANA.

The experimental results of the various tests are shown in the Figure.1. It was
carried out in the form of some tests making it possible to evaluate and compare the
two types of traditional databases DBMS (MySQL) and In-Memory (SAP HANA)
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4 Results

Figure 1: Query time Konsole(ms)

according to the execution time of the different careers and to maintain the same
operating conditions to be executed each time. During the first test on the console,
SAP HANA was very efficient by recording significant deviations from MySQL. In
which the largest difference was recorded in the loading of Figure.1 with 43 ms for
SAP HANA against (74068 ms) for MySQL. This poor performance of MySQL was
due to SAP HANA database being designed to make complex selections of large
volumes of data in a short time, unlike MySQL. Thereby it should be noted that,
if the queries become more complex, the difference in response time between SAP
HANA and MySQL becomes even greater than for simple queries such as Query-3
(34 ms for SAP HANA and 40 ms for MySQL).

4.2 Web-server experiment

The second experiment measured the required time to execute the queries across
the two databases (MySQL and SAP HANA). And to achieve this goal, a web server
(Node js) is implemented to get the elapsed time.

The different steps to follow are:

• The first one concerns the connection to the (SAP HANA or MySQL).

• The second concerns the execution of queries over the database concerning.

• The third concerns the response time.

Hence the performance of the databases was defined based on the speed of execution
of operations. With the help of the Apache Benchmark. Each Web server was tested
100 times to keep only the average of the obtained response times.

In this test it highlighted that the best times were recorded by SAP HANA, who
was much faster than MySQL in this phase. As in the first test on the console, SAP
HANA became very efficient by recording the faster response time than MySQL. In
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Figure 2: Query time web server(ms)

addition, the In-Memory database presented here by SAP HANA was faster than
the traditional database technology (MySQL) overall queries.

4.3 The Hybrid Experiment

The third experiment was the so-called ”hybrid experiment”, which focuses on the
implementation of the hybrid model by creating a new model that combines the
in-memory database and a traditional database in a single system. Where the two
databases used in this research are Sap Hana and MySQL.
And in the nonexistence of a finished solution, a Nodejs web-server is developed to
accomplished this task. The idea was to save a small table in MySQL where as a big
table would be in the In-Memory database. Then to query with join from two tables
over the two databases and get the elapsed time. The different steps to follow are:

1. Connection to the databases (MySQL and SAP HANA).

2. Get all records from the concerned tables as JSON format.

3. Merge the results.

4. Query over the merged result.

After the execution of the Query-3 in the different experiment scenario. The fol-
lowing results are taken (74ms) for SAP HANA, (90.126 ms) for MySQL and (120
ms) for the hybrid experiment. It was not the best result yet, but it may be a topic
for a future project to find an optimal solution for querying simultaneously over
two different databases. This may allow a user to use the two different database
technologies simultaneously. This solution can avoid too little storage space by the
In-Memory database.
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Figure 3: Query time web server(ms)

5 Conclusion and Future Work

In this work, an In-Memory database was examined and tested using the example
of SAP HANA in the area of business intelligence reporting. Where the execution
of the tests was subject to certain rules that were defined before the experiment and
these are equally reliable. The main memory database results highlighted the high
performance, especially with the very complicated queries, where the difference was
always very large. The results of the data collected in this study recognizes the great
need for fast and efficient processing of the constantly growing amount of data. So
with its useful functions, the In-Memory database enables users to organize and
analyze existing and emerging data sets in a meaningful way. Finally, it can be said
that the advantages of the in-memory concept are even more important than the
advantages of a traditional database, which can increase the performance of analyses
and reporting. Another argument in favor of a switch to the in-memory concept is
the falling price of RAM. Especially in the area of data warehousing, where it should
bring a big advantage. And for the hybrid model, it could be improved in the near
future. If a few tools are still developed like JSON Query and AlaSQL.
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Speech is an instantaneous, non-invasive, cost-effective biomarker in a wide
spectrum of disorders and conditions, which makes it a preferable choice
over currently used expensive, much-delayed and intrusive medical tests.
Our previouswork demonstrates the potential of a speech-based recognizer
to approximate/predict of the glucose level. The problem of that study as
well others reported in the literature was that it was not done on a statisti-
cally representative sample. A classical emotion recognition architecture is
used as a predictive model. Currently, the project is at the data collection
stage and we are using the IT resources of the HPI Future SOC Lab.

1 Introduction

A biomarker is “a characteristic that is objectively measured and evaluated as an
indicator of normal biological processes, pathogenic processes, or pharmacologic
responses to a therapeutic intervention” [1]. A speech-based biomarker [2] takes
speech as an input and through it evaluates another variable of interest (for example,
stress, physical load, and so on) at either a particular time moment or as a trend
during months. There is big bulk of literature describing computational biomarkers
that work on speech and share the same basic architecture and, to a large extent,
the same implementation: stress recognition for physical load, for autism spectrum,
for Parkinson’s Disease, for Alzheimer’s Disease, and intoxication. The proposed
predictive model for glucose recognition is based on the same idea, which was ini-
tially meant for emotion recognition. The rest of the report is organized as follows.
In section 2 the classical design of an emotion recognizer is reviewed. Section 3 pro-
vides a description of the data, which is being collected using HPI premises. Finally
section 4 describes the future work.
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Figure 1: Database collection for diabetes voice biomarker

2 Classical Emotion Recognizer

A predictive model designed to recognise emotion (and other cognitive or physical
conditions) fromvoice takes a speech sample as an input and outputs a class value for
it. Typically, its architecture is based on the supervised machine learning approach.
Variations are possible in the classical design with respect to preprocessing, features,
and a classification function.

Step 0: Preprocessing options. The Z normalisation, i.e. all the features are set to
mean 0 and sd 1, gives good results in cross-corpus recognition, and its purpose is
to achieve speaker normalisation. (In this study, Step 0 has not been applied. Cross
corpus recognition means that the speakers’ IDs in train and test sets are different,
i.e. speech samples by the speaker are either in the training set or in the test set. This
is done to prevent the model from learning individual traits.)

Step 1: Feature Extraction. The state of the art acoustic feature set has been extracted
from the speech signal: approximately 9K acoustic features with extracted with state
of the art feature extraction software.

Step 2: Classification. Since there are many features, we have done a feature selec-
tion step, which implements correlation based feature subset selection (BestFirst and
CfsSubsetEval inweka). The literature suggests that a classifier from the Support Vec-
tor Machine family is the most accurate method for classification in the experiments
similar to ours, and we decided to use the SVM as implemented in weka.

Given that the classification task is new, and it had not been known whether the
glucose level is detectable from voice, it was decided to build two predictive models:
1) for glucose >9 vs rest, and 2) for glucose <4 vs rest. The answers by the models
can be connected into the final answer <4, norm, >9 via a probabilistic graph or in
other ways.
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3 Ongoing Data Collection

3 Ongoing Data Collection

The ethical permissions were passed at Research Hospital Joan XXIII in Spain. The
patients diagnosed with diabetes Type 1 were explained the purposes of this study
and volunteered to participate, and have been collecting the data since August 2019.
For now 20 patients have participated and 250 samples have been obtained. The pro-
gram is thought as a continuous data collection. The recordingsweremadewith their
smartphones with highest quality available and sent over to the HPI premises for
storage and further analysis. The participants were instructed to read the following
two sentences from a prompt at a recording time:

1. El barco entro ayuer en el puerto. (The boat entered the harbour.)

2. Se siete atraido por esta chica. (He is attracted by the girl.)

Each recording is describedwith a time stamp, speaker identification, a glucose value
measured with blood glucose meter. The measurement protocol was as follows:

1. Blood sugar measurement with a stitch was taken.

2. The participant entered a quiet room.

3. The recording of the prompted sentences were made.

Additionally medical history of the patients is available for the study. Currently
one more hospital is waiting for the ethical permissions, and the data collection is
planned to be extended.

4 Future work

The possibility to accurately detect blood glucose will be either confirmed or dis-
proved on a statistically representative sample.
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The development of federated learning as ameans to trainmachine learning
models on a distributed and private dataset resulted in a multitude of algo-
rithms for training such a system. Being able to choose the best algorithm
for different situations is important, because exploring different methods
is a time-consuming and computationally expensive task and should not
be repeated by everyone who wants to implement federated learning. This
work is a basis for a more extensive benchmarking of further federated
learning algorithms.

1 Introduction

Federated learning is a privacy-preserving distributed machine learning paradigm
between a server instance andmultiple participants. The server brings somemachine
learning model it wants to train but lacks sufficient data for the learning process.
The participants or clients on the other hand have some amount of training data,
but might not have the expertise or amount of data to build a model themselves.
Following the rules of federated learning, the model can be jointly trained while still
preserving the privacy of each participant’s data by not transferring it between any
of them.

Since the publication of the first federated learning algorithm in 2016 [5], a number
of researchers have investigated ways to optimise the training procedure. This report
outlines two additional algorithms and presents a comparison of their effectiveness.
The details of the considered algorithms are laid out in section 2.

2 Background

This section provides an overview over the considered federated learning algorithms.

2.1 Federated Averaging

The first instance of federated learning is given by federated averaging (FedAvg) [5].
The server communicates with 𝐾 clients 𝑘, holding 𝑛𝑘 data samples, which means
there are 𝑛 = ∑𝐾

𝑘=1 𝑛𝑘 samples for training overall. During training the server selects
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Algorithm 1: FederatedAveraging (FedAvg) [5]

1: Server executes:
2: Initialise 𝜃0

3: 𝑚 ← max(𝐶 × 𝐾, 1)
4: for 𝑡 = 1 to 𝑇 do
5: 𝑆𝑡 ← (random set of 𝑚 clients)
6: for each client 𝑘 ∈ 𝑆𝑡 do
7: 𝜃𝑡

𝑘 ← ClientUpdate(𝜃𝑡−1)
8: end for
9: 𝜃𝑡 ← ∑𝑘

𝑛𝑘
𝑛 𝜃𝑡

𝑘
10: end for
11:
12: ClientUpdate(𝜃): ▷ for client 𝑘
13: 𝜃𝑘 ← 𝜃
14: for each local iteration do
15: for each batch 𝑏𝑘 in client’s split do
16: 𝜃𝑘 ← 𝜃𝑘 − 𝜂∇𝐿(𝑏𝑘; 𝜃𝑘)
17: end for
18: end for
19: return local model 𝜃𝑘

a fraction 𝐶 of clients and provides them with the current global model parame-
ters 𝜃𝑡−1. 𝐶 is a hyperparameter that is defined by the server and can be optimised
depending on the model complexity, connection and computation characteristics
of clients. Then the clients train the model locally on their data and transmit the
updates to model weights back to the server. There the updates are aggregated by
computing the average, weighted by the number of training samples per client. After
a number of global epochs, the overall model can be transmitted to all participants,
making it available for predictions. Algorithm 1 shows this process as well.

2.2 LoAdaBoost

In cases where the data is not independent and identically distributed (non-IID), [2]
claim that an adaptive boosting of the learning process, based on the loss, can make
the training more robust and stable. In addition to the FedAvg algorithm, LoAd-
aBoost takes into account the median cross-entropy loss across clients, in order
to boost the performance of weaker clients, that reach higher loss value for their
local optimisation. Thus, each client has to return the loss 𝐿(𝑏𝑘; 𝜃𝑘) in line 19 of algo-
rithm 1, and the server has to compute their median after line 9, as well as sending
this median to all clients in line 7.

The median loss value is used by LoAdaBoost is that clients usually train only
for 𝐸/2 local epochs. Only if the local loss after half the original epochs is still larger
than the median loss across clients, then the current client continues training for
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3 Implementation

another 𝐸/2 − 𝑡𝑟𝑖𝑎𝑙 + 1 epochs (where 𝑡𝑟𝑖𝑎𝑙 denotes how often the local training was
executed and tried to beat the median loss, starting with 1). The threshold for the
total local epochs is set to 3𝐸/2, after which the current model parameters are sent
to the server anyways.

This procedure is said to reduce the amount of local computations necessary to
reach the same accuracy as in FedAvg.

2.3 Co-Learning

The idea for this collaborative learning approach (called co-learning [6]) is to
increase local training efforts when the model updates stagnate, while also avoiding
falling into local optima while optimising. The first part is done by increasing the
number of local epochs over time. The amount of local epochs in global epoch 𝑡 is
given by

𝐸𝑡 =

⎧{{{
⎨{{{⎩

𝐸0, if 𝑡 = 1,
2 ∗ 𝐸𝑡−1, if 𝑡 > 0 & |𝜃𝑡−𝜃𝑡−1|

|𝜃𝑡−1| ≤ 𝜖,

𝐸𝑡−1, if 𝑡 > 0 & |𝜃𝑡−𝜃𝑡−1|
|𝜃𝑡−1| > 𝜖.

(1)

After the server set the current local epochs, clients selected for participating in the
global epoch are sent this new parameter together with the current model weights.
Instead of (or even in addition to) a standard learning rate decay, co-learning
employs a cyclical learning rate per client and global epoch. That means the learning
rate of a client decays quite significantly during local training, but is reset the next
time the client is picked by the server. Specifically the learning rate for local epoch 𝑒
is given by

𝜂𝑒 = 𝜂0 ∗ 𝜆𝑒/𝐸𝑡
. (2)

Here 𝜂0 stands for the learning rate at the beginning of the current global epoch 𝑡,
which could be the same during the whole training, or decay over time.

Figure 1 shows a representative training process, where the local epochs were
doubled in epochs 7 and 15. The accuracy curve shows a nice and stable learning
process over time.

3 Implementation

The aforementioned algorithms were implemented in Python using Tensorflow 2.0
andKeras; the code is available onGitHub.1 The client-server architecture of federated
learning was simulated locally.

Table 1 shows the static training parameters. The learning rate is decayed in a
time-based way, using the equation 𝜂𝑡 = 𝜂0/(1 + 𝜆𝑡), where 𝜆 denotes the decay rate.

1https://github.com/BjarnePfitzner/FLBenchmarking/ (last accessed 2020-04-01).
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Figure 1:Model accuracy per global epoch, together with the number of local epochs
selected by the Co-Learning algorithm. Results of a single run.

For Co-Learning the maximum amount of local epochs is set to 100 to avoid the
possibility of infinite epoch doubling. The learning rate decay as given in table 1
stays in place, but additionally, the cyclical local learning rate decay is set to 0.25 as
suggested by the authors of the original paper.

Table 1: Fixed training parameters

Parameter Value

# Clients 𝐾 100
# Local samples 𝑛𝑘 600
Learning rate 𝜂 0.01
Learning rate decay 𝜆 0.001
Convergence precision 𝜖 (see 2.3) 0.01

3.1 Dataset

The data included in this benchmarking is the common MNIST dataset [3] of hand-
written digits. The samples are greyscale images of size 28x28 and were normalised
to the range [0, 1].
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4 Evaluation

Thedata is distributed to the clients in an independent and identically distributed (IID)
manner by randomly picking a subset for each client.

3.2 Model

The model investigated in this report is a Convolutional Neural Net (CNN) with
two 5x5 convolutional layers with 32 and 64 channels respectively, followed by a
512-nodes fully connected hidden layer with ReLu activation and the output layer
with 10 output nodes and softmax activation. I chose this model structure, because
it has already been used in related literature [1, 4].

4 Evaluation

Models were trained until the global model reached an accuracy of 97% or higher
when evaluated on the held-outMNIST test set. Themeasure for algorithm efficiency
is here the rounds of communication (RoC) required to achieve this accuracy. Exper-
imentation has shown that average class-precision, -recall and -f1-measure do not
give additional information, so they were omitted in this report.

As baseline a central model fed with the full 60.000 sample MNIST train set and
using a batch size of 10, reached the required 97% classification accuracy after a
single pass over the data.

The results in table 2 show clearly that choosing an infinite batch size, i.e. con-
sidering the whole local dataset as one batch, is a bad choice and results in long
convergence times. Moreover LoAdaBoost failed to converge to 97% or higher ac-
curacy within 1000 global epochs in four out of twelve experiments. Also for smaller
batch sizes, it seems that this algorithm is inferior to the other two.

Threats to Validity

Due to limited time the different hyperparameter configurations have only been run
once each, meaning the true metrics could vary a bit when averaged over e.g. 10
runs.

5 Future Work

Since this benchmark only scratches the surface of possible experimentation, I plan
to continue investigating more settings and algorithms. The grid search employed
in this work takes a long time, because it multiplies the number of possible hyper-
parameter values. Moreover, I would like to include more datasets, like CIFAR-10 a
medical dataset or a synthetic one. This data could not only be distributed in an IID
manner, but also in a biased and non-IID way. This is an interesting setting, because
federated learning generally improves the performance of a model in the presence
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Table 2: Results for different hyperparameter settings and algorithms. The yellow
rows denote settings where the model convergence was very good (< 30). A batch
size of ∞ means, that the whole local dataset as used as a single batch for local
training. The percentages for LoAdaBoost show the accuracy the model achieved
after 1000 global epochs.

Algorithm C B E RoC

FedAvg

0.1 ∞ 5 528
0.1 ∞ 10 237
0.1 10 5 12
0.1 10 10 11
0.5 ∞ 5 497
0.5 ∞ 10 232
0.5 10 5 11
0.5 10 10 8
1.0 ∞ 5 522
1.0 ∞ 10 221
1.0 10 5 12
1.0 10 10 9

Co-Learning

0.1 ∞ 5 63
0.1 ∞ 10 87
0.1 10 5 13
0.1 10 10 12
0.5 ∞ 5 81
0.5 ∞ 10 57
0.5 10 5 22
0.5 10 10 12
1.0 ∞ 5 81
1.0 ∞ 10 88
1.0 10 5 18
1.0 10 10 9

LoAdaBoost

0.1 ∞ 5 (90.96%)
0.1 ∞ 10 (94.26%)
0.1 10 5 134
0.1 10 10 233
0.5 ∞ 5 (96.60%)
0.5 ∞ 10 357
0.5 10 5 21
0.5 10 10 17
1.0 ∞ 5 (96.83%)
1.0 ∞ 10 498
1.0 10 5 27
1.0 10 10 20
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6 Conclusion

of non-IID data, but is still weaker than in the IID case. More specifically, each client
receives only data from two classes, while all classes are still present in the same
frequency (2-class non-IID). This is a very common setting used in federated learning
research to evaluate an algorithm’s performance in the presence of non-IID data [7].

6 Conclusion

This report showed an initial experimentation with three different federated learning
algorithms.

In this limited experimentation, there was not a big difference between the con-
vergence speed of FedAvg and Co-Learning. LoAdaBoost on the other hand per-
formed significantly worse. I expect that the introduction of non-IID data will change
this outcome and favour the more sophisticated Co-Learning and LoAdaBoost
algorithms over FedAvg.
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1 Project idea

The prevailing international scientific opinion on climate change is that human activ-
ities resulted in substantial global warming from mid-20𝑡ℎ century, and that contin-
ued growth in greenhouse gas concentrations, caused by human-induced emissions,
is mainly (direct or indirectly) due to energy consumption. The sector where en-
ergy consumption has grown tremendously is IT (Information Technologies). On
one hand, datacentres that host cloud services are becoming huge warehouses with
lot of servers, additional electronic equipment and complex cooling systems. These
computers and telecommunications networks are today primarily responsible for
electronical energy consumption caused by datacentres, which maintain the quality
of Internet service in operation. Giving more capacity to these datacentres usually
meansmore cloud servers and consequently additional more equipment and cooling
are needed, too. On the other hand, the increasing number of users, especially due
to the popularization of cloud services, produced continuously capacity problems
at datacentres due to performance requirements [2, 3]. Thus, a new challenge di-
rectly related to this research area emerges: the energy efficiency of cloud servers.
WEEVILS project is aimed by this combination of these topics. Our main project
objectives are:

1. The characterization of the performance and energy consumption from consol-
idated servers through benchmarking and monitoring techniques.

2. Modelling the energy consumption patterns and performance of consolidated
servers. We shall infer models of such energy, performance and virtualization,
together.

3. Performing several comparative studies of benchmarking between physical
and virtual servers.

4. The validation of our performance-oriented previous findings and energy effi-
ciency virtualization models through experimentations in real datacenters, as
HPI Future SOC Lab.

The WEEVILT project is defined as the extension of the previous one (WEEVILS)
developed using the HPI Future SOC Lab infrastructure (RX600S5-1 server).
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Then, we attempt to go in depth in CPU-overhead sources when consolidating
virtual machines. Specifically, we study how the behaviour of 𝑂𝑉𝑣 and 𝑂𝑉𝑐 under
different hypervisors is, as we state in the previous report as next steps (WEEVILS
project).

2 Used Future SOC Lab resources

In order to answer the research question, we design a methodology based in the
following stages:

1. To characterize the performance of physical servers through benchmarking
and monitoring techniques [4].

2. Identify the sources of virtual machine consolidation overhead.

3. Measuring and quantifying the virtual machine consolidation overhead.

4. Discussing and analysing the results.

The exposed methodology was performed in the HPI Future SOC Lab infrastruc-
ture, specifically in the rx600s5-1 server which hardware has 48 CPUs and 1024 GB
of RAM memory. In table 1 we can see the actions developed in each stage and the
correspondent outcome.

Table 1: Actions developed in each stage and its outcomes

Stage Action Outcome

Stage 1 Characterizing the performance of
PM through benchmarking and
monitoring techniques

PM’s performance when con-
solidating virtual machines

Stage 2 Identification of overhead sources Description of virtual ma-
chine consolidation overheads

Stage 3 Measuring and quantifying the vir-
tual machine consolidation over-
head inHPI infrastructure andUIB’s
servers

Overheads’ quantification

Stage 4 Discussion and results’ analysis Comparison between UIB and
HPI servers in terms of over-
heads
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3 Findings

3 Findings

In previous section we explain the stages we perform to answer the research ques-
tion, as well as the developed actions and its outcomes. We define [1] the virtual
machine consolidation overhead as the extra work that the system has to perform in
order to manage the consolidated virtual machines. As a consequence, we identified
two sources of overhead. The former is coming from the fact of having an hypervi-
sor (𝑂𝑉𝑣), and the later is from the fact of having more than one allocated virtual
machine (𝑂𝑉𝑐). Moreover, depending on the hypervisor implementation (Type-I,
Type-II or container-based), the number of consolidated virtual instances and the
exeuted workload, the values of 𝑂𝑉𝑣 and 𝑂𝑉𝑐 could be considerably different.

In figure 1,figure 2, and figure 3 we depict the graphical representation of the over-
heads’ sources for the HPI server,that is,type-I, type-II and container-based hypervi-
sor (respectively). We can observe that when the virtual machines are consolidated
by type-I hypervisor (see Fig. 1) the percentage of the response time dedicated to
perform useful work is higher than when we consolidate through type-II (see Fig.
2) or container-based (see Fig. 3) hypervisor. This fact is due to the proximity of the
type-I hypervisor with the physical hardware.

Regarding the 𝑂𝑉𝑣, we can see that this value is higher when consolidating with
type-II hypervisor than type-I or container-based implementations. This fact is due
to the type-II deployment. Since it is deployed on an operating system, the proximity
with the physical hardware is higher than the type-I implementation. Besides, the
value of 𝑂𝑉𝑐 is minimum when consolidating with type-II hypervisor. The contrary
occurs for type-I and container-based hypervisor implementation. In the case of 𝑂𝑉𝑐,
its value depends on the number of consolidated instances.

In addition, we can observe that the consolidation degree varies for any hypervisor
implementation. When consolidating with type-I hypervisor the number of consol-
idated virtual machined is 15, 9 for type-II hypervisor and 9 when we consolidate
containers instead of virtual machines. This fact is due to the implementation of
virtual machines. A container is considered as a system process, the same as type-II
virtual machines. Then, the operating system needs more resources to manage them.
Nevertheless, a type-I virtual machine is not considered as a system process, and it
not need and operating system to be deployed.

3.1 Publications

The use of the HPI infrastructure collaborates to develop the following research
works:

• B. Bermejo, C. Juiz, and C Guerrero. “On the Linearity of Performance and
Energy at Virtual Machine Consolidation: the CiS2 Index for CPU Workload
in Server Saturation”. In: Proceedings of the IEEE 20th International Confer-
ence on High Performance Computing and Communications. Exeter, UK, 2018,
pages 928– 933.
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• B. Bermejo, C. Juiz, and C. Guerrero. “Virtualization and consolidation: a sys-
tematic review of the past 10 years of research on energy and performance”.
In: The Journal of Supercomputing (2018). issn: 1573-0484.
https://doi.org/10.1007/s11227-018-2613-1.

• B. Bermejo, C. Juiz, and N. Thomas, “On the virtualization overhead and en-
ergy consumption in consolidated servers.” in UK- Performance Engineering
Workshop (UKPEW), 2018.

• B. Bermejo and C. Juiz. “Virtual machine consolidation: a systematic review of
its overhead influencing factors”. In: The Journal of Supercomputing (2019).
Accepted and pending of publication.

Figure 1: Descomposed response time for Type-I hypervisor

4 Next steps

In this project we attempt to answer the research question: ”How to determine the
performance degradation of physical servers due to Virtual Machine Consolida-
tion?”. For that, we design a methodology based on monitoring and benchmarking
techniques and we apply it to our servers and then, we extend the experiment to
HPI infrastructure.

The HPI allows us to extend the work and also to obtain more accurate results and
conclusions. Due to that, there are very interesting research questions that we would
like to answer with the support to the HPI infrastructure. The question is: ”Could
be generalize the behaviour of the virtual machine consolidation overhead?”
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Figure 2: Descomposed response time for Type-II hypervisor

Figure 3: Descomposed response time for container-based hypervisor
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In order to answer the proposed question, we will apply for a new project in the
Hasso Plattner Institute in order to use the HPI Future SOC Lab’s IT infrastructure.
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Nowadays, the musical genre can be very ample and in some cases, creates
discussions about what a person would consider it as only one particular
genre. This kind of classification makes machine learning algorithms strug-
gle to analyse it correctly. However, some new technologies like Generative
Algorithm Networks(GANs) or XDeepFM could be manipulated and used
as a classification tool to try to solve problem. Helping to identify correctly
a particular kind of music focusing only in identifying the most important
genre of a music.

1 Introduction

The musical field has different information that can be extracted and an interesting
field to be analysed [4]. However, its features are complex for a classification tool as
one feature can be common between two or more genres. Different approaches have
being used, such as the usage of sentiment analyses of the lyrics [12], the usage of a
Convolutional Neural Network(CNN) [14], Recurrent neural networks (RNN) [15]
or Long short term memory(LSTM) [5], most of this approaches also made a pre-
selection of which fields should be used, using methods such as correlation matrix
and finally normalised and grouped to be ready to be sent to the trainingmethods. In
this new phase of work, we suggest some modifications in the GAN and XDeepFM
to allow it to be used as a classification tools, comparing its results with Random
Forest or K-Means and identify themainmusical genre from a song using a confusion
matrix to verify the true correlation of the results.

Contributions

The contributions expected from this work is the usage of Generative adversarial
network (GAN) [6] and eXtreme Factorial Machine(XDeepFM) [11] to be used as
classification tools for the identification of the main musical genre from a song and
compare the results with some classical methods, such as K-Means [3], T-SNE [13],
SVM [2] and Random Forest [7]. This research combines two musical datasets The
Million SongDataset (MSD) [1] and Last.fm dataset [10]. TheMSD contains features
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extracted from one million songs. The Last.fm dataset gives the genre of the music
based on the opinion from humans.

2 Context

Music genre classification have already being studied in the past using different
approaches. One of the approaches uses sentiment analyses from the lyrics of the
musics [4]. Another approach to classify the musical genre is the usage of random
forest [8] or K-Means [9]. The results from all these studies proved it is possible to
use an algorithm to solve this issue. However, there are some newer approaches that
could be used on these datasets and it opens the opportunity to verify the quality of
them against these datasets. Also, these datasets normally do not contain the audio
of the music, just information about the songs and their metadata, whichmakes even
more difficult for the classification.

3 Problem

Themusical genre classification is a complex problem, once that different individuals
can have distinct opinions about the samemusic. An individual can consider a music
as Pop-Rock while another would consider it as only Rock. However, in most cases
the chosen genres are co-related, which allows the usage of one common genre to
be the primary. Another difficulty is the similarity between the features identified in
the dataset. These similarities can mislead the correct classification of a song.

Specific Problem

In the MSD, there is no audio to be analysed. This research uses only the information
provided by the dataset. One key piece of information is missing from the MSD: the
genre. This information is provided by the last.FM dataset. Together, both datasets
generate a new dataset that can be analysed. The merging of these datasets provides
extra information from a single song such as its beats, bars, tatums, danceability,
loudness and many other information.

4 Solution

Machine Learning can be used to solve this problem. It is possible to train the system
to learn to identify a particular genre from a song. There are several approaches that
can be used such as GAN, XDeepFM, random forest, K-Means. This research applies
some of them, makes a comparison between them and suggests a new approach.
This research using GAN tries to verify if an entry from the dataset is part or not
of a particular group of individuals. This research modifies the original GAN with
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5 Implementation

clusterization of data. As a classification tool, this research uses K-Means. The other
research, that involves a new proposal method, called XDeepFM, uses Compressed
InteractionNetwork(CIN)with DeepNeural Networks (DNN) in one uniqueModel
which allows it to learn certain bounded-degree feature interactions explicitly and at
the same time it can learn arbitrary low and high order feature interactions implicitly.

Specific Solution

The GAN is an unsupervised learning method for neural networks. GAN normally
is used to generate and analyse clusters of data. In this research the method was
changed to support classification. On the other hand, xDeepFM is a Factorial Ma-
chine, that requires some modification in the dataset to also support this new ap-
proach. With that, the comparative between the classical models and the new ones
can be set.

5 Implementation

In this phase, the docker image was created with the scikit and Jupyter Notebooks,
together with Tensorflow. The following activities have been performed in the docker
image:

• Dataset Manipulation;

• Usage of K-Means;

• Usage of Random Forest;

• Usage of GAN;

• Productivity of XDeepFM examples.

A big part o this phase was the analyse of the dataset, which contains too many
information that can create bias that the models are not expecting. For example,
some musics doesn’t contain some of the fields, but others contains values that are
related to other fields, creating an important correlation between them. So, most of
the work is still in the analyses of the fields.

5.1 Dataset Manipulation

The MSD contains a million files separated in folders by the music name. Each file is
a .h5 that contains all the information related each music. Most of the them contains
all the possible information. The first step was read all files with all possible valid
features in a unique file that could be used in Jupyter Notebook. In addition, the
original files does not contain the musical genre. This information is in a separate
dataset. The key between both datasets is an ID. As a first test, only the beats_con-
fidence of the files was used to try to classify the songs in the different possible
genres. In a second stage, more fields were analysed and used:
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• bars start

• beats start

• danceability

• duration

• end of fade

• energy

• loudness

• start of fade out

• tatums start

• tempo

• time signature
Most of them have the confidence field, which also were used to confirm how useful
can the field be.

5.2 K-Means

K-Means splits the dataset into genres and then map the different clusters with the
most common genre found to confirm that the group found was an specific genre.
Because it’s an unsupervised learning, this could give the ability to give multiples
genres, depending on the distance of the centroids found.

5.3 Random Forest

Random Forest, as the name suggest, is a tree creator that tries to use the features
found as parameters to decide were and how deep the entry should go in the tree.
With the training dataset, the tree is created and then a new test entry is passed. It
decides which node in the tree belongs and returns its result. This is a supervised
method and because of this, the results are unique. Together with Random Forest,
two other methods, from the same package, were used: SVM and Kernel SVM. The
expectation would be to use them as a comparative for the Random Forest method.

5.4 GAN

GAN is an unsupervised learningmethod for neural networks. Themodel consists of
two networks. A generator that generates the data from a noise vector, and a discrim-
inator that discriminates between a generated data and a real data. The interesting
part is that once the network is trained it can generate the data from random noise
that can be used to identify the correct genre for that particular data. For this phase,
a very simple approach was used, using a random noise to generate the fake data.
However, its possible to notice that the results show promising.
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5.5 XDeepFM

xDeepFM is a Factorial Machine, that is quite recent and is showing good results. As
suggested by the Professor, it would an important addition to the recent research and
an analyse of its usage start to begun. For this phase, it was only used an example
from github: https://github.com/shenweichen/DeepCTR (last accessed 2019-01-01) to
verify how can be implemented for the dataset requested.

6 Evaluation

Because the project has just started the evaluation was not yet used. It was imple-
mented using the default options from scikit-learn, as showed in listing 1.

Listing 1: Code used for evaluation

1 print("Accuracy:",metrics.accuracy_score(Y_test, Y_pred))
2 print("f1_score:",metrics.f1_score(Y_test, Y_pred))
3 print("recall_score:",metrics.recall_score(Y_test, Y_pred))
4 print("precision_score:",metrics.precision_score(Y_test, Y_pred))

The results can be looked at table 1. The GAN network was not evaluated at this
stage of the research.

Table 1: Results Evaluation

GAN K-Means Random Forest SVC Kernel SVC

accuracy 0.684 0.064 0.629 0.458 0.639
f1_score 0.682 0.064 0.629 0.458 0.639

recall_score 0.684 0.064 0.629 0.458 0.639
precision_score 0.688 0.064 0.629 0.458 0.639

Another important point to be noticed was the usage of the confusion matrix
against the random forest tests. This can be seen in figure 1 below:

As explained, the new model approach XDeepFM, is not yet using the same
dataset, so is not showed here. The next phase is focusing in doing the necessary
changes on the code to support it.
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Figure 1: Confusion Matrix for Random Forest

7 Conclusion

As explained before, this work has just started. The development is still a work in
progress. There are several work to be done, as showed by the results obtained so
far. The dataset features are not the best ones to be used right now and its necessary
to have a better approach of selecting them. On the other hand, it’s possible to say
that the GAN can be changed to fit the proposed work.
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Many real world networks fromdifferent domains share the same structural
properties. So far, there only exist models which reproduce these properties
via a random process and thus have only limited explanatory power. In
contrast to this, we have developed an agent-based game-theoretic model
which promises a better explanation of the structure of real world networks.
Our newmodelwas investigated in computationally demanding large-scale
experiments performed on the hardware of the HPI Future SOC Lab.

1 Introduction

Complex networks from the Internet to various (online) social networks have a huge
impact on our lives and it is thus an important research challenge to understand these
networks and the forces that shape them. The emergence of the Internet has kindled
the interdisciplinary field of Network Science [3], which is devoted to analyzing and
understanding real-world networks.

Extensive research, e.g. [1, 3, 4, 6, 13, 16, 17], on real world networks from many
different domains like communication networks, social networks, protein-protein
interaction networks, neural networks, etc. has revealed the astonishing fact that
most of these networks share the following basic properties:

• Small-world property: The diameter and average distances in these networks are
logarithmic in the number of nodes or even smaller.

• Clustering: Two nodes which are both adjacent to a third node have a high prob-
ability of being neighbors themselves, i.e. real networks contain an abundance
of triangles and small cliques.

• Power-law degree distribution: In real networks the probability that a node has
degree 𝑘 is proportional to 𝑘−𝛽, for some constant 2 ≤ 𝛽 ≤ 5. That is, the degree
distribution follows a power-law. Such networks are called scale-free networks.

The phenomenon that real world networks from different domains are very similar
calls for a scientific explanation, i.e. formal models which generate networks with
the above properties from very simple rules.

Many such models have been proposed, most prominently the preferential at-
tachment model [4], the Chung-Lu random graph model [8], hyperbolic random
graphs [12, 14] and geometric inhomogenous random graphs [5]. However, all these
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models describe a purely random process which eventually outputs a network hav-
ing realistic properties. On the one hand, this is desirable for sampling such networks,
e.g. for testing algorithms on them, but on the other hand having a purely random
process yields only a limited explanation of the structure of real world networks.
Most real world networks evolved over time by the interaction of various rational
agents. In case of the Internet the selfish agents correspond to the Internet Service
Providers which control the Autonomous Systems, in case of social networks, the
agents are people or companies who choose carefully with whom to connect. Thus, a
model with higher explanatory power should consider rational selfish agents which
use and modify the network to their advantage. Such models are at the core of the
young field of Algorithmic Game Theory [18, 19].

2 Networks via Game Theory

In game-theoretic models for network formation selfish agents are associated to
nodes of a network. Each agent chooses as strategy any subset of other agents to form
a link to. The union of all links which are chosen by some player then determines
the links of the created network.

The individual goal of each agent is modeled via a cost function, which typically
consists of costs for creating links and of a service cost term, which measures the
perceived quality of the created network for the individual agent, e.g. the service cost
could be the sum of distances to all other agents [11] or just the number of reachable
agents [2].

Any assignment of strategies to agents is considered an outcome of the game.
Among all those outcomes the so-called equilibria are particularly interesting. In
an equilibrium no agent wants to change her current strategy, given that all other
players’ strategies are fixed, i.e. no agent can reduce her costs in the current situation
by forming another set of links. Analyzing the structure of such equilibriumnetworks
then ideally yields insights into why real world networks exhibit the mentioned
properties.

So far, such game-theoretic approaches can explain the small-world property, that
is, it was proven that the diameter of all equilibrium networks is small [10]. How-
ever, to the best of our knowledge, no known game-theoretic model can explain the
emergence of clustering and a power-law degree distribution. Thus, it is still an open
problem to find and validate such a model.

3 Aims of the Project

Building on our previous work [7, 9, 15], we have developed a new game-theoretic
model, called strategic network augmentation, which promises to solve the open prob-
lem. Initial experiments performed on the Future SOC Lab compute cluster [20, 21]
revealed that the obtained equilibrium networks from our newmodel have the small-
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world property, show significant clustering and the node degree distribution seems
to be governed by a power-law. Moreover, our experiments established that certain
minimum number of nodes is needed to reliably generate the desired properties. It
turned out that experiments with 𝑛 = 1000 nodes are rather inconclusive but that
experiments with 𝑛 ≥ 10000 nodes yield valuable insights. This raised the question
of reinvestigating the parameter space of the model for 𝑛 ≥ 10000 nodes.

The focus of this project was to reinvestigate whether the obtained power-law
exponent and the local average clustering coefficient can also be adjusted for high
number of nodes, i.e., for 𝑛 ≥ 10000. In a previous project [20] which focused on
the case 𝑛 = 1000 we established that the power-law exponent and the local average
clustering coefficient correlate with the edge-price factor of the model. For higher
edge-prices the obtained values where significantly lower, i.e., the edge-price factor
is a means of adjusting the obtained network characteristics. Sophisticated algorithm
engineering to improve the performance of our simulator [21] in combination with
the high computing power of the HPI Future SOC Lab allowed us to check whether
the results scale to large numbers of nodes.

4 Used Future SOC Lab Resources

The experiments were run on the high-performance cluster of the HPI Future SOC
Lab. The cluster consisted of 22 nodes with 80 cores each and 1TB of memory each.1
The experiments were run via the slurm job scheduler on all nodes in parallel.

In total we generated over 10000 networkswith 1000 to 100000 nodes and extracted
various properties along the way to monitor the process. Later, we analyzed the
generated networks using various metrics.

5 Findings

We had some expected findings and some rather surprising findings. First of all, we
could demonstrate that also for a high number of network nodes the network char-
acteristics like the power-law exponent and the average local clustering coefficient
can be influenced by adjusting the edge-price parameter 𝛼 (See figure 1).

However, the experiments revealed that the influence of the edge-price factor for
one of the considered models that included some form of locality is much weaker
than expected (see figure 2) and, quite surprisingly, the observed power-law expo-
nents seems to decrease for increasing edge-prices.

Another interesting finding for the model with locality was that the number of
edges and the average node degree seems to be invariant to changes in the edge-price
factor (see figure 3(left)). This is highly surprising since we expected much sparser

1Further hardware specifics can be found here: https://hpi.de/en/research/future-soc-lab/
equipment.html (last accessed 2020-04-01)
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Figure 1: Obtained power-law exponents and average local clustering coefficients
for varying edge-price factor 𝛼 for 𝑛 = 10000 for the global model
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Figure 2: Obtained power-law exponents and average local clustering coefficients
for varying edge-price factor 𝛼 for 𝑛 = 20000 for the local model
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Figure 3: Measured total number of edges and the convergence speed for varying
edge-price factor 𝛼 for 𝑛 = 20000 nodes for the local model
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6 Next Steps

networks if the edge-prices are high. This shows that the majority of edges that are
created in earlier steps of the process will be created independently of the edge-price
factor and this parameter only influences later rounds where much fewer edges are
added to the network. Moreover, also for the global model we observed unexpected
behavior when considering the total number of edges. There we get sparser networks
for very low and very high alpha.

Another aspect we investigated was the influence of the edge-price factor 𝛼 on
the convergence speed, i.e., the number of rounds needed until the network is built
via our incremental process. As expected, we observe a higher number of rounds
for high edge-price. The reason is that in the later rounds only very few but crucial
edges are built and these late-edges then trigger the addition of other edges later on.
Interestingly, also here we get a contrast when looking at the global model. There,
the number of rounds seems to be invariant to changing edge-prices.

6 Next Steps

We made significant steps towards a systematic reinvestigation of the relationship
between specific parameter settings and obtained network properties. In particular,
we established that the desired adjustability of core network properties via the edge-
price parameter is still valid but that its influence is weaker than expected. This limits
the achievable parameter range for high numbers of network nodes considerably and
we will have to adjust the model the cope with this detrimental behavior. We expect
that the obtained power-law exponents and the average local clustering coefficients
can also be influenced by a modified strategy choice of the agents. Exploring this
seems to be a promising next step.

Another main problem of the current models is that the diameter in the obtained
networks is rather low. While a diameter of Θ(log𝑛) or Θ(log𝑛/ log log 𝑛) would be
ideal, the experiments suggest that we get a constant diameter instead. Recently we
achieved an analytical break-through for one of the models where we could prove
that for this model only a constant diameter is possible. This calls for adjusting the
model to allow for larger diameter. We already have several ideas of how to achieve
this goal and we are eager to put these ideas to the test in large scale experiments.
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Malware detection is still an important issue in the current world due to
the huge quantity daily attacks. Obfuscation procedures are used by adver-
saries to create metamorphic malware difficult to detect. These procedures
include dead-code insertion, register reassignment, subroutine reordering,
code transportation, among others. Adversaries use several attack tech-
niques based on: poison attacks, in which they pretend to mislead the anti-
malware detection tool; and, evasion attacks, in which they perturbs the
data causing misclassification. In this work, we would determine how ob-
fuscation procedures affect the features extracted from malware and we
would build an adversarial model to simulate the adversary behaviour
when attackers perform poison and evasion to improve malware obfus-
cated detection.

1 Introduction

Obfuscation techniques are used by attackers to create malware hard to detect. These
techniques have twomain forms:metamorphism and polymorphism. Polymorphism
methods change the binary codemaintaining one of the parts intact in each new copy.
Metamorphismmethods used to be more advance obfuscation making substitutions,
transportations, dead code insertion or register renaming. These methods create a
differentmalware copymaking it difficult for anti-malware tools to detect it, disinfect
or quarantine because the binary signature will be different in each iteration.

2 Framework

We use a framework based on hybrid analysis which combine static and dynamic
features extraction.

The framework extract static features such as operation codes, registers, API calls,
entropy, files read, written, deleted, copied, moved, recreated, opened, length of
file operations among others and the dynamic features running the binaries in a
controlled environment. Once we have extracted the malware features, we use Naïve
Bayes (NB) to classify the malware.

2.1 Static features

The features obtained from the binaries are divided into three categories:
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ASM We convert the binaries into assembled files through objdump. Then, we ex-
tract its sections, registers, Operation Codes (OpCodes), API calls and key-
words. We count the number of times that a feature appears in the binary.

Hex dump We transform the binaries into hexadecimal format through hexdump.
Suddenly, we obtain the mean, median, maximum, minimum of the binary
entropy, along with the entropy of the whole binary, the difference between
maximum and minimum and the entropy variance.

PE Header The standard file format allows us to extract features from the binaries
such as the size of the code, the number of sections, symbols or imports.

2.2 Dynamic features

Dynamic features are generated based on the run time behaviour of the binaries
executed within a Virtual Machine. To perform such analysis we use the [1] tool,
which generates a report from the behaviour obtained over a fixed period of time,
being 2 minutes the default configuration. We obtain the reports from all the binaries
selecting 12 features which we consider that are important for malware detection
including the number of mutex, the number of file operations such as the files read
or deleted, the register operations and the dll libraries loaded.

2.3 Training

Once we obtain all the features, we may select the algorithms to be used for malware
detection. Initially, we consider a Naive Bayes (NB) [2]. We assess the classification
resultswithDetectionAccuracy (DA), False Positive (FPR) andFalseNegative (FNR)
Rates.

2.4 Operation

From the above stages, we may setting up the proposed framework into operation,
in which we are able to make predictions to detect new malware and updating the
model when is required.

3 The problem with obfuscated malware

An attacker could produce obfuscated malware affecting critically the accuracy of
the proposed approach for numerous ML algorithms. To illustrate our point, we
obfuscate malware through a metamorphic engine called metame. This tool creates
new software clones with the same behaviour but different structure: it disassembles
the binary seeking for the OpCodes {nop, xor, sub, push, pop, or} and makes some
operations with them; for instance, the OpCode xor is replaced by sub. This process
modifies only static features but not the dynamic ones as metame aims at preserving
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4 Adversarial Risk Analysis for obfuscation Attacks (AROA)

𝑦𝐶 𝑥′

𝑦 𝑥 𝑎

𝑢𝐶 𝑢𝐴

Figure 1: Bi-agent influence diagram for the problem faced by Alan and Cleo

the malware clone behaviour. To observe the impact obfuscation process, we trained
the NB classifier with non obfuscated VT (2018) malware mixed with benign bina-
ries (50% malware, 50% benign). Then, we predict through a test set formed by
obfuscated VT malware mixed with benign binaries. We performed evasion attacks
in test time in which we would expect that NB decrease its classification accuracy.

The degradation produced by the obfuscation process decreasing the accuracy
around 31% in 1000 experiments, in which the classifier is almost classifying the
binaries randomly.

4 Adversarial Risk Analysis for obfuscation Attacks (AROA)

The model proposed to detect obfuscation attacks adapts the Adversarial classifica-
tion: An adversarial risk analysis approach, [3]. We sketch the common elements
with that approach detailing the differences.We consider a classifier (C, she=”Cleo”)
aiming at maximising her expected utility when classifying benign binaries (y=B)
and malware ones (y=M), and an adversary (A, he=”Alan”) that is willing to obfus-
cate the binaries to reach benefits maximising his expected utility. Thus, he modifies
the features 𝑥 in binaries to 𝑥′ = 𝑎(𝑥).We designate the transformation 𝑥 to 𝑥′ through
𝑎𝑥→𝑥′. The problem faced by Alan and Cleo is represented in figure 1 through a Bi-
agent influence diagram.
Grey nodes represent issues that affect solely Alan’s decisions; white ones those that
impact solely Cleo’s decision; and, finally, striped nodes affect both agents. Alan’s
decision is represented through node 𝑎 (the obfuscation attack chosen) and Cleo’s
decision through 𝑦𝐶 (the classification choice). The impact of obfuscation over 𝑥 re-
sults in 𝑥′. Alan and Cleo’s utilities are shown through nodes 𝑢𝐴 and 𝑢𝐶, respectively.
Cleo needs to determine the class 𝑦, when observing 𝑥′ with her guess 𝑦𝐶 providing
her an utility 𝑢𝐶(𝑦𝐶, 𝑦); Alan, depending on her guess 𝑦𝐶, would obtain his utility
𝑢𝐴(𝑦𝐶, 𝑦, 𝑎).
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4.1 Cleo’s approach

Cleo deals with the problem as a game from a Bayesian perspective. She builds the
decision problem taking into account that Alan’s decision is random to her. Cleo’s
required elements are:

• 𝑝𝐶(𝑦), assessingCleo’s conviction about the binary 𝑦 labelwith 𝑝𝐶(𝑀)+𝑝𝐶(𝐵) =
1 and 𝑝𝐶(𝑀), 𝑝𝐶(𝐵) ≥ 0.

• 𝑝𝐶(𝑥|𝑦), models her beliefs about the features of the binary given its class 𝑦.

• 𝑝𝐶(𝑥′|𝑎, 𝑥), describes Cleo’s beliefs about the features transformation through
an obfuscation attack over a binary with features 𝑥.

• 𝑢𝐶(𝑦𝐶, 𝑦), models Cleo’s utilities when she predicts class 𝑦𝐶 and the class is 𝑦.

• 𝑝𝐶(𝑎|𝑥, 𝑦), represents Cleo’s beliefs over Alan’s action 𝑎 given a binary with
features 𝑥 and label 𝑦.

4.2 Alan’s approach

Alan only obfuscates malware binaries, modifying its features 𝑥 into 𝑥′ to maximise
his expected utility based onmaking Cleo classifymalware binaries as benign. Alan’s
decision making model requires:

• 𝑝𝐴(𝑥′|𝑎, 𝑥), which assess his beliefs about the transformation of the binarywhen
obfuscated.

• 𝑢𝐴(𝑦𝐶, 𝑦, 𝑎) describes Alan’s utility when Cleo predicts the label to be 𝑦𝐶, the
actual label is 𝑦 and the attack is 𝑎.

• 𝑝𝐴(𝑐(𝑥′)|𝑥′)), assesses Alan’s thoughts about Cleo’s prediction when she ob-
serves the features 𝑥′ of the obfuscated binary. Let us designate by 𝑝 = 𝑝𝐴(𝑐(𝑎(𝑥)) =
𝑀|𝑎(𝑥)) the probability that Alan concedes to Cleo saying that the binary is
malware, given that she observes 𝑥′. Since Alan will have uncertainty about it,
we denote its density by 𝑓𝐴(𝑝|𝑎(𝑥)) with expectation 𝑝𝐴

𝑎(𝑥).

5 Results

We made large scale of experiments using 1000 features extracted from binaries
performing poison attacks and evasion attacks to check this approach. The attacks
performed simulates the attacks of a metamorphic engine metame. The results ob-
tained detecting poison and evasion attacks are shown in figure 2. In case of poison
attacks, we note that AROA obtains slightly 9% higher accuracy than NB. In the case
of evasion attacks, AROA acquired 12% higher accuracy than NB. We observe that
NB shows some fluctuations altering the accuracy with unbalanced results. AROA
presents a stable behaviour contributing with the same accuracy in those cases.
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6 Conclusions

Figure 2: Accuracy NB vs AROA through poison and evasion attacks

6 Conclusions

We explore the performance between NB and AROA model detecting obfuscated
malware when the adversary perform poison and evasion attacks. AROA obtains
better results than NB getting 12% higher accuracy in the best case. In addition,
AROA presents stable behavior during the detection process in which NB shows
variations in several cases. We think this approach could contribute to progress in
the field to detect malware obfuscated.
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1 Introduction

Our project contributes to the growing interest of mobile and behavior-based au-
thentication systems. Next to fingerprints and facial features, another meaningful
authentication method is a person’s gait pattern. Our smartphones are equipped
with a variety of sensors and these can measure the environment and behavior sur-
rounding our phones. We carry these phones with us around the clock, even closely
attached to our bodies. Accordingly, data corresponding to our body movement is
generated. Research shows that these recorded data signals can be shaped to a unique
signature of the phone’s owner. The authentication accuracy, though, is highly de-
pendent on the users’ physiological and environmental circumstances. The more
situations that are covered by the user’s training state, the more the system’s pre-
cision is challenged. In this context, statistical investigations and machine learning
algorithms are applied.

Our research team at neXenio confronts behavior-, in particular gait-based authen-
tication, with an enormous data set, covering six thousand walking sequences that
have been recorded over the last years.

This semester, our second period at Future SOC Lab, we focused on signal pro-
cessing and feature evaluation.

2 Behavior-based authentication

Nowadays, smartphones can be unlocked via password, fingerprint, or, as more
recently introduced, face recognition. The last two methods are biometric authenti-
cation methods, which use user related characteristics, e.g. the friction ridges of the
finger or facial features, to recognize people.

Nowadays, another biometric generates interest and enthusiasm: gait authenti-
cation. Here, the user’s motions, such as the leg’s forward, backward or sideways
movements, are observed by sensors. The next sections introduce the generalmethod-
ology for gait-authentication as well as neXenio’s course of action in this field.
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2.1 Methodology for gait-based authentication

Nowadays, gait-based authentication methods are well researched. Especially walk-
ing sequences, recorded by a smartphone or smart watches’ inbuilt sensors, such
as the accelerometer and gyroscope sensor, are reflected. Sprager and Juric [10] as
well as Connor [2] summarized the state of the art methodologies used in this field.
Guidelines for general data processing are stated by [1] and [4].

In brief, a walking sequence is cut in pieces and summarized by an average gait
cycle. This cycle is used as a template and the dissimilarity of a new step is concluded
by different distance metrics, such as Euclidean, Hamming, Manhattan or Tanimoto
distance. Other approaches use statistical measurements in the time and frequency
domain to gather descriptive information about walking sequences. Calculations
such as mean, median, standard deviation, third and fourth order cumulants, skew-
ness and kurtosis, and distribution parameters, such as a ten-bin histogram are used
([6], [8], [9]). Likewise, we found features such as the root mean squared, median
absolute deviation, average absolute variation, quantiles, interquartile range, corre-
lations and zero-crossing in several papers. In the frequency domain, Fourier and
cepstral coefficients, discrete cousin transformations andwavelets are used [10]. Next
to principal component analysis, Gait Dynamic Images [13] or geometric template
matching were applied to gait sequences [5].

Besides cycle-based assignments, different machine learning techniques are used
for authentication: linear and logistic regressions, k-nearest neighbors, support vector
machines (SVM), hidden markov models and convolutional neuronal networks.

2.2 seamless.me @ neXenio

neXenio GmbH is a small company located in the middle of Berlin. They take up
the challenge of developing high secure IT-solutions that address data sharing and
virtual collaboration needs of digital workspaces. One of their products called “seam-
less.me” targets the idea of behaviour-based authentication. The most important
difference to other authentication systems and research approaches is that neXe-
nio’s implementation focuses on the premise of data privacy and security. Since
data is processed locally on the device itself, data is never sent to external compu-
tation resources. Thus, the underlying classification approach is required to be a
one-classification problem. An algorithm is deployed that only considers data from
a single person. This training set is neither polluted by any outlier nor is enriched by
data from other users. The algorithm must detect whether a new unknown walking
observation fits to the learned pattern. In general, this type of classification shows
less precise results than binary or multi-class classification as the difference between
users are not known. Only very few research studies considered this classification
type, e.g. by using one-class SVMs.

Another challenge regarding local processing is the device’s battery drain. There-
fore, neXenio implemented a more efficient outlier technique instead of widely
utlilized battery-expensive algorithms. This outlier recognition algorithm is based
on multi-level hierarchical nested histograms. Each histogram creates a discrete
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frequency distribution of the sensor data’s processed features to a specific grain.
Features, mentioned in the previous section 2.1, were evaluated and assembled in a
way that the best authentication performances were attained.

3 The Problem of learning from a variety of gait patterns

Real-world gait-based authentication applications have to deal with the variety of
natural gait forms. If a specific, but genuine form is unknown by the algorithm, it can
hardly be assigned to the user. Gait-affecting factors are of physiological or environ-
mental nature. While physiological factors induce more unconscious circumstances,
such as permanent gait abnormalities or temporal changes caused by mood, environ-
mental factors are represented by clothing, shoes, surfaces, slopes or obstacles [10].
Real world behavior-based authentication systems need to be robust for long-term
utilization as these factors can change by varying degrees from time to time.

Public datasets for gait recognition do not imply a comprehensive overview about
a user’s possible walking situations. While OU-ISIR Biometric Database of Osaca
University [7] is the largest database in the field of gait recognition, holding nearly
750 subjects, just one environmental factor, inclined terrain, was recorded in one
session. Frank et al. [5] published another dataset in cooperation with the McGill
University. This database contains just 20 participants, but data is recorded in the
wild in two distinct sessions, meaning that people could have worn different clothes
and shoes per session. Research that relies on this database, detected the effect of
clothes the most. In all analyses the authentication performance suffers in cross-day
comparison, particularly when people had a major change in trouser type ([5], [11]).
This effect is also shown by the larger dataset of Subramanian et al. [12].

Purpose of Future SOC Lab utilization

In the last years, we collected a great amount of data files, covering this variety of
physiological and environmental forms. At the moment, our statistical investigations
as well as our novelty detector, which we use for user classification, can be just
tested by dividing our dataset into smaller subsets. An evaluation that comprises
all walking circumstances is not feasible as the limits of our machines according to
RAM are reached.

By applying for utilization of the HPI Future SOC Lab we aimed to improve our
authentication approach, refine signal preprocessing, feature engineering and mod-
eling in regard to meet stability for wide user profiles.

• Calculation of performance metrics of the current state algorithm by using the
total data of six thousand walking samples.

• Parameter tuning for signal preprocessing to find, e.g., the most efficient and
battery friendly step-cycle detection algorithm per sensor.
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• Evaluation of best feature combinations and model parameters; supported
by clustering algorithms and comparison of user’s distribution (based on his-
tograms).

4 Future SOC Lab resources

Again, Future SOC Lab provided us with an isolated server, allowing us to process
all of our data in parallel. This was one of the main advantages, as combining all our
recordings into one pandas data frame consumed over 600GB RAM—this was not
even suitable for processing on the provided server.

So, each signal sequence was tuned in our new pipeline, containing activity recog-
nition (Job 1), filtering and normalization, cycle detection (Job 4) and feature extrac-
tion (Job 2, 3). Table 1 summarizes RAM, the number of jobs that run in parallel and
time consumption for each task.

Table 1: Future SOC Lab Resources

Job# Description RAM Cores Duration

1 Data cleaning and walking recognition 16 GB 30 4 h 40 min
2 Feature comparison by histogram similarity - 20 30 min
3 Cluster analysis and feature evaluation - 20 36 h
4 Cycle detection and parameter tuning 19 GB 30 23 h 30 min

5 Evaluation

5.1 Performance metrics

For classification objectives, generally, the true positives, false positives, false neg-
atives and true negatives are calculated for evaluating the performance of an algo-
rithm. Based on these four performance classes, certain metrics can be calculated:
accuracy, recall, precision, specificity and the F1-score. The latter metric is a combina-
tion of recall, howoften a genuinewalking sequence has been classified correctly over
all real positives, and precision, the ratio of correct predicted positive observations
to all the predictions.

Additionally, the equal error rate (EER) is included in model selection. This met-
ric reflects the closest point of false matches and false non-matches. While false
matches are equivalent to false negatives, where imposters got authenticated, false
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non-matches include all false positives plus sequences where nobody could get au-
thenticated.

In addition, neXenio uses another measurement, the fitness score, which is based
on a fitness function to measure goal achievement. If all genuine walking sequences
are classified correctly and imposters are discarded the fitness score will return 1.

5.2 Findings

A major refactoring of our data pipeline required running all previous conducted
analysis and evaluations of the last SOC Lab period (winter term 2018/19) again.
We can confirm the old result of an EER of 4% and a fitness score of 71%. Compared
to other research studies this rate is satisfying.

However, similar to last semester’s outcome, we realized that authentication ac-
curacy varies a lot between users. We conducted a cluster analysis that yielded the
feature’s similarity among different users and gait variations. Additionally, features
were ranked by their cluster importance.

Furthermore, we gained a good understanding about a consistent step cycle detec-
tion for a person’s walking behavior. Five different detection algorithms were tested.
Best signal pre-transformations and cycle detection parameters were tuned. Feature
engineering and classification outcome are still in progress.

5.3 New challenges

Although we found a robust cycle detection, covering various types of walking set-
ups, one major factor influences the performance the most: the phone’s orientation
in the trousers pocket. This is a well known problem in research and is addressed
by a conversion of the phone’s system ”... into a resilient and unbiased device- and
environment-independent coordinate system” [3]. Furthermore, we plan to assess
classifiers for other phone locations like jackets and bags, while also generalizing
data for different walking speeds.

6 Conclusion and future work

The resources of HPI’s Future Soc Lab enabled us to intensify our data analysis
and improve the authentication model. Only by using the advantage of the server’s
parallel computing, could we process our data—and even speed up the total run
time. The main outcome of this semester’s term was finding the step-cycle detection
method that fits the variety of our walking data.

In the future we aim to refine our authentication approach with more feature engi-
neering, in particular, engineering that solves the problem of the phone’s orientation.
In this regard, we look forward to using the resources of Future SOC Lab in the next
semester again. We want to thank the Future SOC Lab team for the great support.
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Human Motion Analysis in Daily Life
A Low-Cost and Unobtrusive Gait Analysis System
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Gait is an important indicator of a person’s health status. Measuring gait
usually needs to take place in a dedicated gait laboratory,with expert knowl-
edge and complex subject preparation. For many years, the development of
alternative gait analysis systems has been an active research topic. The aim
of this work is to present a low-cost, mobile and unobtrusive gait analysis
method that is able to work without any preparation of the subject. Evalu-
ation is done by comparing the results with those reported in the existing
literature.

1 Introduction

Human motion analysis is an important instrument for the assessment of neuro-
logical diseases such as Parkinson’s disease (PD) or stroke. Motor and cognitive
abilities can be derived from a patient’s gait. Usually, patients are examined for early
detection or progress monitoring of neurological diseases in a special gait analysis
laboratory with expensive equipment such as the Vicon system1 or Optogait.2 The
Vicon multi-camera system, which is regarded as the so-called gold standard system,
requires active or passive markers to be attached onto the patient. Therefore, these
gait tests must be performed in gait analysis laboratories and are not suitable for
in-the-wild assessments.

In physiotherapy, e.g. stroke rehabilitation, patients are monitored and treated
by a physiotherapist, but after discharge from the rehabilitation centre they are of-
ten isolated at home without supervision. Without any monitoring, it is difficult
to continuously quantify the individual’s post-release progress, e.g. to predict an
increased risk of falling. This problem raises the need for novel, unobtrusive mea-
surement methods that can work at home without expert knowledge and operators.
Commonmeasurement systems like Inertial Measurement Units (IMUs) or inexpen-
sive camera solutions like Microsoft Kinect or smartphones offer the possibility to
measure human movements without having to prepare the patient or purchase ex-
pensive special equipment. Due to recent successes inmachine learning, especially in
deep learning, the topic of markerless humanmotion analysis from two-dimensional

1https://www.vicon.com (last accessed 2020-04-01).
2https://www.optogait.com (last accessed 2020-04-01).
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images using convolutional neural networks (CNNs) has been investigated. By ap-
plying this novel technology in the medical field, it would provide a cost-effective
and unobtrusive gait analysis that can be performed outside the laboratory.

2 Related Work

Automated gait analysis has been a research focus of computer science for many
years. The goal to develop a cost-effective gait analysis system has produced a mul-
titude of gait analysis systems, e.g. by utilizing force plates, rgb or depth cameras.
A well researched device for gait analysis is the Microsoft Kinect camera, which
was developed as a gaming controller for the Microsoft Xbox console [11]. Many
studies have shown that the Kinect camera provides reasonable results for a subset
of spatiotemporal gait parameters [9]. In one study by [8], the Microsoft Kinect
camera was used to identify and segment gait cycles in order to predict specific gait
parameters. Another study was utilizing the Kinect to evaluate the gait of a patient
walking on a treadmill [1].

Due to the large, publicly accessible data sets for numerous image processing tasks,
great progress has also been made in the field of 2D and 3D human pose estima-
tion. The state-of-the-art multi-person 2D human pose estimation method from RGB
monocular images is the so-called OpenPose library [2], which surpassed all other
network models in the Coco 2016 keypoints challenge [4]. The network consists of a
two-step procedure that first predicts all relevant keypoints and then a map that con-
tains information about the relationship of adjacent joint connections (Part Affinity
Fields). Another research group [5] developed a network for 3D position estimation,
which first learns 2D positions and then elevates these 2D locations into 3D space.
Another 3D human pose estimation method proposed by [6] first estimates the 2D
points and 3D points and then uses a postprocessing step to fit a defined skeleton
model into the predicted keypoints.

3 Method

The system developed here consists of a two-stage process. The first phase is a 2D
skeleton tracking process with machine learning to locate human joints in monoc-
ular images. The second phase is an analysis step that processes the extracted joint
positions in order to obtain gait variability.

3.1 2D Human Pose Estimation

The 2D human pose estimation method developed here is based on the common
technique of predicting 2D heatmaps, which indicate the joint positions to the cor-
responding locations from the input RGB image. The system consists of a CNN
that takes a certain image 𝐼 ∈ R𝑤×ℎ with width 𝑤 and height ℎ and predicts a
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3 Method

heatmap 𝐻 ∈ R𝑤×ℎ×𝑗, where 𝑗 = 0, … , 𝐽 refers to an individual joint. The ground
truth heatmaps �̂�𝑗 are generated by using a 2D Gaussian at the center of the corre-
sponding (𝑥, 𝑦) joint position. By using this approach larger values in the heatmap
indicate a higher confidence of the network that the joint position is at the corre-
sponding location in the input image. Previous work has shown that predicting
heatmaps has a better performance than regressing the (𝑥, 𝑦) joint locations directly.
The objective function to learn the heatmaps is the Mean-Squared-Error (MSE) func-
tion, which calculates the error between the predicted heatmaps 𝐻𝑗 and the ground
truth heatmaps �̂�𝑗, as shown in equation (1).

𝑀𝑆𝐸 = 1
𝐽

𝐽
∑
𝑗=0

∥ ̂𝐻𝑗 − 𝐻𝑗∥ (1)

The model developed here has the popular ResNet50 architecture [3] as its back-
bone, which has proven itself in the task of image classification. The ResNet50 model
was adapted by removing the last fully-connected layers and adding transposed
convolutional layers instead to produce heatmaps with the same spatial dimensions
as the input images. The final joint locations 𝐿𝑗 ∈ R2 are determined by finding the
locations in the heatmaps that have the highest confidence values.

In order to increase the robustness of the skeleton tracking, data augmentation
techniques during training were used. For all training batches a random scaling of a
factor 𝑠 ∈ [1, 1.3] and a random rotation of 𝛼 ∈ [−𝜋

4 , 𝜋
4 ] radians was applied. The

empty corners of the rotated images were left black. As a pre-processing step, all
images were scaled to the interval [−1, 1] to avoid exploding or vanishing gradients.
Figure 1 shows the training process of the network in the 𝑡𝑡ℎ training iteration by
visualizing the locations with highest confidence and connecting the joints using the
skeletal topology. The figure shows that the network predictions constantly come
closer to the optimal solution.

(a) 𝑡 = 1 (b) 𝑡 = 2600 (c) 𝑡 = 10000

Figure 1:Visualization of the training progress at the 𝑡𝑡ℎ training iteration. The image
is rotated due to the data augmentation strategy.
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3.2 Estimating Temporal Gait Parameters

Based on the 2D keypoint detection model from the previous section, the goal is
to estimate gait parameters that quantify a person’s walking behavior. Therefore,
the keypoints of a person are tracked over time by analyzing a video, e.g. from a
smartphone camera, to obtain a temporal profile of walking patients. Since the 2D
keypoints are present in pixel coordinates, the gait parameters derived here are only
temporal characteristics. This means that the gait parameters considered here are
the stance and swing phase duration as well as the duration of the entire gait cycle.
These parameters can be further processed, e.g. to obtain the variability of gait cycles
between the left and right foot.

The setup of the system consists of a treadmill as well as a stationary mounted
camera, which films the subject from a 90° angle. For the calculation of the gait
cycle duration the image is regarded as a 2D Cartesian coordinate system, where
the origin is the upper left corner and the y-axis expands in height and the x-axis
expands in width. The user is standing on the treadmill and walking in positive
𝑥 direction (to the right). In this scenario, the left and right ankle keypoints are
tracked while walking on the treadmill. When plotting the 𝑥 components from the
ankles over time (refer to figure 2), a sinusoidal pattern results due to the constantly
moving treadmill belt [10]. The peaks of the curve indicate the point where the heel
touches the ground, while the valleys indicate the initialization of the swing phases.
By calculating the velocity vectors 𝑉 = { ⃗𝑣1, … , ⃗𝑣𝑁} of the curve with 𝑁 data points,
a sign change of the 𝑥-component indicates a change in the swing or stance phase.
The velocity vectors ⃗𝑣𝑡 are calculated as difference of consecutive ankle locations
𝑋 = {𝑥1, … , 𝑥𝑁} as shown in equation (2).

⃗𝑣𝑡+1 = 𝑥𝑡+1 − 𝑥𝑡 (2)

A sign change in the 𝑥 component of the velocity vector indicates whether the user
is swinging the leg in the positive x-direction or the foot touches the ground and is
pulled back by the running treadmill belt. For easier data processing the time series
of velocity vectors is transformed into a binary signal 𝐵 = {𝑏1, … , 𝑏𝑁} by applying
the function as shown in equation (3).

𝑏𝑡 =
⎧{
⎨{⎩

1, if ⃗𝑣𝑡(𝑥) ≥ 0
0, otherwise

(3)

The swing and stance phase duration can now be estimated by counting consecu-
tive zeros or ones respectively, and dividing this number by the video frame rate.

4 Evaluation

In this chapter, the estimated temporal gait parameters by the system are compared
versus common gait properties reported by the literature. As mentioned in [7], the
gait cycle in healthy subjects consists of 60% stance and 40% swing phase. The
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4 Evaluation

evaluation was done by recording data of a single subject walking on a treadmill
with a constant speed of 3 km/h while being filmed with an Apple iPhone 7+ at
24fps. The left and right ankle joints were tracked using the OpenPose [2] library,
which currently delivers more accurate results as the here developed method.

Figure 2: Gait data from one healthy subject. Upper image: Resulting sinusoidal
pattern when tracking both ankles. Lower image: Binary signals indicating stance
and swing phases.

Figure 2 shows the 𝑥 components of left and right ankles tracked over approx.
650 frames (approx. 27 seconds). A sinusoidal and symmetric gait pattern can be
noticed. Based on this data, the velocity vectors and the subsequent binary signal
were calculated. The original data stream was filtered using a mean filter with a
window size of 𝑤 = 9. The resulting binary signal was further median filtered with
a window size of 𝑤 = 9. Based on the binary signal, the consecutive gait phases were
calculated which lead to an average stance time of ̄𝑥 = 0.84𝑠, 𝜎2 = 0.006 as well as
an average swing time of ̄𝑥 = 0.5𝑠, 𝜎2 = 0.001 for both feet. This result aligns with
those parameters reported in the literature, as the ratio of stance and swing phase is
equal to 60% (0,604).
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5 Conclusion

The system presented in this paper can be used for unobtrusivemeasurements of gait
variability, e.g. as an early indicator of neurological diseases. However, the system
is in a very early development stage and needs major improvement as well as a
more advanced evaluation. The possibly largest limitation of the system is the pixel
coordinate system which only can be used for estimating temporal gait parameters
instead of accurate physical measurements. A second limitation is that the skeleton
tracking so far only works in the two-dimensional space. Possible solutions are either
utilizing the dual camera or time-of-flight cameras in novel smartphone models or
developing advanced deep learning models capable of accurate 3D joint predictions.

6 Future Work

This work has shown that in principle it is possible to utilize only a smartphone
camera for taking optical measurements to quantify the gait variability of a patient.
In the future the system should be improved by also including spatiotemporal gait
parameters in the feature set, as well as predicting 3D coordinates. Furthermore,
the system could provide real-time feedback of gait quality which requires online
processing on the device. Also, the accuracy of the system should be compared
against a gold standard device such as the Vicon camera system.
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Measurement-Based Software Performance Engineering for
Microservices and Multi-Core Systems

André van Hoorn, Markus Frank, and Henning Schulz
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This report provides a summary of our project “Measurement-Based Soft-
ware Performance Engineering for Microservices and Multi-Core Systems”
conducted during the HPI Future SOC Lab period spring 2019, as well as
ideas for a follow-up project for the upcoming period.

1 Project Idea

Our project was divided into two subprojects, namely (1) “DevOps-oriented Load
Testing for Microservices” and (2) “Software Performance Engineering for Multi-
Core Systems”. Both subprojects are a direct continuation of the works that we
started in the previous periods. For both subprojects, in order to conduct large-scale
experimental evaluations, we need a state-of-the-art computing infrastructure such
as the one provided by the HPI Future SOC Lab.

In the remainder of this report, we will provide some more details about the
project context (section 1.1 and 1.2) list the granted Future SOC Lab resources (sec-
tion 2), provide a brief description of our findings (section 3), and outline next steps
(section 4).

1.1 DevOps-oriented Load Testing for Microservices

Modern software engineering paradigms and technologies—such as DevOps [2]
(including automation as part of continuous delivery) and microservices [13]—are
gaining more and more attraction in the software and services engineering com-
munities. Of particular interest are quality-of-service concerns, for instance, w. r. t.
performance and reliability. While established approaches for classic contexts (i.e.,
which do not use DevOps and microservices) exist, their adoption to DevOps and
microservices requires considerable research efforts [3, 11].

In the recent years, our group has already contributed architecture-aware ap-
proaches for performance and reliability, involving a combination of measurement-
based and model-based techniques [12, 14, 17]. In this subproject, we investigate
how these techniques can be used in DevOps and microservice contexts—with a
particular focus on load testing as a key performance engineering activity [4, 15, 17].

In the past periods, we have already conducted experiments in the HPI infras-
tructure (e.g., [1]). The activities on load testing conducted during this period were
a direct continuation of the activities started during the previous periods. Particu-
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larly, our plan was to continue with our experiments on modularization of load tests,
which we started in the previous period and sketched in the previous report.

1.2 Software Performance Engineering for Multi-Core Systems

Multicore systems are a permanent part of our daily life. Regardless of whether
we consider nowaday’s desktop PCs, notebooks, or smart phones—all devices are
running on multicore CPUs. To use these hardware features in an efficient way,
developers need to build parallel-enabled software. However, the development of
such software is more complex than developing sequential software.

To handle the rising complexity, it is necessary to develop software in an engi-
neering-like way. In such a process, software architects plan and analyze software
designs on a model level. Software architects can use tools like Palladio to simulate
and analyze early-phase software designs. Unfortunately, current approaches and
tools lack the ability to consider multicore systems. Therefore, in this project, we aim
to find performance prediction methods for multicore systems in the context of our
ongoing research [6, 7, 8, 9]

In the previous periods, we have started to use the HPI infrastructure to study
performance properties for performance predictions of multi-core systems (e.g., [5]).

The plan for this period was to conduct further experiments with different config-
urations (e.g., thread numbers and thread pool sizes) to assess what is their impact
on performance properties for different use cases or scenarios (e.g., benchmarks)
to obtain performance curves. These performance curves will be used by software
architects to easily adopt performance prediction models.

2 Used Future SOC Lab resources

We requested and received dedicated (root) access to the following computing re-
sources (servers): i.) 896 GB RAM, 80 cores; ii.) 32 GB RAM, 24 cores. Dedicated
access has been given to us due to our expected high resource demands.

3 Findings

We have worked on the previously stated goals in both subprojects. In this section,
we will provide a summary of the experiments and results for both subprojects.

3.1 DevOps-oriented Load Testing for Microservices

We have developed a new approach to automatically generate microservice-tailored
load tests for session-based systems from production monitoring data. A publica-
tion [16] describing the approach has been accepted for the 27th IEEE International
Symposium on the Modeling, Analysis, and Simulation of Computer and Telecom-
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munication Systems (MASCOTS 2019). The experiments for the paper have been
conducted in the HPI infrastructure.

Following our experimental setup described in the previous report, we executed
several experiments with the Sock Shop microservices demo application.1 The goal
was to investigate the impact of different tailoring algorithms on the representa-
tiveness and the efficiency of the load tests. As a selected result, figure 1 shows the
accuracy metric (D) for three different algorithms (request-based, log-based, and
model-based) and an untailored workload. Lower values of D indicate a higher rep-
resentativeness. For our approaches, D is only slightly greater than for the untailored
test, but clearly less than for the request-based tests. For details on the experiments,
we refer to the publication [16].
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Figure 1: Aggregated representativeness statistic 𝐷 [16]

3.2 Software Performance Engineering for Multi-Core Systems

We have developed an approach for modeling and predicting memory behavior
in parallel systems. A publication [10] describing the study has been accepted for
the 10th Symposium on Software Performance (SSP 2019). The experiments for the
paper have been conducted in the HPI infrastructure.

We have conducted a series of experiments using the Memtest862 benchmark to
assess the accuracy of the predictions. Figure 2 shows the accuracy of the predictions
in percentage. We distinguish between the two machines (M1 and M2) and different
numbers of core, and compare our approach to the simulations without the memory
model in place. For M2 we can report an overall increase of accuracy. For M1 we can

1https://microservices-demo.github.io/ (last accessed 2020-04-01).
2https://www.memtest86.com/ (last accessed 2020-04-01).
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only report a great increase for 16 cores. For details on the experiments, we refer to
the publication [10].

Figure 2: Comparison of prediction accuracy [10]

4 Next steps

We will continue our ongoing research in the two subprojects. To have the ability
to execute extensive experiments, we will apply for the next HPI Future SOC Lab
period. We plan to extend our load testing approaches to Functions-as-a-Service
(FaaS). Extensions for the multi-core experiments include different configurations
and more complex parallel programs.
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The knowledge on causal structures between variables of a system is rele-
vant for research in various domains. For example in medicine, gene regu-
latory networks are a practical embodiment of systems biology and can be
applied in diagnostics, or drug design. The gene regulatory networks are
derived from high-dimensional gene expression data. Processing the data
leads to long execution times.

Previous work on GPU-accelerated causal structure learning has shown
that the massively parallel processing power of GPUs can significantly re-
duce the long execution times. Yet, existing GPU-accelerated implementa-
tions are restricted to datasets that entirely fit into a single GPU’s memory.

In this technical report, we provide detail on a block-wise extension of
an existing GPU-accelerated causal structure learning algorithm. We use
GPUs provided by the Future SOC Lab to experimentally evaluate our
block-wise extension, showing that datasets exceeding the GPU memory
can be processed efficiently.

1 Introduction and Background

Learning causal structures from observational data is an active field of research in
statistics and data mining. Discovering the causal relationships between observed
variables in complex systems supports human understanding and is of particular
interest in the context of high-dimensional settings. For example in genetic research,
inferring gene regulatory networks from gene expression data supports drug design
or diagnostics [8].

Constraint-based algorithms, such as the PC algorithm developed by Spirtes
et al. [12] and its order-independent extension, PC-stable algorithm [2], enable the
derivation of causal structures from observational data. These algorithms aim to find
all possible DAGs, in which nodes refer to the variables and connecting edges repre-
sent existing causal relationships [6]. For constraint-based algorithms, the graphical
model is derived through the repeated application of CI tests. The appropriate CI
test is determined by the data distribution of the involved variables [3]. According
to the framework for parallel constraint-based learning [11], the PC algorithm is sep-
arated into three phases. In the first phase the Markov blankets are learnt, which is
optional and not of interest in this work. In the second phase the neighbors are learnt,
and an undirected skeleton graph representing the existing causal relationships is
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determined. This phase is referred to as skeleton discovery or adjacency search. In
the third phase, the edges within this skeleton graph are oriented to determine the
CPDAG. For details, we refer the reader to Sections 2 and 3 of our previous work [10].

In the context of gene expression data, variables are commonly assumed to be
multivariate normal distributed yielding to CI tests on the basis of the partial corre-
lations [8]. While a single CI test is computational feasible, the total number of CI
tests increases, in the worst case, exponential with regard to the number of variables
in the dataset [12]. Under the reasonable assumption that the underlying causal
graphical model is sparse, the complexity is reduced to be polynomial [4]. The re-
sulting execution time, in particular for the adjacency search, has been subject to
previous research on GPU-acceleration, in which significant speed-up compared to
Central Processing Unit (CPU)-based versions is shown [10, 13]. Yet, datasets for
analysis in genetic research are often high-dimensional, e.g., see The Cancer Genome
Atlas (TCGA) [1]. The corresponding gene expression datasets from TCGA contain
information on more than 55 000 genes [7] which exceeds the device memory of
recent GPU generations and prevents causal structure learning with current imple-
mentations.

With our work, we address this shortcoming of currently existing GPU-accelerated
causal structure learning algorithms and provide details on a block-wise extension of
the secondphase, the adjacency search, that overcomes the devicememory limitation.
We experimentally evaluate our approach using NVIDIA K80 GPUs, provided by
the Future SOC Lab, which are equipped with Tesla GK210 cards having 12 GB of
on-chip, device, memory [5].

2 A Block-Wise Adjacency Search on the GPU

The adjacency search of the original PC-stable algorithm determines the undirected
skeleton graph 𝒞 and corresponding separation sets Sepset ⊆ V ∖{𝑉𝑖, 𝑉𝑗} for a set
of 𝑁 variables V = {𝑉1, … , 𝑉𝑁}. Given multivariate normal distributed data the
algorithm processes the correlation matrix Cor of dimension 𝑁 × 𝑁, which contains
pre-calculated sample correlation coefficients of all variable combinations. The al-
gorithm uses CI tests to determine the independence of a pair of variables 𝑉𝑖, 𝑉𝑗,
𝑖, 𝑗 ∈ 1, … , 𝑁 given a separation set Sepset with respect to a significance level 𝛼. Note,
that the significance level 𝛼 can be treated as a tuning parameter influencing the
sparsity of the estimated skeleton.

Based on the adjacency search of the original PC-stable algorithm, we propose
our block-wise version for the GPU, as depicted in algorithm 1. In addition to the
input parameters of the original PC-stable implementation for multivariate normal
distributed data, it requires a block size 𝑏𝑠. In a previous report, we proposed to cal-
culate the block size 𝑏𝑠 based on the following constraints. First, the size in memory
for each block is required to be less than the memory available on the GPU and is
restricted by the number of additional blocks required for CI tests, which need to
fit in GPU device memory at the same time. Second, the size of a block should pro-
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2 A Block-Wise Adjacency Search on the GPU

Algorithm 1: Block-wise adjacency search of PC-stable algorithm on GPU
Input: Vertex set 𝑉, correlation matrix Cor, tuning parameter 𝛼, block size 𝑏𝑠
Output: Estimated skeleton 𝒞, separation sets Sepset

1: Start with fully connected skeleton 𝒞 and 𝑙 = −1
2: repeat
3: 𝑙 = 𝑙 + 1
4: for all Vertices 𝑉𝑖 in 𝒞 do
5: Let 𝑎(𝑉𝑖) = 𝑎𝑑𝑗(𝒞, 𝑉𝑖);
6: end for
7: 𝑏𝑙𝑜𝑐𝑘𝑠 = 𝑆𝑝𝑙𝑖𝑡(𝑉,Cor, 𝒞, Sepset, 𝑎, 𝑏𝑠)
8: for all 𝑏 in 𝑏𝑙𝑜𝑐𝑘𝑠 do
9: Transfer 𝑏 to GPU

10: if 𝑙 == 0 then
11: 𝐵𝑙𝑜𝑐𝑘𝑤𝑖𝑠𝑒𝐶𝐼𝑇𝑒𝑠𝑡(𝑏, 𝛼)
12: else
13: 𝑠𝑒𝑝𝑠𝑒𝑡𝑏𝑙𝑜𝑐𝑘𝑠 = 𝑆𝑒𝑝𝑆𝑒𝑡𝐶𝑜𝑚𝑏𝑖𝑛𝑎𝑡𝑖𝑜𝑛(𝑏, 𝑙, 𝑏𝑙𝑜𝑐𝑘𝑠)
14: for all 𝑠 in 𝑠𝑒𝑝𝑠𝑒𝑡𝑏𝑙𝑜𝑐𝑘𝑠 do
15: Transfer 𝑠 to GPU
16: 𝐵𝑙𝑜𝑐𝑘𝑤𝑖𝑠𝑒𝐶𝐼𝑇𝑒𝑠𝑡(𝑏, 𝑠, 𝛼)
17: end for
18: end if
19: Transfer 𝑏 from GPU
20: end for
21: 𝑀𝑒𝑟𝑔𝑒(𝑏𝑙𝑜𝑐𝑘𝑠)
22: until each adjacent pair 𝑉𝑖, 𝑉𝑗 in 𝒞 satisfy |𝑎(𝑉𝑖) ∖ {𝑉𝑗}| ≤ 𝑙
23: return 𝒞, Sepset

vide enough parallel work per block to occupy the GPU Streaming Multiprocessors
(SMs).

The block-wise version introduces the following additional steps, compared to
the original version of the adjacency search. First, a copy of the current skeleton
𝒞 is introduced, by calculating the adjacent vertices for each variable 𝑉𝑖, see line
5 in algorithm 1. This allows changes to be handled in parallel without the need
for synchronization, until the merge of 𝑏𝑙𝑜𝑐𝑘𝑠, compare line 21 in algorithm 1. The
𝑏𝑙𝑜𝑐𝑘𝑠 processed within the current level 𝑙 are computed in 𝑆𝑝𝑙𝑖𝑡(). The function
returns all blocks with the given block size 𝑏𝑠. Each block contains an extract of
the correlation matrix 𝐶𝑜𝑟, the list of separation sets Sepset, the skeleton 𝒞 and the
adjacency structure 𝑎 corresponding to the variables covered within the block. In
order to compute the CI tests on the GPU, each block 𝑏 ∈ 𝑏𝑙𝑜𝑐𝑘𝑠 is transferred to the
GPU device memory and the covered variables within 𝑏 are tested for conditional
independence. Depending on the current level, additional blocks are required to
allow for separation sets. The function 𝑆𝑒𝑝𝑆𝑒𝑡𝐶𝑜𝑚𝑏𝑖𝑛𝑎𝑡𝑖𝑜𝑛() computes the separation
set blocks, which are also transferred to GPU device memory and accessed during
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Figure 1: Overlapping execution on CPU with data transfer and execution on GPU
within the adjacency search of the block-wise PC algorithm [9]

the CI tests. After the processing of a block 𝑏, its data is transferred back to the host
memory. Once, all blocks 𝑏 have been processed, within the current level 𝑙, the results
are merged, before the next level 𝑙 + 1 is started. This process is repeated, until no
more separation set can be formed for the current level 𝑙.

Our implementation of the block-wise algorithm is based on previous work [10],
which focuses on levels 𝑙 = 0, 1. This enables to investigate the performance of the
block-wise algorithm for CI tests with (𝑙 = 1) and without (𝑙 = 0) a separation
set. Further, based on the recent publication of cupc [13] we expect a similar be-
haviour for levels 𝑙 ≥ 2 compared to level 𝑙 = 1. The implementation of algorithm 1
incorporates the following optimizations. First, in level 𝑙 = 0, we do not transfer the
adjacency structure 𝑎(𝑉𝑖) and the separation sets Sepset, which reduces the mem-
ory requirements. In level 𝑙 = 0, the deletion of an edge is directly carried out on
the skeleton 𝒞 as no synchronization is required. Furthermore, for edges removed
in level 𝑙 = 0, an empty separation set is stored, which is the initial value in the
data structure Sepset for each pair of variables 𝑉𝑖, 𝑉𝑗. Thus, setting the value is not
required during kernel execution for 𝑙 = 0.

Second, we overlap computations on CPU with computations on GPU, as well
as, with data transfer between host and device. In particular, the block extraction
and merge on the CPU and the data transfer to the GPU are overlapped with kernel
execution on GPU, as shown in figure 1. This reduces overall runtime of the block-
wise algorithm. Implementing the optimization, we slightly adapt the proposed
algorithm 1. Instead of extracting all 𝑏𝑙𝑜𝑐𝑘𝑠 within the function 𝑆𝑝𝑙𝑖𝑡(), the function
returns a mapping for each block’s data into the larger data structures. Therefore, the
block extraction can occur within the 𝑓 𝑜𝑟 − 𝑙𝑜𝑜𝑝 in line 8 of algorithm 1 independent
of any other block 𝑏. The same applies to the separation set blocks. Further, in order
to achieve the overlap, we utilize CUDA streams. Hence, a block 𝑏 is transferred on
one CUDA stream, while in a second CUDA stream a kernel is executed on another
block 𝑏 at the same time. Once the kernel execution is finished, data is transferred
back to the host and merged on the CPU at the end of the 𝑓 𝑜𝑟 − 𝑙𝑜𝑜𝑝, see line 21 of
algorithm 1.
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3 Experimental Results

3 Experimental Results

In a first experiment, we determine the best performing block size 𝑏𝑠, based on an
artificial dataset with 20 000 variables. We assume a worst case, in which all CI tests
have to be conducted within levels 𝑙 = 0, 1. We report the average execution time of
10 runs in table 1. The results indicate that larger block sizes provide better execution
times for the block-wise adjacency search. In particular, a block size 𝑏𝑠 = 4096 shows
the best performance. The largest block size measured 𝑏𝑠 = 8192 and small block
sizes 𝑏𝑠 = 64, 128 show poor performance. For the larger block size, we assume that
its dimension is not suitable for the dataset as only half of the last block is utilized.
Using the profiler nvprof, we found out that the kernel executions for the smaller
block sizes result in a low sm_efficiency and the CPU computations and data
transfer cannot fully overlap, with GPU kernel execution.

Table 1: Average execution times 𝑡𝑖𝑚𝑒 of 10 runs of the block-wise adjacency search,
processing a datasetwith 20 000 variables conducting all CI testswithin levels 𝑙 = 0, 1
with varying block sizes 𝑏𝑠

𝑏𝑠 64 128 256 512 1024 2048 4096 8192

𝑡𝑖𝑚𝑒 in 𝑠 6042.6 5072.6 4909.5 4935.7 4862.1 4826.3 4788.2 5561.9

In a second experiment, we measure the average execution time of 10 runs of the
block-wise implementation with different suitable block sizes 𝑏𝑠 and increase the
number of variables in the datasets. The results are shown in figure 2. First, the
noBlocks version represents the baseline GPU-accelerated implementation from
previous work [10], which does not support processing of datasets exceeding the
device memory capacity. On the available K80 GPUs, processing of datasets above
20 000 variables fails. In contrast, the block-wise GPU-accelerated adjacency search is
able to process datasets beyond the devicememory limitation, i.e., datasetswith up to
45, 000 variables. Also, there is no additional performance degradation visible, when
datasets are processed, which exceed the GPU memory capacity. Second, comparing
the different block sizes 𝑏𝑠 confirms the results from the first experiment. While, the
performance gap is small, the larger block size 𝑏𝑠 = 4096 leads to faster execution
times. Given the memory constraint for the block size 𝑏𝑠, which restricts the available
memory for each block 𝑏 for higher level 𝑙 ≥ 1, smaller block sizes may be required.

Note, recent GPU-generations include a page migration engine that transfers data
that is required within GPU kernels from host to device memory transparently.
Thereby, allowing to oversubscribe the available GPU memory. Yet, experiments
show that the block-wise version remains faster, by avoiding any page faults and
overlapping data transfer with compute [9].
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Figure 2: Average execution times (10 runs) of the block-wise (with different block
sizes 𝑏𝑠) and non-block-wise (noBlocks) adjacency search for levels 𝑙 = 0, 1 on the
GPU, varying the number of variables in the datasets. Note, all CI tests are conducted
within each level.

4 Summary

Using the K80 GPUs provided by the Future SOC Lab, we are able to experimen-
tally evaluate an extension of an existing GPU-accelerated adjacency search used in
constraint-based causal structure learning algorithms. The extension, called block-
wise adjacency search, splits input datasets into smaller blocks to enable processing
of high-dimensional datasets, e.g., as present in genetic research, that exceed the
GPU memory capacity. We demonstrated experimentally that the chosen block size
𝑏𝑠 has an impact on the execution time. For smaller block sizes CPU computations
and data transfer do not fully overlap with GPU kernel execution. Larger block sizes
may not be suitable for higher level 𝑙 ≥ 1. Yet, an experimental investigation of the
behaviour for higher level 𝑙 ≥ 1 is still open. Further, the block-wise adjacency search
enables processing on multiple GPUs, which we do not cover in this report.
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Digitalization transforms not just business processes and models of com-
panies, but cognitive processes of their employees. The usage and devel-
opment of new technologies boosting the fourth industrial revolution will
require specific competences, meanwhile outdated competences will be
eliminated after a while. Educational institutions must prepare themselves
for these changes. This paper presents a data warehouse approach to mon-
itor actual labour market needs and forecast future competences.

1 Introduction

Employees’ knowledge are important elements of running, monitoring and restruc-
turing business processes. Knowledge are also required to develop, apply ormaintain
technological innovations. In the era of fourth revolution, educational institutions
have a responsibility to educate the future employees. They need predictions about
future competences to start modifying, updating curricula in time, because students
take 3-5 years to be graduated. Predictions of competences are created based on
experts’ opinions [1, 3, 4, 9], but the causal relationships are not formalized in these
cases. Models and statistical analyses can discover these relationships behind the
data. Statistical analyses require time series data to detect trend and so on. Data
warehouses can consolidate these subject-oriented, non-volatile and integrated time
series data. Job ads contain competences needed by a labour market per region, time
and occupation. ETL process extracts, cleansed and load them from streaming data of
job portals into the DW. Business analytics facilitates to analyse trends. These trends
are used to check the compliance of HEI educational portfolios and their learning
outcomes with future competence needs. Learning analytics helps to analyse student
learning processes to make their knowledge acquisition activities more improved.

Contributions

Our research aims at creating a data warehouse to assess future job competences
collecting time series data from job portals and transforms them into the data ware-
house. It requires to develop a process-based machine learning algorithm to extract
competence patterns from job descriptions.
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2 Context

Data derived from different data sources are consolidated in a data warehouse to
provide business enterprise view of all information. Data warehouse contains con-
nected data tables determined by business analytical purposes. Dimension tables
represent qualitative data, fact tables store mainly quantitative data. These tables
can be ordered a star schema or snowflake schema to represent multidimensional-
ity and provide opportunities for analysing data along different dimension or their
hierarchy [2]. Turban at al. [8] distinguished four types of architectures. Data mart
is a small data warehouse to meet departmental requirements instead of enterprise
wide ones. Virtual, distributed and federated type is not a data warehouse in the tra-
ditional sense. A middleware layer is created to handle, organize and transform data
from different data sources for providing analytical capabilities. Hub-and-Spoke
and Enterprise DW are to define an enterprise-centric approach including common
data definitions, formats for managing business in a consolidated way. However,
data marts are obtained from the data warehouse in the first case to facilitate depart-
mental decision making, but this results redundant data and their maintenance cost.
ETL (Extract, Transformation, Load) process is required to provide a consolidated,
enterprise wide view of business by data warehouses. During this process data are
extracted from different sources (operational systems, flat files etc.), transformed
into a predefined, agreed data structure and loaded into the data warehouse [2].

Figure 1: DW Architectures

3 Problem

Our purpose is to create a data warehouse to analyse time series and regional
data about competences for monitoring labour market needs and detecting changes
caused by technological innovations boosting the fourth industrial revolution.
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4 Solution

4 Solution

Approximately 1000 job advertisementswere downloaded from Indeed1 job portal in
September 2019. Job vacancies are from manufacturing industry. They contain data
about country or city where competence needs emerged, company and occupation
requiring these competences, job description contain information about them, date
when these needs appeared on the web and salary. Collected data will be organized
into the fol-lowing dimension and fact tables: Dimension tables are the following
ones, every tables have primary key not mentioned here.

• Location table contains Location ID, Country, Region and City data.

• Company table includes Company ID, Occupation, Company, its related In-
dustry and Industrial code from a national framework (like NACE, SOC etc.)
.

• Competence table hasCompetence ID, Professional, Personal, Social andMethod-
ological Competence fields.

• Date table contains data of publishing date (year, quarter, and month) and all
of them are part of the key field.

The related fact table includes data about salary and IDs of these dimension tables.
To create a data warehouse the following problems must be solved by the algorithms
of the ETL process:

• Job portals do not publish region and city data separately, hence they have to
be separated.

• Names of occupations are within a wide range scale, they have to be classified.

• Competences have to be extracted from job descriptions and organized into
one of the four categories.

The ETL process is under development. This paper presents only the competence
extraction process.

5 Implementation

Streaming data coming from job portals can be stored in SAP Hana running on the
HPI Future SOC Lab architecture. SAP Hana Text Analytics can be used to imple-
ment developed process-based machine-learning algorithm. This algorithm uses
process ontologies transformed from business process modelling and semantics of
relationships between process model elements as open queries. First version of this
algorithm was presented in [5, 6, 7]. The first phase is to create an ADONIS process

1https://www.indeed.com (last accessed 2020-04-01).
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model from a selected manufacturing process and transform it into the Reference
Process Ontology (RPO) with using a JAVA transformation program. ADONIS is
a graph-structured Business Process Management language. Its main feature is the
method independence. Our approach is principally transferable to other semi-formal
modelling languages. The semantic annotation for specifying the semantics of the
tasks and decisions in the process flow explicitly is important in our method. The
second phase is to discover new process elements within job descriptions with the
help of semantic text mining. The algorithm focuses on finding patterns shaped into
open queries. Relations are regarded as ordered pairs. The algorithm assumes that
certain expressions can represent a given relation within the document e.g. produces
output(Process step, Document). A relation suggests that something must be hap-
pen with a document e.g. it is submitted or signed. That’s why the algorithm wants
to find x submit y pattern within the document, where y is a document. It seeks
„submit“ term and collects few words after that.

6 Conclusion

This paper presented a solution how data about labour market needs can be con-
solidated into a data warehouse. There are other solutions to analyse job market
needs. But they are mainly to match job seekers profiles with actual labour market
requirements and not to store these data for analysing trends of competence needs.
These analyses require unified, integrated time series data in the meaning of their
syntax and semantic as well which can be provided by a data warehouse.
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Software testing plays an important role in providing evidence for the cor-
rectness of software systems. Due to the costs and complexity of testing
such systems, tests are often automatically generated using search-based
techniques. The goal of this project is to improve the generation of test
suites for mobile applications by adapting existing search techniques based
on fitness landscape analyses. Similarly to the previous reports of the first
two project phases [10, 11], we motivate and discuss the research context
of the project, and present the results from the third project phase in the
FutureSOC lab. We also summarize the results from all three phases.

1 Motivation and Research Context

To provide evidence for the correctness of software systems, testing plays an impor-
tant role, in practice [2, 6] as well as in software engineering research where it is
an active topic of research. In the context of search-based software engineering [4],
researchers investigate the automated, search-based generation of test data and test
suites because manual testing of software systems is complex and costly [3, 7].

One application area of automated, search-based generation of test suites are mo-
bile applications (apps) [1, 6]. In this area, one approach is Sapienz that has dis-
covered bugs (in terms of crashes) in roughly every third Android app that has
been tested [6]. This illustrates the relevance of testing and the need to continuously
improve test generation approaches.

In search-based testing, tests are automatically generated by heuristics that search
for optimal tests guided by a fitness function. The heuristic or generally search tech-
nique (e.g., a genetic algorithm) that is used in an approach is often selected and
configured in black-box fashion because the characteristics of the search problem
are unknown. Consequently, the expected performance of a search technique is also
unknown. In practice, two possible options of selecting and configuring a search
technique are typically used: (1) try out different techniques to identify which one
works best for the given problem, or (2) select a popular technique and use its default
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configuration. Option (1) has the drawback of being costly and time-consuming, and
option (2) does not guarantee that the selected technique works well on different
specific problems such as different apps (cf. no-free-lunch theorems for search [12,
13]). This requires selecting and configuring search techniques based on the specific
search problem, among others, given by the app under test.

For this purpose, we aim for a better understanding of the search problem by
analyzing the fitness landscape [5, 8]. These analysis results will provide feedback
for selecting and especially configuring the search technique for a test generation
approach so that better tests are generated, for instance, with respect to achieved
coverage and number of revealed faults. Particularly, we consider the application
area of generating test suites for Android apps and aim for improving the state-of-
the-art approach Sapienz [6]. Therefore, we plan a large study of testing the top 1000
apps of the Google Play store. This study will further provide a report about the
state of the practice in how reliable today’s most popular apps are.

The interested reader is referred to [10] for a refined discussion of the research
problem and goals of this project.

2 Experiments and Results

Based on a fitness landscape analysis of generating test suites for apps, we observed
that the diversity of test suites generated by Sapienz decrease over time during the
search. Since diversity is a critical factor for the success of a search, we proposed
Sapienz𝑑𝑖𝑣 as an adaptation of the search technique of Sapienz that includes four
mechanisms that maintain the diversity during the search [9]. In the FutureSOC lab,
we evaluate Sapienz𝑑𝑖𝑣 in a head-to-head comparison with Sapienz.

Project Phase I – Deployment and Distribution Model: In the first project phase,
we determined the deployment and distribution model for the evaluation. Particu-
larly, each server runs one instance of Sapienz/Sapienz𝑑𝑖𝑣 to test one app, and uses
ten Android emulators to execute ten test suites concurrently on this app during the
search. Thus, we use servers to run Sapienz/Sapienz𝑑𝑖𝑣 concurrently for different
apps and the resources of one server to parallelize the execution of test suites for an
individual app. Details can be found in an earlier report [10].

Project Phase II – Experiment with the 68 App Benchmark: For the first exper-
iment, we use the 68 app benchmark proposed by Choudhary et al. [1] consisting
of 68 open-source apps from F-Droid. We run Sapienz and Sapienz𝑑𝑖𝑣 once on each
app over ten generations of search, and measure the coverage achieved by the gen-
erated test suites, the number of identified faults (crashes), the length of the test
sequences, and the execution time of the search. The results indicate that Sapienz𝑑𝑖𝑣

and Sapienz achieve similar statement coverage (on average 45.67 vs. 45.05), and
that Sapienz𝑑𝑖𝑣 can outperform Sapienz in revealing crashes (in total 141 vs. 119
unique crashes) while producing longer fault-revealing test sequences (on average

248



3 Used HPI Future SOC Lab Resources

244 vs. 209 events) and requiring more time for the search (on average 118 vs. 101
min). Details can be found in an earlier report [11] and the research paper [9].

Project Phase III – Experimentwith Inferential Statistical Analysis: In the current
phase of the project, we use ten further open-source F-Droid apps from [6] and run
Sapienz respectively Sapienz𝑑𝑖𝑣 20 times on each of these apps for ten generations
of search. Results show that Sapienz significantly outperforms Sapienz𝑑𝑖𝑣 with large
effect size on all apps for execution time. Concerning the other aspects, the results
are inconclusive. Sapienz𝑑𝑖𝑣 significantly outperforms Sapienz with large effect size
on only 3/10 apps for coverage, 2/10 for the number of crashes, and almost 1/10 for
the length of test sequences. The remaining results are not statistically significant or
do not indicate large differences. Thus, the results are inconclusive in differentiating
both approaches by their performance (cf. [9]) and thus, they do not confirm the
differences in fault revelation capabilities on the 68 app benchmark.

Given these results, we are currently conducting experiments over 40 genera-
tions of search to investigate the effect of the diversity-preserving mechanisms of
Sapienz𝑑𝑖𝑣 when the lack of diversity becomes clearly noticeable in Sapienz and the
search of Sapienz stagnates (after 25 generations). While one run of a search over
ten generations takes around 120 min for one app, a search run over 40 generations
will consume considerably more time.

3 Used HPI Future SOC Lab Resources

As before [11], the experiments were performed on eight blade servers (hum-nodes)
of the HPI Future SOC Lab. To parallelize the execution, at any point in time during
an experiment one app was tested on each server. For each server, the evaluations
of test suites (i.e., the execution of multiple test suites) for one app was parallelized
by running ten Android emulators concurrently (cf. deployment and distribution
model [10]).

4 Conclusion and Next Steps

In this report, we have discussed the research context (cf. [10, 11]), our experiments
conducted so far, and the results. The research results have been published in [9].
They indicate that Sapienz𝑑𝑖𝑣 does not improve Sapienz in a statistically significant
way for a search over ten generations. Therefore, we are currently extending the
number of generations to 40 to investigate the performance of Sapienz𝑑𝑖𝑣 when the
search of Sapienz actually stagnates (after 25 generations).

Given the estimated costs of testing one app over 40 generations, we cannot fulfill
our initial project plan of testing Google Play’s top 1000 apps in this FutureSOC lab
period. On the other hand, testing these apps over fewer generations (e.g., ten) will
likely not showany statistically significant difference between Sapienz and Sapienz𝑑𝑖𝑣
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(cf. experiments conducted so far). Therefore, testing Google Play’s top 1000 apps is
left for future work.
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Attributed graphs convey a rich set of information on relations, nodes, and
attributes. However, the entire set of information cannot be easily captured
by traditional Representation Learning methods usually adopted for creat-
ing low-dimension andmeaningful embeddings of the graph. This research
project aims to generate a representation that encodes both the relational
structure of a graph and the node attributes that can be as texts, images.
The final goal is to obtain an unsupervisedmodel based on promising Deep
Learning architectures that is able to efficiently and effectively derive dense
vector representations of nodes in attributed graphs.

1 Introduction

One of the most crucial phase when addressing a machine learning problem is the
definition of data representation. The input representation can considerably influ-
ence the performance of machine learning models, depending on its ability to disen-
tangle and discover explanatory factors of variations behind the data given as input.
A common practice is to exploit a-priori knowledge in order to design an ad-hoc
representation depending on the domain, task or application. Although this feature
engineering usually leads to improved results, it has several drawbacks: it requires
the need of a domain expert resulting in a labor-intensive and not generalizable effort
and it considers the data as identically distributed (i.i.d. assumption).

Representation Learning has become an important research field with the aim of
providing novel methods for learning representation of the data that make it easier
to extract useful information when building classifiers [15]. The interest in this field
has recently grown because of the advent of Deep Learning and the ability to deal
with unsupervised and semi-supervised learning.

The majority of the research contributions on Deep Learning focus on efficiently
learning good representation for i.i.d. data [7, 9]. However, data can be represented
in various forms and, in particular, relational structures are common representations
used inmany real-world problems, e.g. airline networks, publication networks, social
and communication networks, and the World Wide Web.

Dealing with relational structures, such as graphs, is very complex and computa-
tionally expensive because of different characteristics of the data, i.e. size, dynamic
nature, noise, and heterogeneity [3]. One efficient approach for handling potentially
large and complex graph is to learn the graph representations, or Graph Embed-
dings [2, 4], which assign to each node of the graph a low-dimensional dense vector
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representation, encoding meaningful information conveyed by the graph. Once the
embedded representation is obtained, a wide variety of data mining problems can
be solved by applying off-the-shelf algorithms designed for handling vector repre-
sentations.

Several graph representation learning approaches at the state of the art focus
only on the graph structure to compute the graph embeddings [10, 12, 14]. However,
nodes in real-world graphs are often associatedwith a rich set of features or attributes
(e.g. text, image, audio), originating the so-called attributed graph.

Although attributed graphs convey a rich set of information on relations, nodes,
and attributes, they cannot be easily given as input to classic representation learning
methods. In order to overcome this limitation, the main goal of this project is the
generation of a representation able to encode both the node attributes and the graph
structure. Indeed, the consideration of both information could strongly improve the
meaning encoded in the representation and consequently the performance of the
graph mining tasks.

2 Problem

The research project aims at designing and developing novel unsupervised mod-
els for learning a graph representation from large heterogeneous attributed graphs,
which comprises both the structure of the graph and the attributes associated with
each node. The proposed graph representation learningmodel will be based on deep
learning models, strengthened by an efficient optimization algorithm able to scale
for large graphs.

The proposed research project will face the following challenges:

1. Structure-preserving: graph embeddings should preserve the structure of the
graph, which is often complex and highly non-linear. Moreover, how to simul-
taneously preserve the local and global structure is also a tough problem.

2. Scalability: most real-world graphs are huge and contain millions of nodes and
edges. The graph representation learning model should be scalable and able
to process large graphs.

3. Sparsity: many real-world graphs are often so sparse that considering only
(few) observed links is not enough to reach a satisfactory performance [10].

4. Dimensionality of the embedding: the dimension of the embedded represen-
tation should be chosen as a trade-off between reconstruction precision per-
formances and time and space complexity. The choice can also be application-
specific depending on the objective task.

5. Attribute expression: the obtained graph embedding should be able to directly
encode the attribute features in addition to the graph structure information.
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3 Implementation

3 Implementation

The research project will be implemented in Python, by taking advantage of the
Keras1 library for Deep Learning. Keras is a minimalist, highly modular neural net-
works library written in Python and capable of running on top of either TensorFlow
or Theano. The Keras Deep Learning library permits to:

• Easy and fast prototype, through user friendliness, modularity, and extensibil-
ity.

• Support several Deep Learning architectures, such as convolutional and recur-
rent networks.

• Run code on CPU and GPU.

Since large attributed graphs, which is the input structure that we want to inves-
tigate, are commonly associated with millions of nodes and related attributes [13],
they require a large amount of memory to be loaded. Moreover, the use a GPUs
would permit to substantially scale and more efficiently deal with the training pro-
cess of Deep Learning models on large amount of data. We gratefully acknowledge
the support of the HPI Future SOC Lab, for providing the IT infrastructure and the
access to NVIDIA Tesla K80 that permits the realization of this project.

4 Evaluation

The evaluation has been performed on the task of node classification on the first
connected component of the citation network benchmark DBLP dataset. A citation
network is a graph where the nodes are composed of a set of research articles, the
node attribute is the title and the edges are the citation relationships between articles.

Table 1: Comparison of a model that consider both attributes and relational infor-
mation vs state of the art models that consider only relational information on DBLP
using 50% of labeled data

Attributes + Relations SDNE[14] node2vec[5] DeepWalk[10]

Accuracy 0.7479 ± 0.004 0.4684 ± 0.003 0.6933 ± 0.004 0.4952 ± 0.000
F-measure𝑚𝑎𝑐𝑟𝑜 0.6831 ± 0.005 0.2010 ± 0.002 0.5824 ± 0.005 0.2841 ± 0.000

From the table, it clearly emerges that considering both the textual attributes and
the interactions of the nodes provides significant improvements compared to the
results obtained by modeling only the relational information.

1https://keras.io/ (last accessed 2020-04-01).
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5 Related Work

Over the past decade, graph representation learning has attracted a surge of research
attention, particularly focused on developing new embedding algorithms. In this
domain, research studies can be roughly distinguished in factorization methods and
deep learning approaches. The basic idea underlying both methods is to preserve
both the local and global graph structure in the embedded vector space.

Factorization based algorithms represent the connections between nodes in the
form of a matrix and factorize this matrix to obtain the embeddings [1, 2, 8, 11, 12].
The growing interest in deep learning algorithms has affected also the task of graph
representation learning due to their ability to model non-linear structures in the
data. Beyond Deep Learning methods applied on random walks [10], most of the
investigations are focused on improving deep learning architectures [14].

Only a few studies considered the set of features associated to each node in ad-
dition to the graph topological structure (attributed graph) [3, 6]. Their limitation
regards the fact that they do not explicitly consider the nodes’ attributes but only
a measure of attribute similarity between them, resulting in a lower representation
expressiveness.

6 Conclusion

The research project will aim to propose a novel unsupervised model for attributed
graph embeddings. It has been preliminary demonstrated that considering the rela-
tional information in addition to the attribute information will provide significant
improvements.

Future work will be focused on dealing with attributed graphs with probabilistic
relationships. Creating meaningful embeddings of attributed graphs where noisy
and uncertain relations are considered represents a major challenge for tackling real
word problems.
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In recent years, there has been substantial progress on powerful machine
learning techniques that generate sequences as output. In this work, we
present an approach to more flexibly generate natural language text from
heterogeneous data such as as facts coming from a database. We induce
representations for these facts and allow the model to flexibly incorporate
information from these facts into the generated output. Our experiments
show that our method outperforms previous approaches.

1 Introduction

Motivation While most machine learning approaches seek to predict an individ-
ual output value such as a number or a simple classification label, there has also
been research on structured prediction approaches that produce entire sequences as
output. These are particularly useful when we wish to learn a model that generates
natural language text as output. In recent years, there has been substantial progress
on such techniques. Important breakthroughs include RNN and LSTM-based neural
sequence-to-sequence models [8], as well as sequence-to-sequence models with a
soft attention mechanism [2]. These models assume that the input is a sequence just
like the output. However, in many cases we wish to generate a sequence from inputs
that are of a different form. In particular, we may have structured data coming from
a database as input, and may wish to learn how to generate natural language text
from these.

Project Idea In our work, we propose a model that produces a sequence as output,
but is able to consider structured data as input. Specifically, we consider a model
that can take a series of facts as input, and generate natural language text as output,
while flexibly incorporating items appearing in the facts into the output. By inducing
representations of facts and being able to incorporate them into the output, themodel
is flexibly able to incorporate arbitrary previously unseen names on demand. For
example, the machine learning algorithm may never have seen the string Havel in
its training data. However, by inducing a fact representation that encodes the entity
Havel, the algorithm is nevertheless able to produce text as output that contains the
nameHavel. For this, the model needs to be able to refer to specific items in the input
facts and must be able to choose to incorporate them into the output directly.
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2 Method

2.1 Fact Representation Induction

Given input facts ℱ = {𝑓1, 𝑓2, … 𝑓𝑁}, each of which is a property–value pair, we use the
positional encoding scheme [3, 7] that converts each 𝑓𝑖 into a vector f𝑖 = ∑𝑗 l𝑗 ⊙ w𝑖

𝑗.
Here, ⊙ denotes element-wise multiplication, l𝑗 is a column vector with the structure
𝑙𝑘𝑗 = (1 − 𝑗

𝐽) − (𝑘/𝑑)(1 − 2 𝑗
𝐽), with 𝐽 being the number of words in the fact, and

w𝑖
𝑗 ∈ R𝑑 is the word embedding of the 𝑗-th word in fact 𝑓𝑖 (we concatenate property

name and value for this, and out-of-vocabulary words are replaced with the special
token <UNK>). Finally, we append a special mean fact representation f𝑁+1 = 1

𝑁 ∑ f𝑖
and later train the model to attend to this mean fact whenever it has to generate a
vocabulary word rather than a fact word.

2.2 Output Generation

At every time step 𝑡, the generator selects a fact and then generates the next output
element either from the fact representations, or from the default vocabulary.

Fact Selection The selection is achieved using an attention mechanism. Attention
scores are computed as a likelihood distribution using the hidden state of the gener-
ator in the previous time step and the fact embeddings. Formally,

e𝑖 = W2 tanh(W1[f𝑖;h𝑡−1]) ∀𝑖 ∈ {1, 𝑁 + 1}, (1)

𝑃(𝑓 = 𝑓𝑖 ∣ f𝑖,h𝑡−1) =
exp(e𝑖)

∑𝑖′∈{1,𝑁+1} exp(e𝑖′)
, (2)

where e𝑖 denotes the attention energy of the 𝑖-th fact, [; ] denotes concatenation, and
W1 ∈ R𝑚×2𝑑, W2 ∈ R𝑚 are affine transformations of a 2-layer feed-forward network.

We select the fact with maximum attention score at time step 𝑡, denoted as 𝑓𝑡 and
its corresponding fact embedding f𝑡 as

𝑓𝑡 = argmax
𝑖∈{1,…,𝑁+1}

𝑃(𝑓 = 𝑓𝑖 ∣ f𝑖,h𝑡−1) (3)

f𝑡 = f𝑓𝑡. (4)

Decoder We then create a concatenation x𝑡 = [f𝑡;w𝑡−1;v𝑡−1] of three vectors: the
embedding f𝑡 of the fact selected for the current time step, the embeddingw𝑡−1 of the
vocabulary word at the previous time step, and a one-hot vector v𝑡−1 corresponding
to the position of the copied factual word in the previous time step. Since the gen-
erated word in the previous time step can either be a vocabulary word or a factual
word, either w𝑡−1 or v𝑡−1 is set to a zero vector.

The concatenation is fed to a GRU decoder, which updates its state as h𝑡 =
GRU(x𝑡,h𝑡−1). If the attention mechanism assigns the maximum score to the mean
fact 𝑓𝑁+1, the decoder generates a vocabulary word 𝑤𝑡 ∈ 𝒱. For this, we use the
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attention-weighted context c𝑡 = ∑𝑖 𝛼𝑖f𝑖 and the GRU output state h𝑡. A concatena-
tion of these two vectors is fed to a 2-layer feed-forward network with a non-linear
ReLU activation applied to the hidden layer as o𝑡 = W𝑎ReLU(W𝑏[c𝑡;h𝑡]), where W𝑎
and W𝑏 are affine transformations and ReLU(x) = max(0, x). Finally, a probability
distribution over the vocabulary words is obtained by a softmax function and the
word with the maximum probability is emitted by the decoder:

𝑃(𝑤 ∣ c𝑡,h𝑡) = Softmax(o𝑡) (5)
𝑤𝑡 = argmax

𝑤∈𝒱
𝑃(𝑤 ∣ c𝑡,h𝑡). (6)

If, in contrast, if the fact selection process chooses one of the 𝑁 facts, the decoder
copies words from it directly to the output. For this, the decoder must select the
position index of the factual word within the factual phrase. The index is predicted
by a 2-layer feed-forward network that takes a concatenation of the selected fact
embedding f𝑡 and the output state of the GRU h𝑡 as input. Then, the position index
of the word to copy is determined as follows.

r𝑡 = W𝑐ReLU(W𝑑[f𝑡;h𝑡]) (7)
𝑃(𝑛 ∣ f𝑡,h𝑡) = Softmax(r𝑡) (8)

𝑛𝑡 = argmax
𝑛∈{1,…,|𝒱𝑓𝑡 |}

𝑃(𝑛 ∣ f𝑡,h𝑡) (9)

𝑤𝑡 = (𝒱𝑓𝑡)𝑛𝑡
(10)

Here, 𝑛𝑡 is the position index of the fact word to copy, 𝒱𝑓𝑡 is the sequence of fact
words for 𝑓𝑡, and (𝒱𝑓𝑡)𝑖 denotes the 𝑖-th item in that sequence.

2.3 Model Training

To train our model, given the input facts ℱ and the fact-aligned description �̃�, the
model maximizes the log-likelihood of the observed words in the description with
respect to the model parameters 𝜃 as 𝜃∗ = argmax𝜃 log𝑃(�̃� ∣ ℱ). This can be further
decomposed as log𝑃(�̃� ∣ ℱ) = ∑|�̃� |

𝑡=1 log𝑃(𝑤𝑡 ∣ 𝑤1∶𝑡−1, ℱ). Since the log-likelihood
of the word 𝑤𝑡 also depends on the underlying fact selection, we can further decom-
pose 𝑃(𝑤𝑡) as 𝑃(𝑤𝑡) = 𝑃(𝑤𝑡 ∣ 𝑓𝑡, 𝑤1∶𝑡−1) 𝑃(𝑓𝑡 ∣ 𝑤1∶𝑡−1). Therefore, we train our model
end-to-end by optimizing the following objective function:

ℒ(𝜃) = −
|𝒟|
∑
𝑡=1

log𝑃(𝑤𝑡 ∣ 𝑓𝑡, 𝑤1∶𝑡−1) −
|𝒟|
∑
𝑡=1

log𝑃(𝑓𝑡 ∣ 𝑤1∶𝑡−1). (11)

Note that the alignment �̃� of the description 𝒟 to the facts ℱ can be obtained using
simple heuristics rather than manual annotation.
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3 Experimental Findings

We evaluate our model on the task of generating short natural language descriptions
of entities on Wikidata, a large-scale knowledge graph.

Data We used randomly selected entities on Wikidata to generate two benchmark
datasets, WikiFacts10k-Imbalanced and WikiFacts10k-OpenDomain, which are avail-
able from https://github.com/kingsaint/Wikidata-Descriptions.

Experimental Protocol Following previous work, we use the automatic evaluation
metrics BLEU (1 - 4) [6], ROUGE-L [5], METEOR [4], and CIDEr [9] for a quan-
titative evaluation of the generated descriptions with respect to the ground truth
descriptions provided in the benchmark data. Following standard practice, CIDEr
scores are scaled to [0, 10] and other scores are scaled to [0, 100].

Ourmodel and all other baselines are trained for amaximum 25 epochs.We report
the results of the best performing models on the dev set. We use the 1,000 most
frequent words in the dataset as our default vocabulary, and remove any generated
<UNK> tokens from the output before evaluating it. Implementations of all our
experiments are available online at https://github.com/kingsaint/Wikidata-Descriptions.

Table 1: Experimental results for the WikiFacts10K-Imbalanced dataset

Model BLEU-1 BLEU-2 BLEU-3 BLEU-4 ROUGE-L METEOR CIDEr

Dynamic Memory-based
Generative Model 61.1 53.5 48.5 46.1 64.1 35.3 3.295

Fact2Seq with Attention 62.8 56.3 53.0 52.7 63.0 35.0 3.321
NKLM [1] 34.7 27.7 29.1 29.0 44.1 20.1 1.949

Our Model 61.9 57.3 55.6 54.3 64.9 36.3 3.420
– without Positional Encoder 58.9 51.9 46.3 42.5 63.4 33.7 3.126
– without Mean Fact 58.0 52.2 49.5 48.6 64.3 34.8 3.139
– Copy Only 26.8 21.2 16.5 11.8 45.3 20.6 1.766

Table 2: Experimental results on the WikiFacts10K-OpenDomain dataset

Model BLEU-1 BLEU-2 BLEU-3 BLEU-4 ROUGE-L METEOR CIDEr

Dynamic Memory-based
Generative Model 57.8 50.7 43.6 39.7 67.6 34.9 3.556

Fact2Seq with Attention 62.7 56.3 50.0 46.2 67.7 35.8 3.629
NKLM [1] 47.9 42.1 37.5 32.3 57.4 25.9 2.958

Our Model 68.2 61.8 56.6 51.9 70.0 37.3 4.084
– without Positional Encoder 66.2 58.4 51.8 45.9 67.9 34.7 3.717
– without Mean Fact 62.4 58.0 55.1 51.8 67.7 36.0 3.856
– Copy Only 37.5 26.4 18.4 10.9 55.2 24.8 2.136
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4 Conclusion

Results Tables 1 and 2 provide the evaluation results of ourmodel and the baselines
on the WikiFacts10k-Imbalanced and WikiFacts10k-OpenDomain datasets, respec-
tively. Our model outperforms the baselines by substantial margins on both datasets.

4 Conclusion

In this report, we describe an encoder–decoder model that is flexibly able to in-
corporate elements from fact representations into its output. Through an extensive
evaluation, we have shown that our method consistently outperforms several com-
petitive baselines on two benchmark datasets. In terms of future work, the success of
this novel architecture suggests that it could be adapted for additional applications
that may benefit from a repository of structured facts, e.g. dialogue systems and
knowledge graph-driven question answering.
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Benchmarking PCJ – a library for parallel computing in Java
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The paper shows the evaluation of some tests of the PCJ library on the
1000 Core Cluster at HPI Future SOC Lab. The microbenchmarks and ap-
plications selected to test performance were: ping-pong, FFT and TeraSort.
The results show good and very good performance of the library on the
cluster.

1 Introduction

The aim of this project was to check the scalability of parallel, network-intensive
microbenchmarks and applicationwritten in Java, using the PCJ library, on the cluster
with high-performance Ethernet – on the 1000 Core Cluster – Ethernet-based cluster
– at the Hasso Plattner Institute.

The PCJ library [13] is HPC Challenge 2014 award-winning Java library for high-
performance parallel computing. The PCJ library implements PGAS (Partitioned
Global Address Space) paradigm for running concurrent applications on amulticore
computer or computing clusters, so the systems that consist of manymulticore nodes.
The PCJ library is an open source library (BSD license) [12].

There are a number of microbenchmarks and applications that help to benchmark
the PCJ library on different computing systems. The following microbenchmarks
and applications were selected to test the performance of the PCJ library:

• ping-pong – measures maximum bandwidth of communication between two
endpoints in regard to the message size,

• FFT – performs a Fast Fourier Transformalgorithmandmeasure gainedGFlops,

• TeraSort – measures the time needed to sort large datasets.

2 The PCJ Library

The PCJ library allows writing applications that utilize both multiple cores of a node
and multiple nodes of a cluster. PCJ complies with Java standards and works with
the newest Java version (currently Java 13). One of the key concepts was not to
require any additional library, that is not part of the standard Java distribution, so
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the user’s dependencies are not affected. PCJ is distributed as a single jar file and can
be downloaded from the library homepage [13] or from Maven Central Repository.

The PCJ class is the main class of the library. It contains a set of static methods that
allow implementing necessary parallel constructs. The PCJ library provides methods
for threads numbering, data transfer and threads synchronization. The communi-
cation is one-sided and asynchronous which makes programming easy and less
error-prone. All executable units (tasks) in PCJ are called PCJ threads. All commu-
nication details are hidden from the programmer, irrespectively if PCJ threads are
places on the same or other nodes.

More detailed information about the library can be found in other papers [7, 10].
The PCJ applications can run on a variety of hardware, from standardworkstations,

through x86 clusters and to supercomputers including Cray XC40 systems [8]. PCJ
has been also tested on Intel KNL [6] processors.

The library has been already successfully used for parallelization of selected ap-
plications, like finding parameters of the neural network simulating connectome
of C. Elegans [1, 2, 14], parallelization of the sequence alignment that reduces time
needed for searching in genomedatabase from60days to 1 day [4, 5], or for traversing
of a large sparse graph that imitates real scale-free networks with small-diameter [16,
17], to mention only few.

3 Benchmarks

This section presents an overview of the selected benchmark and results obtained
on the HPI Future SOC Lab 1000 Core Cluster.

3.1 Hardware and software

Hardware
The 1000 Core Cluster consists of 22 computational nodes. The computing nodes are
equipped with the 4 Intel Xeon E7-4870 processors, with max. 2.40GHz clock speed.
Each processor contains 10 cores, each core can run 2 threads in hyper-threading
mode. In total it is possible to run 80 threads per node. On each node, there is
installed 1 TB of RAM, that more than 800GB should be available for the user. Nodes
are connected using 10-Gigabit ethernet using Intel 82599ES 10-Gigabit Ethernet
Controller. The storage for the users (/home directory) was a NAS mounted a drive
with 4TB capacity.

In the benchmarks and applications, the maximum of 8 nodes for the computation
was used.

Software
The operating system installed on the nodes wasUbuntu Linux in version 16.04.4 LTS
(Xenial Xerus).

The SLURM (version 18.08.7) was used for submitting batch jobs to the cluster.
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Codes written in C with MPI functions were compiled using mpicc command that
uses GCC (version 5.4.0 20160609) as compiler and MPICH (version 3.2) as MPI
implementation.

Java Virtual Machine from Oracle JDK 13 package was used for the benchmarks
of Java codes. For the TeraSort application Apache Hadoop (version 3.2.1) was used
with additional required javax.activation-api-1.2.0.jar library placed into
${HADOOP_HOME}/share/hadoop/common/lib directory.

3.2 Ping-pong

The ping-pong microbenchmark tests the bandwidth between a pair of threads. One
thread sends a double array to another thread 100 times and waits for confirmation
of successfully send. The total time needed for the operation is measured and the
minimum average value from 5 repeats is taken as a result. In multiple tests, the size
of array varies from 1 element (8 B) to 4 194 304 elements (32 MB).

Results
In this benchmark, two versions of the PCJ library was compared: 5.0.8 and 5.1.0 that
is currently under development.

 10
−1

 10
0

 10
1

 10
2

 10
3

0.01 0.1 1 10 100 1000 10000

B
a

n
d

w
id

th
 [

M
B

/s
]

Data size [kB]

PCJ−5.0.8
PCJ−5.1.0

C/MPI

(a) Ping-pong using 2 nodes, one thread on
each node

 10
−1

 10
0

 10
1

 10
2

 10
3

 10
4

0.01 0.1 1 10 100 1000 10000

B
a

n
d

w
id

th
 [

M
B

/s
]

Data size [kB]

PCJ−5.0.8
PCJ−5.1.0

C/MPI

(b) Ping-pong using 1 node with 2 thread

Figure 1: Result of ping-pong microbenchmark

Figure 1a shows the result of ping-pong microbenchmark on 2 nodes. The perfor-
mance of C/MPI is much better than for the PCJ implementationwhile sending small
messages. However, for the larger data sizes, the PCJ implementation is better and
was able to utilize almost 40% of the potential network bandwidth. The performance
of both versions of the library is similar, but the performance of the new version is
2-3 times better for larger messages.

Figure 1b shows the result of ping-pong microbenchmark while using 2 threads
inside 1 node. The PCJ library implementation of communication, that tries to make
a full copy of the transferred object, is worse in that scenario compare to C/MPI

265



Marek Nowicki: Benchmarking Java on Ethernet Cluster

implementation irrespectively to message size. The performance of both versions of
the library is similar, but the performance of new version is slightly better for larger
messages.

3.3 FFT

FFT (Fast Fourier Transform) is an algorithm that computes the discrete Fourier
transform (DFT). The implementation of the algorithm in the PCJ is based on the
PGAS implementation developed for Coarray Fortran 2.0 [3].

The used FFT algorithm requires to use a number of threads equal to a power of 2,
so the cores of the cluster nodes were not totally used for computational purposes.

Results
In this benchmark, like in ping-pongmicrobenchmark, two versions of the PCJ library
were compared: 5.0.8 and 5.1.0 that is currently under development.
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Figure 2a, 2b 2c show performance results of FFT applications. Figure 2a shows
the obtained GFlops in regard to the size of the input data (from 220 to 233 elements)
while using 8 nodes and 20 threads on each node. Figure 2b shows the obtained
GFlops for the various nodes and threads configurations of the run for the input
array containing 230 elements. Figure 2c shows the maximum obtained GFlops for
the same input array as before, but in respect to total threads used.

The performance for the previous version of the PCJ library is slightly better. It
could be caused that new version is using more CPU power to serialize/deserialize
data transferred and there could occur contention of threads.

3.4 TeraSort

Previous works show that the PCJ implementation scales well and outperforms
Apache Hadoop implementation even by the factor of 100 [9, 15]. However, the appli-
cations presented in the aforementioned papers were rather simple: WordCount, BFS
(Breadth-First Search), quasi-Monte Carlo (using 2-dimensional Halton sequence).

Currently, the TeraSort benchmark was used. The TeraSort benchmark requires
creating proper input data using teragen application. The application generates
a file(s) with multiple 100-bytes records that consist of 10-bytes key and 90-bytes
value. The TeraSort sorts records using key values and outputs result in one file. The
key is compared using a standard byte to byte comparison technique.

The Hadoop implementation of the TeraSort benchmark was the standard one
provided with the Apache Hadoop cluster in the examples jar file.

The PCJ implementation is divided into 5 stages, similar to Edahiro’s Mapsort
described in [11]:

1. calculating pivots, the selected records from the input, that will be used for
dividing input data into buckets; there is an option called a number of pivots
that stands for the number of pivots per thread, i.e.:

#totalPivots = #pivots ⋅ #threads

2. reading input and placing records into proper buckets:

#buckets = #totalPivots + 1

3. exchanging buckets data between threads

4. sorting data stored in buckets

5. saving data from buckets to one single output file; each thread has to write to
file in a correct order.

To compare PCJ with Apache Hadoop it was necessary to properly set up and
launch Hadoop cluster on the SLURM submission system. For that purpose, the one
nodewas selected asHadoopMaster that starts namenode, datanode and resourcemanager
daemons.
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For running applications on the Hadoop cluster, the additional nodes were used
by starting nodemanager on each node just before submitting a job to the resource
manager. The nodes use the Hadoop Master as a host for a default file system (hdfs://)
and for resource manager.

Results
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Figure 3: Time needed to sort data depending on the allocated thread number

Figure 3a, 3b 3c present total time needed to sort and save 107, 108 and 109 elements
respectively. The execution was done on the various configurations: using 1, 2, 4 and
8 nodes and 1, 10, 20, 40 and 80 threads per node. The shown time is the minimum
time needed to sort in regard to total used number of threads. The Hadoop-Local
stands for executing Hadoop job in standalone mode. The Java on figure 3b stands for
executing single-threaded sorting code.

The PCJ implementation performance is about 3 times higher than the Hadoop
implementation. It looks like the Hadoop does not utilize the whole available pro-
cessing power while executing a job.
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Table 1: Table with values for figure 4. XnYt stands for 𝑋 nodes and 𝑌 threads on
each node

Configuration Execution time
Calc. pivots Reading Sending Sorting Saving

8n80t (3 pivots) 3.4 s 9.8 min 4.3 min 2.3 min 306.9 min
8n40t (3 pivots) 11.4 s 10.9 min 4.4 min 4.5 min 272.6 min
8n80t (30 pivots) 42.1 s 10.7 min 7.5 min 48 s 277.2 min
8n40t (30 pivots) 12.9 s 12.3 min 4.2 min 1.8 min 303.1 min
8n10t (30 pivots) 1 s 8 min 11.2 min 6.8 min 262.8 min
8n1t (30 pivots) 0.9 s 40.9 min 136.1 min 159.4 min 394.5 min

Figure 4 and table 1 present the performance results of PCJ TeraSort algorithm on
1010 elements (about 1 TB of the input file). Time was divided into parts needed to
finish corresponding PCJ implementation stages. However, the values are approxi-
mated, as the stages could overlap. The most of the time is spent on saving data to
an output file. There is also visible, that there is contention in reading the input file.
Moreover, smaller bucket size, even when there is more of them, gives better sorting
time.

The Hadoop implementation did not finish execution on 1010 elements due to lack
of free disk space, as it claims in a log file. However, the disk storing HDFS data has
more than 1.5 TB of free space at the time.

4 Conclusion

The results show good and very good performance of the PCJ library on the cluster.
However, there are some weaker parts of the library like intranode communication,
that requires more attention in the developments.

The little degradation of the performance for the FFT algorithm in the newest
library version also could be caused by the intranode communication or contention
of threads. Probably, the source code for FFT should be examined to optimize it
for the new version of the library. Moreover, evaluation of the reference C/MPI
implementation should be done on the cluster, to further analyse performance of the
PCJ library.

The performance results of TeraSort application are very good, but there are also
some places to improvements like overlapping saving and sorting data or receiving
and sorting data.

The performance of Apache Hadoop prompts to an investigation of the better
Hadoop configuration.
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The research and development within CitySensing project have been re-
cently performed in two directions: digital terrain analysis and Big health
and mobility data analytics. Watershed analysis, as a fundamental compo-
nent of digital terrain analysis is based on Digital Elevation Model (DEM),
and consists of computationally and data intensive computing algorithms
that need to be implemented leveraging parallel and high performance com-
puting methods and techniques. In this report, MFD (Multiple Flow Direc-
tion) algorithm for watershed analysis is implemented and evaluated on
multi-core CPU andmany-core GPU processing units providing significant
gains in performance improvements and energy usage. Thewidespread use
ofmobile devices, such as smart phones, smartwatches, bracelets, equipped
with plenty of integrated sensors, provides collection of massive amounts
of data and their processing and analysis on edge and cloud computing
infrastructures. We developed and tested two Apache Spark applications
for analysis of Big health and activity data streams in order to perform clus-
tering and anomaly detection on streaming EKG data, as well as personal
health and activities data.

1 Introduction

The CitySensing project is devoted to research and development of methods, tech-
niques, software systems and platforms for Big Data applications that provide pro-
cessing, analysis and mining of large-scale data collected by remote sensing, smart
phones and medical Internet of Things devices. The research in CitySensing project
have been conducted in two directions: digital terrain analysis, actually watershed
analysis over large DEM datasets, and Big IoT andmobility data stream analysis over
health and activities data streams.

For watershed analysis we implemented MFD (Multiple Flow Direction) algo-
rithm and tested and evaluated it on multi-core CPU and many-core GPUs in order
to achieve significant gains in performance improvements and energy usage. The
implementation is based on NVIDIA CUDA implementation for GPU, as well as on
OpenACC, parallel programming model and standard for parallel computing. Both
phases of MFD algorithm i) iterative DEM pre-processing and ii) iterativeMFD algo-
rithm, are parallelized and run over contemporary (high-end) multi-core CPU and
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NVIDIAGPU. The evaluation of proposed solutions is performed in respect to execu-
tion time, energy consumption and programming effort for program parallelization
for different size of input data. Experimental evaluation shows advantage of using
OpenACC programming over CUDA programming in watershed analysis imple-
mentation on GPU in terms of performance, energy consumption and programming
effort, but also significant benefits in implementation for multi-core CPU.

The main focus of the work related to Big health and activity data analytics based
on data collected from personal health devices (temperature, blood pressure, EKG,
etc.), IoT devices with environmental sensors, as well as human activity recognition
information generated by applying appropriate classification algorithms on data
collected from smart devices (phone and watch). Such classification algorithms
were implemented and reported during previous Future SOC Lab period. The basic
machine learning algorithms used are binary and multi-class logistic regression, as
well as k-means clustering and outlier detection.

2 High-Performance Parallel Implementation of Watershed
Analysis

2.1 Background and related work

Among many interesting and computationally/data–intensive algorithms in GIS
domain, digital terrain analysis, including viewshed and watershed analysis, have
recently become the focus of parallel computing community. Different parallelization
techniques and belonging architectures have used for accelerating watershed anal-
ysis [3]. Due to the recursive nature of the watershed algorithm, its parallelization
is not a trivial task and have been the focus of research for its acceleration through
execution on parallel architectures with distributed memory, shared memory, and
many-core GPUs. Quin and Yhan [5] used CUDA to parallelize and accelerate both
iterative DEM preprocessing step and a multiple-flow accumulation step of the wa-
tershed algorithm. Rueda et al. [6] implemented the flow accumulation step of the
D8 algorithm in CPU, using OpenACC and two different CUDA versions, and com-
pared the length and complexity of the programming code and its performance
on different datasets. Eranen et al. [2] implemented all the steps of the drainage
network extraction algorithm on a GPU, for single flow directions, considering the
uncertainty in the input digital elevation model.

2.2 Parallel implementations of Watershed analysis algorithms

The focus of our research is on accelerating sequential watershed analysis using
different parallel implementations, a native NVIDIA GPU implementation using
CUDA, as well as OpenACC implementations mapped to both GPU and multicore
CPU. We evaluate proposed solutions on HPI Future SOC Lab NVIDIA Docker
infrastructure in respect to execution time, energy consumption and programming
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effort for program parallelization for different size of input DEM data. Experimental
evaluation proves expected improvements in performance of watershed analysis in
respect to single-core CPU-based solution and shows feasibility of using GPU and
multi-core CPU, using CUDA and OpenACC programming frameworks for digital
terrain analysis and similar GIS algorithms. Furthermore, our evaluation shows
better performance of OpenACC watershed analysis implementation in respect to
CUDA one, with gains in lower energy consumption and less programming efforts.
The main contributions of our work with greater details are published in [7]:

• We have developed parallel implementation of all phases and steps of water-
shed analysis using CUDA and OpenACC for NVIDIA GPUs and OpenACC
for multi-core CPU.

• We have tested and evaluated OpenACC parallel implementation over several
large DEM datasets both for multi-core CPUs and many/core GPUs, over com-
modity PC NVIDIA GPU, as well as high end NVIDIA Tesla K80 available
through NVIDIA Docker plugin (nvidia-docker) over scientific cloud infras-
tructure.

• We show that the parallel implementation of OpenACC watershed analysis
outperform corresponding CUDA implementation for different DEM sizes,
while consuming less energy and requiring less programming efforts.

The source code and executables for Watershed analysis implementation, as well as
experimental DEM datasets are available online at https://github.com/drstojanovic/
WatershedAnalysis.

2.3 Evaluation of watershed analysis algorithms implementation

The proposed implementations have been tested on DEMs of different dimensions to
evaluate efficiency and performance depending on the size of input data. Efficiency
has been measured with respect to execution time, energy consumption, and pro-
gramming efforts for algorithm parallelization. The experiment was carried out on
the following parallel architectures.

• Intel(R) Core i5-4670K processor running at 3.40GHz, 8GB RAM (Random
Access Memory), and NVIDIA GTX 770 graphic card.

• TeslaK80GPUavailable onHasso Plattner Institute (HPI) Future SOC (Service-
Oriented Computing) Lab infrastructure. NVIDIA Tesla K80 Accelerator con-
tains 4992 cores, 24 GB of GDDR5memory, and 480 GB/s memory bandwidth,
according to the specification. We implemented the Docker image for our Wa-
tershed algorithm implementation and ran a container on Tesla K80 using
NVIDIA Docker plugin (nvidia-docker) and its options.

• Intel® Xeon® Processor E5-2620 v4, with eight physical and 16 logical cores,
128 GB RAM, which is also available at HPI Future SOC Lab infrastructure.
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We have applied the Watershed analysis over DEMs of several dimensions: 1691
× 2877, 2414 × 2912, 2433 × 4152, 3278 × 4277, and 3308 × 5967 to evaluate the
scalability of implementation with the data size increasing. These DEMs represent
themodels of digital terrain inAlaska displayed in figure 7 in the original form, using
isohypses and hill shade relief, respectively, downloaded from the EarthExplorer
USGS (United States Geological Survey) service.1

In order to measure the execution time and the energy consumption of Water-
shed analysis, the MeterPU library is provided for advanced architectures, such as
NVIDIA Tesla K80 and Intel® Xeon® Processor E5-2620 v4 CPU that we used at
a Future SOC Lab. The experimental results of the sequential and parallel CUDA
and OpenACC implementations on these architectures are presented in tables 1–4 in
figure 1. The Speedup achieved for different parallel implementations with respect
to the sequential ones is presented in table 5 and in figure 2.

Based on tables 1–4 on Fugure 1 and figure 2, it can be concluded that OpenACC
multi-core CPU implementation (marked as MC in figure 2) shows speedup on
average 16.6 (maximum 18.5), CUDA many-core GPU implementation (marked
as CUDA in figure 2) shows speedup on average 18.7 (maximum 20), and Ope-
nACC many-core GPU implementation shows speedup on average 33.7 (maximum
40.6). Regarding energy consumption, all parallel solutions consume less total energy
(CPU+GPU) than the corresponding sequential solution. The total energy consump-
tion of multi-core OpenACC solution is comparable to the CUDA GPU solution. The
first one consumes more CPU energy while the second one consumes more GPU en-
ergy. When comparing GPU-based solutions, OpenACC implementation consumes
almost two times less energy than its CUDA counterpart.

Adaptation of sequential watershed algorithm implementation to many-core GPU
requires significant code transformations and optimizations for CUDAparallel imple-
mentation, and that is why we considered OpenACC for parallel implementation for
many-core GPU, but also for multi-core CPU. OpenACC requires less development
effort, lower risk of errors, and better code readability with respect to the CUDAGPU
solution.We have implemented thewatershed analysis algorithm that consists of two
computationally intensive and time-consuming phases: (1) iterative DEM prepro-
cessing and (2) iterative MFD algorithm, which are both suitable for parallelization.
Experimental evaluation indicates improvement in performance with respect to a
single-core CPU-based solution and shows feasibility of using GPU and multicore
CPU for watershed analysis. The evaluation of proposed solutions is performed
with respect to execution time, energy consumption, and programming effort for
program parallelization for a different size of input data. The experimental results
show benefits of using the OpenACC framework over CUDA for parallelization of
watershed analysis using theMFD algorithm and, thus, its feasibility for GIS analytic
algorithms over Big raster and vector geospatial data.

1http://earthexplorer.usgs.gov (last accessed 2020-04-01).
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Figure 1: The execution time and energy consumption of Watershed analysis imple-
mentation on different platforms
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Figure 2: The Speedup for multi-core Intel® Xeon® E5-2620 v4 and many-core Tesla
K80 implementations
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3 Big health and activity data streams clustering and outlier
detection

3.1 Background and related work

The fusion, analytics and mining of mobile sensor data, collected from personal
mobile and health devices, as well as Smart city infrastructure can provide a person-
alized health and monitoring system for general well-being where individuals can
be provided with healthcare tailored to their needs [1]. The storage, aggregation,
processing and analysis of Big health data could be performed within public, pri-
vate or hybrid cloud infrastructure [4]. The results of data analysis and mining are
provided to physicians through tailored dashboard applications.

In this research we continued working on Big mobility and IoT data analytics per-
formed and reported in the previous HPI Future SOC Lab period (Spring 2019).
High-level mobility and sensor data generated at users’ mobile and wearable de-
vices are fused, aggregated, processed and analyzed at the RemoteHealth server
running on a cluster/cloud infrastructure (HPI Future SOC Lab cluster). For pro-
cessing and analysis of Big mobility and IoT data, RemoteHealth server is based
on distributed processing frameworks, such as MapReduce/Hadoop and Apache
Spark.2 For efficient processing and analysis of masssive mobility and IoT data are
stored in a distributed file system in the cloud/cluster (HDFS). We implemented Hu-
man Activity Recognition (HAR) application within RemoteHealth server, based on
Apache Spark platform and Spark MLlib machine learning library. The application
processed and analysed publicly available ExtraSensory data3 generated by mobile
health application for data collection provided by Extrasensory project[8]. ExtraSen-
sory dataset contains data from 60 users and more than 300K labeled examples
(minutes) originated from smartphone and smartwatch sensors[9].

In previously reported research we performed sensor data fusion from six sensors:
smartphone accelerometer, gyroscope, watch accelerometer, location, audio, and
phone state, and data analysis using Spark MLlib library4 to detect user activities
like standing, sitting, laying down, walking, running, ridding bicycle, etc.

3.2 IoT, health and activity data clustering

We extended RemoteHealth server by implementation two health monitoring and
emergency (HME) applications on this platform, using Apache Spark Streaming
and Spark MLlib algorithms for clustering and outlier detection. For communication
between different RemoteHealth components in processing and analysis of data
streams, Apache Kafka,5 a distributed message platform is used.

2https://spark.apache.org (last accessed 2020-04-01).
3https://extrasensory.ucsd.edu (last accessed 2020-04-01).
4https://spark.apache.org/mllib/ (last accessed 2020-04-01).
5https://kafka.apache.org (last accessed 2020-04-01).
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Thefirst application takes a streamof sensor data originated from smart phone/watch
sensors, wearable health devices (heart rate, blood pressure, body temperature, res-
piration rate) and Arduino box with two sensors attached for air temperature and
humidity. The smart phone/watch sensors data were fused and aggregated using
Human Activity Recognition (HAR) application presented in the previous report.
The HAR application continuously detects user physical activity and sends it to the
specific Kafka topic to which the Health monitoring emergency application is sub-
scribed in order to detect outliers and abnormalities in user physical status. During
the preparation (offline) phase, using clustering over large training data, the HME
application produces a model of user status represented by 8-16 clusters, using k-
means clustering algorithm. In the online phase, HME application subscribe to Kafka
topics to receive streaming sensor data and detects outlier and their distance from
generated clusters to determine the emergency status. In case of significant outlier,
the emergency notification is send to the mobile and Web dashboard application
used by a physician.

The second application performs streaming clustering and anomaly/outlier de-
tection over stream of EKG signal data obtained form the publicly available from
Kaggle.6 The anomaly detection is based on k-means model produced by offline data
clustering, and also generate the emergency alert if received EKG signal represents
an anomaly, actually if it is out of determined clusters larger than the threshold value.

3.3 Evaluation of health monitoring applicaitons

For the purpose of deploying, testing and evaluation of RemoteHealth Big data
streaming applications we use HPI Future SOC Lab infrastructure, with cluster of 9
virtual machines: 1 master (XL VM), 8 slaves (L VM) installed and configured with
Apache Hadoop, Spark and Kafka. The first application was developed in Java and
the second one in Python.

The timeline of spark jobs and executors executed on cluster nodes for the first
HME application is shown in figure 3.

The second HME application was developed in Python and prints the results on
the console windows and visually plotted every second (figure 4).

4 Conclusion

The work presented in this report shows that using OpenACC and CUDA parallel
programming paradigms can significantly improve the performance in executing
various computation and data intensive GIS algorithms and that using paralleliza-
tion and high-performance computing in GIS represents a promising direction for
research and development. The benefits of parallel processing of geospatial data is

6https://www.kaggle.com/shayanfazeli/heartbeat (last accessed 2020-04-01).
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4 Conclusion

Figure 3: The Spark Executor and Workers perform the HME1 application imple-
mentation on different platforms

Figure 4: HME2 application: Anomaly detection in streaming EKG data

281



Dragan Stojanovic, Natalija Stojanovic, Aleksandra Stojnev Ilic: CitySensing

confirmed in parallelization of watershed analysis algorithms and they are evaluated
on multi-core CPU and many-core GPU using CUDA and OpenACC frameworks.

We expect that availability of HPI Future SOC Lab infrastructure for our project
will further improve our research expertise and experience in domains of mobile
sensing, IoT and Big mobility, activity and health-related data processing, analysis
and mining and will result in scientific achievements through preparation/publi-
cation of technical reports, scientific papers and development of prototype/demo
solutions.

The availability of HPI Future SOC Lab infrastructure gives us useful insights in
deploying and execution of Big data applications on the real cloud infrastructure.
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In this short report we summarize the progress and results of our 6 month
project using the Future SOC Lab Compute resources to support our re-
search on ”Production-Ready DataManagement with Deep Reinforcement Learn-
ing (DRL).” With this project we established a focused research agenda to
study what we identified, at the moment, to be some core challenges for
practitioners aiming to use DRL techniques in data management. At this
stage of the project our core contributions are: a) a tool for integrating DRL
for any given applicationwith an early comparative evaluation, b) results of
vertical and horizontal partitioning with DRL, compared to state-of-the art
solutions, c) reproducibility of produced results on safety challenge envi-
ronments and early evaluations of proposed solutions for the challenges. As
next steps we will consider evaluations of offline-online life-cycle designs,
studies and solutions for understanding models, extending our integra-
tion tool with further frameworks, and a conclusion of our work on data
partitioning with DRL.

1 Introduction

Data management tools are routinely tasked with automatically solving complex op-
timization problems (e.g. distributing tasks across compute devices), which would
be time-consuming to solve to their optima, and for which real-world performance
impact factors are difficult to model accurately (as noted by other researchers [10,
14]). Commonly, heuristics are employed to these kind of problems, but these can
be brittle, unable to guarantee optimal behavior, and they can be hard to evolve or
maintain.

With the development and standardization ofmachine learning (ML) applications,
there’s a great interest for creatively adopting some ML techniques to enhance data
management, either in substituting hard-coded heuristics by components that learn
from experience, or by creating novel features using learning. Eitherway, engineering
teams considering such adoption nowadays face many challenges, creating reticence
towards this change, as including machine learning into existing software systems
increases product and system complexity, introduces requirements for continuous
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testing practices and creates uncertainty for quality assurance. Given this context,
we take the perspective that it is of foremost importance to study ML applications in
data management with a clear focus on production-readiness, if these technologies
are to live up to their potential. In line with this goal we proposed and carried-out a
6 months project covering several of our concerns for production-readiness, utilizing
the compute resources made available by the Future SOC Lab.

During this project we specifically focused on deep reinforcement learning (DRL)
applications in data management. These are a kind of learning model based on
reinforcement learning (RL), where neural networks are used for function approx-
imation, helping the agent to generalize to unseen cases while keeping a bounded
memory footprint [4]. In recent years DRL has been a part of many breakthroughs in
AI, with solutions showing super-human performance at Atari games [11], Go [13],
and others. Stemming from such interest, the application of these models is also be-
ing widely studied for many computer systems tasks, including network congestion
control, resource allocation in the cloud, device placement, packet classification, SQL
join order optimization, among others [6, 10].

For the adoption of DRL in data management, we specifically considered, at the
beginning of this project, that practitioners faced 6 main challenges: 1) the need
for improvements in the hyper-parameter tuning process for new use cases, 2) the
requirement for guidelines in framework selection, 3) life-cycle designs to exploit
offline and online training, 4) the adoption of models for scaling to large action and
observation spaces, 5) evaluations for model safety and 6) support for deep learning
model understanding. To address these challenges we proposed a decomposition of
our work into 5 sub-projects:

1. Comparison of DRL frameworks and life-cycle design.

2. New data management use cases: partitioning with DRL, and hyper-parameter
tuning.

3. Adoption of models for large discrete action spaces.

4. A study towards safety guarantees in data management DRL applications.

5. A lightweight tool for visualizing DRL latent representations, based on training
logs.

2 Contributions

At this stage of our project we can enumerate 3 core contributions, in line with the
sub-projects defined. In this section we present them and we also discuss briefly
about ongoing progress in some other goals of the project.

286



2 Contributions

The contributions we discuss here overlap with work currently published [3], or
to be published, including the Master Thesis of Pavlo Shevchenko,1 Milena Malyheva
and Ivan Prymak,2 and Shikha Mehta,3 which are all done in our research group.

2.1 A Tool for Cross-DRL Framework Research

Within this sub-project we developed a framework to support a straightforward
integration of environments to different DRL tools.4 The core principle of this design
is to create a similar approach to handle any framework, while extending (rather than
modifying) the code-base of the framework. Figure 1 shows the core components
of the solution. For each framework there is an Experiment Runner component that
encapsulates the logic of running the experiment and managing the results, next are
some Components, which extend each framework, as required. For example, for Ray
it was necessary to create, through inheritance, a parametric DQN agent in order to
perform action pruning in a Rainbow model. In addition the framework Components
help in mapping between the provided commonly-formatted Configuration files that
we propose, to the internal configurations given by the different frameworks (which
do not sync entirely).

Figure 1: Our tool for evaluating DRL frameworks, allowing researchers to mix-and-
match across frameworks, given them extra models for their evaluations

1Pavlo Shevchenko. A Comparative Evaluation of Deep Reinforcement Learning Frame-
works. Master’s thesis, University of Magdeburg, September 2019. http://wwwiti.cs.uni-
magdeburg.de/iti_db/publikationen/ps/auto/shevchenko2019comparing.pdf

2Milena Malysheva and Ivan Prymak. Evaluation of Unsupervised and Reinforcement
Learning approaches for Horizontal Fragmentation. Master’s thesis, University of Magde-
burg, October 2019. To be published.

3Shikha Mehta. Towards Safety Unit Tests for Deep Reinforcement Learning in Computer
Systems. Master’s thesis, University of Magdeburg, December 2019. To be published.

4Available in: https://github.com/pshevche/drl-frameworks
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In our study we specifically considered 3 frameworks:

• Google Dopamine [1], a compact framework to help researchers quickly proto-
type DRL solutions, offering implementations for state-of-the-art DQN agents,
easy integration with Tensorflow solutions and a clear formalization of hyper-
parameters in the form of gin files.

• Ray RLLib [9], a framework developed by the BAIR Lab at Berkeley University.
This represents a comprehensive extensible frameworkwith a focus on efficient
large-scale processing, including high-throughput architectures for agents. It
is based on tasks and actors, and includes a distributed object store. Ray RLLib
includes offline-learning agents, such as MARWIL, and multi-agent solutions
such as MADDPG. It supports both Tensorflow and Pytorch, as libraries for
the definition of deep learning models.

• FacebookHorizon [5], a framework that focuses on production-readiness, with
emphasis on feature engineering, offline-learning and compatibility across
neural network formats. It is based on Pytorch. Unfortunately, at the time of our
studyHorizon did not support convolutional layers, limiting our consideration
of this framework for studies on input data representation.

We considered these frameworks for two specific learning tasks. First, the simple
cartpole task,5 which is a traditional reinforcement learning application, consisting of
an agent having to learn how to balance a pole bymoving a cart horizontally. We also
considered a more complex task of learning the proper join order for the join order
benchmark queries from the IMBD dataset. To this end we used the implementation
currently developed by the Park project6.7 This is evaluated using a PostgreSQL
database, and the Apache Calcite framework.

Overall we find that although agents from different frameworks are indeed sus-
ceptible to misconfigurations that would hamper the performance they reach, we
did not observe this to occur commonly, and in general basic DQN agents perform
well for the tasks that we studied. Our results further suggest that Ray RLLib’s im-
plementations lead to a better overall runtime, as illustrated in figure 2. This faster
runtime is achieved by its acceleration of training, which ends up amounting to less
than 25% of its running time, on some cases, as shown in figure 3.

In our experiments we also find that checkpointing has little influence on the
overall running time, and that the use of GPUs leads to up to 69% performance
improvements for the Pytorch-based Horizon, but this still does not make the model
perform better than the counterpart DQN from other frameworks. Finally, we find
that the most competitive agents are actually not common across frameworks, thus
justifying the need for a cross-framework functionality to facilitate their study. In this
regard, Dopamine’s Implicit Quantile agents, and Ray RLLib PPO represented the

5https://gym.openai.com/envs/CartPole-v0/ (last accessed 2020-04-01).
6https://github.com/parimarjan/query-optimizer (last accessed 2020-04-01).
7https://github.com/park-project/park (last accessed 2020-04-01).
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best of the simple agents offered by the frameworks, with both solutions not being
available in other of the studied frameworks. Empiricallywe also observed that Ray is
the best documented of the tools, and that Dopamine is better for quick prototyping,
since the dependency on hyper-parameters are well segregated to configuration files,
and the models are all implemented with relative little code complexity.

Figure 2: Performance of different DQN agents on learning how to optimize join
orders

Figure 3: Breakdown of the time taken by the different agents to interact with the
join order optimization environment

2.2 Partitioning with DRL

During the length of our project we have also extended our research of data par-
titioning with DRL. This research is motivated on the insight that choices about
partitioning and data layouting are at the core of the design of data management
tools. However, algorithms to either find the optimal partitioning, or to improve an
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existing partitioning, given a workload, are commonly bounded by their choices for
pruning the space of possible solutions. In such scenario experience-based learning
can help to learn the actual optima, exploring more efficiently, and also lead to a
much faster inference process. We envision that mature DRL solutions for partition-
ing will be able to serve as a building block for innovative and highly flexible storage
engines.

To this end we have studied vertical partitioning with DRL using cost models as
a delayed reward. We studied both bottom-up and top-down approaches, finding
the former to be more suited to the task. We took a fully observable state containing
the current partitioning and the target workload. In our evaluations we have used
the TPC-H benchmark data at different scale factors, and state-of-the-art vertical
partitioning algorithms as baselines. Our work during this project on these models
encompassed the impact of design choices. Based on these experiments we were able
to segregate design aspects into little-impact (e.g. Boltzmann vs. 𝜖-greedy) or high-
impact groups (e.g. changes in the observation space, or number of steps required
to solve the learning task). Figure 4 shows some of our results considering other
aspect of the process—how competitive the agent results in terms of runtime, when
compared with state-of-the-art approaches. Our results show that DRL methods are
competitive as the number of attributes to be partitioned from the table (LineItem is
larger) increases.

Figure 4: Comparison of the learned DRL agents against state-of-the-art methods in
suggesting an optimal partitioning. All solutions reach the same cost.

Moving on to horizontal partitioning, the core challenge is that of the large num-
ber of possible partitions for any normal table. To overcome this in a learned model,
different data representations need to be studied, for example affinity-based repre-
sentations of the problem (where predicates, rather than the participating tuples
are the unit of representation). In our research thus far we have developed based on
such representations two learned solutions for horizontal partitioning, comprising
unsupervised learning (hierarchical clustering) andDRL, with the former serving as
a baseline to understand the latter. Currently, our evaluation with Dopamine agents,
using a generated workload over the TPC-H data, show that learning is possible
and efficient, without a large impact of hyper-parameters. Still, our results also show,
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that when using a cost model the DRL-provided solutions fall behind the clustering
algorithm, but are still better than other state-of-the-art solutions, as shown in fig-
ure 5. Though we find that training is not entirely possible with a database, we will
evaluate in next steps the reality gap between the cost models and the actual end
systems. Currently, we are extending the models to work on SparkSQL, leading to
hierarchical partitioning. We do so with an additional baseline consisting of Ward’s
method for hierarchical clustering.

Figure 5: Costs (tuples fetched) achieved in horizontal fragmentation, by different
learning models, as the number of duplicates in the workload varies

2.3 Safety Challenges of DRL

Specification (whether our instructions for the model are clear-enough, articulating
exactly what we expect the model to value) and robustness (whether the model
is sufficiently sound to withstand perturbations) are the two core groups of safety
challenges for DRL agents. Leike et al. [8] proposed that to understand how well
an agent would fare with regards to these challenges, sanity checks could be done,
by evaluating how a model performs on a set of simple environments that capture
the bare-minimum about these challenges. Authors in fact created and offered such
environments, calling themAI SafetyGridworlds. In addition authors reported initial
results for DQN and A2C agents with these environments, showing shortcomings
and suggesting possible improvements.

Since authors did not provide open-source implementations, our first task to use
concepts similar to those in their environments was to actually reproduce their re-
sults with our own agent implementations. To this end we used Ray RLLib, first
to successfully recreate the results based on our own implementations, and second
to study improvements proposed. Among the latter we have evaluated the use of
several techniques. For example in the case of the distributional shift lava world envi-
ronment (where the agent must learn a task and afterwards is evaluated on a slightly
different task), we have considered the use of parametric noise, entropy regularized
models and Bayesian Deep-Q Networks. Unfortunately, we have not found yet naive
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solutions that perform particularly well on this generalization challenge, after an
extensive training to overfit to a task. Figure 6 gives an example of such behavior.
Here after training a BDQN agent (in its empirically-found best configuration) for
200 k episodes the agent has learned to master the task, reaching the optimal reward.
In the following steps, until approximately the 400 k steps we stop the training of the
agent and we confirm its predictable behavior on the task that it has mastered. Af-
terwards we introduce the distributional shift challenge (while not letting the agent
learn from it), we find that the agent is not able to reach high rewards, as the overfit-
ting makes the agent incurr in many mistakes. Currently we evaluate a mapping of
these safety challenges to the join order optimization task (hence, creating a safety
unit test for such kind of agents), and the impact of further specialized techniques
such as introducing risk-aversion to DRL agents.

Figure 6: BDQN agent training on a distributional shift challenge

2.4 Progress in other Goals

As part of this research project we are currently also experimenting with offline
learning for a standardized index selection environment, by using the MARWIL
agent offered in Ray RLLib, with logs generated by a standard off-the-shelf index
advisory tool for PostgreSQL. As part of this research project we also proposed
the evaluation of practical adoptions of models that support large action spaces
(Wolpertinger), however this study has been postponed till we conclude our overall
partitioning solution. Furthermore, we have also considered the essential aspect
of adopting a model understanding tool (i.e., interpretable ML [12]), that could
provide more insights in the hyper-parameter tuning and model adoption process.
Integrating such solution with our cross-framework tool, is currently in relatively
early progress.
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3 Used Resources

During our project we used a dedicated server provided to us with a GPU (gpu-01),
in addition to the access to the GPU playground, which we used on occasions. The
core cross-framework evaluationswere supported entirely by the resources of the lab.
We consider that some small issues reported to us, regarding connecting to the lab,
or some work overheads from having to use Docker, might have affected our ability
to actually leverage the resources offered to our team of researchers. If our project
is renewed, in a subsequent version we will encourage our team of researchers to
smartly use the provided resources even more.

4 Conclusions and Next Steps

The development of our solution to mix-and-match across DRL frameworks consti-
tutes a valuable research tool for us, helping us to speed-up our prototyping with
agents and ideas not immediately available if we were working with a single frame-
work. As next steps in this line of research and development, we are interested in
integrating another frameworkwith growingmodel offerings (Intel Nervana Coach),
and some non-framework implementations from established researchers of innova-
tive models.8 We expect that these steps will enhance our abilities to interface quickly
across models for a single task. In the coming months we expect to improve our
current solution with the addition of a model management data store (e.g. MLFlow),
and a model understanding tool. Finally, we will produce a technical report about
our solution for interfacing across frameworks, with walkthroughs for its use.

A comprehensive benchmarking study, including Arcade environment tasks with
DRL frameworks is facilitated by our work, but it is outside the core focus of our
current research initiative.

We aim to continue using the ability to quickly integrate models from different
frameworks for studying two core data management tasks: partitioning and join
order optimization with cardinality estimation. To this end we will require extensive
hyper-parameter optimization and the corresponding compute-intensive evalua-
tions. In the next steps we focus on representation learning for the inputs of the the
join ordering agents (as extensions to the work of Kipf et al [7], spanning agents that
are provided with different embeddings for the input queries, with samples of the
table data or data profiles), and in consolidating our partitioning research in a con-
sistent end-to-end, well-studied tool paired with a set of standardized environments
to test models at the task.

Based on our current progress we have been able to revise the challenges facing
engineers interested in adopting DRL for their applications [2], and we suggest a
new set of them: 1) Establishing the application-side contribution (where the inte-
gration with the existing system is highlighted), 2) Defining the impact of problem

8E.g. Bayesian Deep Q-Networks: https://github.com/kazizzad/BDQN-MxNet-Gluon
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framing (observation space design and task decomposition), 3) Advanced model
understanding (spanning model configuration choices and interpretability) and 4)
Establishing a solid training process (for which organized learning requires study).
Among the research goals stemming from our revised challenges, we seek to under-
stand some of the following aspects: the role of Bayesian RL for providing uncertainty
estimates, such that a standard solution is chosen when the uncertainty is too high;
improvements in the life-cycle design; work in facilitating the study of hierarchical
task decompositions; and evaluations on the role of organized learning.

Moving forward, based on our progress and continued research requirements, we
will pursue an extension to our project for Future SOC Lab resource usage.

Table 1: Estimated current completion of
project goals

Goal % done

Framework integration tool 100
Frameworks comparison 100
Overall partitioning solution 70
Offline-online life-cycle 60
Large action spaces 40
Safety unit tests 70
Model understanding tool 20
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Current multicore architectures use a non-consistent TLB to cache map-
pings from virtual to physical addresses. In order to provide a consistent
virtual address space for applications, the operating systemmust invalidate
TLBs of remote CPUs when modifying the virtual address space. Typically,
the initator of such an invalidation propagates the event by sequentially
sending an interrupt to each receiver. On large multicore systems, the la-
tency of the TLB shootdown is dominated by the linearly growingmulticast
latency. The project was aimed to evaluate the impact of low latency TLB
shootdowns on different applications. In this report, first a mechanism for
tree-based event propagation is discussed. Then an overview is given on
why no positive results can be expected with the benchmarks we intended
to use for evaluation.

1 Introduction

Mostmulticore architectures have caches for address translation entries, named trans-
lation lookaside buffer (TLB), but do not keep these caches consistent by hardware.
Therefore, the operating system must invalidate stale entries whenever it modifies
the virtual address space of an application. Typically, this is done using a TLB shoot-
downs [3, 8], which notifies every CPU used by the application to invalidate its TLB.
In many implementation, for example in the Linux kernel, the initiator of a TLB
shootdown sequentially notifies each receiver. This leads to a linear scaling in the
number of receivers, resulting in TLB shootdown latencies in the ballpark of 40𝜇𝑠
for large receiver groups.

As demonstrated in the context of Barrelfish [1], logarithmic scaling in the number
of receivers can be archived by using tree-based mechanism for propagating the
notification. Many approaches for tree-based propagation in shared memory use a
prebuild tree topologies [1, 5]. However, maintaining an optimal tree topology can
be expensive when the group of potential recievers change frequently. The approach
discussed in the next section (2) avoids this by using an implicit tree topology based
on an algorithm of Bruck et al. [4].

The remainder of the report is structured as following: Section 3 describes three
types of applications that where considered for evaluation and the reasons why we
refrained from carrying out the evaluation using these benchmarks. The final section
(4) provides a short summary.
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2 Low Latency TLB shootdown

In a previous project at the HPI Future SOC Lab, we showed that the latency of the
membarrier system call can be decreased with the tree-based propagation mechanism
based on an algorithm of Bruck et al. [4]. Therefore, we extended the Linux kernel by
providing an alternative implementation of the function smp_call_function_many.

Algorithm Starting with the set of receivers 𝑆 and a root node 𝑠, the set 𝑆 is parti-
tioned with |𝑆′| = min(⌊0.5𝑛⌋ , 𝑛 − 1) and 𝑆″ = 𝑆 ∖ 𝑆′. After selecting a leader 𝑠″ ∈ 𝑆″,
the notification is propagated recursively to 𝑆′ and 𝑆″ by 𝑠 and 𝑠″, respectively.

Historically, themprotect system call has been used as a substitute for the expedited
membarrier system call:Whenmprotect removes thewrite access to a page in the virtual
address space of a process, it becomes necessary to invalidate this page’s TLB entry
on every core that executes a thread of the process, leading to an TLB shootdown. On
the x86 architecture, the TLB shootdown handler also havememory barrier semantic,
enabeling the use of mprotect as an improvised membarrier system call. Consequently,
the latency of themprotect system call has been evaluated in the scope of the previous
project.
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Figure 1: Latency of a TLB shootdown using using an sequential and a tree-based
multicast. The horizontal line denotes 72 cores.

Figure 1 shows the latency of the mprotect system call for two variants: the sequen-
tial Linux implementation and our tree-based mechanism. Threads are pinned to
cores, up to 72 threads only one hyperthread per core is used. The Linux imple-
mentation of the TLB shootdown scales roughly linearly with the number of cores.
The tree-based implementation archives roughly logarithmic scaling, decreasing the
latency for higher numbers of cores. This is achieved distributing the propagation
overhead acrossmultiple cores. However, this mechanism can not reduce the amount
of work nessecary to propagate the TLB invalidation.
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3 Applications

For the project, three types of applications where considered: 1) Memory-intensive
applications trigger TLB shootdowns on memory pressure by evicting pages from
the page cache. 2) Multithreaded MapReduce applications are interesting because
there exist benchmarks that rely on page-level copy-on-write, which triggers an TLB
shootdown on the first modification of a page. 3) Various benchmark can be used to
demonstrate that the propagation mechanisms does not degrade the performance
of typical multithreaded applications.

3.1 Memory-intensive Benchmarks

Memory-intensive kernels, especially the onewith low locality, can generatememory
pressure which leads to evictions from the page cache. Before evicting a page, its
mappings must be invalidated in all TLBs used by the application. The Parallel
Research Kernels [9] are a collection of HPC compute kernels. We assumed that
especially the sparse-matrix vector multiplication and the random access benchmark
are sensitive to the latency of TLB shootdowns when under memory pressure.

Initial exploration have been made on a local 32-core machine. The amount of
memory has been limited and a swap partition has been created in the remaining
memory to simulate a system where DRAM is used as a cache for a slightly slower
memory technology (NVRAM, SSD).

The benchmark used for our experiments consists of parallel writes to random
pages. Unfortunately, even in this extreme scenario, the result suggests that mature
caching algorithms, such as used to manage the Linux page cache, are well adapted
against the high TLB shotdown latencies. Pooling of empty pages and prefetching
can move the TLB shootdown out of the fast path. Consequently, memory-intensive
application can not directly benefit from lower TLB shotdown latencies.

3.2 Multithreaded MapReduce

MapReduce applications, such as Phoenix [7] or Metis [6], typical map large files
into memory. Similar to other memory-intensive application this may triggers page
cache evictions, leading to TLB shootdowns carried out by the swapping daemon.

A special role has the wordcount benchmark application included in the Phoenix
framework. As it maps the input file as copy-on-write and in-place converts anyword
to lowercase, it triggers a TLB invalidation for every page in the input file. Naturally,
this is attractive for evaluating TLB consistency mechanisms. It is not completely
clear if using copy-on-write for this benchmark was a conscious choice or is only an
implementation artifact. Apart from this benchmark, copy-on-write does not appear
to be widely used in applications.

For the parallel propagationmechanism, there is the additional problem that these
frameworks use load balancing in the map phase. Parallelizing the propagation does
not actually reduce the amount of work needed for propagation. As the productive
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work is balanced between cores, redistributing the propagation work to speed up a
single core is futile.

3.3 Other Parallel Benchmarks

In contrast to the applications discussed above, most parallel application avoid inter-
action with the virtual memory system. This is especially true for applications from
the high performance computing (HPC) domain, for example application included
in the Splash 2 [10] benchmark suite. However, even in Parsec [2], which specifically
targets parallel non-HPC workloads, only one benchmark (dedup) is vm-intensive.
Initial exploration unfortunately have shown no improvement in performance of
dedup by solely decreasing the TLB shootdown latency.

As most of these applications interact as less as possible with the virtual memory
subsystem, they can only be used to predict whether a TLB shootdown mechanism
degrades the general system performance. Consequently, benchmarking these ap-
plications does not promise relevant results if no improvement can be shown for
vm-intensive applications.

4 Summary

This project set out to evaluate the impact of a low latency TLB shootdowns mecha-
nism on application performance. A tree-based propagation mechanism decreases
the latency of TLB shootdowns by parallelizing the propagation, but does not de-
crease the amount of work necessary to invalidate the TLB. Further investigation into
application benchmarks ruled out promising candidates for reasonable application
benchmarks. Therefore, no resources of the HPI Future SOC Lab have been utilized.
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