
Hasso Plattner Institute for Digital Engineering, University of Potsdam
Data Analytics and Computational Statistics Research Group

Prof. Dr. Bernhard Renard

Integrative Biomarker Detection Using Prior
Knowledge on Gene Expression Data Sets

Dissertation

submitted in partial fulfillment
of the requirements for the academic degree of

Doctor of Engineering (Dr.-Ing.)
in the scientific discipline practical computer science

to the Digital Engineering Faculty
at the University of Potsdam

by

Cindy Perscheid

March 4, 2023



Unless otherwise indicated, this work is licensed under a Creative Commons License Attribution 4.0 
International. 
This does not apply to quoted content and works based on other permissions. 
To view a copy of this licence visit: 
https://creativecommons.org/licenses/by/4.0 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Published online on the 
Publication Server of the University of Potsdam: 
https://doi.org/10.25932/publishup-58241 
https://nbn-resolving.org/urn:nbn:de:kobv:517-opus4-582418 



Abstract

Gene expression data is analyzed to identify biomarkers, e.g. relevant genes, which serve
for diagnostic, predictive, or prognostic use. Traditional approaches for biomarker de-
tection select distinctive features from the data based exclusively on the signals therein,
facing multiple shortcomings in regards to overfitting, biomarker robustness, and actual
biological relevance. Prior knowledge approaches are expected to address these issues
by incorporating prior biological knowledge, e.g. on gene-disease associations, into the
actual analysis. However, prior knowledge approaches are currently not widely applied
in practice because they are often use-case specific and seldom applicable in a different
scope. This leads to a lack of comparability of prior knowledge approaches, which in
turn makes it currently impossible to assess their effectiveness in a broader context.

Our work addresses the aforementioned issues with three contributions. Our first contri-
bution provides formal definitions for both prior knowledge and the flexible integration
thereof into the feature selection process. Central to these concepts is the automatic
retrieval of prior knowledge from online knowledge bases, which allows for streamlin-
ing the retrieval process and agreeing on a uniform definition for prior knowledge. We
subsequently describe novel and generalized prior knowledge approaches that are flex-
ible regarding the used prior knowledge and applicable to varying use case domains.
Our second contribution is the benchmarking platform Comprior. Comprior applies the
aforementioned concepts in practice and allows for flexibly setting up comprehensive
benchmarking studies for examining the performance of existing and novel prior knowl-
edge approaches. It streamlines the retrieval of prior knowledge and allows for combining
it with prior knowledge approaches. Comprior demonstrates the practical applicability
of our concepts and further fosters the overall development and comparability of prior
knowledge approaches. Our third contribution is a comprehensive case study on the
effectiveness of prior knowledge approaches. For that, we used Comprior and tested a
broad range of both traditional and prior knowledge approaches in combination with
multiple knowledge bases on data sets from multiple disease domains. Ultimately, our
case study constitutes a thorough assessment of a) the suitability of selected knowledge
bases for integration, b) the impact of prior knowledge being applied at different inte-
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gration levels, and c) the improvements in terms of classification performance, biological
relevance, and overall robustness.

In summary, our contributions demonstrate that generalized concepts for prior knowl-
edge and a streamlined retrieval process improve the applicability of prior knowledge
approaches. Results from our case study show that the integration of prior knowledge
positively affects biomarker results, particularly regarding their robustness. Our findings
provide the first in-depth insights on the effectiveness of prior knowledge approaches and
build a valuable foundation for future research.



Zusammenfassung

Biomarker sind charakteristische biologische Merkmale mit diagnostischer oder progno-
stischer Aussagekraft. Auf der molekularen Ebene sind dies Gene mit einem krankheits-
spezifischen Expressionsmuster, welche mittels der Analyse von Genexpressionsdaten
identifiziert werden. Traditionelle Ansätze für diese Art von Biomarker Detection wäh-
len Gene als Biomarker ausschließlich anhand der vorhandenen Signale im Datensatz
aus. Diese Vorgehensweise zeigt jedoch Schwächen insbesondere in Bezug auf die Ro-
bustheit und tatsächliche biologische Relevanz der identifizierten Biomarker. Verschiede-
ne Forschungsarbeiten legen nahe, dass die Berücksichtigung des biologischen Kontexts
während des Selektionsprozesses diese Schwächen ausgleichen kann. Sogenannte wissens-
basierte Ansätze für Biomarker Detection beziehen vorhandenes biologisches Wissen, bei-
spielsweise über Zusammenhänge zwischen bestimmten Genen und Krankheiten, direkt
in die Analyse mit ein. Die Anwendung solcher Verfahren ist in der Praxis jedoch der-
zeit nicht weit verbreitet, da existierende Methoden oft spezifisch für einen bestimmten
Anwendungsfall entwickelt wurden und sich nur mit großem Aufwand auf andere Anwen-
dungsgebiete übertragen lassen. Dadurch sind Vergleiche untereinander kaum möglich,
was es wiederum nicht erlaubt die Effektivität von wissensbasierten Methoden in einem
breiteren Kontext zu untersuchen.

Die vorliegende Arbeit befasst sich mit den vorgenannten Herausforderungen für wis-
sensbasierte Ansätze. In einem ersten Schritt legen wir formale und einheitliche De-
finitionen für vorhandenes biologisches Wissen sowie ihre flexible Integration in den
Biomarker-Auswahlprozess fest. Der Kerngedanke unseres Ansatzes ist die automati-
sierte Beschaffung von biologischem Wissen aus im Internet frei verfügbaren Wissens-
Datenbanken. Dies erlaubt eine Vereinfachung der Kuratierung sowie die Festlegung ei-
ner einheitlichen Definition für biologisches Wissen. Darauf aufbauend beschreiben wir
generalisierte wissensbasierte Verfahren, welche flexibel auf verschiedene Anwendungs-
falle anwendbar sind. In einem zweiten Schritt haben wir die Benchmarking-Plattform
Comprior entwickelt, welche unsere theoretischen Konzepte in einer praktischen Anwen-
dung realisiert. Comprior ermöglicht die schnelle Umsetzung von umfangreichen Expe-
rimenten für den Vergleich von wissensbasierten Ansätzen. Comprior übernimmt die
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Beschaffung von biologischem Wissen und ermöglicht dessen beliebige Kombination mit
wissensbasierten Ansätzen. Comprior demonstriert damit die praktische Umsetzbarkeit
unserer theoretischen Konzepte und unterstützt zudem die technische Realisierung und
Vergleichbarkeit wissensbasierter Ansätze. In einem dritten Schritt untersuchen wir die
Effektivität wissensbasierter Ansätze im Rahmen einer umfangreichen Fallstudie. Mit-
hilfe von Comprior vergleichen wir die Ergebnisse traditioneller und wissensbasierter
Ansätze im Kontext verschiedener Krankheiten, wobei wir für wissensbasierte Ansätze
auch verschiedene Wissens-Datenbanken verwenden. Unsere Fallstudie untersucht damit
a) die Eignung von ausgewählten Wissens-Datenbanken für deren Einsatz bei wissens-
basierten Ansätzen, b) den Einfluss verschiedener Integrationskonzepte für biologisches
Wissen auf den Biomarker-Auswahlprozess, und c) den Grad der Verbesserung in Be-
zug auf die Klassifikationsleistung, biologische Relevanz und allgemeine Robustheit der
selektierten Biomarker.

Zusammenfassend demonstriert unsere Arbeit, dass generalisierte Konzepte für biolo-
gisches Wissen und dessen vereinfachte Kuration die praktische Anwendbarkeit von
wissensbasierten Ansätzen erleichtern. Die Ergebnisse unserer Fallstudie zeigen, dass
die Integration von vorhandenem biologischen Wissen einen positiven Einfluss auf die
selektierten Biomarker hat, insbesondere in Bezug auf ihre biologische Relevanz. Die-
se erstmals umfassenderen Erkenntnisse zur Effektivität von wissensbasierten Ansätzen
bilden eine wertvolle Grundlage für zukünftige Forschungsarbeiten.
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1

Introduction

In May 2017, the U.S. Food and Drug Administration (FDA) approved the first cancer
treatment that is not based on the type of tumor but rather specific patient character-
istics1. The approval of this treatment was an important step towards precision cancer
treatment: for the first time, a cancer patient could be treated based on their individual
molecular profile, rather than just on the tumor’s tissue type. Subsequently, in October
2018, the second such drug was approved2 which further paved the way for precision
medicine.

The term precision medicine, which is often used interchangeably with personalized
medicine, "refers to the tailoring of medical treatment to the individual characteristics
of each patient" [141]. It allows for a fine-grained classification of patients according
to their individual characteristics in regards to disease susceptibility, biology, progno-
sis, or treatment response. Consequently, precision medicine promises to establish more
effective treatments with less side effects for patients.

The advances in molecular technologies, e.g. next-generation sequencing (NGS), pro-
vided an impetus to applying precision medicine broadly. Large-scale computational
analyses of whole cohorts on the molecular level provide insights into the interplay of
particular characteristics and clinical outcomes, e.g. treatment response or chance of
survival. In recent years, research has increasingly focused on identifying characteristics
that are truly correlated to clinical outcomes, as these are the key enabler for precision
medicine. Such characteristics are called biomarkers.

1.1 The Importance of Biomarkers for Precision Medicine

The Biomarkers, EndpointS, and other Tools (BEST) Resource, jointly established by
the FDA and the National Institutes of Health (NIH), defines a biomarker as follows:

1 https://www.fda.gov/news-events/press-announcements/fda-approves-first-cancer-
treatment-any-solid-tumor-specific-genetic-feature

2 https://www.fda.gov/news-events/press-announcements/fda-approves-oncology-drug-
targets-key-genetic-driver-cancer-rather-specific-type-tumor
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"A defined characteristic that is measured as an indicator of normal biological
processes, pathogenic processes, or biological responses to an exposure or inter-
vention, including therapeutic interventions. Molecular, histologic, radiographic,
or physiologic characteristics are types of biomarkers. A biomarker is not an as-
sessment of how an individual feels, functions, or survives." [72]

Biomarkers are therefore anything that can be objectively measured in a patient: heart
rates, blood pressure, hormone concentration, radiometric imaging, genes, or even whole
molecular complexes. There are different types of biomarkers, which allow for — amongst
others — a precise disease diagnosis (diagnostic), selection of appropriate treatment (pre-
dictive), and assessment of disease progression (prognostic) [72]. For example, levels of
the prostate-specific antigene (PSA) are used to diagnose prostate cancer [251]. Expres-
sion rates of the HER2 gene are examined to decide on breast cancer treatment with
trastuzumab, a medication that supresses HER2 expression rates [238]. MammaPrint©,
a set of 70 marker genes detected by Van’t Veer et al., is used to assess breast cancer
recurrence after treatment [240].

The detection of these biomarkers was made possible by the advances in molecular
technology. In the last decade, the amount of data generated on the molecular level
which captures genetic information, protein activity, and other molecular information,
has been growing rapidly. High-dimensional data sets containing measurements from
tens of thousands of molecular examination points, e.g. genes, are generated within a
very short time. This has left research with the challenge of finding ways to analyze
these high-dimensional data sets and identify biomarkers. This is merely a task of fea-
ture reduction or extraction: the high-dimensional feature space must be reduced to
those genes that achieve best performance, e.g. in classification, clustering, or prediction
tasks. However, it soon became apparent that biomarkers retrieved from data-driven
methods, i.e. methods that assess a feature based on its statistical characteristics, are
not robust and of questionable biological relevance [48, 52, 53, 82, 88, 138, 163, 262].
These observations were also due to the high error-proneness and data layout of high-
throughput data sets, which are generated at an ever increasing speed, but at the cost
of data quality. While they are of high dimensionality — containing multiple tens of
thousands of features — they only have a small proportion of samples. Consequently,
more complex machine learning approaches tend to overfit, causing a random signal to
be interpreted as relevant. This issue concerns gene expression data in particular, as
data sets generated via DNA sequencing tend to exhibit strong random bias, i.e. that
randomly selected features show a robust performance in classification or prediction
tasks [200].

1.2 Integration of Biological Context into Biomarker Detection

What is therefore missing during analysis is the biological context, i.e. that features are
also assessed on the basis of their interactions and involvement in biological processes,
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e.g. cancer hallmarks. In response to this issue, recent research now focuses on integrative
analyses that aim to view and assess the data on a holistic level based on biological
factors. Such integrative analyses have shown to improve analysis results and lead to
more robust and biologically meaningful biomarkers [19, 151]. Currently, research puts
a major focus on the analysis of multi-omics data sets: integrating multiple artifacts of
the same object, e.g. gene expression, mutation, or regulatory data, for a holistic view of
cell processes. However, this kind of integrative analysis is not feasible if only one type
of data is available. In such cases, biological context can still be incorporated into the
analysis, via prior biological knowledge from publicly available knowledge bases.

Nowadays, a growing number of knowledge bases provide the most recent and highly-
curated insights from research, e.g. on gene-gene or gene-disease interactions, gene func-
tions and co-expressions, or signaling pathways [10, 43, 60, 101, 128, 143, 228]. Even
meta knowledge bases that integrate information from various well recognized resources
are emerging, e.g. DisGeNET and Open Targets [108, 165]. However, these resources
are not applied during the actual analysis. Instead, they are used afterwards to validate
the biological significance of the identified biomarkers. This observation leads us to the
problem statement of this thesis:

Problem Statement: Despite the abundance of biological knowledge which is currently
available and being generated, it is not applied to the analysis when assessing the biolog-
ical relevance of a biomarker.

Strategies that already incorporate biological knowledge from external resources during
biomarker detection are referred to as prior knowledge approaches. With the increasing
volume and availability of knowledge bases, prior knowledge approaches could turn out
to be a powerful alternative for an integrative analysis when no multi-omics data is at
hand.

However, prior knowledge approaches are not widely used in practice. There are three
major, mutually dependent reasons for this: lack of applicability, missing comparabil-
ity, and insufficient research on the effectivity of prior knowledge integration. Most
approaches are custom, standalone solutions that cannot be flexibly modified for other
use cases, e.g. to use another knowledge base. Instead, most approaches focus on only
a few specific knowledge bases, despite the availablility of many more, and even meta
knowledge bases. What is more, most approaches are rarely made available to the pub-
lic, e.g. by providing the source code or sample applications. Consequently, comparisons
between prior knowledge approaches are rare. The usefulness of a new approach is most
often only evaluated in context of non-integrative approaches. Because of the aforemen-
tioned conditions, knowledge about the actual effectivity of prior knowledge integration
is scarce. The capabilities of the different integration levels of prior knowledge are un-
known. The impact of a chosen knowledge base on the results is unclear. The current
state of research makes it impossible to thoroughly assess the usefulness and the ef-
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fect of prior knowledge integration. Based on the aforementioned observations, we have
formulated the following research questions that will be addressed in this thesis:

RQ1: How can we improve the practical applicability of prior knowledge approaches in
practice and subsequently enable better comparability?

In comparison to integrative approaches, traditional approaches are widely used. The
main reason for this is their easy applicability: most traditional approaches are use-
case-independent and available as packages in common programming languages, e.g. R
or Python. Traditional approaches can thus be seamlessly integrated into any analysis.
It should be the goal for integrative approaches – and in the scope of this thesis, for prior
knowledge approaches – to achieve applicability at a similar level. An increased practi-
cal applicability of prior knowledge approaches facilitates comparisons with other prior
knowledge approaches regarding quantitative performance and biological relevance. This
calls for a corresponding evaluation infrastructure that allows evaluation strategies to
be specified effortlessly and to select uniform measures to assess biomarker robustness,
accuracy, and biological relevance. This thesis aims to provide such an evaluation in-
frastructure that allows prior knowledge approaches, knowledge bases, and traditional
approaches to be compared with respect to their effective performance and usability.

RQ2: What is the impact of integrating prior biological knowledge on different analysis
levels of biomarker detection regarding the

a) delivery of interpretable and biologically meaningful results,

b) robustness across approaches and data sets, and

c) computational complexity and transparency?

For traditional approaches there are many quantitative and qualitative evaluations and
subsequent usage recommendations [22, 82, 94, 112]. This is not the case for prior knowl-
edge approaches. Due to their limited applicability and comparability, it is unclear what
impact knowledge bases and integration strategies have on the outcome. Additionally,
existing approaches are seldom evaluated in regards to biomarker robustness across data
sets. The objective of this thesis is to provide a comprehensive, first-time study on prior
knowledge approaches and their performance in a broader context.

1.3 Contributions

We address the aforementioned research questions through multiple contributions. In
doing so, we focus on the integrative analysis of gene expression data sets.

1.3.1 Definition of Prior Knowledge and Classification of Prior Knowledge
Approaches

The general concepts applied in traditional approaches are well described with a sub-
sequent classification of existing approaches into distinct categories [86, 130, 181]. Al-
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though prior knowledge approaches have been around in research for over a decade now,
a clear definition of the general concepts, e.g. of prior knowledge, and a characteristic-
based categorization of prior knowledge approaches are still missing. With this work, we
provide a definition of the formal concepts for integrating prior knowledge into biomarker
detection. As such, we identify and describe what kind of prior knowledge is suitable
for integration and under what assumptions transformations between different types of
prior knowledge are possible. We then describe strategies for integrating prior knowl-
edge into biomarker detection and derive a subsequent classification of existing prior
knowledge approaches.

Parts of the concepts described in this work have been published in the following pub-
lications:

C. Perscheid. “Integrative biomarker detection on high-dimensional gene ex-
pression data sets: a survey on prior knowledge approaches”. Briefings in Bioin-
formatics 22.3 (2020), bbaa151

B. Grasnick, C. Perscheid, and M. Uflacker. “A Framework for the Automatic
Combination and Evaluation of Gene Selection Methods”. In: International Con-
ference on Practical Applications of Computational Biology & Bioinformatics.
Ed. by F. Fdez-Riverola, M. S. Mohamad, M. Rocha, J. F. De Paz, and P.
González. Springer. Cham: Springer International Publishing, 2019, pp. 166–
174

1.3.2 Comprior — Implementation and Benchmarking of Prior Knowledge
Approaches

We developed and implemented Comprior to improve the practical applicability, ex-
tensibility, and comparability of prior knowledge approaches. Comprior provides the
technical infrastructure to rapidly implement prior knowledge approaches and to eval-
uate them against both traditional and prior knowledge approaches in regards to ro-
bustness, quantitative performance, and biological relevance. Comprior provides easy
access to multiple knowledge bases and flexible combination options for traditional ap-
proaches to biomarker detection. Comprior was designed with a modular and extensible
architecture, providing well-defined interfaces for adding new functionality as needed,
e.g. with regards to preprocessing, biomarker detection approaches, knowledge bases, or
evaluation. Comprior also provides an evaluation infrastructure that enables automated
comparisons across approaches. It provides standardized measures regarding quanti-
tative performance and biological relevance. It also allows biomarker robustness to be
assessed by providing cross-validation strategies within and across data sets. Approaches
for biomarker detection provided by and integrated in Comprior can be seamlessly em-
bedded in custom analysis workflows for use in practice.

Comprior and underlying concepts have been described in prior publications:
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C. Perscheid. “Comprior: facilitating the implementation and automated
benchmarking of prior knowledge-based feature selection approaches on gene
expression data sets”. BMC Bioinformatics 22.1 (2021), pp. 1–15

C. Perscheid, B. Grasnick, and M. Uflacker. “Integrative Gene Selection
on Gene Expression Data: Providing Biological Context to Traditional Ap-
proaches”. Journal of Integrative Bioinformatics 16.1 (2019), p. 20180064

1.3.3 Assessment of the Impact of Prior Knowledge

Currently, comparisons of prior knowledge approaches are limited: they seldom com-
pare themselves with other prior knowledge approaches, and only with few traditional
approaches. Most approaches do not examine the robustness across data sets, although
this is one of the key advantages assumed for integrative approaches. Comparisons are
typically limited to showing the improvement of an approach that slightly adapts an
already existing approach — e.g., by extending a Lasso strategy and introducing bi-
ological relevance via a penalty term [261]. While this allows relative improvement to
be demonstrated, it does not allow the actual usefulness of the approach in a broader
context to be described, e.g. by comparisons to other strategies. Many questions remain
unanswered. Is it already sufficient to use a low-complexity prior knowledge approach
to achieve the same performance as a high-complex embedded traditional approach?
What is gained by applying a dense integration of prior knowledge, compared to simple
filtering strategies? What knowledge bases are most suitable? How strongly does the
choice of a knowledge base affect result sets? Do we already have a sufficient coverage
of knowledge bases to achieve a good performance?

To answer these questions, we have carried out a case study with multiple data sets. We
have used Comprior to evaluate prior knowledge approaches from all different integra-
tion levels and multiple selected traditional approaches which are representative for their
different types. We have applied these approaches on multiple cancer and Alzheimer’s
disease data sets. We have assessed the effectivity of an approach based on its quanti-
tative performance, e.g. classification accuracy, and biological relevance. We have put
special emphasis on examining the robustness of biomarkers across data sets.

Findings from these case studies will be published in a separate publication:

C. Perscheid. “The impact of integrating prior knowledge during biomarker
detection: A case study on high-dimensional gene expression data” (2022). in
preparation

1.3.4 Conclusion

Our contributions increase the practical applicability of integrative approaches by en-
abling a flexible integration of biological context, particularly prior biological knowledge,
into the analysis of gene expression data. For the first time, Comprior enables researchers
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to compare their own approach to others and to assess the effectiveness of the applied
integration concepts. Ultimately, our work further promotes a widespread use of prior
knowledge approaches in the future, taking research another step towards identifying
robust biomarkers for precision medicine.

1.4 Outline

The remainder of this work is structured as follows:

Chapter 2 introduces the general background, ranging from biological fundamentals
related to gene expression, generation and status quo analysis of gene expression data,
and existing knowledge bases that are suitable for prior knowledge approaches.

Chapter 3 presents prior work related to our research. It provides an overview of bench-
marking systems related to Comprior. Furthermore, it describes the current status quo
of prior knowledge approaches, unsolved issues, and resulting challenges.

Chapter 4 describes formal concepts for integrating prior knowledge into biomarker
detection. It defines the different types prior knowledge suitable for integration and
transformations thereof, and subsequently categorizes and describtes prior knowledge
approaches based on the degree of prior knowledge integration. Finally, for each category
of prior knowledge approaches, it provides generalized concepts that allow to flexibly
integrate prior knowledge.

Chapter 5 depicts the technical design and implementation of Comprior. It describes key
features, provides details on the architecture design, and gives insights into the technical
realization of selected features.

Chapter 6 describes the setup and outcomes of our case study to assess the influence of
prior knowledge integration on detected biomarkers. In the case study, we have applied
multiple data sets from Alzheimer’s Disease, breast cancer, and glioma to evaluate se-
lected traditional and prior knowledge approaches. We combine the applied prior knowl-
edge approaches with multiple knowledge bases to examine their impact on result sets.
We further assess the effectiveness of the tested approaches in regards to quantitative
performance and biological relevance, with special focus on biomarker robustness.

Chapter 7 discusses major findings from our case study in a broader context, but also
limitations of the presented approach, highlighting open challenges and providing new
impulses for the research community.

Chapter 8 concludes our work by summarizing our major findings and promising aspects
to address in future work.





2

Background

This chapter provides background information that is required to understand the domain
of biomarker detection on gene expression data sets. It explains the biological details
of DNA, gene expression, and how altered DNA can affect this biological process. It
further describes the background of the two main strategies that are used for measuring
gene expression activity and elaborates on necessary data processing steps. Finally, this
chapter explains the overall objectives and shortcomings of such analyses, and how
available biological knowledge contributes to a better assessment of the results.

Figure 2.1 depicts how the process of analyzing gene expression information spans across
four areas. First are the biological processes taking place in the cells. These biological
processes can be measured with the help of molecular technology to transform the in-
formation into a machine-readable format. The machine-readable gene expression in-
formation is then analyzed using computational methods. Finally, resulting biomarker
candidates are assessed for their biological and clinical relevance by annotating them
with biological information.

Fig. 2.1: The domain of biomarker detections spans across four areas: the actual bio-
logical processes taking place in the cells, molecular measurement of gene activity, the
computational analysis of the resulting data sets, and annotation of these results with
biological information for assessing their actual biological relevance. Figure created with
BioRender.com
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2.1 From DNA to Proteins

The human DNA is a double-helix-shaped molecule containing all hereditary informa-
tion. It is made up of chemical building blocks called nucleotides. Nucleotides consist of
three parts: a phosphate group, a sugar group, and one of four types of nitrogen bases:
Adenin (A), Cytosin (C) Guanin (G), and Thymin (T). Each base is complemented by
another base (from the other side of the DNA) to build a base pair. The human DNA
consists of 3 billion base pairs.

The DNA is divided into functional units called genes. Genes are subsequences of bases
within the DNA that provide instructions for synthesizing functional products. Func-
tional products can be proteins or Ribonucleic Acids (RNAs). Proteins play an essential
role in the human body: they are involved in the biological processes taking place in
cells and are required for the structure, function, and regulation of the body’s tissues
and organs. Proteins consist of multiple smaller units called amino acids, which are
concatenated to a long chain. There are 20 different types of amino acids that occur
in human DNA. The way these amino acids are concatenated determines the structure
and specific function of a protein. RNAs, as the second type of functional products, are
single-stranded molecules that are involved in the synthesis of proteins, e.g. by regula-
tory actions. Instead of carrying the base Thymin, RNAs contain Uracil (U). Depending
on their functions, there are multiple types of RNA, e.g. messenger or transfer RNA.

A gene is made up of two types of regions: coding regions and non-coding regions. Coding
regions provide the actual building instructions for functional products. Non-coding
regions of a gene are not actively ‘read’ like coding regions. Instead, they are involved
in the building process of the gene’s functional product, e.g. by providing binding sites
for enzymes that start protein synthesis. Coding regions make up only about 1% of the
human DNA, whereas the remaining parts are covered by non-coding regions [242].

2.1.1 Gene Expression — Building Functional Products

Gene expression describes the process of reading and synthesizing the genetic informa-
tion encoded in a gene’s DNA to build a functional product. This process is also referred
to as the central dogma of molecular biology. The quantity — how often gene expression
is carried out, i.e. the production rate for the functional product — is called expression
level. Gene expression is separated into the steps of transcription and translation as
depicted by Figure 2.2.

During Transcription, a single DNA strand acts as a template to create an RNA tran-
script. For that, the DNA is first unwound and split into two separate strands. Along
one of these strands, an enzyme called RNA polymerase subsequently adds one ribonu-
cleotide after the other, which is complementary to the nucleotide at the DNA strand.
The result is an RNA transcript that is complementary to the template DNA strand,
with the exception that Thymin (T) is replaced with Uracil (U). If the expressed gene
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Fig. 2.2: Process of gene expression in a cell. 1 Transcription: the DNA is unwound and
complimentary RNA is synthesized along one strand. 2 Translation: The complimentary
RNA is translated into a protein by chaining together amino acids, which are encode by
codons. Figure created with BioRender.com

encodes a protein as functional product, the created RNA transcript is messenger RNA
(mRNA) that is further used during translation. If this is not the case, the RNA tran-
script is the final gene product and gene expression ends. The created RNA transcript
is then used during other cell processes, e.g. as transfer or ribosomal RNA (t/rRNA) to
help translating mRNA into a protein.

During Translation, mRNA is decoded to specify the amino acid sequence of a protein.
This is carried out by a molecule called ribosome. The ribosome couples with the mRNA
to synthesize a protein. For that, it reads triplets of bases, which are also called codons.
Each codon defines a particular amino acid. To each codon, the ribosome binds an
anticodon of complementary bases that has an amino acid attached. Anticodons of the
same type always have the identical type of amino acid. Once an anticodon binds to a
codon, its aminoacid is chained to the formerly bound anticodons to build the protein.

2.1.2 How Altered DNA Affects Gene Expression

Structural changes in the DNA can substantially affect the gene expression process.
Structural changes, which are generally referred to as genetic variants, range from
changes of a single nucleotide (Single Nucleotide Polymorphism - SNP), insertions or
deletions of base sequences (InDels), to more complex structural changes like inversions
or duplications. Depending on its location on a coding or non-coding region, a genetic
variant can alter the quantity or actual functional product that is produced during gene
expression.

If a coding region is affected by genetic variants, gene expression can produce an instable
or even different functional product. When building RNA as a functional product, the
created RNA is likely to loose its function as it can no longer bind to other molecules.
This can have a negative regulatory effect on the expression of other genes. When build-
ing a protein as a functional product, a base change in a codon can lead to a different
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amino acid being used. This alters the protein structure, resulting in an instable or com-
pletely different protein that is likely to be unusable in the original biological process.
For example, mutations on the breast cancer (BRCA) 1 and 2 genes can increase the
risk not only of breast cancer, but also of multiple other cancer types [61, 111]. BRCA1
and BRCA2 are tumor suppressor genes, i.e. they help repair DNA breaks that can lead
to cancer and uncontrolled growth of tumors [260]. However, a mutation on the coding
region of these genes can lead to a premature cessation of protein synthesis, having only
produced the first part of the protein that cannot fulfill its original function.

Genetic variants located on non-coding regions can have a negative regulatory effect on
gene expression. As non-coding regions provide binding sites for regulatory molecules, a
sequence change can break the original binding site or create new binding sites for other
molecules. For example, mutations on the promoter region of the telomerase reverse
transcriptase (TERT) gene are correlated to multiple cancers [90, 245]. A promoter
region of a gene is a short DNA sequence to which the RNA polymerase enzyme binds
and subsequently initiates DNA transcription. Mutations on the promoter region of the
TERT gene can generate new binding sequences for regulatory elements, which can
upregulate TERT expression.

2.2 Gene Expression Profiling — Measuring Gene Activity

Identifying changes in gene activity, i.e. gene expression levels, leads to a better under-
standing of biological processes and their alteration in diseases. Modern technology em-
ployed in molecular biology enables gene expression profiling, i.e. measuring the activity
of multiple thousand genes at once. Data from gene expression profiling is also referred
to as transcriptomics data and generated either via Microarrays or RNA sequencing
technology. Before transcriptomics data sets can be analyzed, they must undergo par-
ticular postprocessing steps. In the following sections, we describe the technologies and
methods that are required to generate analysis-ready transcriptomics data sets.

2.2.1 Transcriptomics Data from Microarrays

Microarrays, also called DNA chips or gene chips, allow the expression level of a prede-
fined set of genes to be measured simultaneously, up to multiple thousands. Microarrays
used to be the standard method for gene expression profiling because they are cost-
effective and have well-established protocols. However, the design of microarrays does
not enable the detection of novel transcripts. In addition, microarrays are not very sen-
sitive, making lowly expressed genes hard to detect.

Figure 2.3 depicts the principle behind microarray technology: First, paired samples of
mRNA are collected from a reference cell and a cell that has the experimental condition.
Second, each sample is converted into complementary DNA (cDNA) and labeled with
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a fluorescent of a different color. Typically, reference samples receive green, and experi-
mental samples receive a red color. Third, the created cDNAs of both samples are then
mixed together and put on the microarray slide. The microarray slide contains many
tiny spots, each of which has on it a particular known DNA sequence, typically from
a gene. These are also called probes or oligos. The subsequent process which occurs on
the microarray is referred to as hybridization: on each spot of a microarray, the samples’
cDNA molecules try to bind to the probes. A binding only takes place if cDNA and
probe are complementary, as only complementary base pairs create hydrogen bonds be-
tween each other. The more base pairs bind, i.e. are matched correctly, the stronger the
bond between cDNA and probe. Afterwards, the microarray is washed so that only the
cDNAs that have a strong binding to a probe remain. Fourth, the microarray is scanned

Fig. 2.3: Microarray processing steps: 1) paired mRNA samples are collected, 2) cDNA
is created from mRNA samples and tagged with a fluorescent, 3) tagged samples are
mixed on a Microarray, where hybridization and subsequent washing is carried out, 4)
light intensities are measured. Figure created with BioRender.com.

to measure light intensities. The more cDNAs bind to a probe, the more intense the
color, and the higher the expression level of the respective gene from which the original
mRNA was taken. In our example, green would indicate that the reference sample has
a higher expression level; yellow signifies no difference in gene expression between refer-
ence and experimental sample; red signifies a higher expression level of the experimental
sample. The light intensities are then transformed into a computer-readable format and
follow the postprocessing schema described in Section 2.2.3.

2.2.2 Transcriptomics Data from RNA Sequencing

RNA sequencing (RNAseq) uses sequencing technology to measure RNA quantity in a
sample. In contrast to microarray experiments, which are limited to the measurement
of a predefined set of RNAs, RNAseq can measure the full transcriptome of a cell, i.e.
the complete set of RNA transcripts including coding and non-coding. Consequently,
RNAseq generates huge data sets spanning many tens of thousands of genes. Compared



14 Chapter 2. Background

to microarrays, RNAseq is more robust and sensitive, as it allows the detection of lowly
expressed genes. However, RNAseq is more cost-intensive and requires more complex
computational analyses for subsequent processing.

Figure 2.4 depicts a schematic workflow of a sequencing run to create a transcriptomics
data set, consisting of library preparation and amplification, sequencing, and alignment.
For the sake of completeness, we focus here specifically on next-generation sequencing
(NGS) technology as the currently most prominent sequencing technology used.

Fig. 2.4: Next-generation sequencing process on Illumina machines: 1) an RNA sequence
is split into fragments that are labeled and amplified, 2) reverse strands are synthesized
with colored nucleotides (one nucleotide per sequencing cycle) and light intensities are
measured, 3) resulting read sequences are aligned to a human reference genome. Figure
created with BioRender.com.

Library Preparation and Amplification

The RNA taken from a sample is first split up into thousands of fragments. From each
RNA fragment, a cDNA sequence is created, along which a complementary strand will
later be sequenced. Each cDNA sequence is then equipped with a custom barcode se-
quence for sample identification and an adapter sequence to bind to particular locations
on the sequencing plate. Following this, the cDNAs are copied many thousand of times
during amplification to yield a stronger signal.

Sequencing

cDNAs are sequenced with specialized sequencing machines. While the actual procedure
and base detection differs between vendors, we shortly introduce the sequencing prin-
ciples applied by the market leader for sequencing, Illumina. The sequencing machine
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synthesizes the reverse strand one base at a time: first, nucleotides of all types are re-
leased to the cDNA strands. At Illumina sequencing, nucleotides are equipped with a
fluorescent, each nucleotide type having a specific color. Second, the released nucleotides
bind to their complementary nucleotides on the cDNA strand. Only a correct binding
can create a strong bond. Third, the cDNA strands are washed to remove weak bind-
ings, leaving behind only the correctly matched nucleotides. Fourth, the fluorescents
attached to the matched nucleotides are then captured on camera: the strongest light
signal determines the type of nucleotide. Third-generation sequencing technology joins
the library preparation step with the actual sequencing and recognizes base types by
sending them through a membrane that detects the relevant ions. This process is re-
peated until the complete strand has been sequenced. The output of the sequencing step
is a file containing millions of RNA transcripts in a computer-readable format.

Alignment

Although the RNA transcripts have been detected during sequencing, it is not known
to which gene they belong. Consequently, RNA transcripts are aligned to a reference
genome, i.e. the blueprint of a human’s complete DNA sequence. The expression level
of a gene then corresponds to the number of RNA transcripts that have been aligned to
the gene’s region.

2.2.3 Transcriptomics Data Postprocessing

The results from RNAseq or microarray experiments are computer-readable data files
containing the raw expression levels for multiple thousand genes. Table 2.1 shows an
excerpt from a labeledexample gene expression file, which is typically encoded in CSV
format. Gene expression levels are described in a large matrix of size mxn. The number
of rows is determined by m = |S|, with S being the set of samples si. The number of
columns is determined by m = |G|, with G being the set of genes gi whose expression
level was measured. The cells contain the actual expression levels eij for a sample si

and gene gj . The higher the value of eij , the more RNA transcripts from gene gj were
measured. For microarray data, eij corresponds to a light intensity as a floating point
value that was measured by a camera and converted into numbers. For RNAseq data
sets, eij is a discrete count value, i.e. it depicts the number of transcripts that were
allocated to a region that is assigned to gene gj .

The precise sizes of G and S vary depending on the data generation method and cohort
size. For microarray data sets, G is a predefined set of genes for which the expression
level is measured and depends on the applied chip set. For RNAseq data sets, G contains
all genes to which the measured transcripts could be mapped, i.e. |G| can currently be
up to 65,000 genes.

The samples in S are separated into groups to test a hypothesis, i.e. there are control
samples and samples with a particular condition. Samples can originate from different
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Sample TSPAN6 ICA1 WDR54 MARK4 POMT2 TRIO PIK3CB

TCGA-3C-AAAU 4.5646 2.1123 3.6403 6.1926 4.4596 2.2539 4.4907

TCGA-3C-AALK 2.6000 3.8675 2.4137 7.1817 5.4446 0.2901 6.0221

TCGA-4H-AAAK 3.8736 7.8626 1.4673 6.4273 5.4832 6.4352 5.9835

TCGA-5T-A9QA 7.6018 6.1081 5.2293 7.5730 11.6279 4.4050 8.0847

TCGA-A1-A0SD 2.2634 0.9705 9.4098 8.3250 6.4352 8.1577 6.4521

TCGA-A1-A0SF 5.6545 6.4262 7.8105 5.5573 6.5429 2.5227 4.6756

TCGA-B6-A0I1 5.9587 5.8287 5.7448 4.9222 2.3237 1.7505 0.8385

TCGA-A1-A0SN 6.9936 2.6853 1.7796 5.9559 3.6377 8.1368 5.0545

Table 2.1: Excerpt from an example gene expression data set. The first row contains sam-
ple identifiers; subsequent columns contain the actual expression values for a particular
gene, e.g. TSPAN6.

individuals, e.g. from patients with and without cancer, or from the same individual
but from different tissue, e.g. from normal and tumor tissue. The assignment of samples
to a particular group is delivered with a separate file containing sample meta data,
e.g. diagnosis, gender, or survival time. The format of such meta data files, however,
depends on the individual study and is not standardized. Once the gene expression data
set has been created via microarray or RNAseq, it must be processed further to remove
erroneous samples and genes and account for technical biases.

Filtering

Some genes and samples may have had errors in their processing, resulting in almost
zero values or abnormally high expression levels. Such samples or genes must be removed
from the analysis, as they would distort the subsequent analysis. Typically, genes and
samples with a particular percentage (threshold) of zero values are removed. Sometimes,
also samples with abnormally high expression levels get removed as well beforehand.
Setting these thresholds is typically a manual process that is adjusted for each data set
individually.

Accounting for Technical Biases

Gene expression data, whether generated via microarray or RNAseq, always represents
a mixture of true biological variation and artifical variation introduced by technical bias.
The primary objective during postprocessing of gene expression data is thus to remove
the non-biological variation from the data by accounting for technical biases. According
to Abbas et al., there are three types of technical bias that must be accounted for
depending on the kind of subsequent analyses [1]: gene length, library size, and technical
artifacts across samples.

While gene length is not relevant for microarray data, it must be accounted for in
RNAseq data sets when subsequent analysis aims to compare expression levels between
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different genes, i.e. applies intra-sample comparisons. The rationale behind is that the
longer the sequence of a gene is, the more reads can be aligned to it. Popular approaches
that account for gene length are Reads or Fragments per Kilobase per Million (R/FPKM)
and Transcripts per Million (TPM) [136].

Accounting for library size is crucial when inter-sample comparisons are applied in sub-
sequent analysis. RNAseq runs of samples differ in library sizes, i.e. sequencing depth.
The higher the sequencing depth, the more reads are generated, which results in higher
total counts for the entire sample. Consequently, read counts in each sample must be
scaled by a sample-specific factor that reflects the library sizes. Methods like upper
quartile (UQ), trimmed means of m-values (TMM), or relative log expression (RLE)
are currently the peferred choices to account for library size [6, 31, 179]. According to
Dillies et al., TMM and RLE are the most stable normalization methods [51].

Technical artifacts across samples, also referred to as batch effects, are caused by dif-
fering environmental circumstances when preparing batches for further processing, e.g.
when batches are prepared in different labs, by different personnel, or different lab in-
struments. If such confounding factors are known in advance, they can be included in a
model when accounting for library size. For small sample sizes, ComBat for microarray
data and its extension ComBat-seq for RNAseq data can be applied separately [96, 263].
If confounding factors are not known in advance, they can be detected prior by apply-
ing remove unwanted variation (RUV), surrogate variable analysis (SVA), or principal
component analysis (PCA) [115, 168, 176]. While these methods can also be used to
remove the effects of the identified confounding factors, Abbas et al. recommend to not
separately normalize the data set but rather incorporate these factors into the design
matrix [1].

2.3 Biomarker Detection — Analyzing Gene Expression Data

Once the data set has been preprocessed, it is ready for the actual biomarker detection
analysis. Biomarker detection on gene expression data can be modeled as a dimensional-
ity reduction problem: the aim is to reduce noise and redundancy by identifying the most
discriminative features, e.g. genes, that achieve best performance for a given task, e.g.
survival predictions or distinguishing healthy samples from cancerous ones [112, 181].
Traditionally, the assessment of relevance of a gene is based on its expression levels in
the data sets. Common approaches for biomarker detection are thus either differential
expression analysis or standard feature selection — in this context, also known as gene
selection — approaches. Throughout the remainder of this work, we will use the term
feature selection, however interchangeably refer to features or genes that are selected by
feature selection approaches.



18 Chapter 2. Background

2.3.1 Differential Expression Analysis

Differential expression analysis is often conducted for two-group comparisons and is
beneficial for small sample sizes, when machine learning approaches tend to overfit.
It can also be used as a preprocessing step before feature selection [80]. Differential
expression analysis aims to identify differentially expressed genes in the data set. A gene
is differentially expressed if it shows a statistically significant difference in its expression
levels between conditions. For example, the BRCA1 gene shows a much higher expression
level in cancerous samples when compared to healthy samples [260].

Differential expression analysis is thus a statistical analysis of gene expression data to
discover quantitative changes in expression levels between experimental groups. Simply
stated, the expression levels of a gene in one group are compared to the expression levels
of that same gene in another group of samples. The analysis result contains information
on the fold change of a gene, i.e. how much its expression level changes with respect to
the other group. The fold change is defined by the ratio between the expression levels of
the two groups. In addition to the fold change, each gene group comparison receives a
p-value that indicates how likely the null hypothesis — i.e. that the expression of that
gene does not change for the examined groups — is true. Genes having a low p-value are
likely to be differentially expressed, with the fold change indicating the quantity of their
up- or downregulation. For microarray data, Limma is the current state-of-the-art tool
used for differential expression analysis [177]. For RNAseq data, DeSeq2 and EdgeR are
widely used for differential expression analysis [124, 178].

2.3.2 Traditional Feature Selection Approaches

Traditional feature selection identifies discriminative features in gene expression data
based on their statistical characteristics, also by examining feature dependencies. Litera-
ture classifies feature selection approaches into five categories: filter, wrapper, embedded,
ensemble, and hybrid approaches [7, 82, 86, 94, 130].

Filter approaches rank genes according to a statistical measure, e.g. based on variance
or Information Gain [45]. Filter approaches are widely used for their feasibility and
usability [181]. They are low-complex measures that have an acceptable accuracy at a
scalable performance. However, most filter approaches are univariate, i.e. they evaluate
each feature separately without considering dependencies between them. As biological
processes consist of gene interactions, univariate filter approaches cannot adequately
reflect and identify the underlying biological processes in the data. In response, mul-
tivariate filter approaches like ReliefF also assess the relevance of a feature based on
inter-feature dependencies [106].

Wrapper and embedded approaches provide more accurate results than filter approaches,
but have a higher computational complexity. As more complex machine learning strate-
gies are applied, wrapper and embedded approaches tend to be viewed as a computa-
tional black box by its users. Wrapper approaches, e.g. SVM-RFE or genetic algorithms,
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interact with a classifier by iteratively creating multiple feature subsets, running the
classification, and evaluating the results [78, 145]. Embedded approaches for feature se-
lection are directly integrated into the learning algorithm that is used for subsequent
classification, e.g. Random Forest and regularization approaches [50, 230].

Ensemble and hybrid approaches aim to combine the best characteristics of multiple
feature selection approaches. Ensemble approaches run different feature selection ap-
proaches independently and combine their results into a final set of features [122, 258].
In turn, hybrid approaches combine feature selection approaches, e.g. a filter with a
wrapper approach [116, 137]. In this way, ensemble and hybrid approaches exploit the
advantages of both filter and wrapper approaches, leading to a higher accuracy than
filter approaches and a computational feasibility better than for wrapper approaches.

2.3.3 Shortcomings of Traditional Approaches

The traditional approaches described base their decisions exclusively on data set char-
acteristics. A gene is considered ‘relevant’ if its expression behavior shows a statistical
significance in the data [7, 86]. However, statistical significance does not imply biological
relevance. For example, oncogenes are not selected because they do not necessarily show
a differential expression behavior; instead, they influence other genes along a signaling
pathway [36, 262]. In turn, multiple genes from the same pathway can be selected be-
cause they all exhibit similar, statistically significant expression patterns [54, 117, 249].
This can, however, lead to a particular biological process being overrepresented in a set
of selected genes, which introduces undesired redundancy.

A major obstacle for traditional feature selection approaches is the manifestation of
random noise due to the high-dimensional data layout. Genes showing accidental cor-
relation and not participating in a relevant biological process make machine learning
approaches, in particular, likely to overfit. What is more, RNAseq data sets in particu-
lar suffer from what is referred to as random bias. A randomly selected gene signature
exhibits true and robust, predictive power surpassing the expected value of its statistical
significance [200]. As a consequence, the major shortcoming of existing feature selection
approaches is their low robustness. This has been validated in multiple studies [48, 52,
53, 82, 88, 138, 163, 262]: two approaches applied on the same data set yield different
gene signatures. In turn, applying an approach on a data set and then using the gene sig-
nature for analyzing another one will deliver less accurate results. The issues described
call for integrative analyses that receive gene sets with an actual biological relevance
and do not only rely on the statistical signals.

2.4 Annotating Gene Sets with Biological Knowledge

The results from traditional feature selection approaches are features, e.g. genes, that are
selected as candidates because of their statistical relevance. Up to this point, however,
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their biological context is ignored. Consequently, the biological and clinical relevance of
biomarker candidates must be validated by annotating them with biological information.
This can be achieved with automatic annotation and enrichment tools like EnrichR,
DAVID, or Gene Set Enrichment Analysis (GSEA) [89, 215, 255]. These tools typically
agglomerate knowledge from multiple biological knowledge bases.

Biological knowledge bases are online databases that provide curated biological knowl-
edge. Biological knowledge comprises proven scientific findings about biological entities,
e.g. genes, cells, or processes and their functions, interactions, and relationships to each
other. In the context of feature selection on gene expression data, relevant biological
knowledge focuses on genes and gene functions, signaling pathways, or gene-gene and
gene-disease associations.

With the unremitting generation of biological knowledge, e.g. from large-scale studies,
an increasing amount of public knowledge bases are now available. Even knowledge bases
integrating information from multiple other knowledge bases are released at an increasing
number. Depending on the type of information they provide, we group knowledge bases
into annotation, interaction, andmeta knowledge bases. However, not all knowledge bases
are suitable for use in an automated fashion, especially not with regards to integrating
them into the actual feature selection. Here, we provide a limited overview on available
knowledge bases fulfilling the following criteria:

• Acceptance: The knowledge base is frequently used and well accepted by the general
research community, e.g. for result set validation.

• Data Access: The knowledge base provides programmatic access or a data download.

• Last Update: The knowledge base contains the latest research results by being up-
dated regularly, with the last update not older than 5 years.

• Context: The knowledge base contains genetic information.

2.4.1 Annotation Knowledge Bases

Annotation knowledge bases provide a comprehensive overview on genes and their prod-
ucts. They are typically organized in a structured format, e.g. as an ontology. Table 2.2
provides key characteristics of annotation knowledge bases that fulfill the aforemen-
tioned criteria. We group the annotation knowledge bases into those concentrating on
functional information and trait associations.

Functional Information

Functional information about a biological entity, e.g. a gene, encompasses information
that allows that entity and its characteristics to be described, e.g. structure, function,
and interactions with others biological entities. Functional information can be used to
identify functional similarities: for example, if two genes are annotated with terms of
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Name Content Curation Update

man. comp. coll.

Gene
Ontology [226]

ontologies for cellular com-
ponents, biological processes,
molecular functions

• • monthly

UniProtKB [228] functional information on
proteins

• • monthly

Human Protein
Atlas [237]

proteomic pathology, cell, tis-
sue atlases

• • yearly

GWAS
Catalog [128]

SNP-trait associations • weekly
_________

COSMIC [60] somatic mutations in cancer • 3-monthly

Table 2.2: Online knowledge bases providing annotation information, e.g. gene functions.
Abbreviations: manually (man.), computationally (comp.), collected (coll.).

similar semantics, they are likely to be similar in function and to participate in the same
or similar biological process [12]. In addition, there is a strong correlation between the
expression behavior of two genes and their functional similarity [246].

Amongst knowledge bases in general, Gene Ontology (GO) is a widely used knowledge
base for annotating gene sets with functional information [10, 226]. GO provides a uni-
fied and machine readable representation of genes and their products. Three disjoint
ontologies are provided: Cellular Component, Molecular Function, and Biological Pro-
cess. Evidence for a relation between two genes or their gene product was identified
either by human biocurators or a computational approach mimicking their behavior. A
respective evidence code is assigned to the corresponding relation and therefore allows
researchers to assess its reliability.

The Human Protein Atlas (HPA) maps all human proteins in cells, tissues, and or-
gans [237]. HPA consists of three atlases that provide a comprehensive overview on
genes and proteins: tissue, cell, and pathology atlas. The cell atlas depicts the subcel-
lular localization of proteins in single cells. The pathology atlas describes the impact of
protein levels in cells for survival of cancer patients. The tissue atlas shows a distribu-
tion of proteins across all major tissues and organs in the human body, which are most
suitable for biomarker identification to incorporate tissue-selectiveness or -specificity of
genes.

The UniProt Knowledge Base (UniProtKB) provides functional information on proteins
and is frequently used for annotating gene sets [228]. UniProtKB aims to provide all
known relevant information for a protein, e.g. gene and protein name, function, relevant
protein-protein interactions, or expression patterns. UniProtKB consists of two parts:
SwissProt and TrembL. SwissProt provides manually curated and reviewed records from
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literature and computational analyses. TrembL, in turn, contains far more records, but
without manual curation and peer review. As with GO, every evidence of a protein in
UniProtKB is equipped with an indication of whether it was derived from experimental
or computational analyses.

Trait Association

Trait associations encompass known relations of a biological entity, e.g. a gene, to specific
traits, such as a disease. Trait information can be used to strengthen the statistical
signal of genes that are known to be relevant in the particular context, e.g. by reducing
noise in the data set. The manually curated catalogs on Genome-Wide Association
Studies (GWAS) and Somatic Mutations in Cancer (COSMIC) provide gene-disease
associations [60, 128]. Both have exhaustively reviewed literature on published GWAS
and whole genome studies. While the GWAS catalog provides associations between SNPs
and any traits in general, COSMIC concentrates on exploring the impact of somatic
mutations in human cancer.

2.4.2 Interaction Knowledge Bases

Interaction knowledge bases contain information on any kind of interaction between
genes, their products, or chemicals. These kind of knowledge bases are typically rep-
resented by graph-like structures. Table 2.3 provides key characteristics of interaction
knowledge bases that fulfill the aforementioned criteria. We group the interaction knowl-
edge bases presented here into those concentrating on gene co-expressions, pathways, and
protein-protein or other interactions.

Gene Co-Expressions

Gene co-expressions are similar expression patterns across samples, e.g. a coordinated
down- or upregulation. Genes that are co-expressed are likely to share similar functions
and thus can be grouped together to identify redundancy. To date, there are two knowl-
edge bases on gene co-expression in human tissue: GeneFriends and COXPRESdb [143,
172]. Both have created co-expression maps from public study data that show which gene
(de-)activates other genes. GeneFriends additionally provides functional annotation and
orthologous information on the regulation in other species, e.g. mice.

Biological Pathways

A biological pathway (pathway in the following) is a network of interactions among
molecules that leads to a new molecular product or a change in a cellular state or process.
Pathways play important roles in metabolism, gene expression, and signal transmission.
Identifying altered pathways or submodules as biomarkers can reduce redundancy and
increase robustness across data sets. Chowdhury et al. provide an in-depth discussion on
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Name Content Curation Update

man. comp. coll.

GeneFriends [44,
172]

gene co-expression • 2021 (v5)

COXPRESdb [143] gene co-expression • 2021 (v8)

IntAct [85] molecular interaction data • monthly

BioGRID [34,
208]

interactions of genes, pro-
teins, chemicals

• monthly

CTD [46] associations of genes, pro-
teins, chemicals to diseases

• monthly

InnateDB [28] interactions in innate im-
munity

• weekly

REACTOME [43] pathways and reactions,
graph database

• 3-monthly

KEGG [101] pathways • 2-monthly

WikiPathways [202] pathways • monthly

Table 2.3: Online knowledge bases providing interaction data, e.g. pathways or gene co-
expressions. Abbreviations: manually (man.), computationally (comp.), collected (coll.).

existing human pathway knowledge bases [40]. Amongst these, the following knowledge
bases appear to be the most suitable for feature selection:

The Kyoto Encyclopedia of Genes and Genomes (KEGG) and REACTOME are fre-
quently used by the research community as they facilitate the understanding of signaling
molecules and their reactions [43, 101]. Pathways of both knowledge bases are manually
curated from literature reviews and grouped into specific sections, e.g. metabolisms or
human diseases. KEGG’s core module is the PATHWAY database that also contains a
collection of disease pathways, e.g. for multiple cancer types. Both KEGG and REAC-
TOME cross-refer to other online resources, e.g. UniProtKB.

WikiPathways is a collaborative approach for maintaining biological pathways [202].
Running on the same principles as Wikipedia, WikiPathways counts on community ac-
tivity: instead of peer reviews, community members create, annotate, and change path-
ways. The fact that data entries are not peer reviewed makes its reliability questionable
at first sight. However, WikiPathways is a specific knowledge base that is typically ac-
cessed by domain experts. Thus, it is likely to be less prone to false statements than
Wikipedia, which has already proven to have a quality standard comparable to peer
reviewed compendiums [67].



24 Chapter 2. Background

Interactions of Proteins and other Compounds

Protein-protein interactions (PPI) are physical contacts between single proteins that
serve a specific function, e.g. as part of a pathway or by connecting two pathways. PPIs
can be combined to form larger PPI networks that offer similar advantages as pathways.
However, there are also other factors, such as environmental influences or chemicals,
that can affect genes or proteins. Those interactions are typically curated manually from
existing literature, e.g. study publications, and annotated with additional information
from other knowledge bases to provide a complete view.

IntAct specializes in protein-protein interactions in humans and other species and pro-
vides further annotations [85]. BioGRID includes interaction data between genes, pro-
teins, or chemicals in humans and also other model organisms [34, 208]. The Com-
parative Toxicogenomic Database (CTD) concentrates on studying the environmental
components which influence human health and, therefore, provides associations between
chemicals, genes, and diseases [46]. InnateDB originally focused on the innate immune
response of humans and other organisms [28]. A full-time curator team integrates data
from scientific publications to enable a system-level analysis by providing genes, proteins,
experimentally-verified interactions, and signaling pathways.

2.4.3 Meta Knowledge Bases

Meta knowledge bases do not provide self-created information, but compile findings from
multiple existing knowledge bases. Meta knowledge bases either gather information on
a specific issue from similar knowledge bases, e.g. from existing pathway databases, or
they aim to provide a system-level view of the respective topic by accessing heteroge-
neous data sources, e.g. from text, RNA, structured information, or interaction graphs.
All of them provide some sort of ranking criteria for the knowledge bases they incor-
porate. Table 2.4 provides key characteristics of meta knowledge bases that fulfill the
aforementioned criteria. We separate the currently existing meta knowledge bases into
those providing information on pathway and protein interaction networks, and those
providing target-disease associations.

Pathways and Protein Interaction Networks

PathwayCommons and ConsensusPathDB integrate a wide range of public pathway
and interaction databases [33, 99]. Data in PathwayCommons represents biochemical
reactions, gene regulatory networks, genetic interactions, transport and catalysis events,
and physical interactions of components ranging from proteins to small molecules and
complexes [47]. From the knowledge bases listed here, ConsensusPathDB integrates RE-
ACTOME, BioGRID, IntAct, KEGG, and WikiPathways, whereas PathwayCommons
additionally includes CTD and UniProtKB.

The STRING database concentrates on protein-protein interactions [219]. The data
originates from experiments, literature, and existing knowledge bases, but also from
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Name Content Curation Update

man. comp. coll.

Pathway-
Commons [33]

KEGG, BioGRID, REAC-
TOME, IntAct, WikiPath-
ways, CTD, and others

• 2019 (v12)

Consensus-
PathDB [99]

KEGG, BioGRID, REAC-
TOME, IntAct, WikiPath-
ways, InnateDB, and others

• 2021 (v35)

STRING [219] GO, KEGG, REACTOME,
IntAct, BioGRID, and others

• 2021 (v11.5)

DisGeNET [165]UniProtKB, GWAS, CTD,
and others

• 2020 (v7.0)

Open
Targets [108]

UniProtKB, GWAS, REAC-
TOME, IntAct, Cancer Gene
Census, and others

• 2022 (v22_02)

Entrez
Gene [129]

Entrez databases • • 2022
_________

Table 2.4: Online meta knowledge bases that aggregate biological information from an-
notation and interaction knowlegde bases. Abbreviations: manually (man.), computa-
tionally (comp.), collected (coll.).

STRING-specific predictions. For every interaction, STRING offers a range of evidence
scores, e.g. for text, expression, experiments, or knowledge bases, for prioritization.
Amongst others, STRING currently integrates BioGRID, KEGG, REACTOME, IntAct,
and GO.

Target-Disease Associations

DisGeNET provides scored associations between genes, variants, and diseases [165, 166].
Users can search and receive a ranked list of associated genes, diseases, variants, and their
associations. DisGeNET incorporates knowledge from curated databases, some of which
are presented here, but also from other databases on genetic variants, e.g. dbSNP, animal
models, or literature mining tools [199]. DisGeNET defines scores for gene-disease and
variant-disease associations, but additionally defines more specific indices for evidence,
specificity, and disease pleiotropy.

Open Targets is an initiative from multiple institutions to identify targets for effectively
treating diseases [108]. A target can be an RNA molecule, protein, or protein com-
plex. The platform aims to help researchers to find and prioritize targets for further
investigation. Starting with a disease or a target, Open Targets provides information
on respective associations thereof, clearly differentiating evidence origins, e.g. text min-
ing, RNA expressions, or genetic associations. Open Targets currently integrates a wide
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range of knowledge bases, amongst them COSMIC, IntAct, REACTOME, GWAS, and
UniProtKB.

2.4.4 Programmatic Access to Knowledge Bases

All knowledge bases provide bulk downloads of their data for offline processing in multi-
ple basic data formats: character-separated, XML, or JSON. There are multiple formats
based on the above for describing gene annotations and molecular pathways. For gene
annotations, GO provides its own format with the Gene Annotation File (GAF), while
other knowledge bases use the Gene Matrix Transposed (GMT) format [175, 225]. For
molecular pathways, common standards are the Systems Biology Markup Language
(SMBL), BioPAX, and the Proteomics Standards Initiative’s (PSI) XML-based and
tab-delimited formats for Molecular Interactions (PSI-MI/PSI-MITAB) [47, 59, 103,
213]. KEGG defines its own KEGG Markup Language (KGML) for describing path-
ways, WikiPathways applies the GenMAPP Pathway Markup Language (GPML); other
knowledge bases use the Simple Interaction Format (SIF) [93, 102, 224].

Nearly all knowledge bases provide interfaces for programmatic access: most of them
offer a RESTful Application Programming Interface (API). Some chose to provide
SOAP/WISDL access. Few resources rely on SPARQL endpoints or provide custom solu-
tions. Some knowledge bases provide example Python or R scripts and custom packages
for data access, e.g. KEGGREST or UniProt.ws [32, 221]. Many interaction databases
are accessible via PSICQUIC [9]. It offers standardized access through its own web ser-
vice and query language to query multiple interaction databases at the same time and
is accessible via corresponding R and Python packages. Python’s Bioservices does not
only integrate PSICQUIC but provides a unified interface to further external knowledge
bases — including BioGRID, KEGG, OmniPath, Pathway Commons, REACTOME,
and UniProtKB [42]. It can be further extended by any other RESTful API. BioMart
also offers both a standalone installation and a Web Service for accessing data sets from
multiple sources, e.g. COSMIC or UniProtKB [203]. OmniPathdb aims to provide a
comprehensive collection of literature-curated human signaling pathways [235]. It con-
tains descriptions and annotations on nearly every existing pathway database in order
to assist researchers in selecting the most suitable database for their analysis. Omni-
Pathdb comes with a Python module named pypath that provides a machine-readable
representation for pathways [235]. Many R packages also provide indirect access to the
respective knowledge bases by invoking functions for gene set enrichment or functional
annotation3.

3 A general overview can be found at BioConductor’s package overview, section Annotation
Data: http://bioconductor.org/packages/release/BiocViews.html

http://bioconductor.org/packages/release/BiocViews.html
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Name Data Type Access

*SV XML RDF JSON downl. REST other

Gene
Ontology [226]

GAF • • • BioLink,
GOlr

UniProtKB/
SwissProt [228]

• • • • • SPARQL

Human Protein
Atlas [237]

• • • • • •

COSMIC [60] • •

GWAS
Catalog [128]

• • • •
_________

GeneFriends [44,
172]

• •

COXPRESdb [143] • • •

IntAct [85] PSI-
MITAB

PSI-MI • PSICQUIC

BioGRID [34] PSI-
MITAB

PSI-MI • • • PSICQUIC

CTD [46] • • • batch
queries

InnateDB [28] PSI-
MITAB

PSI-MI,
XGML

BioPAX • PSICQUIC

REACTOME [43] PSI-
MITAB

SBML BioPAX • • PSICQUIC

KEGG [101] KGML • •

Wiki-
Pathways [202]

GMT GPML • • • SPARQL

Pathway-
Commons [33]

SIF,
GMT

BioPAX • • SPARQL

Consensus-
PathDB [99]

• PSI-MI • SOAP/
WSDL

STRING [219] PSI-
MITAB

PSI-MI • • •

DisGeNET [165] • • • • SPARQL

Open-
Targets [142]

• • • • GraphQL,
BigQuery

Entrez Gene [129] • • E-Utilities

Table 2.5: Available data formats and endpoints for accessing online knowledge bases.
Most of the knowledge bases allow to programmatically query their databases, e.g. via
a REST API.
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2.5 Summary

This chapter introduced the domain of biomarker detection on gene expression data.
Gene expression is the process of reading a DNA sequence and building a functional
product from it. A functional product can be either a protein, which drives cell pro-
cesses, or tRNA, which is used to regulate the expression of other genes. In diseases
such as cancer, the expression of many genes — and as such the produced functional
products, are altered and consequently change cell processes, e.g. on cell growth. There-
fore, research aims to identify disease-specific expression profiles, i.e. biomarkers, that
allow to diagnose diseases or predict treatment outcomes.

In order to identify biomarkers, gene expression is measured either via RNAseq or Mi-
croarray to produce expression data sets in a computationally readable format. These
data sets are then further processed, e.g. via normalization, and subsequently ana-
lyzed, typically via differential expression analysis or feature selection approaches, to
find biomarkers. Finally, the biological relevance of biomarkers is only assessed at the
very end of the analysis process, where proven biological knowledge from public data
bases, i.e. knowledge bases, is used for annotation and enrichment. There is a wealth of
— most often manually curated — knowledge bases that provide prior knowledge rang-
ing from functional information, gene-disease associations, to topological information
like protein-protein interaction networks. In the last years, many meta knowledge bases
have evolved, which aggregate prior knowledge from many of the existing knowledge
bases. However, existing approaches for biomarker detection, and feature selection in
particular, have multiple shortcomings regarding redundancy in the identified biomark-
ers, their robustness across data sets, and the propagation of random noise due to small
sample sizes — which research assumes to be solved by incorporating the biological
context earlier into the analysis.
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Related Work

This chapter presents work related to two research fields: biomarker detection with
prior biological knowledge and the automated, flexible evaluation of analysis strategies
for omics data sets. We review and discuss both existing prior knowledge approaches
and benchmarking solutions for the analysis of omics data sets. For each research field,
we first present an overview of existing approaches, and subsequently discuss current
limitations.

3.1 Biomarker Detection Using Prior Knowledge

The approaches described in this section constitute a selective overview of the current
state of the art when it comes to analyzing gene expression data sets and incorporating
prior biological knowledge, e.g. from a knowledge base or similar sources. We particularly
focus on feature selection and module extraction approaches. We do not consider multi-
omics approaches that integrate multiple data artifacts from the same individuals, e.g.
gene expression and methylation data.

3.1.1 Prior Knowledge Approaches — State of the Art

Figure 3.1 depicts which integration strategies are typically applied by prior knowledge
approaches to incorporate prior biological knowledge into the analysis. Prior biological
knowledge is used in three forms. First, as a simple list of entities, e.g. genes or annota-
tions, that are in some way associated to a search term, e.g. a disease. Second, as a list
of entities with corresponding relevance scores, e.g. genes and their association scores.
Third, as some kind of topological interaction information, e.g. gene-gene interactions,
pathways, or larger composed networks.

A list of related entities, is typically used to filter or extend a feature set. Filtering can be
applied either before or after traditional feature selection [58, 98, 198]. For example, Shao
and Conrad manually created an Epithelial Mesenchymal Transition (EMT) network
from literature and used it for filtering a cancer data set before applying Lasso feature
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Fig. 3.1: Prior knowledge is generally available in three different forms, for which differ-
ent integration strategies are typically applied by prior knowledge approaches. Figure
created with BioRender.com.

selection [198]. Such filtering approaches are simple and can also reduce the runtime of
subsequently applied traditional approaches. However, filtering approaches also prevent
the discovery of previously unknown associations. To address this issue, approaches
like Biological Pathway-based Feature Selection (BPFS), SoFoCles, or RelSim carry
out traditional feature selection first and (iteratively) extend that list by features from
prior knowledge afterwards [15, 132, 148]. If the partially-associated entitites are gene
annotations rather than genes, then this information can be used to incorporate the
notion of semantic similarity into the selection process. The actual integration strategies
differ in their processing steps and range from computing scores for annotation terms
from annotated genes, creating and ranking GO term paths, clustering GO terms, to
adapting Google’s PageRank algorithm [2, 3, 18, 133, 135, 169, 185, 234].

Available relevance information for features, e.g. association scores, can be incorpo-
rated using a mathematical framework. The simplest form of a mathematical frame-
work applied in this context is a combined score from statistical data characteristics,
e.g. expression behavior across samples, and biological relevance from prior knowledge,
e.g. gene-disease association scores [75, 98, 171, 244]. More advanced approaches in-
corporate prior knowledge via Bayesian priors or penalty terms to apply regression or
regularization methods, respectively [21, 68, 117, 153, 207, 209, 210, 216, 247, 257, 261,
265].

Topological information, such as gene-gene interactions or networks, can be intertwined
with statistical data characteristics during an iterative selection process. As such,
protein-protein interactions (PPIs) can be used to recalibrate gene relevance scores based
on the scores of interaction partners or to compute correlation scores [127, 149]. Other
approaches map genes, gene clusters (with similar expression values), gene correlations,
or gene correlation clusters to PPI networks to identify hub genes [8, 131, 217, 218].
Feature extraction approaches carry the notion of integrating external knowledge even
further by replacing genes by (sub-)networks as features. This requires two steps. First,
identifying relevant pathways or (sub-)network modules as features. Second, mapping
the original genes to the new feature space. Identifying pathways or (sub-)networks as
potentially new features can be achieved by examining the expression levels of their mem-
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ber genes. For example, pathways or network modules can be ranked based on the mean
expression values of their member genes, or the correlation thereof, to class labels [113,
170]. Other approaches examine the enrichment with differentially expressed genes or
compute principal components for a pathway or network module [38, 76]. New feature
values are then computed via different strategies: some use the mean or normalized sum
of the expression values of all genes that are contained in the feature [74, 76]. More ad-
vanced approaches use significance values, e.g. a p-value, for the correlation between the
expression levels of member genes and class labels [41, 113, 262]. Other approaches use
logistic regression or single-sample Gene Set Enrichment Analysis (ssGSEA) to compute
new feature values [5, 16, 170].

3.1.2 Insights

We conducted a quantitative comparison of 47 existing prior knowledge approaches (see
Table 10.12 in the appendix), which reveals multiple issues with the current state of
the art and thus further motivates the contributions of this thesis. In the following, we
summarize major findings and discuss practical implications.

Prior knowledge approaches are not generally available to the research com-
munity. From the approaches examined, only 16 percent provide the actual source
code or an application. The sources of a further seven percent are no longer available,
whilst pseudo-code is provided for seven percent of the approaches. For the remaining
70 percent, only their methodological approach description exists in the corresponding
publication. Unavailable source code is a major barrier for a widespread application. On
the one hand, results cannot be reproduced. On the other hand, the approach cannot be
tested and compared to other approaches in a broader context. Ultimately, approaches
with unavailable sources will not be adopted by the community for use in practice.

Prior knowledge approaches are not flexible. Only 16 percent of the examined
approaches allow for custom adjustments, e.g. changing the applied knowledge base,
statistical approach, or other configurations. Less than ten percent of the approaches
were built with the intention of serving a general purpose and to be applied to different
use cases. Nearly thirty percent of all approaches require considerable effort, either a)
in advance, to transform the expression data or prior knowledge, or b) to adapt them
for other use cases. Still, approaches integrating topological network information are the
most flexible in regards to the prior knowledge input, as they typically only require some
kind of network as input. The inflexibility of prior knowledge approaches makes it hard
for them to be integrated seamlessly into other workflows, which is yet another obstacle
to their broader application in practice.

Prior knowledge approaches are seldom cross-validated across data sets, al-
though research suggests an improved robustness. From the approaches reviewed,
less than 14 percent apply a cross-validation across data sets. Two thirds of the ap-
proaches predominantly use traditional cross-validation methods, e.g. k-fold or holdout
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methods. But the remaining third of the approaches still does not apply any cross-
validation strategy during evaluation. A thorough cross-validation strategy is essential
for prior knowledge approaches — as it is in general for biomedical applications — to
prove the robustness of approaches, as research expects integrative approaches to de-
liver more robust results [19, 151]. Consequently, the validation practice in the current
research is insufficient, as it does not provide reliable insights into the actual robustness
of the approaches.

Demonstrated improvements of prior knowledge approaches are often only
relative assessments with limited validity. For three thirds of the approaches ex-
amined, their effectiveness is assessed by comparing them solely with traditional ap-
proaches. Around 27 percent of the approaches examined are compared with at least
one other prior knowledge approach, while less than twenty percent are compared with
both traditional and prior knowledge approaches. These results show that the findings
drawn from these evaluations are only valid within a limited scope: demonstrated im-
provements are only relative assessments, e.g. proving that a prior knowledge approach
that modifies a traditional approach supersedes it.

3.2 Benchmarking in Bioinformatics

Benchmarking is essential to show the effectiveness of existing and newly developed
approaches in a broader context. Benchmarking results allow important conclusions to be
drawn regarding the practicability, usefulness, reliability, and robustness of approaches.
For both traditional approaches and differential expression analysis, there are already
multiple benchmarking studies [7, 14, 48, 82, 138, 163, 173, 182]. However, no such
benchmarking studies exist for prior knowledge approaches. This is mainly due to two
issues with prior knowledge approaches: they are not available for practice and extensive
effort is required to set up such a benchmarking experiment. Execution pipelines that
include steps for preprocessing, feature selection, classification, and subsequent result
set assessment must be implemented. Furthermore, for prior knowledge approaches,
knowledge bases must be accessed and their output must be matched, e.g. to receive the
correct gene identifier format.

3.2.1 Benchmarking Tools — State of the Art

The idea of reproducible benchmarking in bioinformatics has gained increasing attention
recently. We have examined related works in this research area and summarized them
according to selected criteria in Table 3.1.

Numerous efforts are being made to define data sets for benchmarking via high-quality
curation or simulation strategies. VariBench and the Genome in a Bottle (GiaB) con-
sortium provide gold standards from real-world data for analyzing genetic variants, e.g.
for variant detection or effect prediction [139, 183, 267–269]. GeneSetBenchmark and
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RNAontheBENCH constitute two alternatives for benchmarking gene expression data
in the context of differential expression analysis and network derival [4, 66]. Other ap-
proaches like SimBA or GeneNetWeaver concentrate on simulating gene expression data
sets, e.g. from gene regulatory networks or transcript annotations [11, 187].

Besides providing gold standards for benchmarking, the analysis results need to be
assessed with standard evaluation metrics. Such tools typically compute standard eval-
uation metrics and create visualizations from the results; some of them also support the
evaluation of the intermediate pipeline results [11, 187, 205, 212].

While the aforementioned approaches concentrate on benchmark data sets and assessing
the analysis outcomes, they do not address the actual design and execution of the bench-
mark experiment. There are multiple R packages that can be applied to execute gene
expression analysis pipelines automatically, some of them enabling the choice from a
specified set of approaches, e.g. for normalization, feature selection, or classification [39,
49, 211, 253]. Frameworks of more general scope allow experiment pipelines to be flexibly
designed and individually configured, and even enable the comparison of results from
nested pipeline variations [65, 105, 214]. Such frameworks only provide the underlying
pipeline orchestration, which makes them applicable to nearly any use case. They are,
therefore, the most flexible and allow custom implementations to be included. However,
the functionality for all pipeline steps must be provided and dealt with by the user, e.g.
identifier mapping or visualizations.

There are only a few benchmarking suites that cover all aspects of benchmarking, ranging
from providing gold standards to pipeline execution and evaluation [20, 64, 167, 231].
They all provide a choice of state of the art methods and support the full benchmarking
process.

3.2.2 Insights

The publication years of the reviewed approaches clearly indicate that reproducible
benchmarking is an emerging topic of research, as all approaches have been published
since 2015. However, there are still opportunities for improvement.

Benchmarking biomarker detection approaches for gene expression data sets
is not fully supported. While there are predominantly approaches for gene regulatory
network inference methods that support the full benchmarking process, the complete
benchmarking process is sparsely covered in other areas. General purpose approaches
like SummarizedBenchmark, pipeComp, or CellBench are the most flexible in their ap-
plication, although they do not provide the necessary administrative functionality, e.g.
identifier mapping or visualizations [65, 105, 214]. Instead, users need to provide the
complete code of applied methods on their own. Only few approaches are actually ex-
tensible and allow custom approaches to be added [20, 105, 167].
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The specific needs of benchmarking prior knowledge approaches are cur-
rently not addressed. Prior knowledge approaches imply higher implementation ef-
forts, as they require additional external information. None of the benchmarking ap-
proaches provide access to any kind of biological knowledge, but rather concentrate on
quantitative performance metrics, e.g. classification accuracy. Only one of the approaches
presented supports general cross-validation strategies [49]. However, unified access to
multiple knowledge bases and cross-validation strategies, especially across data sets, are
essential for benchmarking prior knowledge approaches.

3.2.3 Implications for the Contributions of this Thesis

The insights derived from the quantitative reviews of both prior knowledge approaches
and benchmarking tools are correlated: an extensible benchmarking tool that addresses
the specific needs for prior knowledge approaches can improve their general availability
and enables the design of flexible solutions. Increased availability and flexibility of prior
knowledge approaches will facilitate their broader application, which will subsequently
promote more benchmarking studies. These can be executed with a corresponding bench-
marking tool, which allows asking broader questions, e.g. regarding the impact of the
chosen knowledge base and integration strategy on biomarker robustness. The contri-
butions of this thesis address these needs in three steps. First, we identify common
integration concepts that are applied by prior knowledge approaches. Second, we imple-
ment selected integration concepts in a benchmarking tool. Third, we use the developed
tool for a benchmarking study to examine the effectivity of prior knowledge approaches.

3.3 Summary

This chapter described relevant work on both prior knowledge approaches and bench-
marking systems for assessing the effectiveness of omics analysis methods. Prior knowl-
edge approaches generally apply different strategies to incorporate prior knowledge. As
such, they can use a) lists of entities, e.g. genes or annotation terms, to adapt an exist-
ing gene set or use similarity measures to group semantically similar genes, b) relevance
information, e.g. gene-disease associations, to use them as additional weight, prior, or
penalty term, and c) topological information, e.g. protein-protein interaction networks,
for iterative score recalibration or feature extraction strategies. However, most of the ap-
proaches presented here are either not available to the general public or are not flexible
enough to adapt for different use cases. This leads to a currently insufficient assessment
of the effectiveness of prior knowledge approaches that leaves many questions unan-
swered, e.g. on the actual robustness. In turn, there are many tools for benchmarking
omics data sets and computational analysis methods, e.g. by providing benchmark data
sets or built-in standard evaluation measures. However, no such tool exists that a) sup-
ports the complete analysis process for biomarker detection on gene expression data sets
and b) explicitly meets the needs for prior knowledge approaches.
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Making Prior Knowledge Approaches Flexible:
Defining Prior Knowledge and Integration Strategies

This chapter deals with the conceptual description of both prior biological knowledge
and prior knowledge approaches. In order to be able to incorporate prior knowledge into
feature selection, we need to identify what kind of prior knowledge can be combined with
gene expression data and subsequently specify a joint definition thereof. Consequently,
we derive different levels of prior knowledge from reviewing existing knowledge bases. We
then describe common integration strategies for the different levels, and further clarify
under what assumptions prior knowledge can be transformed to a level that is suitable
for a particular integration strategy. Finally, we present novel generalized concepts of
prior knowledge approaches that apply the defined prior knowledge levels.

4.1 A Conceptual Definition of Prior Biological Knowledge for
Gene Expression Data

Prior biological knowledge has already been applied in a multitude of feature selection
approaches on gene expression data [98, 148, 171]. Most of these approaches incorporate
prior knowledge that is manually prepared for a particular use case and consequently do
not provide a definition of prior knowledge that is more generally applicable. The few
approaches that provide a more formal description define and distinguish prior knowl-
edge primarily based on the type of resource that is provided [68, 207, 264]. For example,
Zhao et al. define three types of prior biological knowledge that can be incorporated into
feature selection [264]: gene similarities, gene functions, and gene interactions. However,
the focus of such definitions is rather on differentiating prior knowledge into the kind of
provided information instead of finding a joint definition for automated prior knowledge
retrieval from online resources.

In the scope of this work, we therefore define prior biological knowledge as curated
information on biological entities and processes and particularly concentrate on prior
knowledge that is available in public online knowledge bases and can be automatically
retrieved from there. Prior knowledge, however, can only bring added value to an analysis
if it connects to the limited biological context inherently present in a gene expression
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data set: this includes the features, i.e. genes, and the use case context, e.g. if we want
to classify samples into particular disease (sub-) types. We therefore focus exclusively
on the kinds of prior knowledge that provide such connection points. In Chapter 2,
we already presented online knowledge bases whose prior knowledge appears suitable
for integration into feature selection on gene expression data. Subsequently, we analyze
these knowledge bases regarding their expected input and delivered output to derive
a conceptual notion of prior knowledge (see also Table 10.1 in the appendix for an
overview).

In general, every knowledge base requires some kind of input for which related prior
knowledge is provided. Thus, we define the process of prior knowledge retrieval as an
individual function per knowledge base kb

fkb : qt→ pkqt
kb, for qt ∈ QT, pk

qt
kb ∈ PK (4.1)

that maps a given query term qt to prior knowledge pkqt
kb that is part of PK, which

we will define in more detail later. In the scope of this work, the set of applied query
terms QT can contain gene identifiers from the set of human genes G, but also other
biological search terms, e.g. a disease name. The retrieved prior knowledge pkqt

kb contains
biological information from knowledge base kb that shows — according to the internal
search strategy of kb — a relation to the query term qt. While pkqt

kb can contain a lot
of information that does not necessarily connect to the restricted biological context in a
gene expression data set, we limit our considerations here to the kind of prior knowledge
that can be used for our purposes. We also do not examine the heterogeneous data for-
mats in which prior knowledge can be returned by a knowledge base (see also our review
in Table 2.5), as this issue is related to implementation instead of conceptualization.

We define prior knowledge PK as a set of biological information pk that was retrieved
from a knowledge base kb ∈ KB for a query term qt ∈ QT

PK = {pkqt
kb : qt ∈ QT and kb ∈ KB} (4.2)

From a conceptual point of view, pkqt
kb can take three forms based on the provided

information content:

pkqt
kb


pk1qt

kb, a set of entities

pk2qt
kb, a set of scored entities

pk3qt
kb, a set of gene-gene interaction networks

(4.3)

pk1qt
kb constitutes first-level prior knowledge, which is a set of entities ai retrieved for

a query term qt
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pk1qt
kb = {ai}i=1...|M |, with ai ∈M,M ⊆ G or M ⊆ D or M ⊆ A (4.4)

The entities ai are either a set of genes from G, diseases from D, or annotation terms
from A.

pk2qt
kb constitutes second-level prior knowledge, which is a set of scored entities

pk2qt
kb = {(ai, rsi)}i=1...|M |, with ai ∈M,M ⊆ G or M ⊆ D or M ⊆ A, rsi ∈ R+

(4.5)

that contains tuples of an entity ai and a relevance score rsi. ai can be of the same type as
first-level prior knowledge, e.g. genes. The relevance score rsi for an entity ai quantifies
how strongly it is related to the query term qt. rsi is provided by the knowledge base
and typically based on the number and reliability of evidences found.

pk3qt
kb constitutes third-level prior knowledge and is a set of gene-gene interaction

networks

pk3qt
kb = {ni}i=1...|N |, ni ∈ N,ni = (Vi, Ei), Vi ⊆ G,Ei ⊆ G×G (4.6)

where each network ni from the set of retrieved networks N consists of a set of genes as
nodes Vi and a set of gene-gene interactions as edges Ei.

The level of prior knowledge correlates with the provided information content: while
first-level prior knowledge contains a list of entities that are generally related to the
query term, second-level prior knowledge additionally provides scores that quantify these
relationships. Third-level prior knowledge, i.e. networks, even provides topological infor-
mation and relations between single entities. Consequently, higher levels of prior knowl-
edge have a higher information content and can be applied to more complex integration
strategies during biomarker detection.

4.2 Transforming Prior Knowledge Levels

Typically, a knowledge base provides only one level of prior knowledge. For example, an
annotation knowledge base like COSMIC provides disease genes as first-level prior knowl-
edge, a meta knowledge base like Open Targets provides gene-disease associations as
second-level prior knowledge, and an interaction knowledge base like PathwayCommons
provides pathways as third-level prior knowledge [33, 60, 108]. Consequently, not all
knowledge bases are suitable by default for all kinds of prior knowledge approaches. It
is, however, possible to transform their default level of prior knowledge into a higher or
lower level. To make knowledge bases usable for a wide range of prior knowledge ap-
proaches, we describe transformation strategies for the different levels of prior knowledge
and discuss potential constraints in the following subsections.
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4.2.1 Transforming Higher-Level Prior Knowledge into Lower-Level Prior
Knowledge

Transforming prior knowledge of a higher level into a lower level always means a reduc-
tion of the information content in prior knowledge. Consequently, the transformation
process mainly involves reduction or aggregation strategies. There are three cases of
transformation that we describe here: transforming second- into first-level prior knowl-
edge, transforming third- into second-level prior knowledge, and transforming third- into
first-level prior knowledge.

The transformation of second-level prior knowledge, e.g. gene-disease associations, into
first-level prior knowledge, e.g. genes, is straightforward. We define a transformation
function

tr2→1 : {(ai, rsi)}i=1...|M | → {ai}i=1...|M |,

with ai ∈M and M ⊆ D or M ⊆ A or M ⊆ G (4.7)

that takes second-level prior knowledge as input and returns the corresponding first-level
prior knowledge. As both types of prior knowledge can contain entities of the same type,
it is sufficient to remove all relevance scores rsi from second-level prior knowledge and
keep the remaining entities ai to form first-level prior knowledge.

When transforming third-level prior knowledge, e.g. networks, to second-level prior
knowledge, e.g. gene-disease associations, we can apply a similar extraction strategy
as shown in Equation (4.7) by defining a transformation function

tr3→2 : {ni}i=1...p → {(aj , rsj)}j=1...o,with ai ∈ Vall, o = |Vall|, Vall =
p⋃

i=1
Vi (4.8)

that extracts the entirety of nodes Vall from every network ni that was contained in
third-level prior knowledge to build second-level prior knowledge. As a network ni is
composed of gene-gene interactions, i.e. Vi ⊆ G, we consequently can only derive genes
as entities for first-level prior knowledge. In addition, we need to find a quantification
of relevance rsj for each extracted entity aj . There are many options for computing rsj

based on the topographical information in the network, e.g. the number of interaction
partners [117, 247, 265]. We choose to assess the relevance of a gene aj based on the
number of its interaction partners in every network by computing a relevance score rsj

for gene aj from the sum of its percentile connectedness ranks prj,i, normalized by the
overall number of pathways Naj

that contains gene aj :
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rsj =
∑|Naj

|
i=1 prj,i

100× |Naj |
(4.9)

prj,i is the percentile connectedness rank of aj in a network ni, where we rank each gene
aj by its number of interaction partners in ni. While prj,i ranges between 0 and 100, we
add 100 to the calculation to rescale the final relevance score rsj to a value between 0
and 1. Our method favors genes that have many interaction partners, i.e. serve as hub
genes, and favors them even more if they serve as hub genes in multiple networks.

If third-level prior knowledge is transformed into first-level prior knowledge, we can apply
the same transformation schema as in Equation (4.8), but leave out the computation of
a relevance score

tr3→1 : {ni}i=1...p → {(aj}j=1...o, with ai ∈ Vall, o = |Vall|, Vall =
p⋃

i=1
Vi (4.10)

4.2.2 Transforming Lower-Level Prior Knowledge into Higher-Level Prior
Knowledge

Transforming prior knowledge from a lower to a higher level involves increasing the
provided information content. This, however, can only take place if particular constraints
are met.

First-level prior knowledge can be transformed into second-level prior knowledge via a
transformation function

tr1→2 : {{a1, . . . ap}j}j=1...|KBquery| → {(ak, rsk)}k=1...|M |,

with M =
|KBquery|⋃

j=1
{a1, . . . , ap}j ,M ⊆ D or M ⊆ A or M ⊆ G, rsk ∈ R+ (4.11)

that takes as input multiple sets of first-level prior knowledge {a1, ..., ap}j retrieved for
the same input entity from multiple knowledge bases KBquery. Furthermore, all ai must
be of the same type, e.g. only contain genes. The output of tr1→2 is then second-level
prior knowledge which contains a tuple for every entity ai that occurs in the sets of first-
level prior knowledge. These tuples consist of the entity ak and an assigned relevance
score rsk that reflects the evidence level for ak across the queried knowledge bases
KBquery. This scheme is internally applied in a more sophisticated manner by meta
knowledge bases like Open Targets and DisGeNET, which provide cumulative relevance
scores based on the evidences provided by the integrated knowledge bases [142, 166].

The transformation processes for first- and second-level prior knowledge to third-level
prior knowledge follow the same scheme, except that the query term qti used for prior
knowledge retrieval must be provided as well.
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For transforming first-level prior knowledge, e.g. genes, to third-level prior knowledge,
e.g. networks, we define a transformation function

tr1→3 : {(qti, {aj}j=1...p)k}k=1...|QT |·|KBquery| → {nl}l=1...|N |

with ∀(qti, {aj}j=1...p) : qti ∈ G or aj ∈M,M ⊆ G (4.12)

that transforms a set of query terms and their correspondingly retrieved prior knowledge
to a set of networks N . The transformation function tr2→3 for transforming second-
level prior knowledge, e.g. gene-disease associations, to third-level prior knowledge, e.g.
networks, works analogously. However, a transformation for both first- and second-level
prior knowledge is only possible if in (qti, {aj}j=1...p)k at least the query term qti or the
retrieved entities aj are genes.

If both the query term qti and the entities aj are genes, every aj can be interpreted as
an interaction partner of qti. As such, one set of first- or second-level prior knowledge is
already sufficient to create a star-shaped network nl with qti and every retrieved aj as
nodes and edges drawn between qti and every aj . If multiple sets of first- or second-level
prior knowledge are provided, these star-shaped networks can be merged on joint nodes
to a larger network. In case second-level prior knowledge is used, the relevance score rsj

can additionally serve as edge weight for the edge between qti and aj .

If only the query term qti is a gene, the retrieved entities aj can be interpreted as
annotation terms of gene qti. From this kind of information, it is possible to create a
network nl by using all qti ∈ QT as network nodes and drawing edges between them
if they share the same annotation term aj in their retrieved prior knowledge [135]. To
create such a network, however, we need prior knowledge retrieved for at least two
different query terms, i.e. |QT | > 1.

If only the retrieved entities aj are genes and qti is some other biological term, e.g.
a disease name, the retrieved entities aj share the same annotation term qti and can
thus be considered as interaction partners. As such, we can already construct a densely
coupled network nl from a single set of prior knowledge where all entities aj are nodes
that are connected with each other. If multiple sets of prior knowledge that share at
least one entity aj are provided, we can join these entities to a larger set from which the
densely coupled network is then created. When transforming first- or second-level prior
knowledge, i.e. entities or scored entities, to third-level prior knowledge, i.e. networks,
it is likely that the result will be a single large network, i.e. |N | = 1.

4.3 Strategies for Integrating Prior Knowledge into Feature
Selection

Feature selection is the process of identifying the most relevant features in a data set.
In the context of classifying gene expression samples, a relevant feature is a gene that
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enables the distinction of samples into their separate classes. Traditional feature selection
approaches assess the relevance of a gene based on its signals in a given data set [7].
The input data set is a gene expression matrix GE of size q× r, in which an entry gei,j

captures the expression level of a gene gi ∈ GGE for a sample saj ∈ S, with |GGE | = r

and |S| = q. In addition, there exists a set of class labels L and a label assignment LA
that assigns each sample saj to a class label l ∈ L.

We define a traditional feature selection approach as a function ftrad that processes the
given input into a set of candidate genes Gtrad ⊆ GGE

ftrad : (GE,GGE , LA)→ Gtrad (4.13)

or

ftrad : (GE,GGE , LA)→ (Gtrad, Rtrad) (4.14)

with or without returning a feature ranking Rtrad, respectively. Gtrad contains the can-
didate genes, which are either a fixed set that was determined by the feature selection
approach, e.g. Lasso, or the top k genes, with 1 ≤ k ≤ |GGE |, which have the highest
score in an accompanied ranking. The ranking

Rtrad := {(gi, s
trad
i )}i=1...|GGE | (4.15)

that consists of tuples of a gene gi and its relevance score strad
i .

Prior knowledge approaches obtain the relevance of a gene gi from both its signals in
the data and its biological importance according to prior knowledge. We thus adapt the
initial definition for feature selection to also include prior knowledge PK

fpk : (PK,GE,GGE , LA)→ Gpk (4.16)

or

fpk : (PK,GE,GGE , LA)→ (Gpk, Rpk) (4.17)

that again produces a set of candidate genes Gpk with or without a ranking

Rpk := {(gi, s
joint
i )}i=1...|GGE | (4.18)

where sjoint
i is based on both the data signals and biological relevance of the gene.

The actual integration strategy of a prior knowledge approach and the required level of
prior knowledge can differ between approaches. However, we can still classify prior knowl-
edge approaches into distinct types of modifying, combining, and network approaches
based on how thorough that prior knowledge is integrated into the selection process.
In the following subsections, we describe the general integration strategies of the differ-
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ent types. Additionally, we provide a corresponding classification of related approaches
presented from Section 3.1 in Tables 10.8 to 10.11 in the appendix.

4.3.1 Modifying Approaches

Modifying approaches typically work in combination with a traditional feature selection
approach, by forming a two-level selection process. In a modifying approach, a feature
set that was retrieved either from a knowledge base, e.g. first- or second-level prior
knowledge, or a traditional feature selection approach is subsequently adapted in a
filtering or extending manner. Figure 4.1 depicts the two general processing schemes
that are followed by modifying approaches. Depending on the point in time a feature
set is adapted by prior knowledge, we split up modifying approaches into those applying
pre- and post-modification.

Fig. 4.1: The two possible process flows for modifying approaches, modeled in BPMN 2.0.
Prior knowledge can be incorporated into feature selection either at the very beginning
for filtering (upper part of the process) or at the end, to filter or extend an existing
feature set retrieved by traditional feature selection (lower part of the process).
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Pre-modification

A pre-modification approach as depicted in the upper part of Figure 4.1 uses prior
knowledge directly on the input data set before any further data analysis is carried
out [58, 98]. If a ranking Rpk can already be produced, e.g. from the relevance scores
of second-level prior knowledge, feature selection can stop after this step. However, this
does not take the statistical information present in the data set into account. A two-level
approach instead uses the derived feature set Gpk to first filter the original input matrix
GE to a new matrix GEpk whose columns correspond to Gpk and then apply any desired
feature selection strategy afterwards.

When prior knowledge is used for prefiltering in such a two-level approach, it can reduce
the computational runtime of advanced feature selection approaches that have a high
computational complexity. However, prefiltering also prevents the discovery of previously
unknown relationships that are present in the data set.

Post-modification

If prior knowledge is applied in a post-modification manner as depicted in the lower part
of Figure 4.1, both traditional feature selection and prior knowledge-based scoring can
be carried out in parallel to produce two separate feature sets Gtrad and Gpk with or
without a ranking Rtrad and Rpk, respectively. These are subsequently combined in a
filtering or extension manner to form a new feature set Gmod, e.g. via Gtrad ∪ Gpk. If
rankings Rtrad and Rpk exist, Gmod is based on the ranking

Rmod := {(gi, s
mod
i )}i=1...|GGE |,with smod

i ∈ Rtrad or smod
i ∈ Rpk (4.19)

where the score smod
i of a gene gi comes from either traditional feature selection or from

prior knowledge-based scoring, depending on the chosen approach.

Filtering a feature set, however, can prevent the discovery of unknown associations,
which is sometimes not desirable. In contrast, using both feature sets to extend each
other enables the detection of relevant features that have weak signals in the data, e.g.
due to processing errors.

4.3.2 Combining Approaches

Unlike modifying approaches, combining approaches incorporate both data signals and
prior knowledge in a joint processing step to produce a combined feature set Gcomb with
or without a ranking Rcomb, as depicted in Figure 4.2. This way, genes showing weak
signals in the data but strong evidence found in a knowledge base can still be selected
for Gcomb. The same is valid for genes showing strong signals in the data but having
no evidence in knowledge bases. Combining approaches thus allow genes that have both
well- and unknown relations to the use case context to be detected.
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Fig. 4.2: Process flow of combining prior knowledge approaches. Both statistical data
characteristics and biological relevance are considered in a joint processing step to com-
pute a feature set Gcomb and (optionally) a corresponding ranking Rcomb whose scores
reflect both aspects.

The actual selection strategy for Gcomb varies for the individual approaches. Still, com-
bining approaches can be separated into those applying a formal framework to include
prior knowledge and those following a multi-stage processing that periodically blends
in prior knowledge, e.g. via multiple clustering stages. We thus separate combining ap-
proaches into the two subtypes of formal frameworks and process-oriented combinations.

Formal Frameworks

Combining approaches that apply a formal framework to select a set of candidate genes
Gcomb require a definition of feature relevance regarding both its statistical character-
istics in the data set and its biological importance from prior knowledge. While such
formal definitions are inherently available for statistical characteristics from traditional
feature selection approaches, the biological relevance of a feature must be provided sepa-
rately. From the three levels of prior knowledge, only second-level prior knowledge, i.e. a
list of scored entities, quantifies the biological relevance of an entity. As such, combining
approaches that apply a formal framework are restricted to work with second-level prior
knowledge only. This biological relevance is typically incorporated as an extra weight
into the computation process, e.g. as Bayesian prior, regression weight, or penalty term
to use in regression or regularization methods(see also Tables 10.8 to 10.11 in the ap-
pendix) [68, 153, 207].

Process-oriented Combination

In contrast to formal frameworks, a process-oriented combination of prior knowledge
and statistical characteristics interleaves both information types in multiple processing
steps. The expected level of prior knowledge cannot be generalized here, as the required
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level of prior knowledge strongly depends on the actual processing steps, which can vary
widely from iterative score recalibration, clustering of the data or of prior knowledge,
network construction and mapping, to correlation computations [8, 131, 169].

4.3.3 Network Approaches

Network approaches are the most complex form of integrating prior knowledge, as they
select networks or subnetworks — in the following, uniformly referred to as networks
— from third-level prior knowledge, e.g. pathways, as features. Consequently, network
approaches are rather a feature extraction strategy, as they replace the original feature
space of genes by networks. Fundamental for network approaches is the assumption
of network locality of genes. Genes that are linked via the same network or pathway
participate in the same biological process and share similar functions [117]. Sharing
similar functions results in similar expression levels and patterns, i.e. co-expression [54,
249]. The effect increases the closer two genes are in the network [244]. As such, disease
genes, in particular, tend to build densely coupled subnetworks [132].

Consequently, using networks as features enhances analysis in multiple aspects. First,
it reduces the chance of noise propagation: while expression levels of single genes can
correlate by chance with an outcome, this is far more unlikely for expression levels of
a majority of genes in a network [257]. Second, it reduces redundancy in the selected
feature set: genes in a network typically show joint expression behavior. When selecting
genes as features, it can thus happen that multiple genes showing strong statistical
signals and belonging to the same underlying pathway are selected for the final feature
set. This leads to a particular process being overrepresented in the feature set, thus
introducing redundancy. Third, networks likely include important marker genes that
could be mistakenly ignored in gene-based feature selection, e.g. because they are not
differentially expressed.

Fig. 4.3: Process overview for network approaches. Features are optionally derived first
from third-level prior knowledge and ranked subsequently. In addition, the original fea-
ture space of the input data set must be transformed to the new feature space.
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Figure 4.3 depicts the processing steps for network approaches. At first, third-level prior
knowledge is used to compute a new set of features Fnet and a corresponding ranking

Rnet := {(fi, s
net
i )}i=1...|Fnet|, fi ∈ Fnet (4.20)

If the retrieved third-level prior knowledge consists of a single network n1, the set of
features Fnet must be derived from that network first, e.g. as subnetworks or network
motifs. These can be detected via standard search strategies, e.g. greedy search, or by
correlating the expression values of interacting genes, e.g. via single-sample Gene Set
Enrichment (in which genes are coordinately up- and downregulated) [16]. If a set of
networks N is provided, a network ni can be directly used as feature, i.e. ni = fi with
N = Fnet, for which a relevance score snet

i will be computed. The relevance scores of
network-based features like pathways are typically based on the expression levels of
their member genes, e.g. the mean expression values, and their correlation with sample
classes, e.g. via differential expression or significance tests.

In order to allow for further processing after feature selection, e.g. classification, network
approaches need to carry out an additional processing step after the actual feature
selection: transferring the original feature space G into the new feature space Fnet.
For this purpose, new feature values — so-called pathway activity scores — must be
computed from the input data set GE to achieve the mapped data set GEnet. Such a
computation typically incorporates the expression levels of all or of a particular subset
of member genes, also by correlating these to sample class labels [41, 76, 113].

4.4 Generalized Approaches to Flexibly Integrate Prior
Knowledge into Feature Selection

While existing prior knowledge approaches can be categorized into the aforementioned
classes, they still face the challenges described in Section 3.1.2: existing approaches
are custom solutions that are not flexible regarding the applied knowledge base and
— if they are modifying or combining approaches — the applied traditional feature
selection approach. In the following, we describe our concepts for modifying, combining,
and network approaches that address these issues. We assume that prior knowledge is
retrieved for a set of predefined query terms, i.e. qtj ∈ QT , and that the entities of first-
and second-level prior knowledge correspond to genes, i.e. ai ∈ G.

4.4.1 Modifying Prior Knowledge Approaches

We define concepts for three modifying approaches that are generalized to work with any
given traditional feature selection approach — as long as it produces a feature ranking
— and first- or second-level prior knowledge with genes as entities. For every approach,
we first extract all entities ai from the retrieved prior knowledge to build Gpk. In the



4.4. Generalized Approaches to Flexibly Integrate Prior Knowledge into
Feature Selection 49

following, Gpk refers to the set of genes derived from the prior knowledge retrieved for
the individual approaches.

4.4.2 Prefiltering Approach

For the first modifying approach, we apply a function

ffilter : (Gpk, GE)→ (GE′q′×r),with q′ = |G′GE |, G′GE = Gpk ∪GGE (4.21)

that filters the features, i.e. genes GGE , of an input matrix GE to only contain features
that were present in the provided first-level prior knowledge Gpk. The reduced matrix
GE′, the reduced feature set G′GE , and the label assignment LA are then provided to
traditional feature selection

ftrad(GE′, G′GE , LA)→ (Gtrad, Rtrad) (4.22)

to receive a ranking of the remaining features G′GE that is based on the statistical
characteristics of the data. As all genes that were not provided in prior knowledge are
removed in this approach, it prevents unknown interactions and relations between genes
from being detected.

4.4.3 Postfiltering Approach

The second filtering approach first applies any desired traditional feature selection strat-
egy as described by Equation (4.13) and then filters the produced ranking Rtrad after-
wards to receive a new ranking Rmod that contains only those genes Gpk that were
retrieved from first-level prior knowledge:

Rmod := {(gi, s
trad
i )}i=1...|G′

GE
|,with gi ∈ G′GE , G

′
GE = Gpk ∪GGE (4.23)

For univariate feature selection approaches that do not require an additional correction
for multiple statistical testing, e.g. t-tests using Bonferroni correction, results of both
pre- and postfiltering approaches will be the same. However, results of both pre- and
postfiltering approaches will differ for multivariate feature selection approaches that in-
corporate gene-gene dependencies, e.g. Information Gain, or apply additional corrections
for multiple testing.

4.4.4 Extension Approach

The last modifying approach extends a feature set that is retrieved with a traditional
feature selection approach by genes that are contained in the retrieved prior knowledge.
The aim of this extension approach is that every feature set of arbitrary size selected
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should consist of nearly equal parts of a) genes highly ranked from traditional feature
selection and b) genes retrieved from prior knowledge. For that we define a function

fext : (Gpk, GE,GGE , LA)→ (Gtrad ∪Gext, Rtrad) (4.24)

that receives as additional input the set of genes Gpk contained in the retrieved prior
knowledge, and returns the traditional ranking Rtrad. In addition, fext returns an
adapted feature set in which half of the k features are selected based on their tradi-
tional score, i.e. originate from Gtrad with |Gtrad| = 2/k, and the other half is selected
from Gext = GGE ∪Gpk with |Gext| = 2/k. If second-level prior knowledge is available,
Gext contains those genes gi with the highest relevance score rsi assigned.

4.4.5 Combining Approach

Our combining approach applies a formal framework to compute the relevance score of
a feature. Consequently, it requires second-level prior knowledge. It can be applied to
any traditional feature selection approach that produces feature relevance scores and be
combined with any knowledge base providing second-level prior knowledge. The objective
behind this approach is to consider both the data characteristics and the biological
relevance of a gene for score computation. By this, it should be possible to select genes
that do not show a strong signal in the data, e.g. due to processing errors, but are known
to play an important role in the disease at hand. Vice versa, our approach should also
favor genes that show a strong signal in the data, even if no evidence is provided in prior
knowledge. Consequently, our approach computes a relevance score

si(gi) = rsi · strad
i (4.25)

for a gene gi by introducing its biological relevance rsi as additional weight to its statisti-
cal relevance strad

i . If no second-level prior knowledge exists for gi, we assign a minimum
default value of rsi = 0.1−5. strad

i can be provided by any feature selection approach
that computes a statistical relevance, e.g. variance or Lasso feature coefficients.

4.4.6 Network Approach

The third approach we present selects features from a given set of networksNP K that was
retrieved as third-level prior knowledge from a knowledge base. As we do not apply any
motif detection algorithm in advance, we require |NP K | > 1 to be able to select multiple
features. In order to produce a ranking of networks as described in Equation (4.20), we
compute a score si for every network ni ∈ NP K that extends the strategy described
by Tian et al. [229]. The authors consider a network ni to be relevant if its member
genes gj show a coordinated expression behavior with the sample classes. To retrieve a
relevance score for a network ni, Tian et al. compute the average from the t-test statistic
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scores of its member genes, which assesses the probability whether ni is altered in the
disease. However, as t-tests can only be used for binary comparisons, this method is not
applicable when comparing more than two classes, e.g. disease subtypes. Building on
this, we extend the method of Tian et al. to be applicable to such use cases by using
F-test statistic scores instead of t-test. Hence, we compute the relevance score si for a
network ni as the average F-test statistic score from its member genes Vi. Fgj , which is
the individual F-test statistic score for a gene gj ∈ Vi, denotes if the expression values
of gj across all samples are correlated to the samples’ class assignments.

si(ni) =
∑|Vi|

j=1 Fgj

|Vi|
,with gj ∈ Vi (4.26)

The lower the resulting score si, the more likely is a correlation of a network ni and
overall sample classes. The produced ranking Rnet then has a reverse order: networks
with a lower score si have a higher rank, whereas networks with a higher score si are
less likely to correlate and therefore receive a lower rank.

We select the top-scored networks as features and compute a new feature value fvi,k

for every feature ni and sample sak based on its member genes’ expression values and
Vert’s and Kanehisa’s definition of relevance and smoothness [244]: a gene as feature is
considered relevant if it shows a high variance across samples; it is considered smooth if
it is co-expressed with its neighbor genes.

While Vert and Kanehisa define these attributes for individual genes in a large joint
network, we adapt this meaning to networks themselves. The relevance and smoothness
of a network ni is thus based on the relevance and smoothness of its member genes.
Highly variant genes are suspected to play more important roles in processes than genes
that show the same expression level across conditions. Thus, if a network contains many
genes of high variance, it is likely to be activated and deactivated across conditions. The
smoothness of a gene gj is based on how coordinatedly up- and downregulated it is with
its direct interaction partners in the network. As genes which share the same pathway are
supposed to participate in successive cell reactions, they likely share a similar expression
pattern in clusters, which is even more likely for characteristic disease genes [132]. We
thus compute a feature value

fvi,k(ni, sak) =
∑|Vi|

j=1(expr(gj)sak
· rel(gj) · smooth(gj))
|Vi|

(4.27)

for a network ni and sample sak from the average of weighted expression values of its
member genes gj , where the weights incorporate the relevance and smoothness of gj .
The relevance rel(gj) of a gene gj corresponds to the variance of its expression levels
expr(gj) across all samples
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rel(gj) = V ar(expr(gj)) = E
[
(expr(gj)− E(expr(gj)))2] (4.28)

The smoothness of a gene gj is computed from the co-expression between gj and its
interaction partners Igj

in the network, where |ρgj ,gi
| is the absolute Pearson correlation

between the expression values of gj and its interaction partners gi

smooth(gj) =
∑|Igj

|
i=1 |ρgj ,gi

|
|Igj
|

(4.29)

Thus, the feature value not only depicts the average expression value of genes in the
network, but aims to emphasize the expression levels of those genes that are smooth or
relevant and ignore the others. If a gene is not coordinately expressed with its neighbor
genes, i.e. smooth(gj) ≈ 0, or shows no variance across samples, i.e. rel(gj) ≈ 0, its
expression value will practically be ignored during feature value computation. Conse-
quently, networks having few genes that are both relevant and smooth will generally
receive a lower feature value than networks with many relevant and smooth genes.

4.5 Summary

In this chapter, we defined the concepts of prior biological knowledge and prior knowl-
edge approaches in the context of feature selection on gene expression data sets. By
studying the available knowledge bases, we identified that prior knowledge can take on
three levels that vary in their provided information content: first-level prior knowledge,
which are lists of entities like genes; second-level prior knowledge, which are lists of
scored entities; and third-level prior knowledge, which are lists of gene-gene interaction
networks. Not every knowledge base provides all three levels of prior knowledge, and
not every prior knowledge approach can cope with all kinds of levels for integration.
However, it is still possible to transform prior knowledge from a higher to a lower level
and vice versa, if particular assumptions and constraints are met.

Prior knowledge approaches that incorporate the aforementioned prior knowledge can
further be classified into three types based on how thoroughly prior knowledge is in-
tegrated into the selection process: modifying approaches simply adapt a feature set
with prior knowledge via filtering or extension and can be combined with any tradi-
tional feature selection approach. Combining approaches incorporate prior knowledge
into the computation of the final relevance score of a feature, e.g. as additional weight
in a formula. Network approaches do not select genes but networks as features, which
were retrieved from prior knowledge. Finally, we also described novel modifying, com-
bining, and network approaches that are flexible regarding the applied knowledge base
and combination with traditional feature selection approaches.



5

Comprior: A Software Tool to Effortlessly Implement
and Benchmark Prior Knowledge Approaches

This chapter deals with the technical realization of the concepts we defined in the pre-
ceding chapter for both prior knowledge and prior knowledge approaches. The resulting
implementations are bundled in a software tool called Comprior, which addresses the
previously described issues regarding the practical applicability and comparability of
prior knowledge approaches. Comprior provides the technical infrastructure for both the
rapid implementation and evaluation of prior knowledge approaches. In the following,
we describe Comprior’s key functionalities, discuss its architecture design, and provide
the implementation details of selected aspects to also achieve flexibility, extensibility,
and uniform access to prior knowledge.

5.1 General Description of Comprior

Comprior supports large parts of the classical feature selection workflow, at the same
time complying with the Findable, Accessible, Interoperable, and Reusable (FAIR) prin-
ciples [252].

5.1.1 Supported Processing Functionality

Figure 5.1 illustrates the general concept of Comprior and its key functionalities. The
classical processing workflow for feature selection typically involves preprocessing, fea-
ture selection, and evaluation [23]. Consequently, Comprior provides core functionalities
across these three workflow steps.

For preprocessing, Comprior provides automated data cleansing, identifier mapping,
and data labeling. The input expression data set, which is assumed to contain normal-
ized data, can contain any column orientation, i.e. features in rows or columns, and
use any identifier format, e.g. microarray probes or Ensembl identifier. If necessary, the
gene expression data can be filtered for samples and features that have missing values
above a specified threshold. If the user wants to retrieve features in a different format
than the original one, e.g. Human Gene Nomenclature (HGNC) format instead of mi-
croarray probes, Comprior takes care of automated identifier mapping throughout the
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Fig. 5.1: Overview of Comprior’s functionality, covering preprocessing, feature selection,
and evaluation. Comprior provides both traditional feature selection approaches, e.g. fil-
ter or wrapper, and prior knowledge approaches, e.g. modifying or combining, that can
be combined with prior knowledge from Open Targets, DisGeNET, KEGG, or Pathway-
Commons. For evaluation, Comprior provides classification functionality with standard
measures and cross-validation on a second data set, gene set enrichment and annotation
with EnrichR, and multiple measures to compare the actual feature sets. Comprior can
also be extended by custom functionality, e.g. own prior knowledge approaches.

complete workflow. In order to create a labeled data set for subsequent classification,
Comprior automatically labels the input data set based on a user-defined metadata
attribute. Comprior can also be extended by custom preprocessing functionality, e.g.
normalization. For feature selection, Comprior provides both traditional feature se-
lection and prior knowledge approaches. Users can configure Comprior to run multiple
feature selection approaches in parallel. Available traditional approaches cover filter,
wrapper, and embedded approaches. Available prior knowledge approaches cover mod-
ifying, combining, and network approaches, all of which can be flexibly combined with
any of the currently available knowledge bases: KEGG, Open Targets, DisGeNET, and
PathwayCommons [101, 108, 165, 180]. Comprior currently provides the three prefilter-
ing, postfiltering, and extending modifying approaches that were described in detail in
Section 4.4.1. All of these three types allow for combining any of the available statistical
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approaches with any of the available knowledge bases. Comprior currently provides two
combining approaches. First, we implemented the approach presented in Section 4.4.5 by
weighting the statistical relevance of a feature, e.g. computed by any available statistical
selection method, by an association score retrieved from a knowledge base. The second
combining approach introduces prior knowledge as a feature-specific penalty score during
Lasso computation and was implemented by Zeng et al. and integrated into Comprior
by us [261]. As for network approaches, Comprior currently provides our own approach
as described in Section 4.4.6 and the approach by Lee et al, which we reimplemented
based on their descriptions in the publication [113]. Lee et al. use the same selection
strategy as our approach that was first described by Tian et al. [229]: a network is
considered relevant if the gene expression profiles of its member genes correlate with
the data set classes. However, Lee et al. follow a different approach to map the feature
space, i.e. by defining a pathway activity score based on the average expression values
of condition-responsive genes (CORGs) in the network.

For evaluation, Comprior provides functionality to assess input data quality, knowledge
base coverage, and effectiveness of feature selection approaches. All plots generated by
Comprior use a consistent coloring scheme. From the given gene expression data sets,
Comprior creates density plots, distribution box plots, and multi-dimensional scaling
(MDS) plots for quality assessment. Comprior further computes summary statistics for
the available prior knowledge in the applied knowledge base and visualizes these in
corresponding plots. For assessing the effectiveness of the approaches, Comprior provides
automated functionality for classification, enrichment, and runtime measurements. For
classification, users can select multiple standard classifiers for k-fold cross-validation.
Classification results are then assessed with standard measures, e.g. accuracy, F1, area
under ROC curve (AUROC), or Matthew’s correlation coefficient (MCC), for which
Comprior automatically creates corresponding plots. In addition, users can provide a
second data set for robustness evaluation. This data set can be related to the original
input data set in a traditional train-test manner, but can also be completely unrelated
and even use different identifiers — Comprior automatically carries out cross-validation
of the selected features on this data set. Comprior also measures runtime performances
of all feature selection approaches and breaks down the amount of time needed for prior
knowledge retrieval, traditional feature selection approaches, and feature mapping. To
assess the biological relevance of feature sets, Comprior uses Enrichr for automated gene
set annotation and enrichment [35, 255]. Feature sets, annotations, and enrichments are
further compared to each other by creating plots that depict their overlaps.

5.1.2 Tool FAIRness

While the FAIR principles, as introduced by Wilkonson et al., were originally intended
for the management of data sets, recent efforts are aiming at transferring and adapting
them to software as well [252]. Based on guidelines summarized by Gruenpeter et al., we
discuss the software FAIRness of Comprior [73]. The complete software is licensed under
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the MIT license and freely accessible in a public GitHub repository that also provides a
limited version control (F, A, R) [155]. Comprior can be installed from source in a semi-
automated process or can be directly executed in a Docker container that automatically
resolves all installation dependencies (I, R). Comprehensive online material provides full
code documentation, architecture description, tutorials, and troubleshooting help (F, A,
R) [155]. Together with Comprior’s modular architecture with clearly defined interfaces,
it supports and encourages researchers to integrate custom extensions into Comprior
(A, I, R). In addition, Comprior also returns intermediate data artifacts during the
analysis, e.g. the transformed input data set or feature rankings, which can be reused
for any other custom workflows (I).

5.2 Architecture Design

Comprior consists of multiple system components that correspond to distinct functional-
ity and interact with each other via predefined interfaces. Figure 5.2 depicts the system
architecture of Comprior in a UML 2.0 components diagram, showing components for
pipeline execution, preprocessing, prior knowledge retrieval, evaluation, and administra-
tive tasks.

Fig. 5.2: Overview of Comprior’s system components. The Pipeline component is re-
sponsible for benchmark orchestration, while specific functionality is implemented in
dedicated components. Communication between the components is realized via corre-
sponding interfaces.
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The Pipeline component constitutes the starting point of Comprior and orchestrates
the complete benchmark execution. It defines the logic for benchmark execution based
on the user-defined configuration: preprocessing the input data, running feature selection
approaches, and executing evaluation strategies. It also performs administrational tasks,
e.g. preparing output directories or handling the parallel execution of feature selection
strategies.

The Utility component provides general functionality that is needed throughout the
whole benchmarking process and is therefore accessed by all other components. It stores
the user-defined configuration parameters and offers functionality for directory and file
management, logging, and identifier mapping. It also provides wrappers for invoking R
and Java code.

The Preprocessing component is responsible for preprocessing and transforming the
input data sets, e.g. missing value filtering or identifier mapping. Preprocessing func-
tionality is invoked and orchestrated by the Pipeline component via the Preprocessing
interface.

The FeatureSelection component provides the approaches for feature selection. We
have implemented functionality to:

• provide baseline selection strategies, e.g. selecting at random or using only prior
knowledge,

• import traditional approaches from existing packages, e.g. ANOVA,

• provide wrapper selectors that invoke non-Python implementations,

• combine traditional approaches with knowledge bases, and

• select networks, pathways, or submodules as features.

Feature selectors are invoked and orchestrated by the Pipeline component via their
FeatureSelection interface. Feature selectors retrieve prior knowledge by accessing the
KnowledgeBase component via the interface PriorKnowledgeRetrieval.

The KnowledgeBase component encapsulates access to knowledge bases. We consider
a knowledge base to be any online resource that provides scientific biological information.
Most of the knowledge bases available in Comprior are used for prior knowledge retrieval
during feature selection. However, the KnowledgeBase component also provides feature
set enrichment and annotation functionality for the Evaluation component, and identifier
mapping that is accessed by the Utility component.

The Evaluation component contains all functionality that is related to quality and per-
formance assessment and plot creation. This covers a) the assessment of knowledge base
coverage for the provided search terms, b) the inspection of input data set quality, c) the
classification of the input data sets based on the selected feature sets, d) the assessment
of the feature sets based on classification performance metrics, feature set annotations
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and enrichments, and their subsequent comparisons. For this, the Evaluation component
accesses the KnowledgeBase component either via the PriorKnowledgeRetrieval or En-
richment interfaces. All of Comprior’s output plots are generated within the Evaluation
component, whose functionality is invoked and orchestrated by the Pipeline component
via the Evaluation interface.

5.3 Ensuring Extensibility by Custom Functionality

Comprior was designed to be extensible and to facilitate a straightforward implementa-
tion of custom approaches. This is achieved by a standardized communication between
system components and wrapper functionality to include custom code from program-
ming languages other than Python.

5.3.1 Standardized Interfaces between Components

To preserve extensibility, Comprior defines interfaces for interactions between compo-
nents. These interfaces are enabled by a certain inheritance structure that is implemented
in each of Comprior’s components. New functionality can therefore be easily integrated
into Comprior by following the inheritance structure and implementing the required
interface methods.

Figure 5.3 exemplifies the inheritance structure by depicting the class structure of the
Preprocessing component. The top of the hierarchy is the main abstract class Prepro-
cessor, which enforces its inheriting classes to realize the Preprocessing interface. This
interface consists of a single method called preprocess(). Interface methods like prepro-
cess() do not require any parameters — instead, necessary parameters are set at object
creation. Actual preprocessing functionality is realized in distinct classes that inherit
from Preprocessor and then implement the interface method preprocess(). For example,
class MappingPreprocessor is responsible for mapping the input data sets to the de-
sired format, while FilterPreprocessor filters the input data for samples and genes with
missing values.

This inheritance principle was analogously applied in the modules FeatureSelection,
KnowledgeBases, and Evaluation. Developers can then integrate new functionality by
implementing it in a custom class that inherits from the main super class — or one of
its descendants — and implements the interface methods.

5.3.2 Including External Code

The majority of Comprior is implemented in Python. However, custom functionality
must sometimes be implemented in a different programming language, e.g. because the
developer is more familiar with it or because an efficient implementation is already
available. In particular, many bioinformatics methods are provided by R packages. To



5.4. Reducing the Implementation Effort for Comprehensive Benchmark
Experiments 59

Fig. 5.3: Class structure of the preprocessing module. The top of the hierarchy is an
abstract Preprocessor class that forces its inheriting classes to implement the Prepro-
cessing interface. Actual functionality for data preprocessing, e.g. identifier mapping or
filtering, is realized in corresponding subclasses.

allow users to make use of the full spectrum of the available bioinformatics functionality,
Comprior can also run R and Java code. For this, the Utility component implements
interface functions to call external code. These functions can be invoked from anywhere
within Comprior, e.g. they are used by RSelector and JavaSelector to invoke corre-
sponding code for feature selection. When implementing new functionality, developers
can therefore decide on their own if they wish to implement it in Python, R, or Java.

5.4 Reducing the Implementation Effort for Comprehensive
Benchmark Experiments

One of Comprior’s key objectives is to reduce the effort of setting up comprehensive
evaluation experiments for feature selection approaches. This covers an effortless experi-
ment configuration, low requirements on the format of input data sets, flexible selection
of feature selection approaches and knowledge bases, and comprehensive measures to
assess the performance of feature selection approaches. In the following, we elaborate
on how these aspects are realized within Comprior.
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5.4.1 Experiment Configuration

As a benchmark spans a lot of processing steps, there are many options for adjustment.
These range from high-level experiment design decisions, e.g. which feature selectors or
classifiers to use, to more fine-grained parameters like identifier format or parameters
of a particular feature selection approach. To enable a flexible pipeline design, Com-
prior uses .ini configuration files that are processed via Python’s built-in ConfigParser
component. These configuration files contain all parameters that Comprior needs for
functioning properly, including access points to knowledge base web services and output
folder structure. There is a main configuration file that specifies default parameters and
is always used by Comprior. On top of that main configuration file, users can specify their
own configuration files that contain only those parameters they want to overwrite from
the main configuration, e.g. where the input data is located or what feature selectors to
apply.

1 [ Dataset ]

2 input = /path/to/ example .csv

3 metadata = /path/to/ example_metadata .csv

4 genesInColumns = true

5 dataSeparator = ,

6 currentGeneIDFormat = ENSG

7 finalGeneIDFormat = HGNC

8

9 [Gene Selection - Methods ]

10 traditional_methods = ANOVA RandomForest

11

12 [ Classification ]

13 classifiers = NB LR SMO RF

14 metrics = sensitivity specificity accuracy kappa F1 AUROC

Listing 5.1: Excerpt from an example configuration file as used by Comprior.
Configuration parameters are separated into sections, e.g. for specifying the input data
format, that contain key-value pairs.

Listing 5.1 shows an excerpt of a configuration file that applies ANOVA and Random-
Forest feature selection approaches and validates their performance by classifying them
on four different classifiers: Naive Bayes (NB), linear regression (LR), Support Vector
Machine (SMO), and RandomForest (RF). The parameters in Comprior’s configuration
files are grouped into different categories. For example, the Dataset category enables
specification of the paths to the input files, their column orientation, data separators
used, and whether the currently used identifier format should be mapped to another,
e.g. Human Gene Nomenclature (HGNC).
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5.4.2 Enabling a Flexible Combination of Feature Selection Approaches

One aim of Comprior is to enable users to flexibly combine a feature selection approach
with any of the available knowledge bases. This functionality is mainly realized in the
FeatureSelection component, whose class architecture is depicted in Figure 5.4. Abstract
classes that do not implement a specific feature selection approach are highlighted in
grey. For the sake of clarity, Figure 5.4 only shows the most important classes, omitting
some classes implementing concrete feature selection approaches. Any feature selection
approach is realized in a separate class that inherits from the abstract FeatureSelector
class — or one of its inheriting abstract classes. Class FeatureSelector realizes the Fea-
tureSelection interface, which consists of the single method selectFeatures() and must
be implemented by a class inheriting from FeatureSelector. This method is invoked by
the Pipeline component to start the dedicated feature selection. The object creation of
a FeatureSelector instance is encapsulated by a FeatureSelectorFactory class that corre-
sponds to the Factory Method Pattern as described by Gamma et al [62]. When given a
particular keyword from the Pipeline component, the FeatureSelectorFactory automat-
ically recognizes what kind of feature selection object to create and if a knowledge base
must be added. For example, an ANOVA feature selector can be combined with the
KEGG knowledge base in a prefiltering manner as described in Section 4.4.1. For that,
the FeatureSelectorFactory receives a configuration that contains up to three keywords,
separated by an underscore, specifying the main selection strategy and, optionally, a
knowledge base to use for prior knowledge retrieval and a second selection strategy
to combine. For example, the configuration Prefilter_ANOVA_KEGG means that the
FeatureSelectorFactory first creates an object of class ANOVASelector that implements
ANOVA feature selection. It then uses the KnowledgeBaseFactory class — which en-
capsulates the creation logic of a knowledge base — to create the corresponding KEGG
knowledge base object. These two objects are then handed over to a new instance of
class PreFilterSelector that implements the actual prefiltering strategy.

We have set up an inheritance structure that splits up into multiple types of feature
selectors that provide specialized functionality: the JavaSelector and RSelector classes
provide functionality to invoke R and Java code, respectively. Class PythonSelector pro-
vides the functionality to implement statistical feature selection strategies that make
use of Python’s scikit-learn package, e.g. for using RandomForest [152]. Class Prior-
KnowledgeSelector constitutes the super class for any feature selection approach using
prior knowledge. For example, the LassoPenaltySelector inherits from both PriorKnowl-
edgeSelector and RSelector. In this way it is able to hold a knowledge base object to
retrieve prior knowledge and forward it to an external R implementation that applies
the actual feature selection strategy. Prior knowledge approaches are further refined
to those inheriting from CombiningSelector, which combines an object of another fea-
ture selection implementation with a particular knowledgebase, e.g. as described above
for Prefilter_ANOVA_KEGG, and NetworkSelector, which select networks, e.g. path-
ways, as features instead of the original genes. A class inheriting from NetworkSelector
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additionally requires a FeatureMapper class that maps the feature space from genes
to networks. The actual mapping strategies that generate feature values, e.g. pathway
activity scores, are implemented in dedicated classes by inheriting from the original
FeatureMapper class.

Fig. 5.4: Class structure of the FeatureSelection module, with abstract classes in grey.
Every feature selection approach is implemented in a distinct class, which inherits from
the main FeatureSelector class or one of its inheriting abstract classes and implements
the FeatureSelection interface. This method is invoked during pipeline execution. A
FeatureSelectorFactory is responsible for creating new FeatureSelector objects from a
given keyword.

5.4.3 Enabling a Comprehensive Result Assessment

Comprior allows for a flexible pipeline design by offering a broad range of functionality
for assessing input data quality, knowledge base coverage, and feature selection results.
Figure 5.5 depicts the class architecture of the evaluation component. The external
Pipeline component creates and orchestrates objects of type Evaluator. Each evaluation
aspect is implemented in a dedicated class that inherits from the main abstract Evaluator
class. Any added functionality must be incorporated by one of the existing classes if it
fits to the type of evaluation, e.g. a metric for feature relevance should be added to class
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Fig. 5.5: Class structure of the Evaluation component (abstract classes in grey). On top
of the hierarchy is an abstract Evaluator class that forces its inheriting classes to realize
the interface Evaluation, which is invoked during pipeline execution. Actual evaluation
functionality is realized in distinct inheriting classes.

RankingsEvaluator that provides functionality for assessing and comparing the feature
sets directly.

The DataSetEvaluator class visualizes aspects on the input data quality. The Knowl-
edgeBaseEvaluator class queries each knowledge base used for feature selection with the
provided search terms, and summarizes the amount of returned genes — or pathways
— and their association scores in an overview plot. The AnnotationEvaluator class is
responsible for annotating the retrieved feature sets with additional biological informa-
tion and creates overlap plots for visualization. The AnnotationEvaluator uses EnrichR
and one of its corresponding libraries selected by the user to a) annotate the feature sets
with terms and b) search for terms that are enriched in the feature set. The RankingsE-
valuator class provides measures to assess the actual feature rankings, e.g. by comparing
them to each other, and creates corresponding plots. The ClassificationEvaluator class
is responsible for carrying out the full classification procedure for a given input data set
and feature rankings. Assigned to it is an object of class AttributeRemover, which reduces
the input data set’s features to those of only the given feature rankings. The evaluation
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component for classification uses WEKA functionality for k-fold cross validation and
computation of the performance metrics [79].

5.4.4 Handling Multiple Identifier Formats

Identifier handling is a recurrent and cumbersome necessity when processing biological
data. There are numerous identifier formats for genes and microarray probes. Comprior
provides built-in mapping strategies that can be applied throughout the complete work-
flow when necessary, e.g. mapping the input data sets, but also prior knowledge retrieved
from a knowledge base. Users of Comprior only specify the current identifier formats of
their input data sets, e.g. Ensembl gene identifiers, and select a desired output format,
e.g. Human Gene Nomenclature (HGNC). In the following, we describe the mapping
strategies that are applied by Comprior.

It cannot be ruled out that identifiers have a many-to-many mapping, i.e. m : n cardi-
nality. Consequently, an identifier of the original format can be mapped to multiple new
identifiers in the desired format (1 : n). Vice versa, multiple identifiers of the original
format can be mapped to the same identifier of the desired format(m : 1). Both cases
can introduce redundancy that can be problematic for downstream analyses. Depend-
ing on the use case, Comprior must deal with such multiple-cardinality mappings. The
mapping functionality is located in Comprior’s Utility component. However, to remain
lightweight and flexible, the actual identifier mapping is not carried out by Comprior
itself. Instead, Comprior accesses the online service of g:Profiler via a corresponding
implementation in the KnowledgeBase component [174]. g:Profiler is an online tool that
offers a range of services to characterize lists of biological identifiers, for example via
enrichment analysis. g:Convert, as part of g:Profiler, allows identifier conversion and
uses the Ensembl databases, which covers all popular identifier formats and many more
from different species and experimental platforms [87]. This allows Comprior to flexibly
handle input data from basically any format and map it to any of the formats available
in the Ensembl database.

There are two cases in which identifier mapping is necessary during a benchmarking
process in Comprior. First, when the user has selected an output identifier format that
is different from the one of the input data sets. Second, when prior knowledge is retrieved
from a knowledge base that mismatches the format of the input data. In the following,
we describe how Comprior handles many-to-many mappings for the described cases by
separating into m : 1 and 1 : n mappings. For simplicity, we assume a gene expression
data set to have gene identifiers in the columns.

m : 1 Mappings

Figure 5.6 describes how Comprior deals with m : 1 mappings for two data artifacts:
the input data and prior knowledge. In the first case — an m : 1 mapping occurs when
mapping a gene expression matrix — the mapped data set would containm columns with
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the same identifier but different expression levels. As expression matrices require unique
column identifiers, these m columns must be reduced to one. There is no best practice
regarding which of the columns should be kept, or if their values should be merged. Thus,
Comprior keeps the first column and removes all other columns with a duplicate column
identifier. Here, we assume that all m columns show a similar expression profile. As the
original identifiers are converted to the same new identifier, they seem to represent the
same entity and their expression profiles should therefore be very similar. If one of the
original identifiers would be selected during feature selection, it is likely that the other
identifiers would be selected as well.

Fig. 5.6: Comprior internally deals with m : 1 mappings differently, depending on
whether these occur when mapping (1) an expression data set or (2) prior knowledge.
In the expression data set, Comprior keeps any one column of the m duplicated identi-
fiers, removing the rest. Depending on the level of prior knowledge for which identifier
mapping takes place, Comprior keeps highest entries or merges networks.

In the second case, an m : 1 mapping occurs when mapping prior knowledge retrieved
from a knowledge base to a new identifier format. As we have different levels of prior
knowledge — list of identifiers, list of scored identifiers, and networks — Comprior must
address this issue for all levels. For first-level prior knowledge, an m : 1 mapping results
in a list withm duplicate entries. Comprior will keep the first occurrence of the identifier
and remove the others. For second-level prior knowledge, an m : 1 mapping results in a
list withm tuples containing the same identifier, but different relevance scores. Comprior
will keep the tuple with the highest score and remove all others. For third-level prior
knowledge, an m : 1 mapping leads to m nodes in a network that must be merged. As a
result, Comprior creates a new single node in the mapped network and assigns to it all
the incoming and outcoming edges of the m original nodes.
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1 : n Mappings

Figure 5.7 describes how Comprior deals with 1 : n mappings for both the input data
and prior knowledge. For gene expression data sets, an 1 : n identifier mapping results
in unique column identifiers, but n columns will have the exact same expression levels.
Keeping all of these columns introduces redundancy into the data and causes problems
in downstream analysis because some tools require columns with unique expression
profiles. Again, there is no best practice regarding how to deal with 1 : n mappings in
gene expression data sets. Thus, Comprior keeps the first column in the data set and
removes duplicates.

Fig. 5.7: Comprior deals with 1 : n mappings which occur when mapping (1) an expres-
sion data set and (2) prior knowledge. For expression data sets, Comprior keeps only
one identifier and removes remaining columns. For prior knowledge, Comprior keeps all
n mapped identifiers.

If a 1 : n mapping occurs for prior knowledge, Comprior keeps all n mapped identifiers.
This way, we can ensure that a gene is assigned the related prior knowledge and that no
relationships are accidentally removed. For first-level prior knowledge, a 1 : n mapping
has no implications except that the list of identifiers grows. The same applies for second-
level prior knowledge, where n identifiers will have the same score assigned. For third-
level prior knowledge, i.e. networks, Comprior has to create n new nodes in the network
with the same incoming and outgoing edges.

5.5 Uniform Access to Prior Knowledge

One of Comprior’s key features is the uniform access to prior knowledge. Researchers
that want to implement a new prior knowledge approach and make use of the available
knowledge bases should not have to deal with the issue of accessing them and converting
their result to a uniform format. Consequently, Comprior encapsulates prior knowledge
retrieval and provides clear interfaces that return prior knowledge of the different levels
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as defined in Section 4.1. In the following, we describe the technical realization of this
uniform access in Comprior.

5.5.1 Knowledge Base Concept

Figure 5.8 depicts how the concept of a knowledge base is realized in Comprior. For
the sake of clarity, we model an example knowledge base here instead of the actually
implemented classes. Figure 10.1 in the appendix provides the complete class archi-
tecture of the KnowledgeBase component. As with feature selectors, the creation logic
for knowledge bases is encapsulated into a factory class called KnowledgeBaseFactory.
Given a particular keyword, this class creates the corresponding knowledge base object
and assigns it a web service query class and — if the knowledge base provides network in-
formation — a pathway parsing class. Conceptually, a knowledge base consists of at least
two classes. The first class inherits from the abstract KnowledgeBase class and realizes
the interface PriorKnowledgeRetrieval, which is accessed by Comprior’s components to
retrieve prior knowledge. The interface PriorKnowledgeRetrieval contains three methods
that correspond to the three levels of prior knowledge we defined in Section 4.1: getRel-
evantGenes() returns first-level prior knowledge, getGeneScores() returns second-level
prior knowledge, and getRelevantPathways() returns third-level prior knowledge.

The second class — generally written in upper case letters — inherits from Bioser-
vices’ REST class and retrieves the actual prior knowledge from the corresponding web
service [42]. Bioservices offers web service query implementations for many biological
knowledge bases. If such an implementation is not yet available for a knowledge base, it
can be implemented correspondingly. If a knowledge base provides network information,
e.g. KEGG and PathwayCommons, it requires additional functionality to transform the
network information, which can be provided in many different formats, into a uniform
format that can be used throughout Comprior. For this, a knowledge base gets assigned
an additional class that inherits from the abstract PathwayParser class and implements
a transformation strategy for the individual knowledge base.

5.5.2 Processing Pathways

As already stated, Comprior needs to transform network information from many het-
erogenous formats into a uniform format that can be used throughout Comprior. For this,
a knowledge base gets assigned an additional class that inherits from the abstract Path-
wayParser class, e.g. KEGGPathwayParser, and implements a transformation strategy
for the individual knowledge base. The uniform data structure used for network infor-
mation is provided by Pypath [235]. Pypath is a flexible Python package that provides
multiple administrative methods, e.g. for retrieving interaction partners, and even allows
a single network from multiple input networks to be constructed. We chose this package
as it already provides a well-thought data structure with lots of additional functional-
ity for pathway analysis, e.g. to easily retrieve interaction partners and add annotation
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Fig. 5.8: Example class structure for a knowledge base providing network information.
Class NetworkKB inherits from the abstract KnowledgeBases class and implements the
interface PriorKnowledgeRetrieval. Class NetworkKB_Webservice retrieves the actual
prior knowledge from a web service via its REST API. Class NetworkKB_PathwayParser
parses the network information and transforms it into a uniform format.

information, and is flexible enough to be useful for future implementations, e.g. when
compiling a network from multiple other networks.

5.5.3 Mapping Prior Knowledge Levels

Comprior currently provides uniform access to prior knowledge from Open Targets, Dis-
GeNET, KEGG, and PathwayCommons. While Open Targets and DisGeNET provide
gene associations, i.e. first- and second-level prior knowledge, KEGG and Pathway-
Commons provide pathway information, i.e. third-level prior knowledge, only. Neverthe-
less, all of them must implement the interface PriorKnowledgeRetrieval and, with this,
provide all three levels of prior knowledge as described in Section 4.1.

Comprior implements mapping of higher-level prior knowledge to a lower level by apply-
ing the mapping strategies described in Section 4.2.1. To map third-level prior knowledge
from KEGG and PathwayCommons, i.e. pathways, to first-level prior knowledge, i.e. a
list of entities, Comprior extracts the nodes of all retrieved pathways and joins them
to a final set. To map third-level prior knowledge from KEGG and PathwayCommons
to second-level prior knowledge, i.e. a list of scored entities, Comprior computes a gene
score si for a gene i, as described in Section 4.2.1, based on the connectedness of a gene
in the networks it participates in.
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In Section 4.2.1 we discussed that there are certain restrictions when mapping lower-level
prior knowledge to a higher level. As the majority of currently implemented prior knowl-
edge approaches do not require third-level prior knowledge, we have postponed an actual
implementation of these strategies to a future version of Comprior and refer users to use
the offered network approaches in combination with KEGG and PathwayCommons.

5.6 Summary

In this chapter, we presented Comprior as a benchmarking tool for feature selection
approaches that specifically addresses the needs of prior knowledge approaches. Com-
prior supports the complete benchmarking process from pipeline design to execution
and result set visualization. Furthermore, it unifies access to prior knowledge and allows
for comprehensively assessing both prior knowledge and traditional feature selection ap-
proaches regarding their quantitative performance and biological relevance. Instead of
being constrained by heterogeneous knowledge base information, data harmonization,
and complex benchmark setups, researchers can now concentrate on the development of
novel feature selection approaches and flexibly combine them with multiple knowledge
bases or traditional approaches.
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Assessment of the Impact of Prior Knowledge
Integration During Biomarker Detection

This chapter provides a comprehensive case study on prior knowledge approaches that
examines their performance under different aspects. We use six gene expression data sets
from three disease domains to evaluate both selected traditional and prior knowledge
approaches. We combine the applied prior knowledge approaches with multiple knowl-
edge bases to examine their impact on result sets. We assess the effectiveness of the
tested approaches based on their classification performance, agreement of feature sets,
and semantic similarity of the retrieved enrichments. We also examine the aforemen-
tioned aspects in a cross-validation setting, which provides insights into the robustness
of the tested approaches and biological relevance of the identified feature sets. In the
following, we describe how we prepared our data sets, outline the experiment setup, and
present our evaluation results.

6.1 Data Sets

We have selected both microarray and RNAseq data sets from Alzheimer’s disease,
glioma, and breast cancer. We selected our data sets based on their dimensionality, i.e.
more than 100 samples and 15.000 features, the availability of disease subtype informa-
tion, and the availability of a second, complementary data set with matching subtype
information, as we want to use the subtype information for sample classification. Ta-
ble 6.1 shows an overview of the data sets, available sample classes, their sources, and
final dimensions after preprocessing.

For Alzheimer’s disease, we downloaded the AddNeuroMed cohorts I and II from the
Gene Expression Omnibus (GEO, accession numbers GSE63060 and GSE63061 ) [17,
206]. Based on the available metadata, we grouped samples of both data sets into classes
of Alzheimer’s disease, mild cognitive impairment, and normal. We removed all samples
that had been assigned other group information or had no metadata information avail-
able. For glioma, we downloaded data that was acquired by the Cancer Genome Atlas
(TCGA) and the REMBRANDT project from the Genomic Data Commons (GDC) and
GEO (accession number GSE108474 ), respectively [71, 77]. For the TCGA data set,
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Subtypes/
Classes

Data Set Source Technology #Samples #Genes/
Probes

Alzheimer’s
Disease

Alzheimer’s disease,
mild cognitive
impairment,
normal

AddNeuroMedI [206] GEO
(GSE63060 )

Microarray 329 26,325

AddNeuroMedII [206]GEO
(GSE63061 )

Microarray 383 32,049

Glioma
Alzheimer’s

glioblastoma
multiforme,
astrocytoma,
oligodendroglioma

TCGA-GBM/
LGG [27, 223]

GDC (tumor
primary)

RNAseq 496 19,301

REMBRANDT [77] GEO
(GSE108474 )

Microarray 436 31,442

Breast
Cancer

Alzheimer’s

luminal A,
luminal B,
HER2-enriched,
basal-like,
normal-like

TCGA-
BRCA [222]

GDC (tumor
primary)

RNAseq 1,090 20,950

SCAN-B [30] GEO
(GSE96058 )

RNAseq 378 15,011

Table 6.1: Overview of the data sets used and their available subtype information,
sources, technology of origin, and final data set dimensions after preprocessing. Ab-
breviations: Gene Expression Omnibus (GEO), Genomic Data Commons (GDC).

we combined tumor primary samples from lower-grade glioma (LGG) and glioblastoma
multiforme (GBM) to a final data set (TCGA-GBM/LGG) [27, 223]. Based on the meta-
data, we grouped samples of both TCGA-GBM/LGG and REMBRANDT data sets by
their histological subtypes into classes glioblastoma multiforme, astrocytoma, and oligo-
dendroglioma. Analogously to the AddNeuroMedI and AddNeuroMedII data sets, we
removed all samples that had no or other histological subtypes assigned. For breast can-
cer, we downloaded data acquired by the TCGA breast cancer (TCGA-BRCA) project
via GDC and the Sweden Canceromics Analysis Network - Breast (SCAN-B) initiative
via GEO (accession number GSE96058 ) [30, 222]. Based on the metadata, we grouped
samples of both data sets into classes corresponding to the PAM50 breast cancer sub-
types of luminal A, luminal B, HER2-enriched, basal-like, and normal-like and removed
samples of other subtypes [150].

All data sets were provided at different preprocessing stages, e.g. raw or normalized
counts, and thus required us to apply additional measures for preprocessing. Table 6.2
describes how the data sets were processed. Purple cells denote that this preprocessing
step was already conducted by the data sets’ authors. Light purple cells denote that we
had to extend the preprocessing conducted by the original authors. The corresponding R
scripts for downloading and preprocessing the data sets are provided in a public GitHub
repository [157].

The expression levels of the AddNeuroMedI and AddNeuroMedII data sets were previ-
ously transformed by the original authors with variance-stabilizing transformation and
normalized by upper quantiles (VST-UQ) [121]. As no filtering was applied beforehand,
we removed lowly expressed genes by filtering those that had expression levels below
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6.0 in more than 30% of the samples. We additionally applied Principal Components
Analysis (PCA) on the data to look for batch effects (see also Figures 10.2c and 10.2f
in the appendix). However, we could not identify abnormal clusters in the data. The
glioma and breast cancer data sets provided by TCGA were available as raw counts. We
first removed lowly expressed genes with few counts in more than 30% of the samples.
We then applied Trimmed Mean of M-values (TMM) normalization with subsequent log
transformation. An applied PCA did not show any batch effects (see also Figures 10.2a
and 10.2b in the appendix). The glioma data set from the REMBRANDT study was
available with MAS5 normalized and log2 transformed expression levels [91]. As the data
set was not filtered for lowly expressed genes before, we applied a soft filter by removing
genes with expression levels below 7.5 in more than 30% of the samples. According to the
authors, they accounted for batch effects during data processing [77]. We could confirm
this in our own PCA (see also Figures 10.2b and 10.2e in the appendix). The SCAN-B
data set was originally available as log2 transformed Fragments Per Kilobase Million
(FPKM) normalized counts. However, FPKM does not account for library size — which
is necessary for inter-sample comparisons — and is not considered to be a robust nor-
malization method anymore [51]. We thus retransformed the data into FPKM values
and applied zFPKM normalization, which applies a z-score normalization on the FPKM
values and thus allows for inter-sample comparisons [81]. We additionally applied PCA
and removed outlier samples as described in Table 6.2; however, we could not detect any
batch effects (see also Figure 10.2d in the appendix).

6.2 Experiment Setup

We conduct the complete case study with Comprior, whose implementation details were
presented in Chapter 5. As such, we limit our description of the experiment setup to only
those details that have not been discussed previously. The complete configuration files
used for running the case study with Comprior are provided in the online supplementary
material on GitHub [157].

6.2.1 System Specifications

We carry out all experiments on a virtual machine equipped with eight Intel® Xeon® X7560
CPUs running at 2.27GHz clock speed, 24MB L3 cache size, and 64GB of main mem-
ory capacity. Each CPU consists of two physical cores running a 64-bit instruction set.
The virtual machine uses disk space of 105GB capacity that is a mix of both hard and
solid state drives (SSD), which are combined via RAID6 and managed in an EMC VNX
7500 unified storage system. The machine is connected to the internet via a glass fibre
cable of 1 GBit/s bandwidth for uploads and downloads, shared across all users of the
institution. The virtual machine runs on a Linux 18.04.5 LTS distribution, with instal-
lations of Python 3.6.9, R 4.0.2, and openJDK’s Java Runtime Environment 11.0.8. The
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complete descriptions on Python, Java, and R installations are provided in the online
supplementary material on GitHub [157].

6.2.2 Feature Selection Approaches

For feature selection, we apply both traditional and prior knowledge feature selection ap-
proaches. Table 6.3 provides an overview of the traditional feature selection approaches
applied, which cover filter, wrapper, and embedded approaches. As a baseline approach
for traditional approaches, we apply randomly selected genes (Random). ANOVA, Re-
liefF, RandomForest, and Lasso are provided by the sci-kit learn Python package and
integrated within Comprior [25, 106, 152, 230]. With the exception of Lasso, which
runs with iterative parameter fitting via 10-fold cross-validation in steps of 0.01, all ap-
proaches are used with their default settings. SVM-RFE is available in the WEKA tool
suite (Java) and used with polynomial kernel and default settings [78, 79].

Class Traditional Approaches

Baseline Random

Filter
ANOVA

ReliefF [106]

Wrapper SVM-RFE (SVMpRFE) [78]

Embedded
Lasso [230]

RandomForest [25]

Table 6.3: Overview of the applied traditional feature selection approaches. As a baseline
approach, we use randomly selected features.

Table 6.4 provides an overview of the applied prior knowledge approaches and their
combinations with traditional approaches and knowledge bases. As a baseline approach,
we exclusively apply feature selection based on the retrieved prior knowledge (KBonly).
Utilized prior knowledge approaches cover all three complexity levels of modifying, com-
bining, and network approaches. As modifying approaches, we use a prefiltering and
extension approach (Pref and Ext prefixes, respectively) as described in Section 4.4.1
in combination with ANOVA, SVM-RFE (SVMpRFE), and Lasso. As combining ap-
proaches, we use our weighted approach (Weight) as described in Section 4.4.5, again
in combination with ANOVA, SVM-RFE, and Lasso. We additionally use the method
developed and implemented in R by Zeng et al. (LassoPenalty), where second-level prior
knowledge, e.g. gene-disease associations, is incorporated as a feature-specific penalty
term during Lasso computation [261]. As network approaches, we use both our own Net-
workActivity (NetAct) approach as described in Section 4.4.6 and the approach described
by Lee et al., which we reimplemented in Comprior (CORGS) [113]. All modifying and
combining approaches are carried out in combination with each of the available knowl-
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edge bases, namely DisGeNET, Open Targets, KEGG, and PathwayCommons. The final
approach names as used in the subsequent results section are constructed from combining
the individual approach names or abbreviations (in brackets), e.g. a prefiltering approach
using ANOVA in comination with DisGeNET is named Pref_ANOVA_DG. However,
as Comprior currently does not provide strategies to transform prior knowledge from
a lower to a higher level, we carried out the network approaches in combination only
with KEGG and PathwayCommons as these are the only knowledge bases providing
third-level prior knowledge.

Class Approach
... Combined with

Trad. Approach

... Combined with

Knowledge Base

Baseline KBonly —
DisGeNET (DG)

Open Targets (OT )

KEGG

PathwayCommons (PC )

Modifying
Prefilter (Pref ) ANOVA

SVM-RFE(SVMpRFE)

Lasso

Extension (Ext)

Combining
Weighted (Weight)

LassoPenalty [261] —

Network
CORGS [113] — KEGG

PathwayCommons (PC )NetworkActivity (NetAct) —

Table 6.4: Overview of applied prior knowledge approaches and their combinations
with traditional approaches and knowledge bases. The final method names are con-
structed from combining the individual approach names or abbreviations (in brackets),
e.g. a prefiltering approach using ANOVA in comination with DisGeNET is named
Pref_ANOVA_DG.

6.2.3 Identifier Mapping

Identifiers from all data sets and retrieved prior knowledge are mapped from their origi-
nal format to the Human Gene Nomenclature (HGNC) format. Occuring n : mmappings
are resolved by Comprior internally as described in Section 5.4.4. However, we prepare
data sets used for cross-validation differently: when a 1 : n mapping occurs, i.e. one
identifier in the original format is mapped to multiple identifiers in the desired format,
we keep all n mappings. This way, we ensure that no feature from a feature set, when
applied on the cross-validation data set, is accidentally ignored because its mapped
identifier was previously removed from the cross-validation data set.

6.2.4 Prior Knowledge Retrieval

Prior knowledge is retrieved with particular search terms via Comprior from KEGG,
Open Targets, DisGeNET, and PathwayCommons. As search terms, we use the main
disease name, class labels, and their corresponding synonyms as searched for in the
National Cancer Institute’s (NCI) metathesaurus browser [140]. The complete lists of
the applied search terms per disease are provided in Tables 10.5 to 10.7 in the appendix.
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6.2.5 Classification

We use the identified feature sets to classify samples of both the original and cross-
validation data sets into their disease subtypes. For example, we select feature sets from
the TCGA-BRCA data set and use these features to classify samples of both the TCGA-
BRCA (original) and SCAN-B (cross-validation) data sets into their PAM50 subtypes.
For every classification, we apply ten-fold cross-validation, which we identified to be one
of the standard cross-validation methods applied in related work (see also Table 10.12
in the appendix). In order not to give preference to a feature selection approach for a
single classifier, we apply the feature sets to five different classifiers which, according
to Tabares et al., are among those most commonly used [220]: Naive Bayes, Linear
Regression, Support Vector Machines, Random Forest, and k-Nearest neighbor (k = 3).
Unless stated otherwise, the classification performance depicted by subsequent plots
corresponds to the average classification performance of these classifiers. As most of
our data sets are imbalanced (see also Tables 10.2 to 10.4 in the appendix providing
class sizes), we measure classification performance via Matthew’s Correlation Coefficient
(MCC), as this measure — in contrast to the popularly used classification accuracy or
F1 measure — is more reliable for imbalanced data sets.

6.2.6 Enrichment Analysis

For assessing the biological relevance of a feature set, we use Enrichr to annotate fea-
ture sets and retrieve enriched terms [35, 255]. It is important to note that we only
conduct the subsequently described enrichment analysis via Enrichr for modifying and
combining prior knowledge approaches, wheras we proceed differently for network ap-
proaches. We filter out terms with an adjusted p-value above 0.05 and sort the remain-
ing terms in descending order by their combined score, which is provided by Enrichr.
The complete annotation and enrichment functionality is also implemented in Com-
prior. However, the prior knowledge used during feature selection must not overlap with
the biological information used for annotation and enrichment, as this would intro-
duce a bias towards prior knowledge approaches in subsequent assessments. Thus, for
the Alzheimer’s disease data sets, we use Gene Ontology’s Biological Processes (gene
set library GO_Biological_Process_2018 ), as they also contain annotations specific
to Alzheimer’s disease from the Alzheimer’s Gene Ontology Annotation (GOA) initia-
tive [109, 226]. For the glioma data sets, we also use GO_Biological_Process_2018, as
GO is frequently used for annotation and this library covers many more genes than
most of the other gene set libraries available in Enrichr. For the breast cancer data sets,
we use the oncogenic signatures of MSigDB (MSigDB_Oncogenic_Signatures) to also
have a more cancer-specific annotation [118]. Both GO and MSigDB are not included
in any of the knowledge bases applied by a prior knowledge approach during feature
selection. As network approaches have pathways instead of genes as features, a gene-
based enrichment analysis as provided by Enrichr is not possible. Instead, we consider
the pathways retrieved as prior knowledge to be an enrichment if their relevance score
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computed during feature selection is below 0.05, i.e. the member genes of the pathway
show an expression behavior that is related to the disease subtypes.

6.2.7 Feature Set and Enrichment Robustness

We assess the robustness of individual feature rankings by comparing feature rankings
retrieved by a feature selection approach on two data sets of the same disease domain.
We compare these feature rankings by using the rank-biased overlap (RBO), which takes
into account feature overlaps and further allows us to give more weight to highly ranked
features [248]. The RBO of two feature rankings ranges between 0 and 1, meaning the
two feature sets are completely disjunct or identical, respectively.

We assess the robustness of enrichments by comparing enrichments retrieved for an ap-
proach on two data sets of the same disease domain. For this, we compute a similarity
score for two sets of enriched terms and then applying the Best Matching Average (BMA)
method, which was demonstrated to be a useful method in the MegaGO package [197,
243]. For GO terms, we use Lin’s semantic similarity measure [120]. For both MSigDB
oncogenic signatures and pathways, we compute similarities based on overlapping mem-
ber genes using the Dice coefficient. The similarity between two sets of enriched terms
ranges between 0 and 1, which indicates whether the two sets are completely unrelated
or identical, respectively.

6.3 Results

This section presents the results we obtained from running the case study in the afore-
mentioned setting on all six data sets. Results cover an examination of the information
content in knowledge bases for the applied search terms, execution runtimes, classifica-
tion performances, feature sets, and enrichments; the latter three were further evaluated
in a cross-validation setting for robustness assessment. Central to our case study are the
following questions, which we answer on the basis of our obtained results in the next
subsections:

Q1: Do we already have a sufficient coverage of knowledge bases?

Q2: Are prior knowledge approaches feasible in terms of runtime?

Q3: How do prior knowledge approaches compare to traditional approaches?

Q4: Compared to a highly complex traditional approach, is it sufficient to use a low-
complexity prior knowledge approach?

Q5: What are the benefits of applying a dense integration of prior knowledge compared
to simple filtering strategies?

Q6: How much does the choice of a knowledge base affect results?
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In the following subsections, we first present evaluation results by individual criteria and
subsume the major findings at the end of each subsection.

6.3.1 Coverage of Diseases in Knowledge Bases

In this subsection, we examine how much biological information related to our chosen
disease domains is currently provided by knowledge bases, which addresses the earlier
posed question: Q1: Do we already have a sufficient coverage of knowledge bases? We
assess the coverage of a disease in a knowledge base on the basis of the available infor-
mation, i.e. prior knowledge, for a set of disease-specific search terms. For every disease
domain, we examine how much prior knowledge is returned for the applied disease-
specific search terms by a knowledge base. We conclude the key insights at the end of
this subsection.

Figure 6.1 depicts summary statistics on prior knowledge retrieved from our four knowl-
edge bases for breast cancer, glioma, and Alzheimer’s disease. For DisGeNET and Open
Targets, bars show how many genes were returned for a search term (left-hand y axis)
and boxes show the distributions of association scores that were assigned to these genes
in second-level prior knowledge (right-hand y axis). For PathwayCommons and KEGG,
bars show the number of pathways retrieved per search term (left-hand y axis) and
boxes show the number of contained genes (right-hand y axis). We group search terms
for every disease into main disease and its subtypes, e.g. "Breast Cancer" containing
more general terms like "Breast Carcinoma" and "HER-2" comprising subtype-specific
search terms like "ERBB2 Overexpressing Subtype of Breast Carcinoma". For the sake
of clarity, we use numerical identifiers for the search terms. The actual search terms for
the distinct diseases are provided in Tables 10.5 to 10.7 in the appendix. It is important
to note that the prior knowledge retrieved for different search terms is not disjunct, i.e.
prior knowledge retrieved for different search terms can contain the same entities.

From Figure 6.1 we observe a generally low coverage for DisGeNET. While there are
multiple thousand genes returned for the general disease names, the overall relevance
scores remain low, with the majority of genes showing a score far below 0.1 across all
three diseases. When computing the relevance score, DisGeNET takes into account the
number and type of original sources and the number of publications supporting the
association [165]. Consequently, a score close to zero means that there were only a few
original sources and publications found that support an association between a particular
gene and the applied search term. Furthermore, the subtype-specific search terms seem
to always acquire the same prior knowledge for a subtype, which contains a few hundred
genes with scores close to zero.

For Open Targets, we observe an improved coverage. While there is still identical prior
knowledge retrieved for particular search terms that fall into the same category, e.g. for
breast cancer search terms 27, 28, 30, and 31, the retrieved prior knowledge still contains
multiple thousand genes for search terms of both the main disease and the subtypes.
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Furthermore, the genes contained in prior knowledge have higher relevance scores, with
upper quartiles often reaching a relevance score of 0.4 or higher, especially for breast
cancer and glioma related search terms (including their subtypes). As Open Targets is
a meta knowledge base which integrates many different sources, a moderate relevance
score indicates that associations were found in multiple original sources.

For KEGG, we observe a coverage worse than for DisGeNET. Prior knowledge can
only be retrieved for single search terms, with each containing few pathways with 20
to 80 member genes respectively. Only for Alzheimer’s disease search terms was KEGG
able to provide more than a single pathway for a particular search term. While the
availability of prior knowledge for only a few tens of genes in few, single pathways can
become problematic for prior knowledge approaches in general, it can become especially
problematic for network approaches that select their features from retrieved pathways.

For PathwayCommons, on the contrary, we observe a better coverage than KEGG,
especially for the individual subtypes. The majority of prior knowledge retrieved contains
rather small-sized pathways, often containing less than 50 genes. However, search terms
for most of the disease subtypes acquire prior knowledge comprised of multiple hundreds
to thousands of pathways, with the highest numbers for Luminal B and HER-2 search
terms.

Open Targets and PathwayCommons Have the Highest Coverage, Whereas
DisGeNET and KEGG Provide Limited Prior Knowledge

From the four knowledge bases examined, we find that Open Targets and Pathway-
Commons provide the highest information content to be used as prior knowledge,
whereas KEGG, in particular, provides limited prior knowledge and thus does not seem
to be suitable for automated prior knowledge retrieval. We observe that Open Targets
shows the highest coverage for all of our three diseases and their subtypes, generally
returning many genes with moderate relevance scores. Despite also being a meta knowl-
edge base, coverage in DisGeNET cannot keep up with Open Targets, returning many
genes with low scores. It remains to be seen if and how these differences in score level
affect feature selection results. PathwayCommons has proven to generally return many
small-sized, subtype-specific pathways. KEGG, on the contrary, always provides only a
handful of small-sized pathways related to general disease terms. KEGG thus provides
a good example for examining how a low and unspecific prior knowledge coverage will
affect feature selection results. The observations described are consistent across all of
the three examined diseases, where the highest coverages were found for breast cancer,
followed by glioma and then Alzheimer’s disease.

6.3.2 Runtime Performance

In this subsection, we examine the runtime performances of both traditional feature
selection and prior knowledge approaches to assess their applicability, which addresses
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the earlier posed question: Q2: Are prior knowledge approaches feasible in terms of
runtime? For this, we measure the average time needed for prior knowledge retrieval
and compare absolute runtimes of both traditional feature selection and prior knowledge
approaches. We conclude this subsection by summarizing our key findings.

Runtimes for Prior Knowledge Retrieval

We measure the time needed for retrieving prior knowledge from a knowledge base across
every data set and prior knowledge approach used (see also Table 6.4). Figure 6.2 shows
the corresponding average runtimes as a bar plot, with error bars representing overall
variance. Runtimes are grouped per knowledge base, colors indicate the disease for which
prior knowledge was retrieved.

In general, runtimes for prior knowledge retrieval from DisGeNET, KEGG, and Open
Targets are on an acceptable level, with average runtimes between 24 and 66 seconds
for DisGeNET, 27 and 70 seconds for KEGG, and 63 and 152 seconds for Open Targets.
Strikingly, retrieval times for prior knowledge from PathwayCommons differ noticably
from those of the other knowledge bases, with runtimes between 1,050 and 1,770 seconds,
which correspond to 17 to 30 minutes. The high runtimes are caused by parsing the
retrieved pathways into a uniform format. If KEGG would return more than only a few
pathways, we would observe higher runtimes as well.

Figure 6.2 also shows that retrieval times for a particular knowledge base differ across
diseases. These differences can be explained by a) the number of search terms applied for
prior knowledge retrieval and b) the amount of prior knowledge retrieved. For example,
KEGG requires the longest runtimes of 70 seconds for retrieving prior knowledge for
breast cancer, although, compared to the other diseases, it does not return many path-
ways. However, KEGG does not allow bulk queries, which results in single queries for
every search term. As we use 45 search terms for breast cancer — compared to 15 and 19
search terms used for Alzheimer’s disease and glioma, respectively — runtime increases
compared to the other diseases. In contrast, retrieval of prior knowledge from KEGG for
Alzheimer’s disease takes longer than for glioma, although less search terms were used.
This is caused by the number of pathways retrieved; while KEGG returns only two path-
ways for glioma search terms, it returns 15 for Alzheimer’s disease search terms. These
pathways must be parsed into Comprior’s internal format, which is computationally ex-
pensive. We can also observe the described relationships between runtime, the number
of search terms, and the returned amount of prior knowledge for PathwayCommons and
Open Targets, which also do not allow for bulk queries. In contrast, DisGeNET is the
only knowledge base allowing for such queries, which is why the runtimes correspond
directly to the amount of prior knowledge retrieved.
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Fig. 6.2: Average time needed to retrieve prior knowledge for a particular disease from
the different knowledge bases. Black lines represent variances.

Comparing Absolute Runtimes

During our experiments, we also measured the runtimes of different steps of the feature
selection process, namely traditional feature selection, prior knowledge retrieval, feature
mapping, and remaining tasks. Figure 6.3 depicts runtime performances or the applied
feature selection approaches on the TCGA-BRCA data set grouped by approach cat-
egory, i.e. traditional, modifying, combining, and network approaches. For reasons of
space, we only show runtimes for computations on the TCGA-BRCA data set and se-
lected prior knowledge approaches here. Runtime performances of these prior knowledge
approaches on the other data sets are provided in Figures 10.3 to 10.5 in the appendix.
This is sufficient, as Figure 6.3 conveys the overall trends we observe for other data
sets and other prior knowledge approaches. In Figure 6.3, modifying and combining
approaches retrieve prior knowledge from Open Targets, whereas network approaches
retrieve prior knowledge from PathwayCommons. Red parts of the bars correspond to
runtimes of traditional feature selection approaches, blue parts to runtimes for prior
knowledge retrieval, purple parts to runtimes for feature mapping, and grey parts to
runtimes of all remaining tasks, e.g. computing joint scores.

In general, most of the prior knowledge approaches shown in Figure 6.3 demonstrate
a higher runtime performance than traditional approaches. While we expect a perfor-
mance gain for prefiltering approaches, we can only observe these for prefiltering prior
knowledge approaches using Lasso and SVM-RFE, which are generally computationally
intensive. This effect is stronger for data sets with high sample and feature sizes, e.g.
TCGA-BRCA, AddNeuroMedII, and REMBRANDT. Therefore, Lasso and SVM-RFE
consistently show the highest runtimes amongst the traditional approaches. In contrast,
other traditional approaches like RandomForest and ANOVA show runtimes below 60
seconds. Figure 6.2 already showed that runtimes for retrieving prior knowledge are of-
ten higher than these 60 seconds. Consequently, prefiltering prior knowledge approaches
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Fig. 6.3: Runtime performances of traditional feature selection and prior knowledge ap-
proaches on the TCGA-BRCA data set (logarithmic scale), with modifying and combin-
ing approaches using Open Targets and network approaches using PathwayCommons.
Numbers on top of the bars correspond to overall runtimes in seconds.

cannot show large performance improvements, even though they reduce runtimes of the
subsequently applied traditional approaches to a large extent. Apparently, more com-
plex prior knowledge approaches like LassoPenalty and both network approaches require
significantly higher runtimes than all other approaches. LassoPenalty, on the one hand,
requires most of the computation time for the actual feature selection4 and shows in-
creasing runtimes for larger samples sizes up to a couple of days. Network approaches,
on the other hand, spend the majority of their runtimes on a) prior knowledge retrieval
and b) feature mapping, with the actual feature selection requiring only a fraction of
the overall runtime.

Prior Knowledge Approaches are Slower than Traditional Approaches and
Require Particularly High Runtimes When Processing Network
Information

In summary, runtimes of prior knowledge approaches are often higher than runtimes
of traditional approaches, which is primarily a result of the additional time needed for
prior knowledge retrieval. While first- and second-level prior knowledge, e.g. genes and
gene-disease associations, can be retrieved from knowledge bases within a reasonable
time, third-level prior knowledge, e.g. pathways, requires considerably more time than
the runtimes of traditional approaches. Furthermore, due to the additional retrieval time
for prior knowledge, a prefiltering prior knowledge approach has only improved perfor-
mance compared to a traditional approach on data sets with high sample and feature

4 The grey part corresponds to the actual computation of LassoPenalty, which is carried out
outside Comprior in R.
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dimensionalities. There are, however, still multiple options for improving runtime perfor-
mances by implementing advanced processing strategies, e.g. caching or parallelization
of single queries. With these measures in place, runtimes can be considerably reduced,
especially for retrieving first- and second-level prior knowledge. This can promote over-
all runtimes of prior knowledge approaches to be even closer to those of traditional
approaches.

6.3.3 Performances on Data Sets from Different Disease Domains

In this subsection, we examine performances of both traditional feature selection and
prior knowledge approaches on data sets of the three disease domains, which addresses
the earlier posed question: Q3: How do prior knowledge approaches compare to tradi-
tional approaches on the different disease data sets? We examine the performance of both
traditional and prior knowledge approaches in the context of the three disease domains
of our selected data sets, namely Alzheimer’s disease, glioma, and breast cancer. We
present performance results per disease domain and focus on comparing a) classification
performance, b) feature set agreements, and c) the similarity of enrichments. Each of
these aspects is further assessed in the context of both an original and a cross-validation
data set. While we discuss results from both data sets of a disease domain, we only
provide diagrams for one of the two data sets, e.g. TCGA-BRCA, here. Corresponding
diagrams for the second data set of the same domain, e.g. SCAN-B, are provided in
the appendix (denoted by the A prefix in the figure references). For reasons of clarity,
we group the tested feature selection approaches into traditional, modifying, combining,
and network approaches. As traditional feature selection approaches, we apply ANOVA,
ReliefF, Lasso, SVM-RFE (with polynomial kernel), and RandomForest. As modifying
approaches, we apply prefiltering (Pref ) and extending (Ext) prior knowledge approaches
that are combined with ANOVA, Lasso, and SVM-RFE. As combining approaches, we
apply weighting (Weight) prior knowledge approaches, again combined with ANOVA,
Lasso, and SVM-RFE, and the prior knowledge approach of Zeng et al., which integrates
prior knowledge as a feature-specific penalty score into Lasso (LassoPenalty) [261]. As
network approaches, we apply our own approach as described in Section 4.4.6 (NetAct)
and the approach developed by Lee et al. (CORGS), which both apply the same fea-
ture selection strategy but use different pathway mapping approaches [113]. We combine
the described approaches with each of the available knowledge bases, i.e. KEGG, Dis-
GeNET (DG), Open Targets (OT ), and PathwayCommons (PC ). We do not provide
performance results for all tested combinations with knowledge bases, but instead limit
the comparison to the best-classifying combination. In this way, all knowledge base com-
binations not provided in the subsequent diagrams can be considered to perform either
equally well as or worse than the chosen approach.
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Classification Performances

Figures 6.4 to 6.6 depict MCC classification performances of feature sets of increasing
size (1 to 25) selected for the TCGA-BRCA, TCGA-GBM/LGG, and AddNeuroMedI
data sets, respectively. Classification performances of feature sets selected on the other
data sets are provided in Figures 10.6 to 10.8 in the appendix. In each of the figures,
the upper rows show MCC scores of feature sets selected on a particular data set and
used for classifying that same data set, whereas the lower rows show MCC scores of
the same feature sets when used for classification on an independent cross-validation
data set from the same disease domain. We group the tested approaches into separate
diagrams for traditional, modifying, combining, and network approaches.
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Fig. 6.4: Classification performances measured in Matthew’s Correlation Coefficient
(MCC) of feature sets selected by the tested approaches on the TCGA-BRCA data
set, grouped into traditional, modifying, combining, and network approaches (from left
to right). Upper row shows MCC scores of the feature sets used for classification on
the original data set, lower rows show MCC scores of the same feature sets applied
for classification on the SCAN-B data set for cross-validation (CV). RandomForest and
SVM-RFE (SVMpRFE) show the highest MCC scores, however most of the tested ap-
proaches achieve similarly high MCC scores.

We observe that the classification performances of the tested approaches vary across
data sets. While MCC scores of around 0.30 and 0.25 are the lowest for Alzheimer’s
disease data sets, they are higher for glioma (around 0.75 and 0.5) and breast cancer
(around 0.75 and 0.60) data sets. For all data sets we observe that the tested approaches
generally perform on a similar level, with the largest variability on the SCAN-B data
set (see Figure 10.6 in the appendix). For all but the AddNeuroMedI data set, we rec-
ognize that SVM-RFE (SVMpRFE) and its prior knowledge approaches, which adapt it
in an extending or prefiltering manner (Ext and Pref ), show classification performances
that outperform all other approaches. From the modifying approaches, LassoPenalty
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and prior knowledge approaches that adapt SVM-RFE and Lasso in a weighting man-
ner (Weight) often show the worst classification performances, with Weight_Lasso ap-
proaches performing lowest on breast cancer data sets, LassoPenalty performing lowest
on both breast cancer and Alzheimer’s data sets, Weight_SVMpRFE approaches per-
forming lowest on glioma data sets. Network approaches generally perform at the lower
end and instead show a constant classification performance in spite of increasing fea-
ture set sizes. The baseline approaches Random and KBonly typically perform worse
than the other tested approaches. However, particularly for glioma and breast cancer
data sets, both of these baseline approaches exhibit a high and robust classification per-
formance that can outperform some modifying approaches, LassoPenalty, and network
approaches.
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Fig. 6.5: Classification performances measured in Matthew’s Correlation Coefficient
(MCC) of feature sets selected by traditional, modifying, combining, and network ap-
proaches (from left to right) on the TCGA-GBM/LGG data set. Upper row shows MCC
scores of the feature sets used for classification on the original data set, lower rows show
MCC scores of the same feature sets applied for classification on the REMBRANDT
data set for cross-validation (CV). Differences in classification performances observed
on the TCGA-GBM/LGG cannot be maintained on the REMBRANDT data set, where
all approaches fall back to the same level.

For the cross-validation data sets from Alzheimer’s disease and glioma, we observe that
the classification performances of both traditional and prior knowledge approaches de-
cline to roughly the same level with narrow ranges. In particular, the performance dif-
ferences seen on the original data sets — in particular for SVM-RFE (SVMpRFE) and
its prefiltering (Pref ) and extending (Ext) adaptations — are not recognizable anymore.
Only for breast cancer data sets are the performance differences observed on the original
data sets robust in terms of remaining visible on the cross-validation data sets. From
the modifying approaches, LassoPenalty shows the worst classification performances on
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Fig. 6.6: Classification performances measured in Matthew’s Correlation Coefficient
(MCC) of feature sets selected by traditional, modifying, combining, and network ap-
proaches (from left to right) on the AddNeuroMedI data set. Upper row shows MCC
scores of the feature sets used for classification on the original data set, lower rows show
MCC scores of the same feature sets applied for classification on the AddNeuroMedII
data set for cross-validation (CV). Only SVM-RFE (SVMpRFE) and its prefiltering
(Pref ) and extending (Ext) adaptations reach MCC scores above 0.5 on AddNeuroMedI.
However, they fall back onto the same level (MCC below 0.25) as the other approaches
on the AdDNeuroMedII data set.

Alzheimer’s disease and breast cancer data sets — even falling short of both Random and
KBonly baseline approaches. However, it exhibits a robust classification performance on
both glioma data sets. For breast cancer and glioma data sets, feature sets selected ex-
clusively based on the associations retrieved from a knowledge base (KBonly baseline
approach) show a robust classification performance that is better than randomly selected
genes and, in some cases, even outperforms traditional and prior knowledge approaches.
In contrast, KBonly approaches do not exhibit robust classification performance on
Alzheimer’s disease data sets, as their MCC scores are lowest on both cross-validation
data sets. Randomly selected genes (Random) cannot keep up with the performances
shown by KBonly and only exhibit a robust performance on glioma data sets.

Feature Sets

Figures 6.7 and 10.9 depict overlaps of feature sets between feature sets selected by the
tested approaches whose classification performances were already shown in Figures 6.4
to 6.6 and Figures 10.6 to 10.8, respectively.

We observe that the majority of feature sets only overlap by individual features, whereas
most of the features selected by the tested approaches remain distinct. The highest
overlap can still be observed between feature sets of modifying approaches. However,
it is worth mentioning that a high proportion of these overlaps exist particularly for
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(a)

(b)

(c)

Fig. 6.7: Overlaps of gene sets selected with the same approaches as used for classifica-
tion, for data sets a) TCGA-BRCA, b) TCGA-GBM/LGG, and c) AddNeuroMedI. We
omit overlaps of single features. Often up to half of the features selected by the tested
approaches are distinct, with fewest overlaps observed for TCGA-BRCA.
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Fig. 6.8: Robustness across data sets of the same disease domain for feature sets selected
by the best-classifying approaches from a) TCGA-BRCA, b) TCGA-GBM/LGG, and
c) AddNeuroMedI. Robustness is measured by comparing feature rankings via ranked-
biased (RBO) overlap. A high RBO score means high agreement of feature rankings
across both data sets, and as such indicates a high robustness.

prior knowledge approaches that either combine the same traditional feature selection
approach or apply the same knowledge base. This effect is particularly prominent for
prior knowledge approaches that extend (Ext) the feature sets selected by traditional
approaches . The feature sets of these approaches, across all data sets, do not have
a single individual feature, but instead share all of their selected features with other
approaches. This is expected, as these prior knowledge approaches select half of their
feature set exclusively based on prior knowledge and the other half exclusively based
on a traditional approach. As such, if the same knowledge base is used, or if the same
traditional approach is applied, there is generally a high chance that these feature sets
will overlap. Network approaches do not share any features with the other approaches,
which is a result of them having pathways instead of genes as features. If network
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approaches are further using the same knowledge base, they show complete overlaps due
to the same applied selection strategy. In contrast, network approaches using different
knowledge bases agree to a far less extent. However, the overlap here rather focusses
on feature identity, i.e. compares feature identifiers, and does not attempt to compare
pathways based on their member genes. As knowledge bases can use different identifiers
for their pathways, it is thus possible that the same pathway listed in both knowledge
bases is not recognized in the overlap.

Figures 6.8 and 10.10 depict feature set robustness across data sets by showing rank-
biased overlap (RBO) scores of feature rankings selected by approaches on both data
sets of the same disease domain, with Alzheimer’s disease data sets in the first row,
glioma data sets in the second, and breast cancer data sets in the third row. Orange
surroundings mark tested approaches of a particular group, i.e. traditional, modifying,
combining, and network approaches. A high RBO score indicates that feature rankings
are similar and, therefore, serves as measure for feature set robustness across data sets.

Comparing robustness results for all data sets in Figures 6.8 and 10.10, we observe
that the tested feature selection approaches show a similar robustness for data sets
from the same disease domain — even if they originate from different experiments.
Robustness of feature selection approaches, however, differs across disease domains: while
we observe a moderate to high robustness for most approaches on breast cancer data
sets, robustness decreases for Alzheimer’s disease data sets and is worst on glioma data
sets. Besides, LassoPenalty, SVM-RFE (SVMpRFE), and most of the prior knowledge
approaches that combine the latter are generally not robust, irrespective of the disease
domain. In contrast, approaches like ANOVA, ReliefF, prior knowledge approaches that
extend feature sets from traditional approaches (Ext), and network approaches exhibit
distinctive robustness which is higher than for other approaches on all data sets and
disease domains.

Enrichments

Figures 6.9 to 6.11 depict enrichments retrieved by the tested approaches on the TCGA-
BRCA, TCGA-GBM/LGG, and AddNeuroMedI data sets as bubble plots that group
semantically similar enrichments into clusters(enrichments for the other data sets are
provided in Figures 10.11 to 10.13). The sizes of the bubbles determine with how
many enriched terms a tested approach contributes to a cluster. Except for network
approaches, where we consider the pathways retrieved as features to be an enrichment,
we enriched feature sets selected on Alzheimer’s disease and glioma data sets with GO
terms and feature sets selected on breast cancer data sets with MSigDB oncogenic signa-
tures. The most general GO term — or gene signature/pathway with the lowest p-value
— is selected as cluster representative, respectively.

In general, not many approaches retrieve any enrichments. However we observe that,
analogously to feature rankings, enrichments of prior knowledge approaches that use
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Fig. 6.9: Semantic similarities of enriched MSigDB oncogenic signatures (or pathways,
for network approaches) of gene sets selected with the same approaches as used for
classification on the TCGA-BRCA data set. We group enrichments into into semantic
clusters, the name of the representative term is given on the left side. Sizes of the
bubbles indicate with how many enriched terms (or pathways) an approach contributes
to a cluster. Clusters are nearly identical for network approaches, whereas there is only
few similarity between enrichments of the other approaches.

the same knowledge base or adapt the same traditional approach are often grouped into
the same semantic category as enrichments of other approaches. Prior knowledge ap-
proaches further retrieve many more enrichments in total than traditional approaches,
which often only retrieve single enriched terms. For enrichments on Alzheimer’s disease
data sets, however, we observe more semantically-similar grouped enrichments com-
pared to enrichments of glioma or breast cancer data sets. Traditional approaches, in
particular ANOVA, ReliefF, and RandomForest, seem to have retrieved highly similar
enrichments. On glioma data sets, we observe such high semantic similarities between
enrichments only for Lasso and for prior knowledge approaches which incorporate it. On
breast cancer data sets, enrichments of ANOVA, ReliefF, and RandomForest again show
more semantically similar enrichments, whereas the enrichments of the remaining ap-
proaches are most often distinct. For Alzheimer’s disease, approaches using DisGeNET
as a knowledge base retrieved — outstandingly — many enrichments, whereas this was
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the case for approaches using Open Targets on glioma data sets. As we consider path-
ways with a feature score less than 0.05 as enriched for network approaches, there is
no overlap with enrichments of other approaches. As the computation strategy for the
feature scores is the same across both NetAct and CORGS, we observe an exact match
in enrichments if both approaches apply the same knowledge base.

Figures 6.12 and 10.14 depict similarity scores of enrichments retrieved for the tested ap-
proaches on two independent data sets of a particular disease domain, with Alzheimer’s
disease data sets in the first row, glioma data sets in the second row, and breast cancer
data sets in the third row. A high similarity score retrieved for enrichments of the same
approach on two independent data sets indicates a high robustness and, as such, an
actual biological relevance of the retrieved enrichments.

We generally observe that the robustness of tested approaches varies across disease
domains. As such, robustness is highest on breast cancer data sets, decreases for
Alzheimer’s disease data sets, and is lowest for glioma data sets. On data sets of the
latter disease domain, most of the tested approaches do not retrieve enrichments on
both data sets that can be compared. Only few individual approaches, e.g. Lasso or
Ext_SVMpRFE_OT, retrieve enrichments on both glioma data sets. However, most
of these enrichments have a low semantic similarity score and are, therefore, not ro-
bust. Only prior knowledge approaches using Open Targets as a knowledge base are
able to achieve a reasonably high similarity score. In contrast, enrichments retrieved by
the tested approaches on breast cancer data sets show a high semantic similarity even
across different approaches. From the traditional approaches, enrichments of ANOVA,
ReliefF, and RandomForest in particular, show a high semantic similarity and, as such,
robustness on data sets from both Alzheimer’s disease and breast cancer domains. We
also observe a higher robustness particularly for prior knowledge approaches that ex-
tend feature sets of a traditional approach (Ext). However, this is naturally due to the
fact that some of these features are selected independently of the data set at hand.
Combining approaches show varying levels of robustness except for LassoPenalty, which
never retrieves any enrichments that can be compared across two independent data sets.
In contrast, network approaches using PathwayCommons achieve high similarity scores
for their enrichments, i.e. pathways, on nearly all data sets irrespective of the disease
domain. Furthermore, while network approaches do not necessarily select the same path-
ways across data sets (see also Figure 6.8), they do select semantically similar pathways
which might be involved in the same overall processes.

Best Performances on Breast Cancer Data Sets

We consistently observe performance differences of both traditional and prior knowledge
approaches on data sets of different disease domains. Data sets of Alzheimer’s disease
are the hardest to classify while, in contrast, the tested approaches achieve higher classi-
fication performances on glioma data sets, but could not identify robust and biologically
relevant features. It is only on breast cancer data sets that the tested approaches achieve
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Fig. 6.10: Semantic similarities of enriched GO terms (or pathways, for network ap-
proaches) of gene sets selected with the same approaches as used for classification on
the TCGA-GBM/LGG data set. We group enrichments into into semantic clusters, the
name of the representative term is given on the left side. Sizes of the bubbles indicate
with how many enriched terms (or pathways) an approach contributes to a cluster. There
is a high overlap between Ext_Lasso_OT Ext_SVMpRFE_OT and both network ap-
proaches, respectively.
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Fig. 6.11: Semantic similarities of of enriched GO terms (or pathways, for network ap-
proaches) of gene sets selected with the same approaches as used for classification on the
AddNeuroMedI data set. We group enrichments into into semantic clusters, the name
of the representative term is given on the left side. Sizes of the bubbles indicate with
how many enriched terms (or pathways) an approach contributes to a cluster. There
is a high overlap between approaches using DisGeNET (DG) as knowledge base and
between ANOVA, Pref_ANOVA_OT, ReliefF, and RandomForest.
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(a) (b)

(c)

Fig. 6.12: Robustness across data sets of the same disease domain for enrichments (GO
terms for Alzheimer’s disease and glioma, MSigDB oncogenic signatures for breast can-
cer, pathways for network approaches) retrieved for feature sets selected by the tested
approaches on a) TCGA-BRCA, b) TCGA-GBM/LGG, and c) AddNeuroMedI data
sets. High scores mean a high semantic similarity of enrichments and as such indicate a
higher robustness and biological relevance of enrichments.

both a high classification performance and robust and biologically relevant features.
However, on these data sets, we also observe a high classification power of the baseline
approaches Random and KBonly. Sometimes, they even outperform some of the tested
approaches, though randomly selected features seldom show a biological relevance.

Prior knowledge approaches have a similar performance to traditional
approaches and do not agree more on feature sets, though they retrieve
robust enrichments more often

When comparing classification performances on all data sets, we cannot find large-scale
performance improvements in prior knowledge approaches compared to traditional ap-
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proaches. Instead, all approaches often perform similarly, with differences in MCC scores
below 0.02. Furthermore, we do not observe a higher agreement between feature sets of
prior knowledge, unless the same traditional approach is used or the same knowledge
base is applied. Indeed, SVM-RFE (SVMpRFE) as a traditional approach is the only
approach that shows superior classification performance across all data sets and is not
outperformed by any other approach. However, while SVMpRFE excels in classification,
its feature sets do not reveal a biological relevance, whereas prior knowledge approaches
that combine SVMpRFE with a knowledge base are able to select features that show a
biological relevance to a particular extent, at an equal or only slightly lower classifica-
tion performance level. From the traditional approaches, especially ANOVA,ReliefF, and
RandomForest often retrieve enrichments that are robust across data sets of the same
disease domain. However, these enrichments are generally retrieved in small numbers,
whereas prior knowledge approaches retrieve more enrichments in much higher numbers
and still show robustness across data sets.

LassoPenalty Performs Worst, while Network Approaches show Robust
Feature Sets and Enrichments

LassoPenalty was implemented by Zheng et al. and is a prior knowledge approach that
applies an advanced integration strategy to incorporate prior knowledge. However, Las-
soPenalty is unconvincing in this case study. Across all data sets, it shows only interme-
diate classification performance and performs particularly badly on cross-validation data
sets, where, in parts, its classification performance even falls short of randomly selected
features. Furthermore, it does not select features that are robust across data sets, nor
does it retrieve any enrichments in most cases. In contrast, network approaches perform
much better regarding the robustness of feature sets and enrichments. Irrespective of the
disease domain they are applied to, network approaches always perform at the lower end
in classification. Network approaches are, however, capable of selecting similar features
across two data sets of the same domain which, more importantly, yield enrichments
that are typically highly robust.

6.3.4 Comparing Traditional Approaches with Adaptations Therof Using
Prior Knowledge

This subsection concentrates on comparing traditional approaches with adapations
therof that integrate prior knowledge, e.g. by adapting a traditional ANOVA approach
by an additional prefiltering step that uses prior knowledge. This subsection, therefore,
addresses the earlier posed question: Q4: Compared to a high-complexity traditional ap-
proach, is it sufficient to use a low-complexity prior knowledge approach? To answer
this question, we compare approaches from the three main traditional feature selection
categories — namely ANOVA (filter), Lasso (embedded), and SVM-RFE (wrapper) —
with adaptations using prior knowledge that are described in Section 4.4 — namely
prefiltering (Pref ), extending (Ext), and weighting (Weight) approaches.
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Fig. 6.13: Average classification performances (for 5 to 25 features, measured by average
MCC scores) on all six data sets for ANOVA, Lasso, and SVM-RFE and approaches com-
bining them with prior knowledge in a prefiltering (Pref ), extending (Ext), and weight-
ing (Weight) manner, respectively. prefiltering and extending adaptations typically lead
to a slight performance improvement, whereas weighting adaptations consistently show
lowest MCC scores.

Figure 6.13 depicts average classification performances of feature sets (5 to 25 features)
on the six data sets for ANOVA, Lasso, and SVM-RFE and prior knowledge approaches
that adapt their feature sets with prior knowledge by prefiltering (Prefr), extending
(Ext), or weighting (Weight). In the following, we refer to these approaches as adapted
approaches. While we use each adapted approach in combination with multiple knowl-
edge bases, i.e. DisGeNET, Open Targets, KEGG, and PathwayCommons, here, we
only show the average classification performances of the best-performing combination
per adapted approach, e.g. Pref_ANOVA_OT and Ext_ANOVA_PC. At this point
we emphasize that we show aggregated and not maximum values of classification per-
formances here. Therefore, the average classification score can encapsulate a) a strong
development of classification scores with increasing feature set sizes, i.e. the actual mini-
mum and maximum classification scores are much lower or higher, or b) a more constant
classification performance that reaches high scores with few features and a small increase.

From Figure 6.13 we observe that adapted approaches can indeed bring performance
improvements, though their intensities vary depending on the data sets and traditional
approach used. Adaptations of ANOVA lead to the largest improvements, particularly
for prefiltering (Pref ) and extending (Ext) approaches, which show an increase of MCC
score up to around 0.15 compared to the original ANOVA approach. Performance im-
provements are especially high on TCG-BRCA, SCAN-B (breast cancer), and TCGA-
GBM/LGG (glioma) data sets, whereas they diminish for AddNeuroMedI and AddNeu-
roMedII (Alzheimer’s disease) data sets. We observe the same pattern, though less dis-
tinctively, for Lasso and its adaptations, which can increase classification performance
by nearly 0.2 on the SCAN-B data set. In contrast, adaptations of SVM-RFE only show
either minor improvements or stronger deteriorations in classification performances. In
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Fig. 6.14: Distributions of distinct features selected exclusively by traditional approaches
and their adaptations using prior knowledge, for a) ANOVA, b) Lasso, and c) SVM-RFE.
Feature sets are compared to feature sets of all approaches applied in the case study on
a respective data set. For Lasso and SVM-RFE (SVMpRFE), adaptations using prior
knowledge lead to fewer distinct features compared to the original approach.

particular, weighting (Weight) adaptations clearly worsen classification performances,
e.g. they retrieve MCC scores lowered by at least 0.2 on the Alzheimer’s disease data
sets. We further observe that improvements of adaptations in classification performance
are robust; i.e. we can observe these improvements — albeit at a slightly reduced level
— also on the cross-validation data sets as shown in Figure 10.15 in the appendix.

Figure 6.14 depicts how many distinct feature sets traditional approaches and their adap-
tations typically select when comparing their feature sets with those of all approaches
tested in this case study. We observe that traditional approaches generally select more
distinct feature sets than their adaptations, with typically more than 7, 20, and 15 dis-
tinct features selected for ANOVA, Lasso, and SVM-RFE, respectively. In contrast, their
adaptations most often select fewer distinct features, which is particularly pronounced
for adaptations of Lasso and SVM-RFE.

Figure 6.15 depicts distributions of RBO scores of feature rankings selected by the same
approach on two data sets of the same domain, i.e. high RBO scores indicate that a
feature selection approach produces similar feature rankings on data sets of the same
disease domain. Therefore, despite adapted approaches selecting less distinct feature
sets, these feature sets are also more robust across data sets. Whereas RBO scores of
traditional approaches are located around 0.4, 0.0, and 0.0 for ANOVA, Lasso, and
SVM-RFE (SVMpRFE), their adaptations increase these scores by up to 0.4. Again,
the improvements are largest for Lasso and SVM-RFE (SVMpRFE), however feature
sets of ANOVA and its adaptations generally achieve the highest RBO scores. These
effects are consistent across data sets of different disease domains.
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Fig. 6.15: Distributions of feature set RBO scores, i.e. robustness of feature sets across
data sets, for a) ANOVA, b) Lasso, c) SVM-RFE (SVMpRFE) and their respective
adaptations. High RBO scores indicate that a feature selection approach produces sim-
ilar feature rankings on two data sets of the same disease domain, i.e. produces more
robust feature sets. Adaptating a traditional approach increases feature set robustness
for ANOVA, Lasso, and SVM-RFE.
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Fig. 6.16: Distributions of similarity scores for enrichments selected by an approach on
two data sets from the same disease domain, i.e. enrichment robustness, for a) ANOVA,
b) Lasso, and c) SVM-RFE (SVMpRFE) and their respective adaptations. High similar-
ity scores indicate a higher robustness and biological relevance of the retrieved enrich-
ments. Adaptations of Lasso and SVM-RFE show a noticeable increase in enrichment
robustness.
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Figure 6.16 depicts distributions of (semantic) similarities of enrichments retrieved by
a tested approach across two data sets from the same disease domain. Therefore, high
similarity scores mean an approach selects similar enrichments on data sets from the
same domain, which indicates a true biological relevance of the selected features. The
results shown in Figure 6.16 comply with what we already observed for feature set
robustness: adapted approaches generally improve the robustness of enrichments, with
adaptations of Lasso and SVM-RFE showing the largest improvements. While Lasso and
SVM-RFE never reach a similarity score above 0.2, their adaptations reach a median
similarity of up to 0.7. It is important to mention here that approaches that do not
retrieve enrichments on both data sets are not included in these plots, and Lasso and
SVM-RFE generally retrieve only individual enriched terms.

ANOVA Profits Most in Classification, Lasso and SVM-RFE Profit More
in Feature Set Robustness and Biological Relevance

The observed improvements of adapted approaches vary across the traditional ap-
proaches used. From the original feature selection approaches, adaptations of ANOVA
show the largest improvements in classification performance across data sets, which in
parts can even outperform Lasso and perform on the same level as SVM-RFE. While
the original ANOVA already selects feature sets that are robust and retrieve enrich-
ments that depict a limited robustness, adaptations of ANOVA using prior knowledge
still enhance these performances, though to a lesser extent. In contrast, adaptations of
Lasso and SVM-RFE, in particular, lead to improved robustness of feature sets and
enrichments. Whereas both Lasso and SVM-RFE are not capable of retrieving robust
feature sets and enrichments, their adaptations, when using prior knowledge, are able
to do so and improve the robustness of these by a multiple. However, these improve-
ments at enrichment robustness come to the cost of classification performance, which
deteriorates, especially for Weighted adaptations of SVM-RFE.

6.3.5 Comparing Results of Different Complexity Levels of Integration

In this subsection, we examine the performance differences between prior knowledge
approaches that integrate prior knowledge at different levels, addressing the earlier posed
question: Q5: What are the benefits of applying a dense integration of prior knowledge
compared to simple filtering strategies?

In Section 4.3, we group prior knowledge approaches into modifying, combining, and
network approaches based on how thoroughly prior knowledge is integrated into the
feature selection process. In this subsection, we thus compare prior knowledge approaches
from these three categories with each other.

Figure 6.17 depicts average MCC scores of prior knowledge approaches using 5 to 25
features for classification on an original (upper row) and cross-validation data set (lower
row), grouped into categories of modifying, combining, and network approaches. From
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Fig. 6.17: Average classification performances (5 to 25 features, measured in MCC scores)
of modifying, combining, and network approaches for all six data sets. The upper row
shows the classification performances for feature sets selected on the original data set;
the lower row shows the classification performances for the same feature sets on the re-
spective cross-validation data set. While the distributions show different levels of average
MCC scores for the respective data set, MCC scores tend to decrease with increasing
complexity of integration strategies.

the upper row of Figure 6.17, we observe that, across all data sets, the classification per-
formance of prior knowledge approaches decreases with an increasing integration level:
while modifying approaches reach the highest classification performance, combining ap-
proaches show a slight decrease, and network approaches exhibit the lowest classification
performance. These performance differences are less pronounced on cross-validation data
sets (see lower row of Figure 6.17), but still visible for most data sets. Again, however,
network approaches perform at the lower boundaries.

Figure 6.18 depicts robustness of feature rankings (upper row) and enrichments (lower
row) when applying the same approach to two data sets from the same domain. Fea-
ture rankings robustness is measured in RBO scores, whereas enrichment robustness
is measured in semantic similarity of enrichments. While network approaches showed
the lowest classification performance, they outperform both modifying and combining
approaches regarding the robustness of feature sets and, therefore, enrichments. Except
for the glioma data sets, network approaches show the highest average RBO scores.
However, even for glioma data sets the pathways, while not exactly the same, contain
similar gene sets, which indicates that they are functionally similar and involved in the
same biological processes. Compared to the other categories, combining approaches show
the lowest robustness on both feature sets and enrichments across data sets on all data
sets. Compared to network approaches, both distributions of RBO scores and semantic
similarities from modifying and combining show a wide dispersion. This can, to a certain
extent, be explained by the fact that there are generally fewer data points for network
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approaches, as these are only combined with two knowledge bases and no traditional
approach.
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Fig. 6.18: Robustness of feature sets (upper row) and enrichments (lower row) retrieved
by modifying, combining, and network approaches. Upper row: RBO scores of feature
rankings selected by an approach on a particular data set and used for classification of
both data sets from the same disease domain. Lower row: semantic similarities between
enrichments retrieved by an approach on two data sets from the same disease domain.
Network approaches maintain a high robustness of enrichments even when feature sets
show decreased robustness.

Classification Performance Decreases with Increasing Integration Level,
However Network Approaches Show Increased Robustness of Feature Sets
and Enrichments

We observe the same pattern regarding the classification performance across all data
sets: modifying approaches achieve the best classification results, while performance de-
creases gradually if a more sophisticated integration strategy is applied. The difference
in classification performance is highest between modifying and combining approaches,
whereas it narrows between combining and network approaches. Therefore, network ap-
proaches always perform at the lower end when it comes to classifying samples into their
disease subtypes. On the contrary, network approaches show an increased robustness in
their enrichments, which clearly outperforms approaches from the other categories, even
when the selected features are not robust.
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6.3.6 Comparing Results of Different Knowledge Bases

In this subsection, we examine the performance differences between prior knowledge
approaches that apply different knowledge bases, addressing the earlier posed question:
Q6: How much does the choice of a knowledge base affect results? We thus investigate
whether the application of a particular knowledge base has a noticeable effect on the
performance outcomes. To assess if the choice of knowledge base affects classification
performance, we compare MCC scores of all prior knowledge approaches and group them
by the utilized knowledge base. We further examine the robustness of feature sets and
enrichments. For this, we compare similarities of feature sets and enrichments retrieved
by the same prior knowledge approach on two data sets from the same disease domain
and group the results by the applied knowledge base. Finally, we assess quantitative
aspects of enrichments retrieved when applying a particular knowledge base, e.g. we
examine if there are knowledge bases with which prior knowledge approaches generally
retrieve more enrichments. We summarize our main findings at the end of this subsection.

Classification Performances

Figure 6.19 depicts win/loss plots for all tested prior knowledge approaches — grouped
into modifying, combining, and network approaches — using a particular knowledge
base. One plot corresponds to the classification performance for a particular data set.
Blue bars indicate the combination with that knowledge base achieves the highest classi-
fication performance. Red bars indicate worse classification performance and show how
much it differs from the best-performing combination. The worst classification perfor-
mances are further annotated with the difference in MCC score to the best-performing
combination.

As already observed in the previous sections, classification performances of prior knowl-
edge approaches are often on a similar level. While the differences in MCC scores vary
up to 0.23, most of the approaches using a particular knowledge base typically show a
difference of less than 0.10. Classification performances of approaches using Open Tar-
gets, DisGeNET, and PathwayCommons vary across disease data sets. On the breast
cancer data sets, combinations using DisGeNET and Open Targets show the best classi-
fication performance in 70 and 80 percent of prior knowledge approaches, respectively. In
addition, their classification performance often only shows minor differences (indicated
by flat red bars). On both glioma data sets, approaches using PathwayCommons consis-
tently outperform combinations with other knowledge bases. However, the classification
performances of approaches using Open Targets are on a similar level. In the Alzheimer’s
data sets — where all approaches achieve only low MCC scores — classification per-
formances vary with no clear winning knowledge base combination. Besides the varying
classification performances of approaches using a particular knowledge base, Figure 6.19
demonstrates that approaches using KEGG consistently have the worst classification
performance across all data sets. Furthermore, while approaches using the other knowl-
edge bases often perform similarly, the difference to approaches using KEGG is typically
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larger, often lowering MCC scores by around 0.10 points. This effect is most extreme
for network approaches, where the MCC scores on glioma and breast cancer data sets
are lowered by 0.35 to 0.67. These differences are caused by KEGG failing to provide
any relevant pathway that can be used as a new feature, and thus failing to classify the
data sets at all. However, even if KEGG provides enough pathways as features for clas-
sification, e.g. on the Alzheimer’s data sets, these combinations are still outperformed
by network approaches using PathwayCommons.
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Fig. 6.19: Win/loss plots (one plot per data set) of the different prior knowledge ap-
proaches grouped by knowledge base applied. Blue bars indicate the best classification
performance, height of red bars indicates distance to the best-performing approaches.
Numbers on red bars depict the highest difference in MCC score to the best-performing
approach. From the knowledge bases applied, KEGG consistently shows lowest classifi-
cation performance across all data sets.

Robustness of Feature Sets and Enrichments

Figure 6.20 depicts the RBO scores (left side) and semantic similarities (right side) of
feature sets and enrichments that are retrieved by prior knowledge approaches using a
particular knowledge base on two data sets from the same disease domain. High RBO
scores indicate that prior knowledge approaches select highly similar feature rankings
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on both data sets, while high semantic similarities of enrichments across two data sets
indicate that these are functionally related and, as such, biologically relevant. While
Figure 6.20 aggregates RBO scores and semantic similarities from feature sets and en-
richments retrieved from all six data sets, it still conveys the trends we recognize on
the individual data sets. We refer the interested reader to Figures 10.16 to 10.18 in the
appendix, which provide RBO scores and semantic similarities for the individual data
sets.
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Fig. 6.20: Robustness of a) feature sets and b) enrichments across data sets, grouped
by knowledge base. Feature set robustness (left side) is measured via RBO scores, en-
richment robustness (right side) is measured in semantic similarity. Prior knowledge
approaches using PathwayCommons generally retrieve less robust feature sets and en-
richments, whereas approaches using KEGG retrieve most robust feature sets and en-
richments.

From Figure 6.20 we observe that prior knowledge approaches using DisGeNET and
Open Targets demonstrate a similar performance of RBO scores. Both knowledge bases
enable maximum RBO scores between 0.9 and 1.0, though achieve median RBO scores
of around only 0.35. In contrast, approaches applying PathwayCommons as a knowledge
base perform worse, with a median RBO score of around 0.1. The maximum RBO scores
of around 0.9 most likely originate from network approaches, as we already observed in
Section 6.3.5 that these show high robustness. From the examined knowledge bases,
KEGG shows the highest median RBO scores for nearly all data sets. The differences
are more pronounced on the glioma and breast cancer data sets, while they converge for
the Alzheimer’s data sets (see also Figures 10.16 to 10.18 in the appendix).

The behavior of knowledge bases observed for RBO scores is even more pronounced in
the semantic similarity scores of the retrieved enrichments. According to Figure 6.20,
DisGeNET and Open Targets again show a similar performance with median semantic
similarity scores between 0.45 and 0.55. It is worth mentioning, however, that both
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DisGeNET and Open Targets show a particularly low robustness of enrichments for
both breast cancer data sets, where the median similarity scores fall to 0.0 (see also
Figure 10.16). Prior knowledge approaches using PathwayCommons again show the
lowest similarity scores of enrichments across data sets, with a median similarity score
of 0.0. The few higher semantic similarity scores most likely originate from network
approaches, which typically achieve high robustness of their enrichments. As with RBO
scores, prior knowledge approaches using KEGG again show outstanding performance
with a median semantic similarity score close to 0.8. This effect is strongest for the
glioma data sets, where median semantic similarities of enrichments even rise up to 0.9
(see also Figure 10.17).

Enrichments

Figure 6.21 depicts quantitative aspects of enrichments retrieved by prior knowledge
approaches using a particular knowledge base. Figure 6.21 a) depicts overall numbers
of enrichments retrieved by prior knowledge approaches using a particular knowledge
base, whereas Figure 6.21 b) shows how many genes from the data sets are involved on
average in an enrichment. Numbers are again aggregated from all six data sets, however,
the interested reader is referred to the individual data set plots in Figures 10.19 to 10.21.
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Fig. 6.21: Quantitative assessment of enrichments retrieved by prior knowledge ap-
proaches using a particular knowledge base on all six data sets, with a) showing the
average number of enrichments retrieved and b) showing the average number of features
being involved in an enrichment. Prior knowledge approaches using DisGeNET often
retrieve many enrichments, however with only few features being actually involved,
whereas approaches using KEGG still retrieve many enrichments, however with more
features involved.

From Figure 6.21 we again see knowledge base specific differences in the quantitative
aspects of the enrichments retrieved. The median number of enrichments has nearly the
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same level for all knowledge bases, i.e. many of the approaches — independent of the
knowledge base applied — retrieve no or few enrichments. If enrichments are retrieved,
prior knowledge approaches using DisGeNET and KEGG generally retrieve more enrich-
ments than the other knowledge bases, with some prior knowledge approaches yielding
more than 500 enrichments. However, on closer examination of the number of enrich-
ments retrieved for a particular data set, it becomes apparent that the median values of
Figure 6.21 are caused by only few, i.e. typically less than five, enrichments retrieved for
the breast cancer data sets (see also Figure 10.19). These were enriched with MSigDB
oncogenic signatures, of which only 189 exist in total5, and as such generally only few
signatures are enriched. Looking at the other data sets, we see that the median number
of enrichments reaches multiple hundreds on the glioma and Alzheimer’s data sets, par-
ticularly for approaches using DisGeNET and KEGG (see also Figures 10.20 to 10.21 in
the appendix). Out of all the knowledge bases applied, prior knowledge approaches using
PathwayCommons consistently retrieve the lowest amount of enrichments, typically less
than five and not more than 100 enrichments at maximum.

Besides the amount of enrichments retrieved, we also measure how many features are
involved in an enrichment. From Figure 6.21 b) we see that the majority of enrichments
— across all knowledge bases — generally have less than ten genes involved. All ap-
proaches show a median number of around three genes being involved in an enrichment
and mainly differ by their extreme values. Here, DisGeNET, Open Targets, and Path-
wayCommons show the lowest upper boundaries of around 10 genes being involved in
an enrichment. KEGG, on the other hand, shows extreme values of more than 50 genes
being involved in an enrichment.

PathwayCommons Increases Classification Performance at the Cost of
Enrichment Robustness

The preceding observations show that prior knowledge approaches using Pathway-
Commons achieve high classification performances, especially for the glioma data sets.
At the same time, feature sets are less robust across data sets and retrieve fewer enrich-
ments which are also robust. This indicates that the selected feature sets, while having
higher distinctive ability, do not truly capture the relevant underlying biological pro-
cesses. The described behavior, however, does not fully apply to network approaches.
In these cases, we observe that PathwayCommons is able to retrieve multiple pathways
that are significantly altered between disease subtypes and, as such, are suitable features
that further exhibit a robustness across data sets of the same disease.

KEGG Retrieves more Enrichments that are Robust

While we observe increased classification performance at the cost of feature set and en-
richment robustness for PathwayCommons, we notice the opposite behavior for KEGG:

5 https://www.gsea-msigdb.org/gsea/msigdb/collections.jsp, as of March 17, 2022

https://www.gsea-msigdb.org/gsea/msigdb/collections.jsp
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prior knowledge approaches using KEGG consistently show the worst classification per-
formance. At the same time, they exhibit the highest robustness of feature sets and
enrichments across data sets. Even if feature sets are not robust across data sets, they
lead to enrichments that are still semantically similar. Furthermore, prior knowledge
approaches using KEGG often retrieve more enriched terms than approaches using the
other knowledge bases, independent from the source used for enrichments. Finally, it
is important to mention that KEGG is hardly applicable to network approaches. From
the tested data sets, KEGG retrieves multiple relevant pathways as features only for
Alzheimer’s, while it only retrieves single pathways for the other disease domains.

Open Targets and DisGeNET are a Good Compromise

Prior knowledge approaches using Open Targets and DisGeNET show intermediate per-
formances regarding both the discriminative ability and robustness of feature sets and
their enrichments. Therefore, DisGeNET and Open Targets constitute a compromise
compared to KEGG and PathwayCommons, both of which excel in either classifica-
tion performance or biological relevance of feature sets. However, Open Targets and
DisGeNET are not immediately applicable to network approaches, as these require
third-level prior knowledge, i.e. networks. Both Open Targets and DisGeNET natu-
rally provide second-level prior knowledge, i.e. gene-disease associations, which requires
considerable efforts to be transferred to third-level prior knowledge.

6.3.7 Threats to Validity of the Findings from the Case Study

The design of our conducted case study has some characteristics that might limit the
validity of the conclusions drawn from our experiment results.

The choice of measures for preprocessing gene expression data sets can have a crucial
impact on analysis results [51]. This is valid especially for normalization strategies,
of which many approaches are available for use [1]. Our applied data sets all showed
different stages of preprocessing. For example, some of our data sets were available as raw
count data for which we chose the most suitable preprocessing measures based on latest
insights. Others were available as normalized data to which an outdated normalization
strategy had been applied, e.g. MAS5 on the REMBRANDT data set. We thus cannot
rule out that the given preprocessing measures might affect our experiment results. This
concern is softened, however, as we aimed to identify global trends, i.e. we drew our
conclusions from observations that were visible across all data sets.

Our case study further faced the same issue as related work regarding the accessibility
of prior knowledge approaches and only compares a limited number of prior knowledge
approaches of other authors. Except for the approach developed and implemented by
Zeng et al. (LassoPenalty), we had no access to the source code of any other prior
knowledge approach. In order to keep the implementation effort within the scope of this
thesis, we limited our case study to include prior knowledge approaches for which a) the
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implementation effort is reasonable and b) that could be easily adapted to our applied
classification use case. We particularly reimplemented the CORGS network approach by
Lee et al. based on their descriptions in the corresponding manuscript to incorporate an
external network approach in our case study [113]. While our implementation underwent
critical testing, we cannot categorically preclude that it missed important aspects of Lee
et al.’s method, which might have led to biased results. We further cannot entirely rule
out that other sophisticated prior knowledge approaches, e.g. those described by Guo
et al. or Swarnkar et al., would have delivered results that strongly differ from our
insights [76, 131, 218].

Our applied knoweldge base and search terms also might have retrieved too generalized
prior knowledge that cannot add much to the analysis. We incorporated knowledge bases
that have a broad coverage of many diseases and genes. This was an economic decision,
as we wanted to apply multiple knowledge bases to each disease domain. However, more
specialized knowledge bases, e.g. like InnateDB, could have provided much more specific
prior knowledge [28]. Regarding our choice of search terms for prior knowledge retrieval,
we made sure to cover all disease subtypes with their various medical terms by using
the metathesaurus [140]. However, we are no experts of the medical domain and might
have missed aspects that are characteristic for a disease subtype, which could result in
prior knowledge that is still too general.

A further critical aspect of our case study is the biological evaluation of detected
biomarkers. We applied gene set enrichment strategies that used information from Gene
Ontology and MSigDB to annotate our retrieved biomarkers. As both GO and MSigDB
are knowledge bases, we took care that they do not include data from any of the knowl-
edge bases used for feature selection. However, we cannot fully preclude that information
from one of the knowledge bases was resembled in the other, e.g. via manual curation
from the same scientific publications. As such, there remains a risk that our results,
particularly the biological relevance of biomarkers, are positively biased towards prior
knowledge approaches. At this moment, there is no solution to this issue and it remains
subject for further investigations.

6.4 Summary

In this chapter, we described the setup and results of a case study we conducted with
multiple knowledge bases and both traditional and prior knowledge approaches on data
sets from three disease domains: Alzheimer’s disease, glioma, and breast cancer. We first
examined how much prior information is provided by the applied knowledge bases and
conclude that both Open Targets and PathwayCommons provide the highest coverage
for the tested disease domains. DisGeNET still returns a lot of relevant genes, though
it fails to provide satisfactory evidences. KEGG, in contrast, generally provides only
limited prior knowledge, which turns out to be especially challenging for the tested
network approaches.
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We further compared runtimes of traditional and prior knowledge approaches to as-
sess the feasibility of prior knowledge approaches. We found that, due to the additional
time needed to retrieve prior knowledge, traditional approaches require less computa-
tion time than prior knowledge approaches. They only supersede traditional approaches
when applied in a prefiltering manner on data sets with large dimensions and require a
substantial amount of runtime when network information is retrieved and processed.

When comparing the tested approaches on data sets from the different disease domains,
they generally achieved the highest performances on breast cancer data sets. Regarding
the overall classification performances, all tested approaches perform on similar levels,
often with only minor differences. Prior knowledge approaches, however, often outper-
form traditional approaches regarding the robustness of their feature sets and both the
quantity and robustness of enrichments retrieved. Network approaches, in particular,
distinguished themselves by selecting and retrieving particularly robust feature sets and
enrichments. However, LassoPenalty — as a prior knowledge approach applying sophis-
ticated integration strategies — consistently showed the worst performance in all aspects
under consideration, i.e. distinctive ability, feature set robustness, and enrichments.

When comparing traditional approaches directly to prior knowledge approaches that
combine them with prior knowledge, e.g. in a prefiltering manner, we observed that
ANOVA showed the largest improvements in classification, which increased up to the
levels of the generally best-classifying SVM-RFE. In contrast, Lasso and SVM-RFE
benefit from prior knowledge integration particularly in terms of feature set robustness
and enrichments.

When comparing the effectiveness of prior knowledge approaches that apply different
integration strategies for prior knowledge, we observed a general decrease in classification
performance with more advanced integration strategies.

Finally, we assessed whether the choice of knowledge base had an impact on the effec-
tiveness of prior knowledge approaches. It turns out that there seems to be a drawback
between classification performance and feature set and enrichment robustness: while
prior knowledge approaches using PathwayCommons showed an increased classification
performance, they did not select robust feature sets and did not retrieve many robust en-
richments. In contrast, KEGG consistently showed the worst classification performance,
yet it retrieved many enrichments that proved to be robust across data sets. Open Tar-
gets and DisGeNET turned out to constitute a compromise between the aforementioned
two, as they often showed reasonable classification performance and still retrieved robust
enrichments.
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Discussion

This chapter consolidates and discusses findings from our work presented in the previous
chapters. Coming from our two research questions on the applicability and effectivity of
prior knowledge approaches, we clarify how our contributions — namely our presented
formal concepts, their technical realization in Comprior, and the conducted case study
— address these and also elaborate on potential limitations. We conclude this chapter
by highlighting the challenges for prior knowledge approaches which remain open.

7.1 Improving the Applicability of Prior Knowledge Approaches

Prior knowledge approaches are not widely applied in practice, although biological
databases experience an ever increasing growth in information content and research
assumes integrative approaches to address current issues of traditional biomarker detec-
tion approaches [19, 151]. Still, studies for which only single omics data is available only
incorporate biological information at the very end to biologically interpret the detected
biomarkers.

The observations above led us to our first research question, namely:

RQ1: How can we improve the applicability of prior knowledge approaches in practice
and subsequently enable better comparability?

After conducting a qualitative comparison of existing prior knowledge approaches and
their key characteristics, we found that their actual application in practice is negatively
affected by their inflexibility and considerable efforts for prior knowledge curation. Most
approaches are custom-tailored to a particular use case with particular requirements to
the format of applied prior knowledge. Furthermore, prior knowledge retrieval typically
involves considerable curation efforts, and applying a prior knowledge approach to a
different domain requires implementing a de novo prior knowledge retrieval.
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7.1.1 Generalized Approaches and Unified Definitions for Prior Knowledge

Our fundamental concept to improve the technical applicability of prior knowledge ap-
proaches is to retrieve prior knowledge from online knowledge bases. This allows for
streamlining the retrieval process and agreeing on a uniform definition for prior knowl-
edge so that resources can be used interchangeably.

In Chapter 4, we defined concepts for both prior knowledge and prior knowledge ap-
proaches. Intending to facilitate a streamlined prior knowledge retrieval, we first reviewed
existing online knowledge bases regarding their available biological information and how
it is accessible. We subsequently derived a formal definition of prior knowledge as it is
available in online knowledge bases. Prior knowledge is thus available in three levels: a
list of biological entities, a list of (scored) biological entities, and a list of networks. We
further described how prior knowledge can be transformed from one level to the other
and discussed potential constraints. Having a clear definition of prior knowledge and how
to transform it into different levels increases flexibility in application for prior knowl-
edge approaches. We further reviewed existing prior knowledge approaches regarding
their key characteristics and identified commonalities that allowed us to classify them
into the groups of modifying, combining, and network approaches. We explained what
integration strategy is generally applied by approaches of each category and what level
of prior knowledge is used. For each category of prior knowledge approaches, we further
provided formal descriptions of own prior knowledge approaches that are generally appli-
cable with the highest flexibility, e.g. by combining any traditional approach with prior
knowledge of a particular type, which is not restricted to a particular use case. Some
of our concepts can be considered to be generalizations of approaches found in related
work. For example, Fang et al. and Jungjit et al. can be seen as specialized implementa-
tions of our prefiltering approach, while RelSim and SoFoCles are specific forms of our
extension approach [58, 98, 132, 148]. Jungjit et al. further present a specialized imple-
mentation of our weighting approach [98]. However, our generalized concepts address
the aforementioned applicability issues by allowing the highest flexibility regarding the
use of prior knowledge and combination with other approaches.

7.1.2 A Technical Infrastructure for Development and Evaluation

We implemented our presented concepts for both prior knowledge and prior knowledge
approaches into a research framework called Comprior. Comprior is an evaluation plat-
form for prior knowledge approaches, i.e. it supports the complete analysis from feature
selection to classification and enrichment, and provides access to multiple knowledge
bases and multiple feature selection approaches — both traditional and prior knowledge
approaches. This is our contribution to enable an effective development and bench-
marking of prior knowledge approaches, which ultimately addresses our first research
question. Comprior improves applicability and subsequently enables comparability of
prior knowledge approaches in mainly two ways.
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First, Comprior makes prior knowledge approaches accessible. In our qualitative review
of existing approaches, only a few approaches actually had source code or executables
available for external use. Comprior is meant to be used and further extended by the re-
search community. Researchers can use Comprior’s technical infrastructure to straight-
forwardly implement novel approaches and benchmark them against both traditional
and prior knowledge approaches. Thus realizing novel prior knowledge approaches with
Comprior enhances accessibility and overall reusability of prior knowledge approaches.

Second, Comprior streamlines the retrieval process of prior knowledge. Although we have
derived a unified definition for the different levels of prior knowledge, the retrieval process
for each individual knowledge base can still be cumbersome and involve considerable
implementation efforts. Comprior decouples the actual prior knowledge retrieval from
feature selection and instead implements our formal definitions of prior knowledge as
interfaces that can be used by any feature selection approach. Still, Comprior currently
supports a limited set of knowledge bases for which the retrieval process is already
implemented. However, it is meant and was designed to be easily extensible by the
community, and the retrieval processes only have to be implemented once and be reused
by multiple approaches.

Still, Comprior is a prototypical implementation that has limited functionality with
regards to the available knowledge bases, preprocessing methods, feature selection ap-
proaches, performance measurements, and visualizations. In particular, Comprior cur-
rently does not cover normalization as an important preprocessing step and, furthermore,
does not support evaluation in a prediction context, e.g. for survival rates or treatment
outcomes. Extending Comprior by these functionalities and thus broadening its appli-
cation range is the primary objective for future releases of Comprior.

7.1.3 Transferability of our Concepts to Other Omics Domains

We defined our aforementioned concepts on prior knowledge and prior knowledge ap-
proaches in the context of their application to gene expression data, i.e. in a tran-
scriptomics context. However, feature selection is also applied to other omics data, e.g.
proteomics, methylation, single-cell, and multi-omics data [125, 254, 259, 266]. Besides
that, the idea of integrating prior knowledge is not new and has also been applied to
these domains in a use-case-tailored fashion [69, 126, 239]. Therefore, the question here
is how applicable our concepts are to other omics domains. While we cannot provide a
definite answer on this topic without in-depth domain knowledge, we suggest considering
the following aspects.

The central point is to identify the connecting factors for prior knowledge in the data
set. In the context of feature selection, these connecting factors are — as with gene
expression data — the features and the use case domain. While the features constitute
the items of interest, e.g. genes or proteins, the use case domain, e.g. a disease, limits
the information space. Furthermore, our definition of pior knowledge is not restricted
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to a particular entity type, e.g. genes, but instead deals with biological entities in gen-
eral. As long as the features of a data set correspond to such a biological entity, e.g.
a gene or protein, it is potentially possible to incorporate prior knowledge as by our
definitions. Consequently, our definition of prior knowledge can also be applied to omics
domains that deal with other biological entities. Looking at how feature selection is
conducted in other omics domains, we observe that the general classification of feature
selection approaches into filter, wrapper, embedded, hybrid, and ensemble approaches is
consistent across the domains. Even the same basic statistical approaches are applied,
e.g. SVM-RFE [125, 254, 259, 266]. At this point, we omit a consideration of neces-
sary data preprocessing steps because suitable approaches are available. For our further
considerations, we expect that the respective omics data artifacts fulfill the necessary re-
quirements to apply feature selection approaches to them. As long as a feature selection
approach produces a candidate set of features and fulfils our described requirements,
it should be possible to apply our presented concepts. Modifying approaches, which
filter or extend an existing feature set that has been retrieved by a feature selection ap-
proach, can be straightforwardly applied because the feature selection approach does not
directly interact with the retrieved prior knowledge. Combining approaches that apply
formal frameworks typically use standard statistical approaches, e.g. penalized regres-
sion strategies or Bayesian priors. These methods are already applied to the data sets
of many biological domains [92]. Combining approaches that apply a process-oriented
combination often apply processing strategies that are tailored towards a particular use
case and data type, which renders them unlikely to be transferable across omics data
types. Nevertheless, it is still possible to develop novel combining approaches for omics
domains other than transcriptomics. In regards to network approaches, research has
already applied biological networks, e.g. protein-protein interaction networks, to other
omics domains, e.g. to proteomics and epigenomics [69, 126].

However, the corresponding prior knowledge must also be available for integration. Our
approach focuses on the automatic retrieval of prior knowledge and integration thereof
into the analysis. As such, it is essential that prior knowledge is provided in a pub-
licly available database that allows for automatic prior knowledge retrieval. While we
have shown that there is a plethora of knowledge bases available on genes and their
relevance for particular diseases (see also Tables 2.2 to 2.4 in Section 2.4), the situa-
tion can be different for other biological entities and domains of interest. For proteomic
data, UniProtKB may constitute a good starting point, as it enjoys great popularity
for providing a comprehensive collection of functional information on proteins and rich
annotation therof [228]. For epigenetic data artifacts, such as methylation data, dis-
easeMeth and PubMeth provide information on DNA methylation in disease contexts,
e.g. cancer [144, 256]. However, not all of them provide automatic information retrieval,
e.g. via a RESTful API. It is further possible that the actual retrieval methods differ
from what we applied in this work. For gene expression data, most of the knowledge
bases take over large parts of information retrieval, e.g. by providing gene- and disease-
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centric search functionality. However, we cannot say whether this is also the case for
knowledge bases of other domains.

7.1.4 Does More Flexibility Result in Improved Application in Practice?

Thus far, our contributions so far aim to improve the applicability of prior knowledge
approaches by making them more flexible for different use cases and streamlining prior
knowledge retrieval. While these are important first steps to encourage the research
community for an application in practice, they merely cover the practical aspects of
applicability. However, there are further limitations to consider and concerns to address
to enable a widespread adoption of prior knowledge approaches.

Comprior already addresses many of the practicability issues for prior knowledge ap-
proaches by providing a range of default knowledge bases for prior knowledge retrieval
and a comprehensive framework for setting up custom experiments. Comprior, as soft-
ware tool, is tailored towards an effective evaluation of approaches and not towards
including prior knowledge approaches in custom analysis workflows. Traditional ap-
proaches are still a step ahead regarding their practicability as they are typically avail-
able as R or Python packages without much technical overhead, which allows a straight-
forward incorporation into individual analysis workflows. The incorporation of online
knowledge bases by prior knowledge approaches further poses additional requirements
on the usability: to function properly, they require a stable internet connection, reachable
knowledge bases, and a continuous maintenance to resolve API changes by knowledge
bases.

Furthermore, besides all the advantages that are expected from incorporating prior
knowledge early in the analysis, there are multiple issues that might hinder the commu-
nity from relying on such approaches. First, incorporating prior knowledge can introduce
bias into the analysis towards well-annotated genes [83]. The actual risk for it differs
for the individual prior knowledge approaches: while prefiltering approaches, which typ-
ically remove all genes without annotation information, are particularly affected by this
annotation bias, the risk is lower for modifying or network approaches — depending
on their actual integration strategy. Another crucial aspect is related to the quality of
prior knowledge. Automatically retrieved and integrated prior knowledge, as we have de-
scribed, does not undergo quality control once retrieved from a knowledge base. While
the information contained in most popular knowledge bases is of high quality, not being
able to influence which prior knowledge is actually incorporated can likely lead to low
confidence in the method. However, users can, to a certain extent, regulate the quality
of prior knowledge by a diligent choice of high-quality knowledge bases and thoughtfully
selected query terms for prior knowledge retrieval. A solution to address the confidence
issue could be to introduce an optional, intermediate step for quality control that allows
users to review and filter the retrieved prior knowledge before forwarding it to the actual
feature selection step.
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Second, it is important to assess how misinformation in knowledge bases, e.g. misan-
notation, has the potential to negatively affect analysis results. While most biological
information collected by knowledge bases undergoes strict review processes, e.g. as de-
scribed for Uniprot, there is still a chance of incorporating misinformation, e.g. due to
inconsistencies or errors along the process [227]. The risk of introducing misinformation
further increases when the biological information is computationally derived, which is
likely to be the case for the majority of biological information in the future [97]. De-
tecting and correcting misinformation in knowledge bases is an ongoing field of research
that has already greatly improved data quality [37, 201, 250]. For prior knowledge ap-
proaches, to date there are no studies that examine the impact of misinformation on the
analysis results. However, the severity of misinformation propagating throughout the
analysis mainly depends on a) how much weight is granted to prior knowledge along the
feature selection process, and b) how popular that misinformation is. Modifying prior
knowledge approaches are not likely to be severely affected, as the analysis still mainly
focuses on the signals in the data. Still, they can facilitate the gene annotation bias by
removing unannotated genes and focusing only on well-researched genes [83]. Combining
approaches that apply a formal framework can assign custom weights to the biological
relevance of a gene, and misinformation has a larger potential to propagate. While such
information is typically quantified by evidence, e.g. by a higher score to indicate that
more studies have confirmed a fact, it is still possible that it is misinformation, e.g.
because of false insights from contaminated data spread [26]. Network approaches are
more likely to be robust to noise because they consider the joint expression behavior
of multiple genes, e.g. a network’s member genes, and relate them to sample pheno-
types. If a network was misannotated, e.g. with incorrect functional information, and
thus wrongly considered to be relevant, its member genes will likely not show strong
signals in the data. If single interactions were misannotated, e.g. with wrong interac-
tion partners or adverse effects, it is unlikely that these will have a strong effect unless
these errors occur at a high frequency in the network. In the end, it is crucial for prior
knowledge approaches to carefully select resources for prior knowledge and balance its
influence. Prior knowledge should never dominate the analysis but rather be considered
as additional information that supports the identification of the true signals in the data.

Third, the information provided by knowledge bases is subject to change and can impede
the reproducibility of analysis results. Most of the available knowledge bases update
their content regularly (we provide a corresponding overview in Tables 2.2 to 2.4 in
Section 2.4). Such updates can include revisions and extensions of existing information
which have the potential to change outcomes of prior knowledge approaches. It has been
recently shown by Tomczak et al. that the evolution of Gene Ontology can affect the
interpretation and reproducibility of experiments over time [233]. While their analyses
focused on enrichment analyses, their findings are also relevant for prior knowledge
approaches, and their results of the same experiment setting will likely change over
time.
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Finally, a major challenge in the evaluation of prior knowledge approaches lies in as-
sessing the biological validity of their results. Typically, knowledge bases are only used
for validation after the analysis, e.g. via gene set enrichment [215]. Prior knowledge ap-
proaches use knowledge bases already during the analysis, thus the resources from these
knowledge bases must not be used for validation. Especially when meta knowledge bases
are used for feature selection, finding adequate resources for validation can become a
hard task because meta knowledge bases already integrate a wide range of resources. It is
thus essential to thoroughly review the knowledge bases and their sources of information,
so as to avoid accidentially introducing bias into the assessment.

Some of the issues related to incorporating prior knowledge into the analysis are also
relevant for traditional analyses that incorporate biological knowledge only at the end
of the analysis, e.g. evolving knowledge bases and contained misinformation. However,
these issues can have more severe consequences for prior knowledge approaches, as these
directly influence the analysis results. It is therefore crucial that prior knowledge ap-
proaches always carefully balance the influence they grant to prior knowledge in the
analysis and that users carefully assess the quality of prior knowledge in advance. Lastly,
prior knowledge approaches will not be adopted until their effectiveness is proven. Our
case study provides initial insights into if and how prior knowledge affects performance
results.

7.2 The Impact of Integrating Prior Knowledge into Feature
Selection

With Comprior as a powerful benchmarking tool at hand, we conducted a comprehen-
sive case study to examine the performance of both traditional and prior knowledge
approaches on data sets from multiple disease domains. In particular, with the findings
from this case study, we address our second research question:

RQ2: What is the impact of integrating prior biological knowledge on different analysis
levels of biomarker detection regarding the

a) delivery of interpretable and biologically meaningful results,

b) robustness across approaches and data sets, and

c) computational complexity and transparency?

In the following, we discuss the key insights we retrieved from the results of our con-
ducted case study. We further discuss potential threats that could affect the internal
validity of this case study.

7.2.1 The Choice of Knowledge Base Affects Performance Results

We examined the four knowledge bases Open Targets, DisGeNET, PathwayCommons,
and KEGG with regards to their coverage and impact on performance results. Open
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Targets and DisGeNET both showed a moderate coverage across all disease domains and
showed similar classification performances with no clear winner. Although Open Targets
delivered generally higher relevance scores than DisGeNET, prior knowledge approaches
using the latter retrieved more enrichments. The question of whether these enrichments
are truly relevant for the respective use case or are only of more general nature was not
covered and is a subject for further studies. The effects are more visible when comparing
PathwayCommons and KEGG: PathwayCommons as a meta knowledge base delivered
considerably more pathways than KEGG for all disease domains. However, the high
coverage in PathwayCommons did not lead to more robust feature sets or enrichments,
although the classification performance remained competitive. In contrast, KEGG only
showed a limited coverage. Prior knowledge approaches using KEGG almost always
showed a clear loss in classification performance, which cannot be made up for by the
many more enrichments retrieved for feature sets. What is more, KEGG most often
failed to deliver enough pathways for network approaches to work. This renders KEGG
unsuitable for our tested approaches. Based on these insights, we recommend using Open
Targets for modifying and combining approaches and PathwayCommons for network
approaches.

7.2.2 Prior Knowledge Approaches are Feasible, but not Real-Time

We measured the runtime performances of our tested approaches and, more specifically,
also of the actual prior knowledge retrieval across different knowledge bases. Prior knowl-
edge approaches were almost always outperformed by traditional approaches, which
typically took less than a minute to compute. Most often, the time needed for prior
knowledge retrieval alone exceeded the overall runtime of traditional approaches. Prior
knowledge retrieval took particularly long for network information: while it often took
less than a minute for Open Targets and DisGeNET, it required multiple hours for Path-
wayCommons. These high retrieval times are mainly caused by the additional processing
step to transform the retrieved network information from its original format, e.g. JSON,
into a processible data structure.

We further observed differences in overall runtime performances between the individual
categories of prior knowledge approaches. Modifying prior knowledge approaches showed
the smallest differences, and prefiltering approaches could actually achieve runtimes that
were able to compete with traditional approaches when executed on large data sets. Run-
time performances of combining approaches were quite diverse: while they increased only
marginally for our generalized weighting approach compared to traditional approaches,
the approach by Zeng et al. using Lasso regression needed multiple hours for computa-
tion [261]. This is, however, the curse of more complex machine learning approaches and
will consequently affect other sophisticaed integrative approaches as well. While we have
not tested process-oriented prior knowledge approaches, we expect that they will also
show considerably higher runtimes than traditional approaches. As multiple processing
steps are typically involved, e.g. clustering or network-building, this will surely take its
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toll on computation runtime [131, 218, 234]. These high runtimes are only outperformed
by network approaches, which, in addition to the already high retrieval times of network
information, require an additional and computationally intensive processing step that
maps the original feature space to a new one for further processing. In fact, feature
mapping accounts for a major part of overall runtime performance and can require up
to multiple hours.

With the increasing runtime performances for prior knowledge approaches, the analy-
sis is likely shifted from delivering instant results to a more time-consuming process.
However, we want to emphasize that, in current bioinformatics analyses, the focus is
not on computational runtimes but on improving the quality of results. This is also re-
flected in research manuscripts for most feature selection approaches, which generally do
not cover computational runtimes in their evaluations. Researchers are thus willing to
adopt an approach if it promises improved results, whereas aspects like computational
runtimes are currently seldom considered. In fact, bioinformatics starts to deal with
computation-intensive tasks by moving to cloud computing and developing methods for
effective profiling and resource allocation [204, 236].

7.2.3 Marginal Improvement in Classification Performance, but more
Enrichments and Higher Robustness

In general, the classification performance of all tested approaches in our case study
was on a very similar level and differences thereof were typically only marginal. This
complies with observations made in recent research in this domain [3, 131, 250]. However,
traditional approaches select different feature sets than prior knowledge approaches, and
feature sets of the latter retrieve more enrichments and show a higher robustness across
data sets. This suggests that prior knowledge approaches are more capable of detecting
the truly underlying biological processes, whereas traditional approaches likely happen
to detect signals from other, unrelated processes that may overlap by accident. This is
plausible, as bulk RNAseq data aggregates the expression levels of a population of cells.
As such, they always represent a mixture of signals from multiple processes taking place
in many cells at the same time. As a consequence, there is high overlap and a lot of noise,
e.g. signals of processes going on in particular cells and not being relevant for the use
case. Evidence for this is what has been recognised as random bias in bulk RNAseq data
sets: randomly selected genes show a high and robust predictive or distinctive power
that lies above the expected [164, 241]. As shown by Shimoni, random bias particularly
affects some of the TCGA gene expression data sets. For some of them, adjustment to
the signature of the proliferating cell nuclear antigen (PCNA) helps to lower the effects
of random bias [200]. PCNA is a proliferation promoting protein whose expression shows
a correlation with a wide number of genes [63, 134]. From our case study, we can confirm
that the classification power of randomly selected genes was particularly high for both
TCGA and the SCAN-B data sets. This complies with the observations by Shimoni,
who detected the highest random bias for the TCGA-GBM/LGG data set. However,
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our own experiments and the results of Shimoni showed that random bias could not be
fully addressed by PCNA adjustment either. This indicates that there might be other
biological processes overlapping here that allow accidentally classifying samples into the
right classes by proxy of this process. Consequently, we suggest putting more emphasis
on assessing the biological relevance of the selected feature sets and, in particular, their
enrichments, and also on examining their robustness across data sets.

7.2.4 Different Integration Levels Affect Biomarker Results

We compared prior knowledge approaches applying different levels of integration, i.e.
modifying, combining, and network approaches, to examine whether more sophisticated
integration strategies have an observable effect on the performance results. Indeed, we
identified differences in both classification performance and enrichment robustness be-
tween modifying, combining, and network approaches. In particular, we observed two
aspects.

First, classification performance decreases with increasing integration levels. While mod-
ifying approaches showed the highest classification performances, both combining and
network approaches showed a decrease, with network approaches always performing at
the lower boundaries. This behavior seems logical, as more sophisticated integration
strategies give more weight to external information and rely less on the signals in the
data.

Second, there seems to be a tradeoff between classification performance and the quantity
and quality of enrichments. We observed that approaches that showed a higher classifi-
cation performance typically were not very successful in retrieving enrichments for their
feature sets. If they did, these enrichments did not show high robustness across data
sets. Network approaches — which generally performed at the lower end of classification
— consistently showed the highest robustness of enrichments. We noticed this behavior
not only for the different categories of prior knowledge approaches but also on an indi-
vidual basis. For example, prior knowledge approaches using PathwayCommons showed
the highest classification performance on the glioma data sets. At the same time, their
feature sets seldom retrieved enrichments, and if so, these enrichments were not robust
across data sets. Vice versa, prior knowledge approaches applying KEGG consistently
showed lowest the classification performance, though they excelled in the number of en-
richments retrieved for their feature sets — and their robustness. This robustness across
data sets indicates that the retrieved enrichments are biologically relevant for the actual
use case. However, it is still possible that they also accidentally captured an unrelated
biological process that happened to be present in both individual data sets.

7.2.5 Modifying or Network Approaches are the Methods of Choice

Based on the insights of our case study, we recommend applying either modifying or
network approaches for biomarker detection on gene expression data. Comparing prior
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knowledge approaches of the different categories, we observed that modifying approaches
showed the largest improvements in classification performance. For example, applying
prior knowledge in a prefiltering fashion before executing ANOVA increased classifica-
tion performance to nearly the same level as the best-performing SVM-RFE. We also
observed that combining approaches typically showed a classification performance lower
than modifying, yet slightly higher than network approaches. However, their classifi-
cation performance often decreased on cross-validation data sets, i.e. they were not
robust. In particular, deriving feature-specific penalty terms (LassoPenalty, combining
approach) often showed a low classification performance on the original data set but
performed substantially worse when applied on a cross-validation data set. In addition,
their feature sets seldom retrieved any enrichments. We have not tested process-oriented
prior knowledge approaches and thus it remains unclear whether these types of prior
knowledge approaches would exhibit a better and more robust performance than prior
knowledge approaches that use formal frameworks.

While modifying approaches, in particular, showed superior classification performance
most of the time, network approaches excelled regarding the robustness of retrieved
enrichments. We argue that enrichments that are retrieved by the same approach on
two independent data sets from the same domain are biologically relevant. Even when
the feature sets, i.e. pathways, differed across data sets, their enrichments were still
semantically similar and, as such, are likely to represent the same or similar biological
processes. This agrees with expectations and observations of other researches, which ar-
gue that a module-based approach will better capture biological processes and show an
increased robustness [41, 262]. These findings once more support the idea that analyses
should focus more on retrieving robust enrichments instead of robust gene sets because
processes are typically too complex to be captured by a limited set of genes. Still, net-
work approaches need to improve their classification performance and require advanced
computation strategies, as they otherwise have excessive runtime performances.

Given the benefits and drawbacks of both modifying and network approaches, the final
choice for an approach depends on a researcher’s individual criteria. If the final feature
space should be the original one, i.e. genes, the classification performance stays high,
and the analysis runs not much longer than traditional approaches, then the choice
should be to use a modifying approach, e.g. prefiltering ANOVA by relevant genes. If
the main focus is on retrieving robust and biologically relevant feature sets and enrich-
ments, regardless of computational runtimes and losses in classification performance,
then network approaches should be favored.

7.2.6 Do Prior Knowledge Approaches Keep Their Promises?

Research suggests that the early integration of biological context, e.g. via prior knowl-
edge, can address current issues of traditional approaches, i.e. lead to biomarkers that
are both robust and actually biologically relevant. Our case study is the first of its
kind to examine whether these expectations hold for prior knowledge approaches in a
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broader context. According to the results from our case study, these expectations have
only been partially fulfilled. Indeed, prior knowledge approaches retrieved feature sets
of higher biological relevance, i.e. enrichments were more robust across data sets. Most
of the prior knowledge approaches also showed a competitive classification performance
compared to traditional approaches. However, the observed improvements in classifica-
tion performance were not robust, i.e. classification performance fell back to the same
level as traditional approaches on a second data set. Furthermore, prior knowledge ap-
proaches — except for network approaches — did not show an increased robustness of
the selected features themselves, i.e. the same approach selected different feature sets on
two data sets from the same domain. However, these features then still retrieved seman-
tically similar enrichments, so it is likely that the same underlying biological process
was identified, yet probably at different stages of activity. In the end, gene expression
data from microarrays and bulk RNAseq contains a mixture of different cell populations,
with multiple biological processes going on at the same time, snapshotting gene activity
of the same process at different stages. From the nature of gene expression data and
what we have observed here, we actually question the general assumption of whether
it is possible at all to find features in the original feature space, i.e. genes, that lead
to a robust classification performance across data sets. This is a strong argument for
the power of network approaches, as these select modules as features that can capture
these similarities. Still, network approaches showed consistently lower classification per-
formance, which as of now we can only explain with potential noise in the data. We
therefore recommend that the choice for a prior knowledge approach should depend on
the main focus of the analysis: in a rather diagnostic use case, i.e. a reliable classifica-
tion of samples is important, modifying prior knowledge approaches are the method of
choice. If the aim is to detect novel biomarkers that have a true biological relevance,
then network approaches should be favored.

One result which raises questions is the unexpectedly poor performance observed for
combining approaches. Especially when sophisticated strategies are applied, e.g. the
feature-specific penalties by Zeng et al., neither classification performance nor biological
relevance was improved [261]. Even worse, they showed a much decreased robustness
in all areas when applied on a different data set, which indicates either overfitting or
lacking quality of the applied prior knowledge.

At this point, the findings and conclusions drawn from our case study are generalizeable
to all traditional and prior knowledge approaches, but only in the current setting of our
case study. The focus of this thesis, in particular, lay on the theoretical concepts and
their practical realization for feature selection. Retrieving actual biological insights with
relevant implications, e.g. in a clinical context, would require further domain knowledge
and experimental validation in a lab, which were not available for our case study.



7.3. Directions for Future Work 125

7.3 Directions for Future Work

Our work provides a first step towards understanding how prior knowledge can be flexibly
incorporated into the analysis of gene expression data and what positive effects it has
on analysis outcomes. Our results raised important questions that can serve as starting
points for future investigations.

In particular, future work should investigate the interplay between the classification per-
formance and biological relevance of the selected features. From our results, we observed
a tradeoff between both, meaning that researchers currently have to decide in favor of
one of them, simultaneously neglecting the other. Future prior knowledge approaches
should strive to achieve competitive results in both aspects, which is only possible with
an in-depth understanding of their mutual relationship. Focus should also be put on
combining approaches, as the results of our case study attested them unexpectedly poor
performance. As we assume the quality of prior knowledge to be a potential cause for
this, a first starting point is to compare combining approaches using prior knowledge
of different quality levels, e.g. comparing highly specific and manually curated prior
knowledge with that retrieved from knowledge bases with more general search terms.
This likely involves case studies using simulated data, which has the advantage of provid-
ing a single truth and testing how well approaches capture the true biological processes
in the data. These simulation studies should then be carried forward to a general exam-
ination of how the quality of prior knowledge affects analysis outcomes. In particular,
future studies should investigate if and how misinformation propagates in the different
types of prior knowledge approaches and whether the degree of specialization has a vis-
ible effect on performance results. To further assess the effectiveness of prior knowledge
approaches, they should be compared to other types of integrative analyses, e.g. those
applying multi-omics. It should be investigated whether prior knowledge approaches can
keep up with multi-omics, being less computationally complex and requiring fewer data
artifacts for the analysis. As we have previously discussed the general possibility, a next
step would be to transfer our concepts to a multi-omics setting and assess whether this
brings reasonable benefits for the analysis.

An upcoming field of research concerns population-specific differences in gene expres-
sion. Research has started to investigate whether disease mechanisms differ in other
populations. Indeed, results of recent studies indicate that there are population-specific
differences, e.g. in our applied disease domains, that might have a clinical impact [100,
107, 110]. For example, Pan et al. identified distinct immune gene expression profiles
for breast cancer in Asian populations compared to European populations [147]. The
majority of existing biological findings, and consequently the prior knowledge provided
in knowledge bases, originates from studies on western populations [110, 147]. All the
data sets we applied in our case study contain probes taken from individuals from Swe-
den (SCAN-B), Finland (AddNeuroMedI/II), and the USA (TCGA, REMBRANDT),
the majority of which thus having European ancestry. We can therefore assume that the
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above described bias towards western populations in knowledge bases has no severe effect
on our analysis. It is, however, relevant to find out whether prior knowledge approaches
work equally well on data sets from non-western populations that show different molec-
ular signatures for particular diseases, and if so, what measures must be undertaken for
prior knowledge approaches to address these concerns. As this is an emerging field of
research, we expect further insights to follow in the coming years.
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Conclusion

This chapter concludes the thesis by summarizing the key findings of our work. It dis-
cusses our main contributions and how they address our initially posed research ques-
tions.

At the beginning of this thesis, we identified multiple shortcomings with traditional,
purely data-driven feature selection approaches on gene expression data. In particular,
biomarkers detected with traditional feature selection approaches show a low robustness
and questionable biological relevance. Prior knowledge approaches, which incorporate
prior biological information directly into the feature selection process, are expected to
resolve these issues and lead to more robust biomarkers with actual biological relevance.
Throughout this thesis, we investigated how we can improve the application of prior
knowledge approaches in practice and whether they can mitigate the present issues of
purely data-driven feature selection approaches. Based on our observations, we formu-
late two research questions: 1) how to foster the application and comparability of prior
knowledge approaches in practice, and 2) how the integration of prior knowledge actu-
ally affects classification performance, biological relevance of the retrieved features, and
computational complexity. We addressed these research questions with the three key
contributions of this thesis.

In our first contribution, we identified a general use case inflexibility and individual re-
quirements to the incorporated prior knowledge as the two major drawbacks of existing
approaches. In response to these issues, our first contribution provides a uniform defi-
nition of prior knowledge and how it can be flexibly incorporated by prior knowledge
approaches. The central idea is to streamline and unify the retrieval of prior knowledge
from available online knowledge bases that provide the latest research insights, e.g. on
gene-disease associations. We examined what kind of prior knowledge is typically incor-
porated by existing approaches and reviewed what information is available in suitable
knowledge bases. From these insights, we subsequently derived three levels in which prior
knowledge is available for integration: as a list of biological entities, as a list of scored
biological entities, and as a list of networks. To even further increase the flexibility of
prior knowledge approaches and exploit the full range of available knowledge bases, we
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described how prior knowledge can be transformed from one level to the other, e.g. how
a list of networks can be transformed to a list of entities and vice versa. We further re-
viewed related work on prior knowledge approaches according to the applied integration
strategies and the kind of prior knowledge required. We subsequently identified three
general categories of prior knowledge approaches: modifying, combining, and network
approaches. To further address the flexibility issue, we described novel approaches that
incorporate prior knowledge, based on our definitions, and are therefore applicable to
multiple disease domains. Our formal concepts on prior knowledge and its integration
into feature selection address our first research question, by providing both novel and
flexible prior knowledge approaches for application in practice and a formal framework
that can be applied by future prior knowledge approaches.

In our second contribution, we applied our theoretical concepts to the benchmarking
framework Comprior. Comprior allows for evaluating feature selection approaches by
rapidly setting up benchmark experiments that cover selected preprocessing steps, the
actual feature selection, and subsequent classification with extensive cross-validation.
Comprior provides visualizations for multiple evaluation measures to assess the effec-
tiveness of the tested approaches, ranging from feature ranking comparisons to standard
classification measures and gene set enrichment analysis. Comprior further streamlines
the prior knowledge retrieval and encapsulates it from the actual feature selection, thus
allowing a prior knowledge approach to be combined with any of the available knowledge
bases. The currently integrated knowledge bases and incorporated prior knowledge ap-
proaches already constitute an appropriate framework for a comprehensive benchmark.
Furthermore, Comprior was intentionally designed in a modular fashion that allows for
extending its functionality, e.g. to include other knowledge bases or implement novel
prior knowledge approaches. Comprior also addresses our first research question by pro-
viding the technical infrastructure for rapid development and comprehensive evaluation
of prior knowledge approaches, thus fostering their accessibility, flexibility, and subse-
quently improving overall comparability.

In our third contribution, we conducted a comprehensive case study to assess the ef-
fectiveness of integrating prior knowledge into feature selection. We used Comprior to
benchmark both our own and existing prior knowledge approaches, compare their per-
formance to traditional feature selection approaches, and examine the effect of different
influence factors, e.g. the applied knowledge base or integration strategy. We carried out
our case study on gene expression data sets from three disease domains, namely breast
cancer, glioma, and Alzheimer’s disease. We assessed the effectiveness of the tested
approaches based on their classification performance, characteristics of their produced
feature sets, retrieved enrichments, and their overall robustness. Our case study ulti-
mately addressed our second research question on the effectiveness of prior knowledge
approaches and further demonstrated the feasibility and applicability of our concepts on
prior knowledge and prior knowledge approaches. The results of our case study showed
that prior knowledge approaches positively affect the performance, particularly in terms
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of more enrichments and higher robustness thereof. In our specific setting, we further
identified a tradeoff between classification performance and enrichment robustness —
prior knowledge approaches typically showed major improvements in either one of these
properties, but not in both. From the prior knowledge approaches tested, we concluded
that simple integration strategies, e.g. as applied by modifying approaches, are par-
ticularly effective in terms of classification performance without requiring too much
computational runtime. In contrast, the extraction of modular features via network in-
formation required much more computational runtime, though it retrieved enrichments
that proved to be more robust. Surprisingly, prior knowledge approaches that incorpo-
rated machine learning strategies, e.g. as applied by combining approaches, could neither
convince in their classification performance nor in the retrieved enrichments. We further
observed that the choice of knowledge base has a visible impact on the performance
results. We thus suggest to use Open Targets and PathwayCommons, whereas KEGG
is not suitable for network approaches due to its generally low information content. Our
case study provides first insights on the effectiveness of prior knowledge approaches,
and shows that already simple integration strategies, e.g. prefiltering, can have a major
impact on the performance. Our results further fortify findings from other studies on
network approaches and corroborate the assumption that module-based approaches lead
to more robust and biologically relevant results. Based on our insights, we propose to
direct future research towards a) investigations on the unexpectedly poor performance
of combining prior knowledge approaches, b) examinations of the interdependency be-
tween classification performance and enrichment robustness, and c) evaluations on how
the overall quality of prior knowledge affects performance results, e.g. if and how misin-
formation can propagate.

Starting from our initial problem statement — that prior knowledge approaches are not
widely applied in practice — we identified their missing applicability and unclear effec-
tiveness to be key obstacles. Our formal concepts on prior knowledge and its integration
into feature selection, together with their implementation in Comprior, demonstrate that
prior knowledge can indeed be incorporated in an efficient way and effectively address
the main drawbacks that exist for traditional feature selection approaches. The case
study we have conducted is the first to examine the interplay between prior biological
knowledge and data-driven analyses to a larger extent, which constitutes a thorough
foundation to build on and points out important directions for future research.
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Appendix

Name Input Output

Gene Ontology disease or gene identifier gene-disease associations, annotations

UniprotKB gene identifier functional information

Human Protein Atlas gene identifier functional information, expression profiles

COSMIC disease or gene identifier gene-disease associations (w/o score)

GWAS disease or gene identifier gene-disease associations (p-value = score)

IntAct disease or gene identifier disease-interaction associations (w/o score)

BioGRID gene identifier protein-protein interactions (w/o score)

CTD gene identifier gene interactions, gene-disease associations (w/o score)

InnateDB gene identifier protein-protein interactions

REACTOME disease or gene identifier interaction networks(pathways)

KEGG disease or gene identifier interaction networks(pathways)

Wikipathways disease or gene identifier interaction networks (pathways)

PathwayCommons disease or gene identifier interaction networks(pathways)

ConsensusPathDB disease or gene identifier scored interactions, pathways

STRING disease or gene identifier interaction networks

DisGeNET disease or gene identifier gene-disease associations

Open Targets disease or gene identifier gene-disease associations

Table 10.1: Overview on the expected input of relevant knowledge bases and what kind
of output, i.e. related prior knowledge, they return.

Data Set Luminal
A

Luminal
B

Her2-
Enriched

Basal-
Like

Normal-
Like

Overall

TCGA-BRCA 567 207 82 194 40 1,090

SCAN-B 154 101 65 57 22 399

Table 10.2: Sample distributions across classes for breast cancer data sets.
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Fig. 10.1: Detailed class structure of the KnowledgeBase component as implemented in
Comprior.

Data Set Glioblastoma
Multiforme

Astro-
cytoma

Oligo-
dendroglioma

Overall

TCGA-GBM/LGG 155 167 174 496

REMBRANDT 221 148 67 436

Table 10.3: Sample distributions across classes for glioma data sets.

Data Set Alzheimer’s
Disease

Mild Cognitive
Impairment

Normal Overall

AddNeuroMedI 145 80 104 329

AddNeuroMedII 139 109 134 382

Table 10.4: Sample distributions across classes for Alzheimer’s data sets.
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Fig. 10.2: Principal component analysis (PCA) plots for the first and second principal
components for a) TCGA-BRCA, b) TCGA-GBM/LGG, c) AddNeuroMedI, d) SCAN-
B, e) REMBRANDT, f) AddNeuroMedII data sets. Colors refer to disease subtypes.
None of the data sets show an abnormal clustering.

ID Search Term ID Search Term

1 MCI 9 Alzheimer Type Dementia

2 CTL 10 Alzheimers Dementia

3 AD 11 Senile Dementia Alzheimer Type

4 Alzheimers Disease 12 Primary Senile Degenerative Dementia

5 Alzheimer 13 Mild Cognitive Impairment

6 Alzheimer Dementia 14 Mild Neurocognitive Disorder

7 Alzheimer Sclerosis 15 Mild Cognitive Disorder

8 Alzheimer Syndrome

Table 10.5: Search terms (and their assigned identifiers) used for retrieving prior knowl-
edge related to Alzheimer’s disease. As search terms, we used the main disease name,
class labels, and their corresponding synonyms as looked up in the National Cancer
Institute’s metathesaurus browser (https://ncim.nci.nih.gov/ncimbrowser/).

https://ncim.nci.nih.gov/ncimbrowser/
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ID Search Term ID Search Term

1 Astrocytoma 11 Astrocytoma

2 Oligodendroglioma 12 Oligodendroglioma

3 Glioblastoma 13 Oligodendroglial Tumor

4 Glial Cell Tumor 14 Oligodendroglial Neoplasm

5 Glial Neoplasm 15 Glioblastoma

6 Glial Tumor 16 Glioblastoma Multiforme

7 Glioma 17 Astrocytic Neoplasm

8 Neoplasm of Neuroglia 18 Astrocytic Tumor

9 Neuroglial Neoplasm 19 Spongioblastoma Multiforme

10 Neuroglial Tumor

Table 10.6: Search terms (and their assigned identifiers) used for retrieving prior knowl-
edge related to Glioma. As search terms, we used the main disease name, class labels, and
their corresponding synonyms as looked up in the National Cancer Institute’s metathe-
saurus browser (https://ncim.nci.nih.gov/ncimbrowser/).
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Fig. 10.3: Runtime performances on the SCAN-B (breast cancer) data set of both tra-
ditional feature selection and prior knowledge approaches. Modifying and combining
approaches use Open Targets (OT) as knowledge base, whereas network approaches
apply PathwayCommons (PC).

https://ncim.nci.nih.gov/ncimbrowser/
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ID Search Term ID Search Term

1 LumB 24 Luminal B Subtype of Breast Carcinoma

2 Basal 25 Normal Breast-Like Subtype of Breast Cancer

3 LumA 26 Normal Breast-Like Subtype of Breast Carcinoma

4 Her2 27 Invasive Breast Cancer

5 Normal 28 Invasive Breast Carcinoma

6 Breast Cancer 30 Infiltrating Breast Carcinoma

7 ERBB2 Overexpressing Subtype of Breast Carcinoma 30 Infiltrating Breast Carcinoma

8 HER2 Overexpressing Breast Carcinoma 31 Invasive Mammary Carcinoma

9 HER2 Positive Breast Cancer 32 Mammary Carcinoma

10 HER2 Positive Breast Carcinoma 33 Breast Carcinoma

11 HER2+ Breast Cancer 34 Infiltrating Carcinoma of Breast

12 Human Epidermal Growth Factor 2 Positive Carcinoma Of Breast 35 Breast Ductal Carcinoma

13 Basal-Like Breast Cancer 36 Mammary Ductal Carcinoma

14 Basal-Like Breast Carcinoma 37 Duct Adenocarcinoma

15 Basal-Like Subtype of Breast Carcinoma 38 Duct Carcinoma

16 Luminal A Breast Cancer 39 Ductal Adenocarcinoma

17 Luminal A Breast Carcinoma 40 Ductal Carcinoma of Breast

18 Luminal A Estrogen Receptor Positive Subtype of Breast Carcinoma 41 Ductal Breast Carcinoma

19 Luminal A 42 Ductal Carcinoma

20 Luminal B 43 Lobular Carcinoma

21 Luminal B Breast Cancer 44 Infiltrating Lobular Carcinoma of Breast

22 Luminal B Breast Carcinoma 45 Lobular Adenocarcinoma

23 Luminal B Estrogen Receptor Positive Subtype of Breast Carcinoma 46 Lobular Breast Carcinoma

Table 10.7: Search terms (and their assigned identifiers) used for retrieving prior knowl-
edge related to breast cancer. As search terms, we used the main disease name, class
labels, and their corresponding synonyms as looked up in the National Cancer Institute’s
metathesaurus browser (https://ncim.nci.nih.gov/ncimbrowser/).

https://ncim.nci.nih.gov/ncimbrowser/
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Fig. 10.4: Runtime performances on the glioma data sets of both traditional feature
selection and prior knowledge approaches. a) shows performances on the REMBRANDT
data set, b) shows performances on the TCGA-GBM/LGG data set. Modifying and
combining approaches use Open Targets (OT) as knowledge base, whereas network
approaches apply PathwayCommons (PC).
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Fig. 10.5: Runtime performances of both traditional feature selection and prior knowl-
edge approaches on the Alzheimer’s disease data sets. a) shows performances on the
AddNeuroMedI data set, b) shows performances on the AddNeuroMedII data set. Mod-
ifying and combining approaches use Open Targets (OT) as knowledge base, whereas
network approaches apply PathwayCommons (PC).
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Fig. 10.6: Classification performances measured in Matthew’s Correlation Coefficient
(MCC) of feature sets selected by the tested approaches on the SCAN-B data set,
grouped into traditional, modifying, combining, and network approaches (from left to
right). Upper row shows MCC scores of the feature sets used for classification on the
original data set, lower rows showMCC scores of the same feature sets applied for classifi-
cation on the TCGA-BRCA data set for cross-validation (CV). SVM-RFE (SVMpRFE)
and its adaptations show highest MCC scores, network approaches perform at the lower
end.
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Fig. 10.7: Classification performances measured in Matthew’s Correlation Coefficient
(MCC) of feature sets selected by the tested approaches on the REMBRANDT data
set, grouped into traditional, modifying, combining, and network approaches (from left
to right). Upper row shows MCC scores of the feature sets used for classification on
the original data set, lower rows show MCC scores of the same feature sets applied for
classification on the TCGA-GBM/LGG data set for cross-validation (CV). The tested
approaches show similar MCC scores that only decrease slightly on the cross-validation
data set.
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Fig. 10.8: Classification performances measured in Matthew’s Correlation Coefficient
(MCC) of feature sets selected by the tested approaches on the AddNeuroMedII data
set, grouped into traditional, modifying, combining, and network approaches (from left
to right). Upper row shows MCC scores of the feature sets used for classification on
the original data set, lower rows show MCC scores of the same feature sets applied for
classification on the AddNeuroMedI data set for cross-validation (CV). Again, SVM-
RFE (SVMpRFE) and its prefiltering (Pref ) and extending (Ext) adaptations perform
best but cannot maintain these MCC scores on the cross-validation data set.
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(a)

(b)

(c)

Fig. 10.9: Overlaps of feature sets selected with the same approaches as used for clas-
sification, for data sets a) SCAN-B, b) REMBRANDT, and c) AddNeuroMedII. We
omit overlaps of single features. Often up to half of the features selected by the tested
approaches are distinct, with fewest overlaps observed for SCAN-B.
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(c)

Fig. 10.10: Robustness across data sets of the same disease domain for feature sets se-
lected by the best-classifying approaches from a) TCGA-BRCA, b) TCGA-GBM/LGG,
and c) AddNeuroMedI. Robustness is measured by comparing feature rankings via
ranked-biased (RBO) overlap. A high RBO score means high agreement of feature rank-
ings across both data sets, and as such indicates a high robustness.
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Fig. 10.11: Semantic similarities of enriched MSigDB oncogenic signatures (or pathways,
for network approaches) of gene sets selected with the same approaches as used for
classification on the SCAN-B data set. We group enrichments into into semantic clusters,
the name of the representative term is given on the left side. Sizes of the bubbles indicate
with how many enriched terms (or pathways) an approach contributes to a cluster.
Clusters are nearly identical for network approaches, whereas there is only few similarity
between enrichments of the other approaches.
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Fig. 10.12: Semantic similarities of enriched MSigDB oncogenic signatures (or pathways,
for network approaches) of gene sets selected with the same approaches as used for
classification on the REMBRANDT data set. We group enrichments into into semantic
clusters, the name of the representative term is given on the left side. Sizes of the
bubbles indicate with how many enriched terms (or pathways) an approach contributes
to a cluster. Clusters are nearly identical for network approaches, whereas there is only
few similarity between enrichments of the other approaches. Weight_SVMpRFE_OT
retrieves highest number of enrichments.
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Fig. 10.13: Semantic similarities of enriched MSigDB oncogenic signatures (or pathways,
for network approaches) of gene sets selected with the same approaches as used for
classification on the AddNeuroMedII data set. We group enrichments into into semantic
clusters, the name of the representative term is given on the left side. Sizes of the
bubbles indicate with how many enriched terms (or pathways) an approach contributes
to a cluster. There is a high overlap between Ext_ANOVA_PC, Pref_ANOVA_OT,
ANOVA, ReliefF, and RandomForest.
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(a) (b)

(c)

Fig. 10.14: Robustness across data sets of the same disease domain for enrichments
(GO terms for Alzheimer’s disease and glioma, MSigDB oncogenic signatures for breast
cancer, pathways for network approaches) retrieved for feature sets selected by the tested
approaches on a) SCAN-B, b) REMBRANDT, and c) AddNeuroMedII data sets. High
scores mean a high semantic similarity of enrichments and as such indicate a higher
robustness and biological relevance of enrichments.
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Fig. 10.15: Average classification performances (for 5 to 25 features, measured by average
MCC scores) on all six data sets when used for cross-validation for ANOVA, Lasso, SVM-
RFE and approaches combining them with prior knowledge in a prefiltering (Pref ),
extending (Ext), and weighting (Weight) manner, respectively. Especially prefiltering
and extending approaches typically show increased average classification performance.



157

DisGeNET Open
Targets

Pathway-
Commons

KEGG
0.0

0.2

0.4

0.6

0.8

1.0

RB
O 

sc
or

e 
of

 fe
at

ur
e 

se
ts

Feature Set Robustness
(TCGA-BRCA)

DisGeNET Open
Targets

Pathway-
Commons

KEGG
0.0

0.2

0.4

0.6

0.8

1.0

se
m

an
tic

 si
m

ila
rit

y s
co

re
 o

f e
nr

ich
m

en
ts

Enrichment Robustness
(TCGA-BRCA)

DisGeNET Open
Targets

Pathway-
Commons

KEGG
0.0

0.2

0.4

0.6

0.8

1.0

RB
O 

sc
or

e 
of

 fe
at

ur
e 

se
ts

Feature Set Robustness
(SCAN-B)

DisGeNET Open
Targets

Pathway-
Commons

KEGG
0.0

0.2

0.4

0.6

0.8

1.0
se

m
an

tic
 si

m
ila

rit
y s

co
re

 o
f e

nr
ich

m
en

ts
Enrichment Robustness

(SCAN-B)

Fig. 10.16: Robustness of feature sets and enrichments on the TCGA-BRCA (upper
row) and SCAN-B (lower row) data sets, grouped by knowledge base used. Feature set
robustness (left side) is measured via RBO scores, enrichment robustness (right side)
is measured in semantic similarity scores. Approaches using PathwayCommons retrieve
less robust feature sets, whereas approaches using KEGG retrieve most robust feature
sets and enrichments.
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Fig. 10.17: Robustness of feature sets and enrichments on the REMBRANDT (upper
row) and TCGA-GBM/LGG (lower row) data sets, grouped by knowledge base used.
Feature set robustness (left side) is measured via Rank-biased overlap (RBO) scores,
enrichment robustness (right side) is measured in semantic similarity scores. Except for
PathwayCommons, which shows equally low robustness of features and enrichments, all
other knowledge bases show an increased robustness of enrichments, even when feature
set robustness is low.
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Fig. 10.18: Robustness of feature sets and enrichments on the AddNeuroMedI (upper
row) and AddNeuroMedII (lower row) data sets, grouped by knowledge base used. Fea-
ture set robustness (left side) is measured via Rank-biased overlap (RBO) scores, en-
richment robustness (right side) is measured in semantic similarity scores. Approaches
using PathwayCommons retrieve less robust feature sets.
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Fig. 10.19: Quantitative comparison of enrichments (MSigDB oncogenic signatures) re-
trieved for prior knowledge approaches using a particular knowledge base when applied
to the TCGA-BRCA (upper row) and SCAN-B (lower row) data sets. Left side depicts
overall number of enrichments retrieved (with median), right side depicts number of
features involved in the enrichments.
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Fig. 10.20: Quantitative comparison of GO term enrichments retrieved for prior knowl-
edge approaches using a particular knowledge base when applied to the TCGA-
GBM/LGG (upper row) and REMBRANDT (lower row) data sets. Left side depicts
overall number of enrichments retrieved (with median), right side depicts number of
features involved in the enrichments.
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Fig. 10.21: Quantitative comparison of GO term enrichments retrieved for prior knowl-
edge approaches using a particular knowledge base and applied to the AddNeuroMedI
(upper row) and AddNeuroMedII (lower row) data sets. Left side depicts overall number
of enrichments retrieved (with median), right side depicts number of features involved
in the enrichments.
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B
iological

Perform
ance

C
ross-

Validation

Traditional

Prior Knowl-
edge

Lee
et

al.[113]
−

requires
labeled

data
−

requires
predefined
pathw

ays

+
pathw

ays
as

features
+

slightly
m
ore

robust
across

datasets
+

slightly
better

accuracy

−
rem

oves
unm

apped
genes

+
via

pathw
ay

activity
scores

+
literature
review

+
accuracy

+
A
U
C

+
5-fold

+
across
datasets

•

Li&
Li[117]

+
takes

any
netw

ork
as

input

−
not

addressed
+

better
perform

ance
+

selects
m
ore

connected
genes

−
rem

oves
unm

apped
genes

−
via

netw
ork

constraints
+

literature
review

+
sensitivity

+
specificity

+
P
M
SE

+
10-fold

+
across
datasets

•

Q
uanz

et
al.[170]

−
requires
predefined
pathw

ay
features

+
pathw

ays
as

features
+

large
im

provem
ent

for
real-w

orld
data

−
low
im

provem
ent

for
sim

ulated
data

−
rem

oves
unm

apped
genes

+
via

gene-gene
interaction
netw

orks

−
none

+
accuracy

+
sensitivity

+
specificity

+
M
C
C

+
10-fold

•

Srivastava
et

al.[207]
+

configurable
w
eight

for
prior

know
ledge

+
groups

sim
ilar

genes
+

m
ore

biologically
relevant

genes

−
not

addressed
+

via
functional

sim
ilarities

+
literature
review

−
none

−
none
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A
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A
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C
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V
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C
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Availability
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R
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R
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B
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Perform
ance

C
ross-

Validation

Traditional

Prior Knowl-
edge

B
P
FS

[15]
•

+
takes

any
netw

ork
as

input

+
selects

genes
far

apart
in

pathw
ay

−
not

very
decisive

+
keeps
unm

apped
genes

via
random

ization

+
via

pathw
ay

inform
ation

+
literature
review

+
accuracy

+
holdout

+
across
datasets

•

C
hen

&
W
ang

[38]
+

references
to

used
R

packages
+

selects
supergenes
from

pathw
ays

±
only

slightly
better
perform

ance

+
keeps
unm

apped
genes

via
co-expression

+
via

pathw
ays

+
literature
review

+
A
U
C

+
R
O
C

−
none

•

Path-
B
oost

[21]
+

can
use

any
netw

ork
inform

ation

+
boosts
interaction
partners

of
differentially
expressed
genes

±
only

slightly
better

than
other
approaches

+
keeps
unm

apped
genes

+
via

netw
ork

inform
ation

−
none

+
M
SE

+
SE

+
holdout

•
•

Zhu
et

al.[265]
+

applicable
to

different
use

cases

+
groups

sim
ilar

genes
+

better
perform

ance
+

m
ore

clinically
relevant

genes

±
possible

via
default

w
eights

+
via
netw

ork-based
SV

M

+
know

n
disease

genes
+

FN
R

+
SE

+
holdout

•
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A
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C
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V
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R
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B
iological

Perform
ance

C
ross-
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Prior Knowl-
edge

R
R
FE

[95]
•

+
can

use
any

netw
ork

as
input

+
selected

genes
m
ore

consistent
+

m
ore

robust
to

noise
+

selects
m
ore

biologically
relevant

genes

+
default

ranks
for

unm
apped

genes

+
higher

w
eight

for
hub

genes
irrespective

of
expression
value

+
pathw

ay
enrichm

ent
(K

E
G
G
)

+
A
U
C

+
gene

set
com

par-
isons

+
10-fold

•
•

SoFo-
C
les

[148]
(•)

+
user

interface
+

flexibly
com

bines
sim

ilarity
m
easures

/
trad.

approaches

±
adds
sem

antically
sim

ilar
genes

+
m
ore

biologically
relevant

genes

+
keeps

non-
annotated
genes

−
none

+
literature
review

+
accuracy

+
sensitivity

+
FP

R
+

F
1

+
LO

O
C
V

•

Stingo
&

Van-
nucci[210]

+
takes

any
netw

ork
as

input

−
selects

sim
ilar

genes
w
ithin

netw
ork

+
detects
discrim

inative
genes

+
keeps
unm

apped
genes

+
via

M
R
F

+
literature
review

+
P
IP

+
holdout

•

Zhao
et

al.[264]
+

classifies
prior

know
ledge

types
±

form
alguide

to
include

prior
know

ledge

±
depends

on
integrated
know

ledge
bases

+
m
ore

biologically
relevant

genes
−

noperform
ance

im
provem

ent

+
every

gene
receives

a
rank

±
depends

on
integrated
know

ledge
base

+
literature
review

+
know

n
disease

genes
+

sim
ilarities

(G
O
)

+
accuracy

−
none

•
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A
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A
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C
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V
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R
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R
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ance

C
ross-
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Prior Knowl-
edge

Stingo
et

al.[209]
+

takes
any

netw
ork

as
input

+
also

selects
pathw

ays
+

selects
less

false
positives

+
m
ore

biologically
relevant
pathw

ays

−
rem

oves
unm

apped
genes

±
can

be
kept

via
default

priors

+
via

M
R
F

+
also
inter-pathw

ay
dependencies

+
literature
review

+
P
IP

+
holdout

Tseng
&

Yu
[234]

+
com

bines
m
ultiple

scoring
functions

+
integrates
m
ultiple

know
ledge

bases

−
not

addressed
+

better
perform

ance
+

selects
less

genes

−
rem

oves
non-

annotated
genes

±
depends

on
the

applied
scoring

functions

+
decision

tree
analysis

+
accuracy

+
LO

O
C
V

•
•

G
illies

et
al.[68]

+
pseudo-code
provided

±
adds

genes
involved

in
sim

ilar
processes

+
better
perform

ance
+

keeps
non-

annotated
genes

via
trad.

approach

+
via

sem
antic

sim
ilarity

+
literature
review

+
sensitivity

+
FP

R
+

SSE

−
none

•

M
itra

et
al.[133]

−
only

w
orks

w
ith

G
O

+
independent

of
disease

dom
ain

+
clusters

genes
−

not
addressed

+
allow

s
to

identify
new

relationships

−
not

addressed
+

literature
review

+
accuracy

+
10-fold

•
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C
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iB
V
S
[153]

−
requires
prefiltered

gene
sets

−
high

runtim
e

−
not

addressed
+

better
perform

ance
−

rem
oves

non-
annotated
genes

+
via

M
R
F

+
literature
review

+
P
IP

+
R
O
C

+
holdout

•

Zhang
et

al.[262]
−

requires
labeled

data
+

detects
netw

ork
m
otifs

+
m
ore

robust
to

noise
in

dataset
+

m
ore

robust
across

datasets

+
com

bines
m
ultiple

netw
orks

−
rem

oves
unm

apped
genes

+
via

gene-gene
interaction
netw

orks

+
annotation
(O

M
IM

)
+

A
U
C

+
5-fold

+
across
datasets

•

A
daL-

net
[216]

+
can

use
any

connectivity
inform

ation

±
favors
connected
genes

+
m
ore

stable
gene

sets
±

only
slightly

better
results

−
rem

oves
unm

apped
genes

+
via

netw
ork

inform
ation

+
literature
review

+
M
SE

+
sensitivity

+
specificity

+
M
C
C

+
gene

set
sizes

+
FPnum

ber

−
none

•
•

Fang
et

al.[58]
−

requires
predefined
pathw

ays

+
selects
pathw

ay
representative
genes

+
slightly

better
perform

ance
+

selects
less

genes

−
rem

oves
non-

annotated
genes

+
via

pathw
ay

inform
ation

+
literature
review

+
accuracy

+
LO

O
C
V

•
•
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R
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C
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Prior Knowl-
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G
u
et

al.[74]
+

pseudo
code

provided
+

references
to

R
applied
packages

−
requires
predefined
pathw

ay
features

+
addresses
inner-pathw

ay
redundancy

+
slightly

better
perform

ance
+

m
ore

biologically
relevant

genes

+
keeps
unm

apped
genes

via
unknown
pathw

ay

+
via

gene-gene
interaction
netw

orks

+
literature
review

+
accuracy

+
5-fold

•
•

Jungjit
et

al.[98]
+

generalpurpose
approach

−
prefiltered

input

−
not

addressed
−

slightly
w
orse

perform
ance

−
no

biological
relevance

−
rem

oves
non-

annotated
genes

−
not

addressed
−

none
+

hem
m
ing

loss
+

W
ilcoxon

signed
rank

+
LO

O
C
V

•

Jungjit
et

al.[98]
+

generalpurpose
approach

−
requires
m
anually

filtered
pathw

ays

+
selects

less
genes

+
m
ore

biologically
relevant

genes
−

better
perform

ance

−
rem

oves
unm

apped
genes

−
not

addressed
+

literature
review

−
annotation
(K

E
G
G

=
input
know

ledge)

+
ham

m
ing

loss
+

W
ilcoxon

signed
rank

+
LO

O
C
V

•
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A
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C
ross-
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Prior Knowl-
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Park
et

al.[149]
+

generalpurpose
approach

−
requires

labeled
data

−
not

addressed
+

robust
for

im
balanced

classes
+

selects
biologically
relevant

genes

−
rem

oves
unm

apped
genes

−
via

gene
correlations

+
literature
review

+
annotation
(G

O
)

+
accuracy

+
A
U
C

+
10-fold

•

Sw
arnkar

et
al.[217]

+
incorporates

any
netw

ork
+

via
netw

ork
approach

+
m
ore

biologically
relevant

genes

+
com

bines
m
ultiple

netw
orks

−
rem

oves
unm

apped
genes

+
via

gene-gene
interaction
netw

orks

+
know

n
disease

genes
+

annotation
(G

O
)

+
accuracy

−
none

•

Sw
arnkar

et
al.[218]

+
incorporates

any
netw

ork
+

selects
hub

genes
+

selects
less

gene
+

slightly
better

perform
ance

+
com

bines
m
ultiple

netw
orks

+
via

gene-gene
interaction
netw

ork

+
literature
review

+
annotation
(G

O
,

K
E
G
G
)

+
accuracy

+
sensitivity

+
specificity

+
precision

+
F

1

+
M
C
C

−
none

•

A
lcaraz

et
al.[5]

•
+

incorporates
any

netw
ork

+
w
eb

service
w
ith

user
interface

+
low

runtim
e

+
subnetw

orks
as

features
+

detects
biologically
relevant
pathw

ays

−
rem

oves
unm

apped
genes

+
via

gene-gene
interaction
netw

orks

+
literature
review

+
annotation
(K

E
G
G
)

−
none

−
none

•
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C
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Shao
&

C
on-

rad
[198]

+
can

use
any

kind
ofnetw

ork
+

via
netw

ork
m
otifs

as
features

+
better
accuracy

+
m
ore

robust
w
ith

netw
ork

m
otifs

as
features

−
rem

oves
unm

apped
genes

+
via

interaction
netw

ork
−

none
+

A
U
C

+
10-fold

•

A
charya

et
al.[3]

−
com

plex
w
orkflow

of
m
ultiple

tools

+
clusters

sim
ilar

genes
−

selects
m
ore

genes
−

w
orse

perform
ance

−
rem

oves
unm

apped
genes

−
not

addressed
−

none
+

accuracy
+

silhouette
+

D
unn

index

+
40-fold

•

R
el-

Sim
[132]

(•)
+

low
com

putational
com

plexity
−

requires
labeled

data

±
adds
sem

antically
sim

ilar
genes

+
m
ore

biologically
relevant

genes

+
keeps

non-
annotated
genes

via
trad.

approach

−
none

+
literature
review

+
annotation
(G

O
,

K
E
G
G
)

+
accuracy

+
LO

O
C
V

•

R
aghu

et
al.[171]

+
pseudo-code
provided

−
no

details
on

D
isG

eN
E
T

usage

−
not

addressed
+

m
ore

biologically
relevant

genes
−

noperform
ance

im
provem

ent

±
depends

on
definition

of
im

portance
score

−
not

addressed
+

know
n
gene

sets
+

annotation
(K

E
G
G
)

+
m
isclass.

rate
+

F
1

+
5-fold

•
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C
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K
now

-
G
R
FF

[75]
−

prior
know

ledge
=

score
−

not
addressed

+
selects

few
er

and
m
ore

stable
features

+
reduced
predictive
error

−
not

addressed
−

cannot
incorporate
interactions

+
literature
review

+
Jaccard
Index

+
T
P
R

+
FP

R
+

M
SE

−
none

•

M
ahapatra

et
al.[131]

+
incorporates

any
netw

ork
+

extracts
hub

genes
from

subnetw
orks

+
m
ore

biologically
relevant

genes

+
com

bines
m
ultiple

netw
orks

−
rem

oves
unm

apped
genes

+
gene-gene
interactions
via

netw
ork

+
gene

set
enrichm

ent
analysis

+
annotation
(D

AV
ID

)

+
accuracy

+
sensitivity

+
specificity

+
precision

+
F

1

+
M
C
C

+
10-fold

•

Perscheid
et

al.[159]
•

+
com

bines
know

ledge
bases

/
trad.

approaches

−
not

addressed
+

better
perform

ance
+

selects
less

genes

−
rem

oves
non-

annotated
genes

±
depends

on
traditional
approach

−
none

+
accuracy

−
none

•

A
charya

et
al.[2]

+
requires
unlabeled

data
+

addressed
via

clustering
−

not
addressed

−
rem

ove
non-

annotated
genes

−
not

addressed
±

G
O

enrichm
ent

+
literature
review

+
F

1

+
accuracy

+
specificity

+
sensitivity

−
none

•
•
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R
Lasso-

C
ox

[247]
•

+
can

use
any

netw
ork

inform
ation

−
not

addressed
+

higher
prognostic
accuracy

+
few

er
genes

selected

−
rem

oves
unm

apped
genes

−
low

er
penalty

for
topologically
im

portant
genes

−
none

+
C
-index

+
A
U
C

+
holdout

+
across
datasets

+
A
U
C

•
•

xtune
[261]

•
+

can
use

any
and

m
ultiple

kinds
ofprior
know

ledge

−
not

addressed
+

better
accuracy
results

+
few

er
genes

selected
−

can
becom

e
unstable

for
>

50.000
features

+
default

penalty
term

s
for

features
w
/o

prior
know

ledge

+
can

be
encoded

in
penalty

term
s

−
none

+
R

2

+
A
U
C

+
num

ber
of

selected
features

+
5-fold

•

P
rog-

noSIT
[18]

•
+

takes
any

set
of

pathw
ays

−
not

addressed
+

m
ore

robust
−

rem
oves

unm
apped

genes
±

highly
depends

on
input

pathw
ays

+
uses
interaction
data

+
literature
review

+
N
R
M
SE

+
4-fold

•
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C
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Fam
ily

R
ank

[185]
•

+
takes

any
netw

ork
as

input

+
addressed

by
grouping
sim

ilar
genes

−
not

addressed
−

rem
ove

unm
apped

genes

+
uses
interaction
data

−
none

+
A
U
C

+
differences
in

group
m
edian-

s/m
eans

+
10-fold

•
•
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