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Abstract

The Greenland Ice Sheet is the second-largest mass of ice on Earth. Being almost
2000 km long, more than 700 km wide, and more than 3 km thick at the summit,
it holds enough ice to raise global sea levels by 7 m if melted completely. Despite
its massive size, it is particularly vulnerable to anthropogenic climate change:
temperatures over the Greenland Ice Sheet have increased by more than 2.7°C in
the past 30 years, twice as much as the global mean temperature. Consequently,
the ice sheet has been significantly losing mass since the 1980s and the rate of
loss has increased sixfold since then. Moreover, it is one of the potential tipping
elements of the Earth System, which might undergo irreversible change once a
warming threshold is exceeded. This thesis aims at extending the understanding
of the resilience of the Greenland Ice Sheet against global warming by analyzing
processes and feedbacks relevant to its centennial to multi-millennial stability
using ice sheet modeling.

One of these feedbacks, the melt-elevation-feedback is driven by the temper-
ature rise with decreasing altitudes: As the ice sheet melts, its thickness and
surface elevation decrease, exposing the ice surface to warmer air and thus
increasing the melt rates even further. The glacial isostatic adjustment (GIA) can
partly mitigate this melt-elevation feedback as the bedrock lifts in response to an
ice load decrease, forming the negative GIA feedback. In my thesis, I show that
the interaction between these two competing feedbacks can lead to qualitatively
different dynamical responses of the Greenland Ice Sheet to warming — from per-
manent loss to incomplete recovery, depending on the feedback parameters. My
research shows that the interaction of those feedbacks can initiate self-sustained
oscillations of the ice volume while the climate forcing remains constant.

Furthermore, the increased surface melt changes the optical properties of the
snow or ice surface, e.g. by lowering their albedo, which in turn enhances melt
rates — a process known as the melt-albedo feedback. Process-based ice sheet
models often neglect this melt-albedo feedback. To close this gap, I implemented
a simplified version of the diurnal Energy Balance Model, a computationally
efficient approach that can capture the first-order effects of the melt-albedo
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feedback, into the Parallel Ice Sheet Model (PISM). Using the coupled model, I
show in warming experiments that the melt-albedo feedback almost doubles
the ice loss until the year 2300 under the low greenhouse gas emission scenario
RCP2.6, compared to simulations where the melt-albedo feedback is neglected,
and adds up to 58% additional ice loss under the high emission scenario RCP8.5.
Moreover, I find that the melt-albedo feedback dominates the ice loss until 2300,
compared to the melt-elevation feedback.

Another process that could influence the resilience of the Greenland Ice Sheet
is the warming induced softening of the ice and the resulting increase in flow.
In my thesis, I show with PISM how the uncertainty in Glen’s flow law impacts
the simulated response to warming. In a flow line setup at fixed climatic mass
balance, the uncertainty in flow parameters leads to a range of ice loss comparable
to the range caused by different warming levels.

While I focus on fundamental processes, feedbacks, and their interactions
in the first three projects of my thesis, I also explore the impact of specific
climate scenarios on the sea level rise contribution of the Greenland Ice Sheet.
To increase the carbon budget flexibility, some warming scenarios — while still
staying within the limits of the Paris Agreement — include a temporal overshoot
of global warming. I show that an overshoot by 0.4°C increases the short-term
and long-term ice loss from Greenland by several centimeters. The long-term
increase is driven by the warming at high latitudes, which persists even when
global warming is reversed. This leads to a substantial long-term commitment
of the sea level rise contribution from the Greenland Ice Sheet.

Overall, in my thesis I show that the melt-albedo feedback is most relevant
for the ice loss of the Greenland Ice Sheet on centennial timescales. In contrast,
the melt-elevation feedback and its interplay with the GIA feedback become in-
creasingly relevant on millennial timescales. All of these influence the resilience
of the Greenland Ice Sheet against global warming, in the near future and on
the long term.



Zusammenfassung

Das gronlandische Eisschild ist die zweitgrof3te Eismasse der Erde. Es fasst genug
Eis, um den globalen Meeresspiegel um 7 m anzuheben, wenn er vollstandig
schmilzt. Trotz seiner Grofle ist es durch den vom Menschen verursachten
Klimawandel immens gefihrdet: Die Temperaturen tiber Gronland sind in den
letzten 30 Jahren um mehr als 2,7°C gestiegen, doppelt so stark wie im globalen
Mittel. Daher verliert das Eisschild seit den 1980er Jahren an Masse und die
Verlustrate hat sich seitdem versechsfacht. Zudem ist das gronlandische Eisschild
ein Kippelement des Erdsystems, es konnte sich unwiederbringlich verandern,
wenn die globale Erwdrmung einen Schwellwert iiberschreiten sollte. Ziel dieser
Arbeit ist es, das Verstiandnis fiir die Resilienz des gronliandischen Eisschildes zu
erweitern, indem relevante Riickkopplungen und Prozesse analysiert werden.

Eine dieser Riickkopplungen, die positive Schmelz-Hohen-Riickkopplung wird
durch den Temperaturanstieg bei abnehmender Héhe angetrieben: Wenn der
Eisschild schmilzt, nehmen seine Dicke und die Oberflaichenhdhe ab, wodurch die
Eisoberfliche warmerer Luft ausgesetzt wird und die Schmelzraten noch weiter
ansteigen. Die glaziale isostatische Anpassung (GIA) kann die Schmelz-Hohen-
Ruckkopplung teilweise abschwichen, da sich der Erdmantel als Reaktion auf die
abnehmende Eislast hebt und so die negative GIA-Riickkopplung bildet. Ich zeige,
dass die Interaktion zwischen diesen beiden konkurrierenden Riickkopplungen
zu qualitativ unterschiedlichem dynamischen Verhalten des gronlandischen
Eisschildes bei Erwarmung fithren kann - von permanentem Verlust bis hin zu
unvollstindiger Erholung. Das Zusammenspiel dieser Riickkopplungen kann
zudem Oszillationen des Eisvolumens in einem konstanten Klima auslgsen.

Die verstirkte Oberflachenschmelze éndert die optischen Eigenschaften von
Schnee und Eis und verringert deren Albedo, was wiederum die Schmelzraten er-
hoht - die sogenannte Schmelz-Albedo Riickkopplung. Da viele Eisschildmodelle
diese vernachldssigen, habe ich eine vereinfachte Version des tageszeitlichen
Energiebilanzmodells, welches die Effekte der Schmelz-Albedo-Riickkopplung
erster Ordnung erfassen kann, in das Eisschildmodell PISM implementiert. Mit-
hilfe des gekoppelten Modells zeige ich, dass die Schmelz-Albedo-Rickkopplung
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den Eisverlust bis zum Jahr 2300 im moderaten Klimaszenario RCP2.6 fast ver-
doppelt und im RCP8.5-Szenario, welches von starken Emissionen ausgeht, bis
zu 58% zusitzlichen Eisverlust verursacht, im Vergleich zu Simulationen in
denen die Schmelz-Albedo-Riickkopplung vernachlassigt wird. Bis zum Jahr
2300 tragt die Schmelz-Albedo-Riickkopplung mehr zum Eisverlust bei als die
Schmelz-Hohen-Riickkopplung.

Ein weiterer Prozess, der die Widerstandsfihigkeit des gronlandischen Eis-
schilds beeinflussen konnte, ist die Erweichung des Eises bei steigenden Tem-
peraturen, sowie die daraus resultierende Zunahme des Eisflusses. In meiner
Dissertation zeige ich, wie sich die parametrische Unsicherheit in dem Flussgesetz
auf die Ergebnisse von PISM Simulationen bei Erwarmung auswirkt. In einem
idealisierten, zweidimensionalem Experiment mit fester klimatischer Massenbi-
lanz fithrt die Unsicherheit in den Stromungsparametern zu einer Bandbreite
des Eisverlustes, die mit der Bandbreite durch unterschiedliche Erwarmungen
vergleichbar ist.

Neben den grundséatzlichen Prozessen und Riickkopplungen untersuchte ich
auch die Auswirkungen konkreter Klimaszenarien auf den Eisverlust von Grén-
land. Um die Flexibilitdt des Kohlenstoffbudgets zu erhchen sehen einige Er-
wirmungsszenarien eine temporére Uberschreitung der globalen Temperaturen
iiber das Ziel von 1,5°C vor. Ich zeige, dass eine solche Temperaturerh6hung
den kurz- und langfristigen Eisverlust von Gronland um mehrere Zentimeter
erhoht. Der langfristige Meeresspiegelanstieg ist auf die anhaltende Temperatur-
erhohung in hohen Breitengraden zuriickzufithren. Solche Prozesse fithren zu
einem langfristigen und bereits festgelegtem Meeresspiegelanstieg, selbst wenn
die Temperaturen nicht weiter steigen.

Insgesamt zeige ich in meiner Arbeit, dass die Schmelz-Albedo-Riickkopplung
fiir den Eisverlust des gronlandischen Eisschilds in den nachsten Jahrhunderten
am wichtigsten ist. Im Gegensatz dazu werden die Schmelz-Hohen-Riickkopplung
und ihr Zusammenspiel mit der GIA-Riickkopplung auf ldngeren Zeitraumen
immer relevanter.
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Introduction

The Greenland Ice Sheet is a sensitive part of the Earth system, over past glacial
cycles it has experienced large fluctuation in its ice volume. The aim of this thesis
is to help understanding the resilience of the Greenland Ice Sheet facing current
and future anthropogenic global warming. The following chapter provides an
introduction to anthropogenic climate change and the observed impacts onto
the Greenland Ice Sheet. Then it summarizes current sea level rise projections
and briefly introduces the concepts of tipping and resilience. Three important
feedback mechanisms, which govern the dynamics of the Greenland Ice Sheets
and are at the center of this thesis, are introduces. Finally, I summarize modeling
approaches for some of the main processes contributing to the mass balance of
the Greenland Ice Sheet.

1.1 The Greenland Ice Sheet in a warming world

1.1.1 Warming

Anthropogenic climate change and its impacts onto the Earth system are ob-
served around the world. During the last decade (2010-2019), the global mean
temperature has increased by 1.09°C, with 1.59°C over land and 0.88°C over the
ocean, compared to the preindustrial temperatures averaged over 1850-1900
(Masson-Delmotte et al. 2021).

Projections of possible future warming in the 21st century are computed based
on representative concentration pathways (RCP) and shared socioeconomic
pathways (SSP) describing different levels of greenhouse gas emissions and
other radiative forcings that might occur in the future. While the RCP scenarios
focus on greenhouse gases and radiative forcing alone, they do not include any
socioeconomic narratives. The SSP scenarios, in contrast, look at five different
ways the world might evolve in future, with or without additional climate policy.
Depending on the scenario of future carbon emissions, we face between 1.4°C
and more than 5°C of warming until the end of the century (Masson-Delmotte
et al. 2021). In 2015, UN leaders agreed at the COP 21 in Paris to limit global
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warming to well below 2°C above preindustrial and on the long term to 1.5°C,
which is an important threshold to be able to preserve most climate tipping
elements in their current stable state (Armstrong McKay et al. 2021; Lenton,
H. Held, et al. 2008; Lenton, Rockstrom, et al. 2019; Schellnhuber et al. 2016).
However, climate policy that is currently in place would lead to 2.7°C warming
until the end of the century (Climate Analytics and NewClimate 2021). This
amount of warming might be sufficient to trigger the irreversible loss of the
Greenland Ice Sheet (Robinson et al. 2012).

1.1.2 Observations of changes on the Greenland Ice Sheet

The Greenland Ice Sheet holds enough water for 7.4 m of global sea level rise
(Morlighem et al. 2017). It is subject to climate change and contributes to sea
level rise with increasing global warming (Hanna, Pattyn, et al. 2020; T. Slater
et al. 2021). Due to the Arctic Amplification, temperature increase in the central
Arctic is more than double the global average (Masson-Delmotte et al. 2021;
Portner et al. 2019). The currently observed warming over Greenland amounts
to 2.7°C over the summit (Portner et al. 2019) and locally exceeds 10°C along
the west Greenland coast in winter (Hanna, Mernild, et al. 2012). The runoff
rates respond in a nonlinear way to warming (Trusel et al. 2018). Until today, in
a 1.1°C warmer world, sea level has risen by 20 cm since the year 1901 (Masson-
Delmotte et al. 2021), affecting societies and coastal populations world wide.
Approximately 1.3 cm of this sea level rise can be attributed to ice loss from the
Greenland Ice Sheet, of which 34% are due to decreases in the climatic mass
balance and 66% are due to increased discharge into the ocean (IMBIE Team 2020;
Mouginot, Rignot, Bjerk, et al. 2019). The main outlet glaciers of the Greenland
Ice Sheet have been retreating in the past years and discharge increased by 14%
between the periods from 1985-1999 and 2007-2018 (King, Howat, Candela, et al.
2020). These changes, over the period from 1972-2018, are shown in Figure 1.1,
taken from Mouginot, Rignot, Bjerk, et al. (2019). Velocity changes in response
to warming and frontal retreat are complex and depend on the effectiveness
of subglacial drainage networks, meltwater availability and the position of the
terminus (Moon, Joughin, B. Smith, et al. 2012; Moon, Joughin, Ben Smith, et
al. 2014). Moreover, several extreme melt years have been observed over the
Greenland Ice Sheet, e.g. the years 2010, 2012 and 2019, with meltwater observed
on more than 98% of the surface in 2012 (Nghiem et al. 2012; Tedesco and Fettweis
2020; Tedesco, Fettweis, et al. 2011). The lowered reflectivity due to the melted
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Figure 1.1: Changes in the Greenland Ice Sheet, figure taken from Mouginot, Rignot,
Bjork, et al. (2019). (A) Catchment basins and ice speeds taken from Mouginot, Rignot,
Scheuchl, et al. (2017). The changes depicted are for 1972-2018, (B) percentage of
thickness change. (C) Percentage of acceleration in ice flux from each basin, and (D)
cumulative loss per basin.

snow can increase surface melt. In addition, dust and algae are accumulating
on the south-western margin of the Greenland Ice Sheet, further darkening the
surface of the ice (Cook et al. 2020; McCutcheon et al. 2021; Ryan, Hubbard, et al.
2018; Stibal et al. 2017; Tedstone, Bamber, et al. 2017; Williamson et al. 2020).

1.1.3 Current projections of sea level rise contribution of the
Greenland Ice Sheet

Current sea level rise projections expect between 0.5 and 1 m of global mean
sea level rise in the year 2100 (compared to 1900). The numbers depend on
both, the greenhouse gas emission pathway and model uncertainty (Masson-
Delmotte et al. 2021), but exclude still uncertain processes like the marine ice
cliff instability. Until the year 2100, the Greenland Ice Sheet is projected to
contribute between 1 and 10 cm (likely range) for a low emission scenario RCP2.6
and between 9 and 18 cm (likely range) for a high emission scenario RCP8.5
(Aschwanden, Fahnestock, Truffer, et al. 2019; Furst et al. 2015; Goelzer et al.
2020; Masson-Delmotte et al. 2021). The dynamical response of outlet glaciers
and their interaction with ocean warming might add up to 50% to Greenland’s

Section 1.1
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ice loss (Beckmann et al. 2018). So far the actual trend in sea level rise follows
the upper end of previous projections, both the contribution of the Greenland
Ice Sheet and total sea level rise (T. Slater et al. 2021).

The IPCC usually gives sea level projections until 2100. However, sea level rise
is a slow process and the full impacts of current climate change on future sea level
might become only apparent after 2100. Aschwanden, Fahnestock, Truffer, et al.
(2019) suggest that under an extended worst-case warming scenario (RCP8.5
with increasing temperatures until 2500) the Greenland Ice Sheet might indeed
be lost by the end of this millennium.

1.1.4 Tipping behavior and resilience of the Greenland Ice Sheet

Following Lenton, H. Held, et al. (2008), the Greenland Ice Sheet can be classified
as a tipping element of the climate system, as a small change in climate forcing
can qualitatively and irreversibly alter the state of the ice sheet. The results
from Robinson et al. (2012) and Anne M. Solgaard and Langen (2012) indicate
the multistability of the Greenland Ice Sheet, and in addition Robinson et al.
(2012) suggest that the complete loss of the Greenland Ice Sheet is irreversible
above a threshold global warming of 1.6°C (likely range: 0.8°C — 3.2°C), while
a stable state close to the present day can be maintained with lower warming.
This threshold behavior is supported by several conceptual analyses (Levermann
and Winkelmann 2016; Weertman 1961). Boers and Rypdal (2021) suggest, via
a statistical analysis of the melt rate timeseries since 1850, that early warning
signals might already be observed in the western part of the Greenland Ice Sheet,
indicating that the ice is, at least regionally, potentially close to a tipping point. In
contrast, coupled ice-atmosphere simulations find that a single tipping threshold
cannot be identified in Greenland Ice Sheet due to the strong negative feedbacks
arising from ice-atmosphere interactions (Gregory et al. 2020). Nevertheless, ice
loss could be irreversible if a critical ice volume is lost: once shrinking below
a volume of 4m sea level equivalent, the Greenland Ice Sheet does not fully
recover (Gregory et al. 2020).

In view of these observations and projections, the important question is how
resilient the Greenland Ice Sheet is to the perturbation of anthropogenic global
warming. Before discussing this question in detail, the term ’resilience’ needs
to be introduced. It describes the capacity of a system to adapt to or to recover
from perturbations. Resilience is a well established term in psychology and
ecology, and has been increasingly applied to Earth system science (Tamberg
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et al. 2022). In that context, the term resilience can be used to describe the
ability to maintain desirable (from a human perspective) states of the Earth
System in the face of anthropogenic disturbance (Rockstrém et al. 2009) or for
a system to maintain a safe distance to critical thresholds (Folke et al. 2010).
The concept of resilience suggests that multiple stable states exist and one of
them is more desirable than the other, and can resist perturbations and shocks
to some extent. Folke et al. (2010) define ’resilience’ as "The capacity of a system
to absorb disturbance and reorganize while undergoing change so as to still retain
essentially the same function, structure and feedbacks, and therefore identity, that
is, the capacity to change in order to maintain the same identity". This is different
from the stability domain, which is simply the basin of attraction (the region
in the phase space from which every trajectory approaches the attractor, also
called basin of stability). Therefore the concept of resilience is broader than just
the absence of tipping or irreversibility.

In approaching the resilience of the Greenland Ice Sheet specifically, it is useful
to start with a list of four question, defined by Tamberg et al. (2022) and inspired
the specific resilience after Folke et al. (2010): 1) Resilience of what? What is the
system? 2) Resilience regarding what? What is the feature or the property of
the system, that needs to be sustained? 3) Resilience against what? What is the
adverse influence or the perturbation? 4) Resilience how? What are the response
options? In the context of this thesis, I will focus on the Greenland Ice Sheet
as the system in question 1). The answer to question 2) "Resilience regarding
what?" is ambiguous and could mean different properties of the system as:

1. the Greenland Ice Sheet volume

an adaptable rate of sea level rise, and therefore the Greenland Ice Sheet
contribution

the albedo of the ice sheet

frontal position of outlet glaciers

capacity of the firn to retain and refreeze meltwater

&

Greenland as biotope

N W

Greenland as living space for human societies

This is by no means a comprehensive list of answers, yet some of the items,
in particular Item 6 and Item 7, are well beyond the scope of this thesis. The
possible answers to questions 3) "Resilience against what (perturbation)?" could
read:

Section 1.1
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(i) increase / change of the global mean temperature

(ii) change of atmospheric patterns, i.e. Greenland blocking, and the associated
increase in extreme melt events

(iif) accumulation of algae, dust and other impurities on the ice surface
(iv) oceanic conditions in fjords

(v) changes in sea level

Question 4) "Resilience how?" can only be answered on a case by case basis, as
the response options depend on what property needs to be sustained (question
2) against which perturbation (question 3).

With this lists in mind, we can later study how our understanding of the
specific resilience of the Greenland Ice Sheet evolves if we take certain ice-
dynamical processes or feedbacks into account.

1.1.5 The Greenland Ice Sheet in the context of the Earth System

Fyke et al. (2018) outline the possible interactions between the ice sheets and
the larger Earth system and list systematically how exactly the Earth system
impacts the ice sheet and how, in turn, the ice sheet impacts the Earth system,
deducing possible feedbacks. The Greenland Ice Sheet is affected by the Earth
system at its boundaries, e.g. through climate and atmospheric patterns, such
as Greenland Blocking or North Atlantic Oscillation (Bevis et al. 2019), and the
ocean conditions (Straneo and Heimbach 2013). In turn it impacts the larger
Earth system via its topography and its albedo, which help damming cold air
and induce katabatic winds.

A total absence of the ice sheet would lead to significantly higher temperatures
due to the lapse rate and albedo, and to a significantly different distribution
of precipitation patterns, however there is no clear evidence on how exactly
the absence of the Greenland Ice Sheet would affect large scale atmospheric
patterns, like the jet stream. The increased melt in Greenland and associated
albedo changes do not only lead to further melt by absorbing more radiation
energy, but also affect atmospheric temperatures directly (Hall 2004). If the
Greenland Ice Sheet would disappear completely, the resulting increase in plan-
etary surface albedo alone would trigger 0.13°C of global warming on top of
1.5°C, the temperature target of the Paris agreement (Wunderling, Willeit, et al.
2020).
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The freshwater input into the North Atlantic via surface runoff or iceberg calv-
ing contributes to the deep water formation and is relevant to the Atlantic Merid-
ional Overturning Circulation (AMOC) (Gaucherel and Moron 2016; Kriegler et
al. 2009) Increased freshwater input from Greenland Ice Sheet might destabilize
the current state of the AMOC, thus, the resilience of the Greenland Ice Sheet is
linked to the resilience of the AMOC. A weakening or a shutdown of the AMOC
would changes oceanic conditions in Antarctica, possibly leading to increased
melt as heat accumulated in the Southern ocean (Kriegler et al. 2009) but also
reduces the amount of warm waters reaching the Greenland Ice Sheet, thereby
driving a local cooling (Hu et al. 2013), which can mitigate the heat accumulation
in the Arctic and increase its resilience. Decrease of the strength of the AMOC
is already observable at present day (Caesar et al. 2018). A more direct effect
between the Greenland and the Antarctic Ice Sheet is the interaction through
rising sea levels, destabilizing the ice shelves in Antarctica and thus leading to
additional sea level rise (Kriegler et al. 2009). Both long-reach interactions link
the resilience of the Antarctic Ice Sheet to the Greenland Ice Sheet.

Finally the ice sheet also impacts the lithosphere, on the one hand by isostacy,
the viscoelastic response of the elastic lithosphere and the viscous Earth mantle
and on the other hand by erosion of the underlying bedrock. Local sea level is
impacted by the self-gravitation of the ice sheet, thus it can decrease if the ice
sheet is losing mass. As a consequences the local sea level in locations far away
from the Greenland Ice Sheet would rise, thus creating a long-reach interaction
between the Greenland and the Antarctic Ice Sheet.

Several possible feedbacks between the Greenland Ice Sheet and the Earth sys-
tem follow from these interaction pathways: besides the positive melt-elevation
feedback the orographic precipitation constitutes a negative feedback between
the climate and the topography of the Greenland Ice Sheet. The reduced ele-
vation of the Greenland Ice Sheet allows more moisture to be advected to the
interior of the ice sheet, thereby increasing the climatic mass balance. Increased
precipitation and feedbacks between the topography and precipitation patterns
might increase the resilience of the Greenland Ice Sheet to global warming
(Gregory et al. 2020) and therefore need to be understood and included in more
models (see also Le Clec’h et al. 2019; Vizcaino et al. 2015).

The Greenland Ice Sheet is not the only tipping element of the Earth system;
Lenton, H. Held, et al. (2008) identified nine policy relevant tipping elements,
namely the Arctic summer sea sce, the West Antarctic ice sheet, the Atlantic
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meridional overturning circulation, the El Nifio-Southern Oscillation, the Indian
summer monsoon, the West African monsoon, the Boreal forest and the Amazon
rainforest. A first assessment concluded that of three of these are at risk for being
tipped within the Paris agreement, namely the two ice sheets and the Arctic
summer sea ice (Schellnhuber et al. 2016). An updated assessment attributes an
even higher risk within the Paris agreement and more so under current policies
(Armstrong McKay et al. 2021). The interaction of different tipping points might
reduce their critical temperatures for tipping even further (Martin et al. 2021;
Wunderling, Gelbrecht, et al. 2020) and tipping cascades might be preferentially
initiated by the loss of the Greenland Ice Sheet (Wunderling, Donges, et al.
2021). These findings suggest, that the resilience of the Earth system against
anthropogenic global warming depends on the resilience of the Greenland Ice
Sheet.

Finally, there is also an interaction between Greenland and the social sphere.
On the one hand human actions directly impact the fate of the Greenland Ice
Sheet through anthropogenic climate change. On the other hand the resulting sea
level rise impacts human societies and threatens cultural heritage (Levermann,
P. U. Clark, et al. 2013; Masson-Delmotte et al. 2021; Portner et al. 2019). Recent
research efforts concentrate on closing the loop between the Earth System and
the Social system, focusing for example on how sea level rise anticipation might
shift people toward stronger climate action (Donges, Heitzig, et al. 2020; Donges,
Lucht, et al. 2021; Donges, Winkelmann, et al. 2017; Miller-Hansen et al. 2017;
E. K. Smith et al. 2022).

1.2 Feedbacks

In this section, I will present the most important feedbacks governing the dy-
namics of the Greenland Ice Sheet. I will not explain the mechanisms driving
marine feedbacks, like the Marine Ice Sheet Instability (MISI) (see e.g. Schoof
2007; Weertman 1974 for further information) or the Marine Ice Cliff Instability
(MICI) (see e.g. DeConto and Pollard 2016; Edwards et al. 2019; Portner et al.
2019 for further information). Those feedbacks are relevant for marine ice sheets
with large ice shelves, like the Antarctic Ice Sheet, but are of less importance for
the Greenland Ice Sheet.

For the Greenland Ice Sheet, an important and well known feedback is the
melt-elevation feedback. It is driven by atmospheric temperatures: the air
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Figure 1.2: Schematic representation of the three important feedbacks for the Greenland
Ice Sheet studied in this thesis. The plus and minus signs on the arrows represent
positive and negative correlation between the two variables connected by that arrow.
Melt-albedo feedback (positive) (yellow): Air temperatures over Greenland increase
with global warming, which leads to more melt (positive correlation). Increased melt
decreases the ice surface albedo (negative correlation), allowing the ice to absorb more
radiative energy. This in turn increases the melt rate (negative correlation). Melt-
elevation feedback (positive) (red): Increased air temperatures lead to more melt
(positive correlation). Increased melt decreases the ice thickness (negative correlation),
and this in turn decreases the ice surface latitude (positive correlation). Due to the
temperature lapse rate, a lowered surface elevation leads to warmer air temperatures
(negative correlation). GIA feedback (negative) (blue): Increased air temperatures lead
to more melt (positive correlation), which reduces the ice thickness (negative correlation).
In consequence the load onto the viscous solid Earth decreases, allowing for a bedrock
uplift (negative correlation). This in turn increases the ice surface elevation (positive
correlation). At this point the GIA feedback feeds into the melt-elevation feedback,
namely a decrease in air-temperature due to the increase in surface elevation (negative
correlation) and therefore a decrease in surface melt (positive correlation). Note that
the melt-albedo feedback is on a fast timescale and is reset annually due to winter snow.
The melt-elevation feedback is on an intermediate timescale, as topographical changes
are typically on a time-scale of several years. The GIA-feedback is on a multi-centennial
to multi-millennial timescale, due to the high viscosity of the bedrock.
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at higher elevation is usually colder than the air at lower elevations, typically
the vertical temperature change is as high as 5 — 7°C/km. This is called the
atmospheric temperature lapse rate. Note that temperature inversion, where
cold air sinks down while higher elevations remain warmer may occur in low
altitudes of the Greenland Ice Sheet, however, this is rather a local and seasonal
effect (Reeh 1991). The positive (self-reinforcing) melt elevation feedback is
driven by the atmospheric lapse rate: The local surface air temperature increase
(e.g. due to global warming), leads to increased melt rates. As a consequence
to higher melt rates the ice thickness decreases. Assuming a static bedrock, the
surface height of the ice sheet decreases as the thickness is reduced. Due to
the atmospheric temperature lapse rate this decrease in surface height, in turn,
exposes the ice surface to even warmer air temperatures, which trigger higher
melt rates. As the ice surface elevation decreases further due to high melt rates,
the positive (reinforcing initial changes) feedback loop is closed. A schematic of
the melt-elevation feedback is given in Figure 1.2.

Studies of the melt-elevation feedback on an idealized ice-sheet suggest that
this feedback is sufficient to induce a tipping behavior, leading to irreversible ice
loss if temperatures exceed a threshold, even in the absence of further forcing
(Levermann and Winkelmann 2016). Boers and Rypdal (2021) have already
found through the analysis of melt rate time series first early warning signals
in the west Greenland Ice Sheet, suggesting that these parts of the ice sheet
might already be in the process of tipping, mainly driven by the melt-elevation

feedback.

Another important feedback associated with melt is expressed through the
albedo, a measure for the ability to reflect solar radiation, of the ice sheet:
the melt-albedo feedback. It is driven by the increased absorption of solar
radiation: darker surfaces absorb more radiation energy than lighter surfaces
and therefore experience stronger melt under otherwise similar conditions. The
melt, in turn, tends to reduce the albedo of the surface. Fresh snow for instance
has the highest albedo, but melt changes the optical properties of the snow cover,
leading to reduced albedos (Stroeve 2001). Once the snow cover has melted
completely, firn or bare ice which have an even lower albedo are exposed. The
positive feedback is thus driven by the melt, which lowers albedo, which in turn
promotes melt. A schematic of the melt-albedo feedback is given in Figure 1.2.
Box, Wehrlé, et al. (2022) quantify the impact of the melt-albedo feedback in
the 2021 melt event of the Greenland Ice Sheet and find that it locally adds
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up to 51% of additional melt rates where the bare is exposed. This feedback
is periodically interrupted though fresh snowfall in the winter (Gardner and
Sharp 2010; Noél, van de Berg, van Meijgaard, et al. 2015). Note that the albedo
might decrease below the bare ice value through e.g. the formation of deep melt
ponds, accumulation of algae and dust or the opening crevasses (Box 2013; Box,
Fettwetis, et al. 2012; Box, van As, et al. 2017; Cook et al. 2020; Ryan, L. C. Smith,
et al. 2019; Tedstone, Bamber, et al. 2017; Tedstone, Cook, et al. 2020; Williamson
et al. 2020), however the details of these processes are difficult to model and
therefore they are mostly not represented in ice melt models.

The interaction of the ice with the solid Earth drives the GIA feedback. Local
changes in ice load induce a solid Earth response, also known as glacial isostatic
adjustment (GIA). In particular, ice losses reduce the load onto the solid ground
and lead to bedrock uplift, increases in ice mass lead to subsidence of the bedrock.
The response of the bedrock partially counteracts changes of ice surface elevation
due to changing ice thickness, it thus acts as a stabilizing negative feedback and
mitigates the positive melt-elevation feedback.

As the asthenosphere is approximately three times more dense than ice,
Archimedes’ principle allows us to estimate the bedrock response after a change
in ice load to be approximately 1/3 of the ice thickness change in equilibrium.
This response happens on both, very long and short timescales. As detailed in
Section 1.3.3 the elastic lithosphere responds on short timescales to contemporary
changes in the ice load, in contrast the viscous mantle responds on timescales
between centuries and many tens of millennia, depending on the local viscosity.
The negative (dampening initial changes) GIA feedback can partly counteract
the melt elevation feedback in Greenland and thus mitigate ice thinning - as
the bedrock responds to changes in ice load a decrease in ice thickness does not
translate directly to a decrease in ice surface altitude, weakening the link be-
tween ice thickness and climatic mass balance. A schematic of the GIA feedback
is given in Figure 1.2.

In the scope of this thesis I focus on the three feedbacks described above,
namely the melt-elevation, the melt-albedo and the GIA feedback. There are,
however, feedbacks and interactions between the ice and the regional climate
system, which need a detailed description of not only the ice but also the dy-
namics of the surrounding circulation system. As Gregory et al. (2020) found,
these feedbacks, especially the change in precipitation patterns, might play an
important role in stabilizing the Greenland Ice Sheet.
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Feedbacks are also found in interactions between the ice sheet and the ocean,
either through the effect on the supraglacial meltwater plume, which in turn
affects the melt rates at the tidewater glacier front (Carroll et al. 2016; Fyke et al.
2018) or through the glacier front retreating to deeper areas, being exposed to
warmer waters over a larger area (Rignot et al. 2010). However, under strong
warming scenarios the Greenland Ice Sheet is expected to retreat inland, thus
the ice-ocean feedbacks might be of limited relevance for the overall stability of
the Greenland Ice Sheet.

1.3 Modeling ice-sheet dynamics

Process-based numerical modeling of ice sheets in a warming world is crucial
to estimating future sea level rise and understanding their resilience to global
changes. The main processes covered in ice sheet models, which are most
relevant to the present state of the ice sheet, are summarized in the following
section and in Figure 1.3.

The mass balance of continental ice sheets, such as the Greenland Ice Sheet,
is governed by multiple processes: basal melt, ice flow and discharge into the
ocean, melt at the ice-ocean interface, and the climatic mass balance. Currently
the mass loss of the Greenland Ice Sheet is at 148 Gt/yrear (IMBIE Team 2020).
The climatic mass balance contributes 76 Gt/year and the dynamical ice losses
are usually assumed to be the difference between total mass loss and the climatic
mass balance contribution (IMBIE Team 2020). However, basal melt amounts to
21.4 Gt/year and is increasing further with ongoing global warming Karlsson
et al. 2021.

Changes in the regional climate, for example in air temperature, cloud condi-
tions, or precipitation, directly affect melt and accumulation rates and thereby
the climatic mass balance. Currently, approximately 57% of the mass loss rate is
caused by changes in the climatic mass balance and the rest is driven by changes
in the dynamic discharge of ice into the ocean (IMBIE Team 2020). This share
has already increased in comparison to the past 46 years (Mouginot, Rignot,
Bjerk, et al. 2019) and is expected to increase further under global warming, as
the Greenland Ice Sheet retreats from the coast and increased melt becomes
the most dominant process of ice loss (Aschwanden, Fahnestock, Truffer, et al.
2019). The flow of ice transports the ice masses from the accumulation zone
inland, where the climatic mass balance is positive, to the margins, where the
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Figure 1.3: Two cross sections of the Greenland Ice Sheet and the underlying bedrock,
from South to North and from East to West with a schematic of several important
processes related to the mass balance of the Greenland Ice Sheet. Relevant processes are
precipitation and melt for the climatic mass balance, the ice-ocean interaction, and the
flow and sliding of ice. The bedrock responds to a decrease in ice load with a bedrock
uplift. Topography data from BedMachine v3 (Morlighem et al. 2017). Please note
that the x-axis is shown in km while the y-axis is shown in m and therefore greatly
exaggerated. In reality the ice sheet is much less high than wide, justifying the shallow
ice and the shallow shelf approximation used by many ice sheet models (see text).
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ice is either directly discharged into the ocean or melts while being on land. An
isostatic adjustment of the solid Earth is expected if the ice load is changing.
While this alone has no direct effect on the mass balance of the ice sheet, it can
have indirect effects by changing the surface altitude and thereby affecting the
local climatic mass balance.

Numerical ice sheet models can help us to improve our understanding of these
processes and compute the evolution of the ice sheet under particular boundary
conditions. Aschwanden, Fahnestock, and Truffer (2016) for instance, have
shown that the ice sheet model PISM can capture complex ice flow though the
outlet glaciers of the Greenland Ice Sheet, provided the resolution is sufficiently
high. These models help to project future sea level rise in different climate
scenarios, as presented, for instance, in the IPCC reports (Masson-Delmotte et al.
2021; Portner et al. 2019).

Process based ice sheet models aim to describe the internal physics of the ice
body, including the stresses and strains and the thermodynamics, all affecting
the flow of ice. In addition to the internal physics of ice, the ice sheet models
require boundary conditions at the bottom of the ice, the ice-ocean and the
ice-atmosphere interfaces, for both, mass fluxes and temperatures or heat fluxes.
An overview of the different processes is found in Figure 1.3.

In the following, I will give more detailed introductions to the model com-
ponents crucial for my PhD projects, concerning in particular the flow of ice,
the melting at the ice-atmosphere interface and the interaction of ice and solid
Earth.

1.3.1 Modeling the flow of ice

In process-based ice sheet models, the ice is commonly treated like a viscous
fluid and it’s evolution is modeled using the equations of continuum dynamics,
e.g. mass continuity and conservation of momentum. Together with constitutive
equations describing the material laws, and the appropriate approximations,
e.g. homogeneity and isotropy, the large scale dynamics of ice sheets can be
described. In particular, the full Navier-Stokes Equation is simplified to the Stokes
Equation (Greve and Blatter 2009) by neglecting the acceleration- and the Coriolis-
term. In addition to the hydrostatic approximation, the thermomechanically
coupled Parallel Ice Sheet Model (PISM) uses the shallow ice approximation (SIA)
and the shallow shelf approximation (SSA) in order to efficiently calculate ice
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velocities (Bueler and Brown 2009; Greve and Blatter 2009; the PISM authors
2018; Winkelmann et al. 2011).

In addition to the balance equation for mass, momentum and internal energy,
and the appropriate approximations, constitutive equations are needed in order
to close the under-determined system of equations. Before we look at the most
widely used constitutive equation for polycrystalline ice, Glen’s flow law, it is
important to understand the creep behavior of ice. The response of ice to stress,
e.g. simple shear stress, is characterized by three consecutive creep regimes. The
initial response is an elastic deformation of the ice, which is typically neglected
in ice sheet models. This initial response is followed by the primary creep,
where the deformation rate decreases continuously, even when the stress is held
constant. This behavior is explained by the random orientation of individual,
anistropic ice crystals: their increasing geometric incompatibilities decrease the
deformation rate of the ice. Then, in the secondary creep, the deformation rate
reaches a minimum and remains constant, the ice acts as a isotropic medium.
This secondary creep regime allows to easily establish a clear relation between
stress and strain rate, as the strain rate is constant in time. At high temperatures
or high stresses, the ice grains themselves are affected, undergoing a so-called
dynamic recrystallization, orienting themselves favorably to the deformation.
This leads to increasing deformation rates in the third creep regime, the so called
tertiary creep (Cuffey and Paterson 2010; Greve and Blatter 2009).

The unique (for a given stress, a given temperature and a given ice probe with
its microstructure) relationship between stress and strain rate in the secondary
creep is used to establish a material law, the flow law, which can close the
equation system. It is implicitly assumed that the ice is of homogeneous density
and isotropic.

The flow law reads

&j = Atly '1ij, (1.1)

with the tensor components of the strain rate tensor ¢;;, the deviatoric stress
tensor 7;;, the effective stress e, which corresponds to the second invariant
of the stress tensor (Cuffey and Paterson 2010; Greve and Blatter 2009) and the
flow parameters for softness A and flow exponent n.

The flow exponent n is usually assumed to be constant throughout the ice
sheet, n = 3 is the most widely used value, meaning the flow of ice is highly non-
linear. The softness A is typically described as an Arrhenius function of (pressure

Section 1.3

15



Chapter 1

16

Introduction

adjusted) temperature, describing the softening with increasing temperature:

A(T) = Ay - exp(— Q (1.2)

)
with the factor Ay, the activation energy Q, the universal gas constant R and the
temperature difference to the pressure melting point 7’. In order to account for
the increased temperature dependence of the ice softness at high temperatures
(typically above —10°C) the Arrhenius function uses a different activation energy
Q (and a different factor Ay) for ice above and below the threshold temperature,
here termed warm and cold ice (Cuffey and Paterson 2010; Greve and Blatter
2009).

While ice sheet modeling studies mostly use a specific set of parameters for
the flow parameters n, Q and Ay in fact major uncertainties remain with respect
to these parameters and are discussed in Section 3.1.

While the flow law as shown in Equation (1.1) is widely used by the ice sheet
modeling community, other, more complex, flow laws exits and are adopted into
ice sheet models. For example it has been argued, that for glaciers and ice sheets
both, grain boundary sliding (GBS) and dislocation creep are relevant processes.
Grain boundary sliding is dependent on grain size and associated with a lower
flow exponent, dislocation creep is independent of grain size and associated with
a higher flow exponent. A composite flow law including both processes can then
be used (Goldsby and Kohlstedt 2001; Kuiper et al. 2020; Montagnat and Duval
2000; Saruya et al. 2019). However, covering these flow laws in depth is beyond
the scope of this thesis and we will use the flow law as shown in Equation (1.1).

In the shallow ice approximation (SIA), only the bed-parallel shear stress is
considered for driving the flow of ice. The driving stress 74 is described as

g = —pgHVh (1.3)
with the ice density p, the gravity g, the ice thickness H and the gradient in x

and y direction of the surface elevation h. Together with the flow law, as shown
in Equation (1.1) the ice velocity in shallow shelf approximation vgis reads as

VmA(z)=-2(ngWVhV“J[j{zEaAA(TU(h-Q”d§ Vh, (1.4)

with the the vertical coordinate z, the altitude of the bedrock b, and the enhance-
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ment factor Ega, which is used to account for the non-isotropic nature of glacial
ice in tertiary creep (the PISM authors 2018; Winkelmann et al. 2011).

The shallow shelf approximation (SSA) is typically used for ice shelves or
sliding ice streams, in conditions where the basal drag is very low and the ice
slides. While the stress regime is different from the SIA regime, the flow law
enters here as well. Models like PISM allow to use different flow exponents n
and different enhancement factors for SSA and SIA velocities which can be a
way to represent anisotropy and other unresolved effects (Ma et al. 2010).

1.3.2 Modeling surface melt

In contrast to the flow law described above, which is critical for calculating the
internal deformation of ice, surface melt is part of the climatic mass balance and
thus an important boundary condition in ice sheet modeling efforts. The climatic
mass balance describes the mass fluxes at the ice-atmosphere interface, which
is what a stand-alone ice sheet model like PISM needs as boundary condition,
together with the temperature of the ice surface. See also the schematics in
Figure 1.3.

The climatic mass balance of an ice sheet is a combination of several processes:
accumulation contributes positively to the climatic mass balance while sublima-
tion and melt contribute negatively. The meltwater penetrating the snow and
firn pack can partly refreeze and, thus, refreezing is contributing positively to
climatic mass balance, while the remaining meltwater is counted as runoff of
the ice sheet.

A wide range of (melt) models is available to provide that boundary condi-
tion: from process-based snowpack models coupled to regional climate models,
explicitly computing the regional climate and energy fluxes in the snow and at
the ice surface (Fettweis, Box, et al. 2017; Fettweis, Franco, et al. 2013; Krapp
et al. 2017; Langen et al. 2015; Niwano et al. 2018; Noél, van de Berg, van Mei-
jgaard, et al. 2015), to simpler parameterizations like the positive-degree-day
(PDD) or other temperature index models (e.g. Reeh 1991). The interaction
between the ice and the atmosphere is characterized by various feedbacks, e.g.
the melt—elevation feedback or the melt-albedo feedback (Box, Fettweis, et al.
2012; Tedstone, Bamber, et al. 2017). A similar feedback can be found with algae
living on the ice, which also change local albedo and therefore enhance melt
(Cook et al. 2020; Di Mauro et al. 2020; McCutcheon et al. 2021; Tedstone, Cook,
et al. 2020; Williamson et al. 2020). However, the interactions with the biosphere
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are beyond the scope of this work. These feedbacks can be captured by interac-
tively coupling a regional climate models with an ice sheet model to compute
all relevant interactions between ice, snow and atmosphere (Le Clec’h et al.
2019). For simulations over centuries to millennia, where explicitly resolving all
processes would come at a considerable computational cost, a simpler approach
is needed. In such cases, the surface mass balance is typically calculated from
near-surface air temperatures with temperature index methods, e.g. the positive
degree day (PDD) model (Aschwanden, Fahnestock, Truffer, et al. 2019; Riickamp
et al. 2019; Wilton et al. 2017). The PDD model (Reeh 1991) needs only monthly
mean air-temperature and information about snow cover to compute melt from
the number of positive degree days PDD, which reads as

to+At o —
PDD = ! / dt / dTTexp(—(TT—aC(t))z). (1.5)
to 0

oV2r 202

Here t; is the beginning and At the length of the time interval over which the
melt is computed, T, is the monthly mean temperature in an annual cycle, and
o is the standard deviation of the temperature from the annual cycle. The melt
of snow or ice is then computed by multiplying a degree day factor f; or f; to
the number of positive degree days. The melt factor is larger for ice than for
snow, implicitly accounting for the fact that ice has a lower albedo, absorbs more
radiation and therefore melts stronger at the same temperature. For the PDD
approach, the full climatic mass balance is usually computed by assuming a fixed
refreezing rate and a fixed yearly precipitation cycle, which is given as input. At
present day, the PDD model compares well with the results of regional climate
models such as RACMO or MAR (Fettweis, Box, et al. 2017; Fettweis, Hofer, et al.
2020; Noél, van de Berg, van Wessem, et al. 2018). This is not surprising, because
PDD models are often calibrated using these regional models.

However, the PDD approach cannot explicitly account for changes in solar
radiation over the course of a year. Several more or less simple models are
available to correct for that issue, e.g. the extention of the PDD model to include
insolation by Hock (1999), the insolation—-temperature—melt equation used by
van den Berg et al. (2008) and Robinson et al. (2010), or the Surface Energy
and Mass balance model of Intermediate Complexity (SEMIC) from Krapp et al.
(2017). In my PhD project I chose to implement a simplified version of the diurnal
energy balance model dEBM-simple (Krebs-Kanzow, Gierz, and Lohmann 2018;
Krebs-Kanzow, Gierz, Rodehacke, et al. 2021) into the Parallel Ice Sheet Model
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PISM. dEBM-simple includes solar radiation induced melting and an implicit
diurnal scheme to account for changing day lengths, but is simple enough to
require as few inputs as the PDD model. The melt equation in dEBM-simple
reads

Aty

= W(TA(l —0.’3)545+C1Teff+C2), (16)

with fresh water density p,,, latent heat of fusion L,,, the short wave downward
radiation averaged over the daily melt period (when the sun is above the angle
®) Sp, and the surface albedo a. Here, the first term of the equation describes
insolation driven melt, which depends on the albedo and the amount of short
wave radiation reaching the ice surface, the second term describes the directly
temperature driven melt, and the third term is a constant offset related to the
longwave upward radiation. The time period of a day, when the sun is above the
elevation angle @ is denoted by Atp. The length of a day is At and the fractional
time that the sun is above the elevation angle @ is given by:

Atg _ he

sin® — sin ¢ sin §

1
— (1.7)
At T T cos@cosd

with hg being the hour angle when the sun has an elevation angle of at least @,
d being the solar declination angle and ¢ the latitude.

1.3.3 Modeling the solid-Earth response

Solid Earth responds to changes in ice load, as depicted by gray arrows in
Figure 1.3, and typically this response is thought to happen on a long timescale
(i.e. the uplift due to the last deglaciation is still measurable). Similarly to
models computing the climatic mass balance, which range from process-based
full representations of energy and mass balance to simpler approximations of
the most relevant processes, a broad range of models describing the interactions
between ice sheets and solid Earth exist. Many solid Earth models explicitly
solve the sea-level equation, taking into account the spherical shape of the Earth,
gravitational and rotational effects and possibly even lateral variations of the
solid Earth structure, see e.g. (De Boer et al. 2014; Fleming and Lambeck 2004;
Gomez, Latychev, et al. 2018; Gomez, Pollard, et al. 2013; Gomez, Weber, et al.
2020; Haeger et al. 2019; Khan et al. 2016; Lambeck et al. 2014; Martinec 2000;
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Simpson et al. 2009; Tosi et al. 2005; Whitehouse 2018; Whitehouse, Gomez,
et al. 2019; Whitehouse, Latychev, et al. 2006). While there is ongoing work to
couple ice sheet models to fully process based solid Earth models, many ice sheet
focused studies use simpler models to represent the response of the solid Earth,
for example elastic lithosphere relaxing asthenosphere (ELRA) type models. The
elastic lithosphere is often modeled as a plate with flexural rigidity, reacting
instantly to changes in ice load. In contrast the relaxing asthenosphere is often
modeled as a delayed adjustment with a constant slow relaxation time of the
solid Earth (Le Meur and Huybrechts 1996; Zweck and Huybrechts 2005).

The Lingle-Clark model, which is used in this thesis, generalizes the ELRA
type model with a viscous half-space and solves the resulting equations explicitly
in time (Bueler, Lingle, et al. 2007; Lingle and J. A. Clark 1985). The resulting
partial differential equation for vertical displacement u of the bedrock can be

described by
du 4
277|V|E + prgu+ DViu = o, (1.8)

with the viscosity of the upper mantle 7, its density p,, the flexural rigidity of
the lithosphere D, the gravitational acceleration of the Earth g, and o,, the ice
load force per unit area (Bueler, Lingle, et al. 2007). The relaxation time of the
solid Earth then depends on the spatial wavelength of the perturbation in ice
load. However, it assumes a fixed structure of the solid Earth, not taking any
lateral variations of the mantle viscosities or the thickness of the lithosphere
into account.

1.4 Scope and contents of the thesis

In my thesis, I focus on modeling the Greenland Ice Sheet in a warming world.
In particular, I explore how different feedbacks affect our understanding of the
relevant mass balance processes. In addition, I study the uncertainties arising
from uncertainties in the flow law or in melt modeling. Figure 1.4 gives an
overview of the manuscripts related to this thesis.

The results of this thesis are based on numerical simulations with the ice sheet
model PISM, but the modeling choices and experimental details used for each
sub-project differ. An idealized flowline experiment was chosen in order to study
how ice flow responds to changes in uncertain parameters of the flow law, as it
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Figure 1.4: Overview over the sub-projects of this thesis. The two main topics of
my thesis are the analysis of process uncertainties, as e.g. the impact of the parametric
uncertainties in Glen’s flow law (Manuscript 1) or in the melt model dEBM-simple
(Manuscript 2), and the analysis of feedbacks, as in Manuscript 2 and 3. While those sub-
projects are mainly focused on advancing our understanding of fundamental processes,
I also study the impacts of particular anthropogenic global warming scenarios onto the
sea level contribution of the Greenland Ice Sheet (Manuscripts 4). All parts of my thesis
are tied together by the common question of how anthropogenic global warming affects
the Greenland Ice Sheet.
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allows to disentangle the flow driven ice losses from other impacts, such as melt
or the impacts of geometry (Manuscript 1). For the second sub-project, studying
the impact of the melt-albedo feedback on Greenland ice loss in future warming
scenarios, I implemented a new sub-module in PISM and developed simple pa-
rameterizations for the ice surface albedo and the atmospheric transmissivity.
In addition, I performed simulations of the Greenland Ice Sheet in a realistic
warming scenario, focusing on the impact of albedo on melt (Manuscript 2). To
study the long-term dynamic regimes of the Greenland Ice Sheet, I simulated
the ice dynamics under idealized warming scenarios with a particular focus on
the melt-elevation feedback and the glacial isostatic adjustment (GIA) feedback
(Manuscript 3). Moreover, I explored the sea-level contribution from the Green-
land Ice Sheet under policy-relevant scenarios — the flexibility of the carbon
budget on the one hand (Manuscript 4).

Within the next section, the publications that constitute my dissertation are
outlined with the original publications given in Chapter 2. In Chapter 3, I provide
a synthesis of the results. This is followed by a final discussion in Chapter 4.

1.5 Overview of manuscripts

This thesis comprises three-peer reviewed scientific articles as first author and
one additional manuscript as co-author, which is currently under review. Each
article is a stand-alone contribution with an introduction, results, methods and
conclusions as well as references. I here give an overview of the individual
articles and the author contributions. A more detailed summary together with
the original manuscript can be found for each article in Chapter 2. Supplementary
material to the articles can be found in the Appendix A.

Manuscript 1 (published): Sensitivity of ice loss to uncertainty in
flow law parameters in an idealized one-dimensional geometry

Maria Zeitz, Anders Levermann, and Ricarda Winkelmann

In this paper, the impact of the flow law parameters on ice loss under warming
is explored in a idealized flow-line model. The idealization allows to disentangle
the impacts of the flow parameters from other influences like bed topography
or climate. Maria Zeitz designed the research and the appropriate experimental



Overview of manuscripts

procedure with the help of Anders Levermann and Ricarda Winkelmann. Maria
Zeitz conducted the literature research in order to estimate the uncertainty range
for the flow law parameters. She conducted the simulations and analyzed and
visualized the data. Maria Zeitz created all figures supporting the manuscript.
She wrote the manuscript with support of the co-authors.

Published in The Cryosphere (2020), doi:10.5194/tc-14-3537-2020
https://tc.copernicus.org/articles/14/3537/2020/

Manuscript 2 (published): Impact of the melt-albedo feedback on
the future evolution of the Greenland Ice Sheet with
PISM-dEBM-simple

Maria Zeitz, Ronja Reese, Johanna Beckmann, Uta Krebs-Kanzow, and Ricarda
Winkelmann

The impact of the melt-elevation feedback on ice loss of the Greenland ice
sheet is studied with warming simulations. To this end Maria Zeitz adapted and
implemented the diurnal Energy Balance Model (dEBM), originally developed by
Uta Krebs-Kanzow, in the Parallel Ice Sheet Model (PISM). She developed param-
eterizations and simplifications, which make PISM-dEBM-simple usable with
only temperature fields as input. Maria Zeitz conducted the PISM simulations
and analyzed and visualized the data. She created all figures in the manuscript.
Maria Zeitz and Ronja Reese designed the experiments and wrote the manuscript,
with support from all authors.

Published in The Cryosphere (2021), doi:10.5194/tc-15-5739-2021
https://tc.copernicus.org/articles/15/5739/2021/

Manuscript 3 (published): Dynamic regimes of the Greenland Ice
Sheet emerging from interacting melt-elevation and glacial
isostatic adjustment feedbacks

Maria Zeitz, Jan M. Haacker, Jonathan F. Donges, Torsten Albrecht, and Ricarda
Winkelmann

The interaction between the positive (enhancing) melt-elevation feedback
and the negative (mitigating) glacial isostatic uplift feedback allows for diverse
dynamic regimes of the Greenland Ice Sheet like recovery, self-sustained oscil-
lations and irreversible loss. Together with Ricarda Winkelmann, Maria Zeitz

Section 1.5
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supervised the Master thesis of Jan Haacker, who performed and analyzed the
first experiments. She then expanded on the experiments by including variations
in the temperature lapse rate, allowing to interpret the results with the concept
of two competing feedbacks. All figures in the manuscript were created by Maria
Zeitz. She wrote the manuscript with contributions from all co-authors.
Published in Earth System Dynamics (2022), doi:10.5194/esd-13-1077-2022
https://esd.copernicus.org/articles/13/1077/2022/

Manuscript 4 (in review): Exploring risks and benefits of
overshooting a 1.5°C carbon budget over space and time

Nico Bauer, David P. Keller, Franziska Piontek, Jessica Strefler, Ricarda Winkel-
mann, Maria Zeitz, Julius Garbe, Dmitry Yumashev, Wim Thiery, Kirsten Thonicke,
Werner von Bloh, Kristine Karstens, Mathias Mengel.

Temperature targets as specified in the Paris Agreement limit global net cu-
mulative emissions to very tight carbon budgets. The possibility to overshoot
the budget and offset near-term excess carbon emissions by future net-negative
emissions is considered economically attractive because it can ease near-term
mitigation pressure. Potential side effects of carbon removal deployment is
discussed extensively, the additional climate risks and the impacts and damages
have attracted less attention so far. Here we couple various models for an integra-
tive analysis of the climatic, environmental and socio-economic consequences of
temporarily overshooting a carbon budget consistent with the 1.5°C temperature
target. Maria Zeitz contributed the PISM simulations of the sea-level contri-
bution of the Greenland Ice Sheet under both climate scenarios. She created,
together with Julius Garbe, the figure showing the sea level contributions from
the two large ice sheets and has contributed to writing the sea level rise related
parts of the manuscript.

In review at Environmental Research Letters
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Manuscript 1 (published): The impact of the
uncertainty in flow law to an idealized flow-line setup

Here, we use the uncertainty in flow law parameters from an in-depth literature
research (see Figure 3.1) in order to asses how the parametric uncertainty of
Glen’s flow law translates into uncertainty of ice flow. In order to disentangle
the effect of the flow parameters from other possible influences, we use an
idealized flow-line setup of a two-dimensional ice sheet sitting on a flat bed
subject to surface warming, while keeping the accumulation rate fixed. Indeed,
the variation of the flow exponent n and the activation energies Qy and Q. leads
to a significant acceleration of flow-driven ice loss due to warming. In the first
century, the ice loss varies by a factor of two over the whole parameter range
compatible with published values. This impact, however, decreases over time and
once the ice sheet has reached equilibrium under the new surface temperature
(after several millennia), the ice volume varies only by approx. 10%. The absolute
uncertainty increases with increasing temperature forcing, and the uncertainty
ranges for flow-driven ice losses at different temperatures overlap.

While these results do not translate directly onto the uncertainty of flow
driven ice losses of the Greenland or Antarctic Ice Sheet, they nevertheless point
to overlooked uncertainties in ice sheet modeling.

Published in The Cryosphere (2020), doi:10.5194/tc-14-3537-2020
https://tc.copernicus.org/articles/14/3537/2020/

25






The Cryosphere, 14, 3537-3550, 2020
https://doi.org/10.5194/tc-14-3537-2020

© Author(s) 2020. This work is distributed under
the Creative Commons Attribution 4.0 License.

The Cryosphere

Sensitivity of ice loss to uncertainty in flow law parameters in an
idealized one-dimensional geometry

Maria Zeitz'2, Anders Levermann'-2

3, and Ricarda Winkelmann

1.2

Potsdam Institute for Climate Impact Research (PIK), Member of the Leibniz Association,

P.O. Box 60 12 03, 14412 Potsdam, Germany

2Institute of Physics and Astronomy, University of Potsdam, Karl-Liebknecht-Str. 24-25, 14476 Potsdam, Germany

3LDEO, Columbia University, New York, USA

Correspondence: Maria Zeitz (maria.zeitz@pik-potsdam.de) and Ricarda Winkelmann

(ricarda.winkelmann @ pik-potsdam.de)

Received: 20 March 2020 — Discussion started: 7 April 2020

Revised: 26 August 2020 — Accepted: 9 September 2020 — Published: 27 October 2020

Abstract. Acceleration of the flow of ice drives mass losses
in both the Antarctic and the Greenland Ice Sheet. The pro-
jections of possible future sea-level rise rely on numerical
ice-sheet models, which solve the physics of ice flow, melt,
and calving. While major advancements have been made by
the ice-sheet modeling community in addressing several of
the related uncertainties, the flow law, which is at the cen-
ter of most process-based ice-sheet models, is not in the fo-
cus of the current scientific debate. However, recent studies
show that the flow law parameters are highly uncertain and
might be different from the widely accepted standard val-
ues. Here, we use an idealized flow-line setup to investigate
how these uncertainties in the flow law translate into uncer-
tainties in flow-driven mass loss. In order to disentangle the
effect of future warming on the ice flow from other effects,
we perform a suite of experiments with the Parallel Ice Sheet
Model (PISM), deliberately excluding changes in the surface
mass balance. We find that changes in the flow parameters
within the observed range can lead up to a doubling of the
flow-driven mass loss within the first centuries of warming,
compared to standard parameters. The spread of ice loss due
to the uncertainty in flow parameters is on the same order of
magnitude as the increase in mass loss due to surface warm-
ing. While this study focuses on an idealized flow-line geom-
etry, it is likely that this uncertainty carries over to realistic
three-dimensional simulations of Greenland and Antarctica.

1 Introduction

Current and future sea-level rise is one of the most iconic im-
pacts of a warming climate and affects shorelines worldwide
(Hinkel et al., 2014; Strauss et al., 2015). The contribution
of the large ice sheets in Greenland and Antarctica to sea-
level rise sums up to 13.7 + 14.0 mm over the last 4 decades
(Mouginot et al., 2019; Rignot et al., 2019). It has been ac-
celerating in recent years and is expected to further increase
with sustained warming (Levermann et al., 2014, 2020; Men-
gel et al., 2016; Seroussi et al., 2020; Goelzer et al., 2020;
Aschwanden et al., 2019; Bamber et al., 2019). Although
some convergence can be observed in the projections of the
median contribution of ice loss from Antarctica and Green-
land, large uncertainties remain, and coastal protection can-
not rely on the median estimate since there is a 50 % like-
lihood that it will be exceeded. Rather, an estimate of the
upper uncertainty range is crucial. The most recent IPCC
Special Report on the Ocean and Cryosphere in a Chang-
ing Climate provides projections of sea-level rise for the year
2100 of 0.43 m (0.29-0.59 m) and 0.84m (0.61-1.10 m) for
RCP2.6 and RCP8.5 scenarios, respectively (IPCC, 2020).
Other studies find slightly different (Goelzer et al., 2011,
2016; Huybrechts et al., 2011) and partly wider ranges (Lev-
ermann et al., 2020). Such projections are typically per-
formed with process-based ice-sheet models which represent
the physics in the interior and the processes at the boundaries
of the ice sheet.

Published by Copernicus Publications on behalf of the European Geosciences Union.
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In contrast to these processes at the boundaries of the ice
sheet, many rheological parameters of the ice are typically
not represented as an uncertainty in sea-level projections.
The theoretical basis of ice flow, as implemented in ice-sheet
models, has been studied in the lab and by field observa-
tions for more than half a century and is perceived as well
established (Glen, 1958; Paterson and Budd, 1982; Budd and
Jacka, 1989; Greve and Blatter, 2009; Cuffey and Paterson,
2010; Schulson and Duval, 2009; Duval et al., 2010). Glen’s
flow law, which relates stress and strain rate in a power law,
is most widely used in ice-flow models. It is described in
more detail in Sect. 2.1. Some alternatives to the mathemat-
ical form of the flow law have been proposed: multi-term
power laws like the Goldsby—Kohlstedt 1aw or similar (Peltier
et al., 2000; Pettit and Waddington, 2003; Ma et al., 2010;
Quiquet et al., 2018) and anisotropic flow laws (Ma et al.,
2010; Gagliardini et al., 2013) might be better suited to de-
scribe ice flow over a wide range of stress regimes. However,
they have not been picked up by the ice-modeling community
widely, possibly because this would require introducing an-
other set of parameters which are not very well constrained.

Of all flow parameters, the enhancement factor is varied
most routinely and its influence on ice dynamics is well un-
derstood (Quiquet et al., 2018; Ritz et al., 1997; Aschwanden
et al., 2016). However, recent developments suggest that the
other parameters of the flow law are also less certain than
typically acknowledged in modeling approaches: A review
of the original literature on experiments and field observa-
tions shows a large spread in the flow exponent n (which
describes the nonlinear response in deformation rate to the
given/applied stress), which can be between 2 and 4. New
experimental approaches suggest a flow exponent larger than
n =3, which has been the most accepted value so far (Qi
etal., 2017). Further, via an analysis of the thickness, surface
slope, and velocities of the Greenland Ice Sheet from remote-
sensing data, Bons et al. (2018) relate the driving stress to
the ice velocities in regions where sliding is negligible, and
can thus infer a flow exponent n =4 under more realistic
conditions. The activation energies Q in the Arrhenius law
(which describe the dependence of the deformation rate on
temperature) can also vary by a factor of 2 (Glen, 1955; Nye,
1953; Mellor and Testa, 1969; Barnes et al., 1971; Weertman,
1973; Paterson, 1977; Goldsby and Kohlstedt, 2001; Trever-
row et al., 2012; Qi et al., 2017)

Here we assess the implications of this uncertainty in sim-
ulations with the thermomechanically coupled Parallel Ice
Sheet Model (PISM authors, 2018; Bueler and Brown, 2009;
Winkelmann et al., 2011), showing that variations in flow pa-
rameters have an important influence on flow-driven ice loss
in an idealized flow-line scenario.

This paper is structured as follows: in Sect. 2 we recapit-
ulate the theoretical background of ice-flow physics and de-
scribe the simulation methods used. The results of the equi-
librium and warming experiments in a flow-line setup with
different flow parameters are presented in Sect. 3. Section 4
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discusses the results and the limitations of the experimental
approach, draws conclusions, and suggests possible implica-
tions of these results.

2 Methods
2.1 Theoretical background of ice-flow physics

The flow of ice cannot be described by the equations of fluid
dynamics alone but needs to be complemented by a material-
dependent constitutive equation which relates the internal
forces (stress) to the deformation rate (strain rate). Numerous
laboratory experiments and field measurements show that the
ice deformation rate responds to stress in a nonlinear way.
Under the assumptions of isotropy, incompressibility, and
uni-axial stress, this observation is reflected in Glen’s flow
law, which gives the constitutive equation for ice,

¢ =At", @

where € is the strain rate, T the dominant shear stress, n the
flow exponent, and A the softness of ice (Glen, 1958).

Both the flow exponent and the softness are important pa-
rameters which determine the flow of ice. Usually, the expo-
nent n is assumed to be constant through space and time. At
present, there is no comprehensive understanding of all the
physical processes determining the softness A. It may de-
pend on water content, impurities, grain size, anisotropy, and
temperature of the ice, among other things. Within the scope
of ice-sheet modeling, A is typically expressed as a function
of temperature alone:

A = Agexp (- R%,) , @

where Ag is a constant factor, Q is an activation energy, R
is the universal gas constant, and 7’ is the temperature rela-
tive to the pressure melting point (Greve and Blatter, 2009;
Cuffey and Paterson, 2010).

Due to pre-melt processes, the softness responds more
strongly to warming at temperatures close to the pressure
melting point, which is often described by a piecewise adap-
tion of the activation energy Q (Barnes et al., 1971; Paterson,
1991), with a larger value of Q at temperatures 7’ > —10°C.
When using these piecewise defined values for Q for warm
and for cold ice in the functional form of the flow law, the
respective factors Ao ensure that the function is continuous
at T’ = —10°C. Ay is therefore dependent on the values of
the flow exponent n and both values of Q for cold and for
warm ice.

The scalar form of Glen’s flow law (Eq. 1) is only valid
for uni-axial stress, acting in only one direction. For a com-
plete picture the stress is described as a tensor of order 2. The
generalized flow law reads

éjk :A(T’)‘L'gilfjk, (3)
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where € j; are the components of the strain rate tensor and 7
are the components of the stress deviator, and t; is the effec-
tive stress, which is closely related to the second invariant of
the deviatoric stress tensor:

rez = % [rfx + r)z,y + 7:32] + rfy + tfz + r\27 4)
Each component of the strain rate tensor depends on all the
components of the deviatoric stress tensor through the effec-
tive stress Te.

Glen’s flow law (Eq. 3) and the softness parametrization
(Eq. 2) are at the center of most numerical ice-sheet and
glacier models, independent of the other approximations they
might use (PISM authors, 2018; Winkelmann et al., 2011;
Greve, 1997; Pattyn, 2017; Larour et al., 2012; de Boer et al.,
2013; Furst et al., 2011; Lipscomb et al., 2019).

2.2 Ice-flow model PISM

The simulations in this study were performed with the Par-
allel Ice Sheet Model (PISM) release v1.1. PISM uses shal-
low approximations for the discretized physical equations:
the shallow-ice approximation (SIA) (Hutter, 1983) and
the shallow-shelf approximation (SSA) (Weis et al., 1999)
are solved in parallel within the entire simulation domain.
The shallow-ice approximation is typically dominant in re-
gions with high bottom friction, such that the vertical shear
stress dominates over horizontal shear stress and longitudi-
nal stress. The shallow-shelf approximation is typically dom-
inant for ice shelves, with zero traction at the base of the
ice, and for the fast-flow regime in ice streams (Winkelmann
et al., 2011). PISM assumes a non-sliding SIA flow and uses
the results of the SSA approximations for fast-flowing and
sliding ice. In PISM, the flow law enters both the SIA and
the SSA part of the velocities, as detailed in Winkelmann
etal. (2011). It is possible to choose different flow exponents
n for the SSA and the SIA, but the softness is the same for
both approximations.

The simulations performed here use mostly the SIA mode:
the geometry of a two-dimensional ice sheet sitting on a flat
bed and the SIA mode serve to study the effects of changes
in flow parameters on internal deformation and to separate
those effects from others, such as changes in sliding. Includ-
ing the shallow-shelf approximation reproduces and even en-
hances the effect of changes in the activation energies Q (see
Sect. 3.5).

2.3 Uncertainty in flow exponent and activation
energies

The flow exponent n and the activation energies for warm and
for cold ice, Qv and Q., determine the deformation of the ice
as a response to stress or temperature. A recent review (Zeitz
et al., 2020; see also literature in the Introduction above) re-
veals a broad range of potential flow parameters n, Q., and
Qc. In line with these findings, in this study the activation
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energy Q. is varied between 42 and 85kJmol~! (a typical
reference value is Q. = 60kJ mol~! ). The activation energy
for warm ice Q,, is varied between 120 and 200 kJ mol !
(a reference value is Qv = 139kJmol~!). For the flow ex-
ponent n, values as low as 1 have been reported, but since
many experiments and observations confirm a nonlinear flow
of ice, n is varied between 2 and 4, with a reference value
of n = 3. The reference values above correspond to the de-
fault values in many ice-sheet models (PISM authors, 2018;
Greve, 1997; Pattyn, 2017; Larour et al., 2012; de Boer et al.,
2013; First et al., 2011; Lipscomb et al., 2019).

2.4 Adaption of the flow factor A

The flow factor Ay in the flow law must be adapted to fulfill
the following conditions: first, the continuity of the piecewise
defined softness A(T’) must be ensured for all combinations
of Qv, Qc, and n. Secondly, a reference deformation rate € at
the reference magnitude of the driving stress 7o and a refer-
ence temperature 7’o (PISM authors, 2018) should be main-
tained regardless of the parameters. This is because the coef-
ficient and the power are non-trivially linked when a power
law is fitted to experimental data. These conditions give

Oold n
Ag,old - €XP (— Ty

RT'y
Q new
= A0,new * EXp (— RnTe/V(: : ‘rg s 5)
Q Id — Q old —/new
AQnew = Ag,old - €Xp <—OT,O“W ST (6)

If the reference temperature is 7'g < —10°C, the values for
cold ice Ag¢ and Q. are used in the equation above, or else
Ao.w and Qy, are used. The corresponding Ag pew for cold
and warm ice is calculated from the continuity condition at
T' = —10°C. For T’y < —10°C, for example, it follows that

Qc,old - Qc,new

Nold —7new

AO,c,new = AO,C,old -eXp (_

_ (Qc,new - Qw,new)) ) (8)

Ao, wnew = A0c.new * EXP < R-263.15K

Here we choose tp = 80kPa as a typical stress magnitude
in a glacier and T'¢p = —20 °C. Choosing another 7y on the
same order of magnitude has only little effect on the differ-
ences in dynamic ice loss. Choosing another 7”¢ on the other
hand influences how the softness changes with the activation
energy Q; see Fig. S1 in the Supplement. With 7"y closer
to the melting temperature, the difference in softness at the
pressure melting point decreases and thus the ice loss is less
sensitive to changes in the activation energy Q.
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Ocean

Figure 1. Sketch of the flow-line setup. The ice is sitting on a flat
bed; the fixed calving front does not allow ice shelves. The accu-
mulation rate is constant throughout the simulation domain, and the
temperature is altitude dependent.

2.5 Experimental design

The study is performed in a flow-line setup, similar to Pattyn
et al. (2012), where the computational domain has an extent
of 1000 km in the x direction and 3km in the y direction
(with a periodic boundary condition). The spatial horizontal
resolution is 1 km. The ice rests on a flat bed of length L =
900 km with a fixed calving front at the edge of the bed, such
that no ice shelves can form (Fig. 1). In contrast to Pattyn
etal. (2012), the temperature and the enthalpy of the ice sheet
are allowed to evolve freely.

The model is initialized with a spatially constant ice thick-
ness and is run into equilibrium for different combinations
of flow parameters Q., Qvw, and n. The ice surface tempera-
ture is altitude dependent, 7y, = —6°C km~!.z—2°C, where
z is the surface elevation in kilometers. The accumulation
rate is constant in space and time for each simulation. A con-
stant geothermal heat flux of 42 mWm™=2 is prescribed. In
the warming experiments, for each ensemble member an in-
stantaneous temperature increase of AT € [1,2,3,4,5,6]°C
is applied to the ice surface for a duration of 15000 years
(until a new equilibrium is reached), while the climatic mass
balance remains unchanged. That means the temperature in-
crease can lead to an acceleration of ice flow but is prohibited
from inducing additional melt. This idealized forcing allows
us to disentangle the effect of warming on the ice flow from
climatic drivers of ice loss.

The thickness profile of the equilibrium state is similar to
the Vialov profile (see e.g. Cuffey and Paterson, 2010; Greve
and Blatter, 2009). However, in contrast to the isothermal
Vialov profile, here the temperature of the ice is allowed to
evolve freely, leading to a non-uniform softness of the ice
(PISM authors, 2018). The extent in the x direction is given
by the geometry of the setup, a flat bed with a calving bound-
ary condition at the margin, and the height and shape of the
ice sheet depend on the flow parameters n, Qy, and Q. and
the accumulation rate a.

The Cryosphere, 14, 3537-3550, 2020

3 Results

3.1 Effect of activation energies in model simulations
compared to analytical solution

In order to gain a deeper understanding of the influences of
Q. and Qy, on the equilibrium shape of ice sheets, we here
compare the simulated results to analytical considerations
based on the Vialov profile.

At a fixed accumulation rate of a = 0.5myr™", each flow
parameter combination leads to an equilibrium state with a
thickness profile similar to the Vialov profile but differences
in maximal thickness and volume (Fig. 2a). Overall, high ac-
tivation energies increase ice-flow velocities and reduce the
ice-sheet volume. The activation energy for warm ice, Qy,
affects the volume and the velocities more strongly than the
activation energy for cold ice, Q.. A high Qy, leads to softer
ice close to the pressure melting point (Fig. S1) and at the
base of the ice sheet, which leads to higher velocities and a
lower equilibrium volume of the ice sheet, while a low Qy,
leads to stiffer ice close to the pressure melting point and
at the base of the ice sheet, and in consequence the veloci-
ties decrease and the volume increases (Fig. 2b and c). For
a fixed Qy, the volume appears to decrease linearly with in-
creasing Q. and the velocity appears to increase linearly with
increasing Q..

The maximal thickness of an isothermal ice sheet can be
estimated with the Vialov profile:

(n+2)a )
2A(T)(pg)" )’

with the Glen exponent n, the ice-sheet extent 2L, the
pressure-adjusted temperature 77, the gravity g, and the ice
density p (Greve and Blatter, 2009). The Vialov thickness
of a temperate ice sheet (isothermal at the pressure melting
point), where the softness is evaluated at the pressure melt-
ing point depending on the activation energies Q. and Qy,
(see Eq. 2), gives a lower bound to the thickness, given the
same geometry and flow parameters. The simulated maxi-
mal thickness is larger than the lower bound for all parameter
combinations (Fig. 3a, lower bound indicated by a grey line),
and the ratio between the maximal thickness A, from the
PISM simulation to the lower bound from the Vialov profile
depends on both Qy, and Q.. The ratio increases with higher
QO and decreases with higher Q. (Fig. 3b). The ice-sheet
thickness of the polythermal ice sheet, as simulated with
PISM, matches well the Vialov thickness calculated with
Eq. (9) if an effective temperature Ty < 0°C is assumed.
The effective temperature 7., that matches simulations best
varies for different Qy. For Qy, = 120kImol~!, an effec-
tive temperature of Te/ff = —5°C matches well the equilib-
rium thickness of the polythermal ice sheets. For Qy =
200kImol~!, an effective temperature of Te=-3.3°C
matches well the equilibrium thickness of the polythermal
ice sheets. These differences can be partly explained by the

1
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altitude-dependent surface temperature: the maximal thick-
ness of the ice sheets varies by approximately 800 m, which
leads to a difference in ice surface temperature of approxi-

mately 4.8 °C between the thickest and the thinnest ice and
thus influences the temperature within the ice sheet.
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The relative difference of average velocities dy = (v —
v0)/vo spans from dy = —7 % (with a corresponding relative
difference in ice-sheet volume of dyo = +10 %) for the low-
est combination of activation energies to dy = +18 % with a
difference in volume of dyo] = —15 % for the highest combi-
nation of values for Q. and Qy, (Fig. 2b).

3.2 Ice-sheet initial states

In order to keep the initial ice volume largely fixed (with vari-
ations of less than 1 %) in the warming experiments, we adapt
the accumulation rate for each parameter combination of Q.
and Qy,.

Since simulations with high activation energies Q, have
a smaller equilibrium volume at the same accumulation rate
than simulations with standard activation energies, the ac-
cumulation rate a is increased to maintain an equilibrium
volume close to the reference value. Simulations with low
activation energies Q. have a higher volume at the same ac-
cumulation rate, so the accumulation rate a is decreased. In
the case of an isothermal ice sheet the maximal thickness and
the volume can be computed analytically as shown above in
Eq. (9). In our model simulations, however, the temperature
distribution within the ice can evolve freely; thus the softness
is not uniform and an analytical solution cannot be found.

In order to find the right adaptation for the accumulation
rates, we start from the ice profile from the isothermal ap-
proximation as a first guess and run the model into equi-
librium. If the relative difference between the new equilib-
rium volume and the standard equilibrium volume exceeds
1 %, we further change the accumulation rate and repeat the
equilibrium simulation, always starting from the same initial
state. The final equilibrium states found via this iterative ap-
proach differ by a maximum of 0.8 % in ice volume (Fig. S2),
and the difference in maximal thickness is less than 100 m
(Fig. 4a and b).

For the combination of high activation energies Qy and
Q.. the relative differences d,, = (x —xg)/xo of both adapted
accumulation rates a and mean surface velocities v increase
by more than 300 % (Fig. 4c and d), and for the combination
of low activation energies Q. and Q, both adapted accu-
mulation rates a and surface velocities v are approximately
50 % lower compared to the case with standard parameters.
Both the accumulation rate and the velocities change in the
same way since they balance each other in equilibrium. A
change in accumulation rates controls the vertical velocity
profile and thus influences the thermodynamics in the ice,
which leads to differences in the temperatures of the ice
sheet (pressure-adjusted temperature distributions shown in
Fig. S4a). The change in temperature is most prominent at the
top of the ice sheet, where higher accumulation rates (associ-
ated with high activation energies) lead to lower temperatures
and vice versa. Thus the temperature change introduced from
increased accumulation counteracts the effect of increased
softness. In order to estimate how changed temperature on
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the one hand and changed flow parameters on the other hand
impact the resulting ice softness, either one was kept fixed.
The effect of the temperature changes on the ice softness is
negligible, compared to parameter changes (see Fig. S4b, c,
and d).

The maximal thickness of the polythermal simulated ice
sheet is approximately 13—-16 % larger than the lower bound
estimated with a temperate ice sheet (Fig. 5a and b) with the
same flow parameters and accumulation rates. Similar to the
case with fixed accumulation rates, the simulated thickness
matches the Vialov thickness well if an effective tempera-
ture T'er < 0°C is assumed. The effective temperature that
matches simulations best varies for different Q,, from —5°C
for Qw = 120k mol~! to —3.6°C for Qw = 200kJImol~'.
This difference cannot be sufficiently explained by varia-
tions in surface temperature due to the difference in ice-sheet
thickness. Rather the higher effective temperatures are linked
to increased flow velocities of the ice, which in turn might
lead to strain heating. In simulations with a high Q,, the sim-
ulated thickness has a higher discrepancy to the estimated
lower bound (assuming a temperate ice sheet) than simula-
tions with a low Qy,. In contrast to the case with fixed accu-
mulation rate (Fig. 3) the ratio between the estimated and the
simulated thickness depends only very little on Q..

3.3 Flow-driven ice loss under warming

Disentangling the purely flow-driven ice losses from the in-
fluences of melting, different initial temperature profiles, and
variations in sliding requires several conditions:

1. The initial volume is fixed, which here is attained
through adjustment of the accumulation rate for the
different flow parameter combinations as explained in
Sect. 3.2.

2. The surface mass balance is fixed —i.e., we do not allow
for additional melt — and the accumulation rate does not
change with warming.

3. Sliding is effectively inhibited (which is here ensured
by applying an SIA-only condition).

The effect of the temperature increase is limited to warm-
ing at the ice surface, which can propagate into the interior
of the ice sheet through diffusion and advection. Warming
makes the ice softer and thus accelerates the flow and ice dis-
charge. Since temperature diffusion in an ice sheet is a very
slow process, we apply the temperature anomaly for a total
duration of 15000 years. The total mass balance is evaluated
and compared to the standard parameter simulation after 100,
1000, and 10 000 years of warming. A new equilibrium state
is reached after 10 000 years for all parameter combinations
(see longer time series in Fig. S3).

In the experiments, the ice sheet loses mass for all warm-
ing levels and all parameter combinations. However, the
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amount and rate of the ice loss are dependent on the flow pa- Q.=85 Kmol~! and QOw =200kJmol™ 1, and the slowest
rameters. Figure 6 shows the ice-sheet response to a warm- ice loss for Q. = 42kJmol~! and Q, = 120kJmol~'. Sim-
ing of 2°C. For a fixed flow exponent of n =3 the fastest ulations with Q, = 200kJImol~! reach a new, temperature-
ice loss is observed for the flow parameter combination of
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adapted equilibrium after only 2000 years, while simulations
with lower Qy continue to lose mass.

The sensitivity to variations in flow parameters is mea-
sured via the relative differences for flow-driven ice loss
dy = (Am — Amg)/Amg, where the reference Amyg is al-
ways given by the simulation with standard parameters under
the same temperature increase (Fig. 7). While the long-term
response to warming, after 10 000 years, is not very sensitive
to the particular choice of flow parameters, the rate of flow-
driven ice loss is. The largest relative differences in ice loss
is found in the first century after the temperature increase
(Fig. 7a), indicating that high Q\, speeds up the flow-driven
ice loss. Under 2 °C of warming, ice loss after 100 years is
enhanced more than 2-fold (i.e., increased by up to 118 %) in
simulations with Qv = 200kJmol~!, while low Q,, reduces
the relative ice loss by up to 37 %.

The effect of the flow parameters on flow-driven ice loss
upon warming is robust for different temperature increases.
Ice losses and the spread in flow-driven ice loss both in-
crease for higher warming levels (see Fig. 8). For a warm-
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ing of AT =1°C the idealized ice sheet loses 0.09 % after
100 years and 0.35 % of ice after 1000 years for standard pa-
rameters. For a warming of AT = 6°C the ice sheet loses
0.46 % after 100 years and 1.89 % of ice after 1000 years
for standard parameters (solid red line). For comparison, the
Greenland Ice Sheet lost approximately 0.18 % of its mass in
the period between 1972 and 2018 (Mouginot et al., 2019),
which includes all processes: increase in flow, melting, and
sliding.

The effect of flow parameter changes on the purely flow-
driven ice loss after 100 years is on the same order of magni-
tude as the effect of surface warming by several degrees. In
particular the uncertainty ranges of ice loss for warming of
2°C and warming of 6 °C overlap (Fig. 8b) when solely con-
sidering the ice loss driven by changes in flow and excluding
surface mass balance changes.

3.4 Influence of the flow exponent n

Variations in the flow exponent n do not change the qualita-
tive effect of variations in activation energies Q on the ice
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loss. After 100 years for a temperature anomaly of AT =
2°C a higher n seems to mitigate the effect of the activation
energy on differences in ice loss, while a lower n seems to
enhance this effect (Fig. 9). However, the effect of variations
in activation energy on the average surface velocity is almost
independent of the choice of the flow exponent n (Fig. 10).
The influence of the activation energies Q. and Qy, on ice
flow is similar even with different flow exponents n. This is
robust for different warming scenarios from +1 to +6 °C. A
higher flow exponent n, which leads to a more pronounced
nonlinearity in ice flow, does not enhance but reduces varia-
tions in dynamic ice loss. Compared to the nonlinear stress
dependency t” in the flow law, the temperature-dependent
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softness A(T") = Ag-exp(—Q/RT') becomes less important
with increasing flow exponent n.

3.5 Robustness of results to changes in accumulation
and sliding

The overall effect of uncertainties in the activation energies
Q remains robust, even if an additional driver of ice loss
is taken into account. In a simulation where in addition to
warming of 2°C we also reduce the accumulation rate by
50 %, the ice losses remain dependent on the flow parameters
Q. and Qy, (Fig. 11; lines indicate results without a change
in accumulation rate, analogous to Fig. 7, and squares indi-
cate results with an additional 50 % decrease in accumulation
rate). After 100 years of forcing, the relative spread of ice
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Figure 11. Effect of the flow exponent and activation energies on flow-driven ice loss under 2 °C of ice warming in combination with a 50 %
reduction in accumulation rates: relative difference in flow-driven ice discharge after 100 (a), 1000 (b), and 10 000 (c) years. The ice sheet
has reached a new equilibrium after 10 000 years. Relative difference for 2 °C warming with an additional reduction of the accumulation rate

of 50 % (squares) is compared to the results without changes in the accumulation rate (lines; also see Fig. 7).

loss is slightly larger if accumulation changes are included.
In particular, for Qy, = 200kImol~! the relative increase of
mass loss mounts from 118 to 190 %. On longer timescales,
the spread in ice loss is reduced (after 10 000 years of forc-
ing, when the ice sheet has reached a new equilibrium, the
relative spread is below +10 %).

When sliding is taken into account via the shallow-shelf
approximation for sliding ice (see PISM authors, 2018) the
uncertainty in flow parameters leads to relative changes in
ice loss from —30 to +470 % after 100 years, which is a
considerably larger spread than without sliding. The relative
differences decrease with time but remain ranger than with-
out sliding. After 1000 years the ensemble member with low
activation energies have lost 40 % less ice than the standard
parametrization, and high activation energies almost double
the ice loss (490 %). After 10 000 years, when the ice sheets
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have reached a new equilibrium, the relative differences still
range from —16 to +40 % (see Fig. 12).

4 Discussion and conclusion

In this study we present a first attempt to disentangle and
quantify the effect of uncertainties in the flow law parame-
ters, in particular the activation energies Q and the flow ex-
ponent n, on ice dynamics.

The effect of ice rheology in ice-sheet models has been ad-
dressed in several studies with different experimental setups
and different time frames. In particular the effect of the en-
hancement factors, which are often used to approximate the
change in ice flow due to anisotropy, has been explored (Ritz
et al., 1997; Ma et al., 2010; Humbert et al., 2005; Quiquet
et al., 2018). In addition, the effect of the initial conditions
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(Seroussi et al., 2013; Nias et al., 2016; Humbert et al., 2005)
and the effect of the mathematical form of the flow law itself
(Quiquet et al., 2018; Peltier et al., 2000; Pettit and Wadding-
ton, 2003) have been studied. These studies have been cru-
cial for the understanding of different enhancement factors
in the shallow-ice and the shallow-shelf approximation (Ma
et al., 2010), for the reconciliation of the aspect ratios of the
Greenland Ice Sheet and the Laurentide Ice Sheet during the
Last Glacial Maximum (Peltier et al., 2000) and the ice flow
in Antarctica and the Greenland Ice Sheet (Ritz et al., 1997,
Seroussi et al., 2013; Quiquet et al., 2018; Nias et al., 2016;
Humbert et al., 2005).

However, the approach presented in this paper is different
in two important respects: firstly, the systematic study of not
only the flow exponent n but also the activation energies Q
has not been performed so far. Secondly, the idealized ex-
perimental setup, as presented in this study, allows us to dis-
entangle the effects of the flow itself from other drivers and
other sources of uncertainty. Several conditions need to hold
to this end: the ice sheet is sitting on a flat bed and its max-
imal extent is determined by a calving front at the borders
of the bed; thus no ice—ocean interactions or impacts of the
bed geography influence the ice flow. Sliding is generally in-
hibited (the ice dynamics are described by the shallow-ice
approximation, with zero basal velocity); no changes in slid-
ing velocity influence the ice flow. The accumulation rate is
fixed and independent of the temperature change, so that the
ice loss is only driven by changes in flow and not by melting.
These idealizations allow a clear understanding of the impact
of the flow exponent and the activation energies on ice flow.
In addition, they allow us to compare the simulations of the
polythermal ice sheet to the analytically solvable limit of an
isothermal ice sheet by using the Vialov approximation.

In this setup the largest effect of the uncertainties in the
flow parameters is observed in the first century after warm-
ing, while the effect of the uncertainties on ice loss becomes
less important as the ice approaches a new equilibrium. Un-
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certainties in the activation energies alone account for up to
a doubling in ice loss during the first 100 years of warm-
ing and are on the same order of magnitude as the effects
of increased temperature forcing, under fixed surface mass
balance. This effect remains robust, even if changes in the
surface mass balance are taken into account. Reducing the
surface mass balance by 50 %, which is comparable to the
changes in total surface mass balance of the Greenland Ice
Sheet from 1972 to 2012 (Mouginot et al., 2019), increases
the effect of the flow parameters on a timescale of 100 years
and remains comparable on a timescale of 1000 years. Only
as the ice sheet approaches its new equilibrium does the ef-
fect of the flow parameters become negligible. Allowing for
not only flow but sliding while keeping all other conditions
equal increases the effect of flow parameters substantially,
leading to up to a 5-fold increase in ice loss after 100 years
compared with standard parameters.

Acknowledging the uncertainty in flow parameters might
slightly shift the interpretation of previous studies. For in-
stance, the effect of the initial thermal regime, as studied
by Seroussi et al. (2013), could be enhanced if the acti-
vation energies were higher than assumed, by making the
ice softness more sensitive to changes in temperature. The
crossover stress in the multi-term flow law presented by Pet-
tit and Waddington (2003), at which the linear and the cu-
bic term are of the same importance, is highly sensitive to
the values of the activation energies. The positive feedback
through shear heating, as studied for example by Minchew
et al. (2018), could also be enhanced if activation energies
were higher than usually assumed. The uncertainty in the
flow law parameters may further provoke a re-evaluation of
other parameters, for instance concerning melting and basal
conditions. In particular, the thorough analysis by Bons et al.
(2018) of observational data on the Greenland Ice Sheet sup-
ports a flow exponent of n =4, not the standard value of
n =3, which is in line with recent laboratory experiments
which also find n > 3 (Qi et al., 2017). Assuming a higher
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flow exponent n =4 has shown to significantly reduce the
previously assumed area where sliding is possible (Bons
et al., 2018; MacGregor et al., 2016). Moreover, both the
flow exponent n and the activation energies Q feed into the
grounding line flux formula (Schoof, 2007). In several ice-
sheet models, this formula is used to determine the position
and the flux over the grounding line in transient simulations
(Reese et al., 2018). A change in the flow parameters n and Q
thus has implications for the advance and retreat of ground-
ing lines in simulations of the Antarctic Ice Sheet and possi-
bly the onset of the marine ice-sheet instability, a particularly
relevant process for the long-term stability of the Antarctic
Ice Sheet. On the Greenland Ice Sheet increased ice flow
might drive ice masses into ablation regions, where the ice
melts. A possible effect of uncertainty in flow parameters on
this particular feedback remains to be explored. Aschwan-
den et al. (2019) have found that uncertainty in ice dynamics
plays a major role for mass loss uncertainty during the first
100 years of warming. While their study attributes the uncer-
tainty mostly to large uncertainties in basal motion and only
to a lesser extent to the flow via the enhancement factor, the
uncertainties of the flow law and of the basal motion are not
independent, as suggested for instance by Bons et al. (2018).

While the conclusions from the idealized experiments pre-
sented here cannot be transferred directly to assessing un-
certainty in sea-level-rise projections, they are an important
first step which helps to inform choices about parameter vari-
ations in more realistic simulations of continental-scale ice
sheets.
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In this manuscript, we focus on modeling the surface melt of the Greenland Ice
Sheet. For this study, the diurnal Energy Balance Model, expanded by simple
parameterizations of the albedo to melt relation and the transmissivity of the
atmosphere, was implemented in the Parallel Ice Sheet Model (PISM). The surface
melt model dEBM-simple needs only monthly means of near-surface air tempera-
ture as input and is therefore simple to use, even in a stand alone ice sheet model.
In contrast to similarly simple melt models, dEBM-simple captures the main
impacts of insolation and albedo changes. Here, we use PISM-dEBM-simple for
an estimate of the impact of melt-albedo feedback in future warming scenarios
over the Greenland Ice Sheet. We therefore probe three different scenarios: 1)
No melt-albedo feedback: the albedo remains constant at its monthly averaged
values from the 1990s. This scenario serves as a lower limit in this study. 2) No
melt-albedo feedback and darkening: summer albedo decreases to the bare ice
value during all summer months. In this study this scenario represents the upper
limit. 3) Melt-albedo feedback: albedo has a piece wise linear dependence to melt.
The relative contribution of the melt-albedo feedback is greater for moderate
warming scenarios, while the absolute contribution is more pronounced for high
warming scenarios. The effect of artificial summer darkening (scenario 2) is
much more important in the moderate warming scenario while the ice losses
due to the melt-albedo feedback alone are already close to the upper limit in the
strong warming scenario. We also find that on the timescale until the year 2300
the melt-albedo feedback is more important than the melt-elevation feedback.
Finally, we explore the parametric uncertainty of the dEBM-simple model.
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Abstract. Surface melting of the Greenland Ice Sheet con-
tributes a large amount to current and future sea level rise.
Increased surface melt may lower the reflectivity of the ice
sheet surface and thereby increase melt rates: the so-called
melt-albedo feedback describes this self-sustaining increase
in surface melting. In order to test the effect of the melt—
albedo feedback in a prognostic ice sheet model, we imple-
ment dEBM-simple, a simplified version of the diurnal En-
ergy Balance Model dEBM, in the Parallel Ice Sheet Model
(PISM).

The implementation includes a simple representation
of the melt-albedo feedback and can thereby replace
the positive-degree-day melt scheme. Using PISM-dEBM-
simple, we find that this feedback increases ice loss through
surface warming by 60 % until 2300 for the high-emission
scenario RCP8.5 when compared to a scenario in which the
albedo remains constant at its present-day values. With an
increase of 90 % compared to a fixed-albedo scenario, the
effect is more pronounced for lower surface warming under
RCP2.6. Furthermore, assuming an immediate darkening of
the ice surface over all summer months, we estimate an up-
per bound for this effect to be 70 % in the RCP8.5 scenario
and a more than 4-fold increase under RCP2.6. With dEBM-
simple implemented in PISM, we find that the melt-albedo
feedback is an essential contributor to mass loss in dynamic
simulations of the Greenland Ice Sheet under future warm-
ing.

1 Introduction

The Greenland Ice Sheet is currently one of the main con-
tributors to sea level rise (Frederikse et al., 2020). Roughly
35 % of the observed mass loss during the last 40 years is at-
tributed to changes in surface mass balance, and 65 % of the
mass loss is due to an increase in discharge fluxes (Mouginot
et al., 2019). Overall, the contribution of changes in surface
mass balance is expected to increase with ongoing warming
(Shepherd et al., 2020).

Observations show that the surface of the Greenland Ice
Sheet has been darkening over the last decades (He et al.,
2013; Tedesco et al., 2016), and projections show that it is
likely to darken further with increasing warming (Tedesco
etal., 2016). Changes in albedo are driven by melt, the retreat
of the snow line, black carbon, dust, and algae growth (Cook
et al., 2020; Williamson et al., 2020; Box et al., 2012, 2017;
Box, 2013; Tedstone et al., 2017, 2020; Ryan et al., 2019).
In particular, the dark zone in the southwest of the Greenland
Ice Sheet is subject to increased darkening, where ice albedo
values reach values as low as 0.27 due to surface water and
impurities at the surface (for comparison, clean ice typically
has an albedo between 0.45 and 0.55) (Ryan et al., 2019).
As darker surfaces absorb more radiation than brighter sur-
faces, the effect of darkening due to increased melt could
trigger a positive feedback mechanism: surface darkening in-
creases melting, which in turn can lead to further darkening
(Stroeve, 2001). In addition to the darkening through melt,
studies suggest a positive feedback mechanism between mi-
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crobes, minerals, and melting, where algae-induced melting
releases ice-bound dust, which in turn increases glacier algal
blooms, leading to more melt (Di Mauro et al., 2020; Mc-
Cutcheon et al., 2021). The melt-albedo feedback is usually
interrupted by winter snow accumulation and snow events in
summer (Gardner and Sharp, 2010; Nogl et al., 2015). In light
of recent extreme melting events as in 2010 (Tedesco et al.,
2011), 2012 (Nghiem et al., 2012), or 2019 (Tedesco and
Fettweis, 2020), when large parts of the surface area were
at melting point and therefore darker than usual, it is impor-
tant to model the response of the ice sheet to such large-scale
changes in albedo.

To assess the influence of the atmosphere on the surface
mass balance of ice sheets, a range of models are available
and typically used: from process-based snowpack models
coupled to regional climate models, which explicitly com-
pute the regional climate and energy fluxes in the snow and
at the ice surface (Fettweis et al., 2013, 2017; Noél et al.,
2015; Langen et al., 2015; Niwano et al., 2018; Krapp et al.,
2017), to simpler parameterizations like the positive-degree-
day (PDD) models (e.g. Reeh, 1991). Regional climate mod-
els, for example, can be coupled with an ice sheet model to
compute interactions of the ice and the atmosphere while
explicitly resolving all relevant feedbacks (Le clec’h et al.,
2019). Since this is computationally expensive, often a sim-
pler approach is required in order to run simulations over
centuries to millennia or large ensembles of simulations. In
such cases, the surface mass balance is typically calculated
from near-surface air temperatures with a positive-degree-
day approach (Wilton et al., 2017; Aschwanden et al., 2019;
Riickamp et al., 2019), which is computationally much less
expensive but lacks the direct contribution of shortwave ra-
diation and albedo to melting. The insolation—temperature—
melt equation used by van den Berg et al. (2008) and Robin-
son et al. (2010) uses explicit albedo and insolation on long
timescales. The Surface Energy and Mass balance model of
Intermediate Complexity (SEMIC) uses the explicit energy
balance and albedo parametrization and an implicit diurnal
cycle for the temperature (Krapp et al., 2017) and is there-
fore capable to predict present and future melt.

The recent development of the diurnal energy balance
model (dEBM) presented by Krebs-Kanzow et al. (2021)
(with a simpler version introduced in Krebs-Kanzow et al.,
2018) is computationally efficient, works well for the Green-
land Ice Sheet, and can represent melt contributions from
changes in albedo as well as seasonal and latitudinal varia-
tions in the diurnal cycle. In the Greenland Surface Mass Bal-
ance Model Intercomparison Project (Goelzer et al., 2020),
the dEBM shows a good correlation with observations and
is among the models which compare the closest with ob-
served integrated mass losses from 2003-2012 (Fettweis
et al., 2020). Thus it fills the gap between a process-based
snowpack model coupled to a regional climate model and
a simple and efficient temperature-index approach such as
PDD.
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We here expand the surface module of the Parallel Ice
Sheet Model (PISM) (The PISM authors, 2018; Winkelmann
et al., 2011; Bueler and Brown, 2009) by the simple ver-
sion of the diurnal energy balance model ({EBM-simple),
which includes melt driven by changes in albedo based on
Krebs-Kanzow et al. (2018), in order to explore their ef-
fects on the future ice evolution. Beyond the work of Krebs-
Kanzow et al. (2018), we additionally introduce parameteri-
zations of albedo and atmospheric transmissivity to make it
possible to run the model in stand-alone, prognostic mode
(see Sect. 2). In particular the nonlinear albedo—melt rela-
tion (see Sect. 2.3.2) serves as an approximation to the melt—
albedo feedback and allows us to estimate its importance.
First, we compare the model against regional climate model
simulations from the Regional Atmosphere Model (Modele
Atmosphérique Régional, MAR; Fettweis et al., 2013, 2017)
and find a good fit (Sect. 3). In order to explore the minimal
and maximal contribution of the melt-albedo feedback to fu-
ture mass losses, we test the effect of albedo changes on fu-
ture mass loss under RCP2.6 and RCP8.5 warming (Sect. 4).
Here we distinguish between simulations which do not allow
for changes in albedo, simulations with adaptive albedo, and
darkening simulations, where the surface of the whole ice
sheet is at the bare-ice value. While the latter experiments
are inspired by the large-scale melt events (see Sect. 4.3),
the dark zone in Greenland serves as motivation to explore
the influence of the ice albedo value (see Sect. 4.4 and Ap-
pendix B). We compare dEBM-simple with PDD and find
a better performance for the historic period (Appendix D).
A detailed comparison of dEBM and PDD can be found in
Krebs-Kanzow et al. (2018, 2021). The results considering
future warming are discussed in Sect. 5.

2 Methods

We first present the Parallel Ice Sheet Model (PISM) and
then describe the diurnal energy balance model as introduced
in Krebs-Kanzow et al. (2018) and its implementation in
PISM. To be able to run the model in stand-alone, prognostic
mode, we introduce parameterizations of the surface albedo
and transmissivity in Sect. 2.3.2 and 2.3.1 (see Appendix A
for more detail). In the last two subsections, we describe the
spin-up of PISM for the Greenland Ice Sheet and the experi-
ments conducted in the next sections.

2.1 Ice sheet model PISM

PISM is a thermomechanically coupled ice sheet model
which uses a superposition of the shallow-ice approximation
(SIA) for slow-flowing ice, and the shallow-shelf approxi-
mation (SSA) for fast-flowing ice streams and ice shelves
(Bueler and Brown, 2009; Winkelmann et al., 2011; The
PISM authors, 2018). PISM was shown to be capable of re-
producing the complex flow patterns evident in Greenland’s
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outlet glaciers at high resolution of less than 1 km (Aschwan-
den et al., 2016).

The SSA basal sliding velocities are related to basal shear
stress via a power law with a Mohr—Coulomb criterion that
relates the yield stress to parameterized till material proper-
ties and the effective pressure of the overlaying ice on the sat-
urated till (Bueler and Pelt, 2015). We use a non-conserving
simple hydrology model that connects the till water content
to the basal melt rate (Bueler and van Pelt, 2015). The inter-
nal deformation of the ice is described by Glen’s flow law
with the flow exponent n = 3 for both SIA and SSA flow and
with the enhancement factors Essa = 1 and Esip = 1.5 for
SSA and SIA flow respectively.

Using PISM, we first create an initial configuration of the
Greenland Ice Sheet under present-day climate conditions,
using a climatology averaged over 1971-1990. Then we run
a suite of experiments to validate dEBM-simple for present
day as well as to test the role of insolation and temperature
melting in future warming scenarios.

In this paper we concentrate on the changes in the surface
mass balance, which are modelled using the newly imple-
mented dEBM-simple. The atmospheric conditions, namely
the monthly 2D temperature and precipitation fields, are read
in as input fields. The precipitation fields remain fixed, and
the share of snowfall and rain is determined from the local
near-surface air temperature, with rain at temperatures above
2°C and snow at temperatures below 0°C. We neglect ef-
fects from changing ocean temperatures; thus the sub-shelf
melting is constant in space and time at 0.05193 m/yr, the
default PISM value. Also, calving is not modelled explicitly
but induced by a fixed calving front at its present-day loca-
tion based on Morlighem et al. (2017). Thus changes in mass
losses from ice—ocean interaction are not considered here.
Isostatic adjustment of the bedrock is not considered here.
All experiments were run on a 4.5 km horizontal grid with a
constant vertical resolution of 16 m. While this resolution is
too low to reproduce the details of the outlet glacier flow, it
still preserves the general flow pattern. Moreover the focus
of the paper on climatic mass balance justifies this choice.

2.2 Adapted diurnal energy balance model
dEBM-simple

For the implementation of dEBM-simple, we follow the
parametrization as laid out by Krebs-Kanzow et al. (2018).
The melt equation reads

Aty

M=—"— 1 —ag)S. T , 1
Atpuln (ta —as)So + c1 Tegr + €2) (n

with fresh water density py, latent heat of fusion Ly, and
the surface albedo ;. dEBM-simple is based on the assump-
tion that melting occurs only during daytime, when the sun
is above an elevation angle @, which is estimated to be con-
stant in space and time ® = 17.5°; see Krebs-Kanzow et al.
(2018). The time period of a day when the sun is above the
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elevation angle ® is denoted by Atg. The length of a day is
At, and the fractional time that the sun is above the elevation
angle @ is given by

Atep _ ho _ 1 sin® — singsind

At @ b4 @

COS @ CcoSé

with 4¢ being the hour angle when the sun has an elevation
angle of at least ®, § being the solar declination angle, and
¢ being the latitude. The incoming radiation over the time
Atg, obtained from the insolation at the top of the atmo-
sphere (TOA), S¢, and the parameterized transmissivity T
(see Eq. 6), drives the insolation melt described in the first
term of Eq. (1).

The temperature-dependent melting described in the sec-
ond term of Eq. (1) is not simply a function of the air temper-
ature directly as in, for example, Pellicciotti et al. (2005) and
van den Berg et al. (2008), but a function of the cumulative
temperature exceeding the melting point in a given month
Ter as in Krebs-Kanzow et al. (2018, 2021).

T2
Tut(T, 0) = dTTexp <—(TT)> 3)

o0
|
o \/ﬂ 5 20 2
Here, T is the fluctuating daily temperature, T is the monthly
average temperature, which is used as an input, and o is the
standard deviation of the temperature. The melting point is at
0°C.

The parameters describing the effective temperature influ-
ence on melting ¢; and the melt intercept ¢ are estimated
from MAR v3.11 simulations (Fettweis et al., 2017); see
Sect. 3. The values used here are given in Table A2.

Refreezing is assumed to be constant, with 60 % of snow
melt refreezing independent of temperature or melt. Meltwa-
ter from ice melt does not refreeze but immediately runs off.

2.3 Implementation of dEBM-simple in PISM

The diurnal energy balance model is implemented in PISM
as a climatic mass balance module. It takes the local near-
surface air temperature and the precipitation as an input and
computes the local climatic mass balance. The shortwave
downward radiation and the broadband albedo are not needed
as inputs, as they are parameterized internally, with the pos-
sibility to use other orbital parameters than the present-day
values. The melt module is evaluated at least weekly, inde-
pendent of the adaptive time step used for the ice dynam-
ics in PISM. The amount of melt is balanced with refreezing
and snowfall before the surface mass balance is aggregated
over the adaptive time steps in PISM. The aggregated values
feed into the update of the ice geometry. The ice geometry
is used as an input for the dEBM melt, as it feeds into the
parametrization of the atmospheric transmissivity (see Eq. 6)
and updates the local temperature when the atmospheric tem-
perature lapse rate is considered. If a run is started with-
out knowledge about melting in the previous time step, the
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albedo is assumed to be at the fresh snow value everywhere
on the ice sheet or can be read in from an input file. In line
with Krebs-Kanzow et al. (2018), no melting is allowed be-
low —6.5°C even if the insolation alone would be sufficient
to cause melting.

2.3.1 Parametrization of shortwave downward
radiation

The shortwave downward radiation is computed from the top
of the atmosphere (TOA) insolation and a linear model of the
transmissivity of the atmosphere. Daily average TOA insola-

. —day .
tion 0 is computed from

Sofd
Eday: O(d> (hosingsind + cos g cosdsinhy), 4)
b4

where So = 1367 W/m? is the annual mean of the total solar
irradiance (solar constant), d is the annual mean distance of
the earth to the sun, d is the current distance, ¢ is the latitude,
§ is the declination angle, and Ay is the hour angle of sunrise
and sunset. The average TOA insolation during the daily melt
period S¢ is given by

\2
So = So <d> (hesingsind 4+ cosgcosdsinhg). (5)
Atem \ d

Under present-day conditions the declination angle § and
the sun—earth distance d are approximated with trigonomet-
ric expansions depending on the day of the year; see Liou
(2002, chap. 2.2.). This approximation is used as long as the
user does not specifically demand paleo simulations.

To scale the insolation to the ice surface, we assume that
the transmissivity of the atmosphere depends only on the lo-
cal surface altitude in a linear way (similar to Robinson et al.,
2010). The linear fit for the shortwave downward radiation
from TOA insolation is obtained from a linear regression
of MAR v3.11 data averaged over the years 1958 to 2019,
considering only the summer months (June, July, and Au-
gust) (see Appendix A2 and Fig. A3). The parametrization
relies on the assumption that the mean transmissivity does
not change in a changing climate. In particular the impact of
cloud conditions and events like Greenland blocking, which
might become more frequent in the future, is not captured
with this approach. The transmissivity is given by

ta=a+b-z, (6)

where a and b are parameters (here a =0.57 and b=
0.037 kmfl) and z is the surface altitude in kilometres. The
approach to calculate shortwave downward radiation is fur-
ther described in Appendix A2; in particular it is described
how TOA conditions different than present-day conditions,
e.g. during the Eemian, can be modelled.
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2.3.2 Albedo parametrization

PISM-dEBM-simple allows us to read in the albedo field as
an input. However, in order to keep the input requirements
for a stand-alone version of the model minimal and to allow
for a melt-dependent albedo, a simple albedo parametrization
is implemented. Snow albedo in MAR is calculated using a
snowpack model, explicitly based on snow grain size, cloud
optical thickness, solar zenith angle, and impurity concentra-
tion in snow (van Dalum et al., 2020). In MAR, ice albedo is
explicitly calculated as a function of ice density, time of the
day, solar angle, spectrum of the solar radiation, etc. Here, in
contrast, albedo is parameterized in an ad hoc way as a func-
tion of the melt in the last (weekly) time step. As the time step
in the climatic mass balance module is typically smaller than
the adaptive ice dynamics time step, and the temporal resolu-
tion of the 2 d air temperature input, this approach allows for
several iterations of the melt-dependent albedo under other-
wise identical conditions.

The corresponding parameters are fitted using MARv3.11
data (Fettweis, 2021). The advantage of this approach is that
it requires no further information in PISM (e.g. a fully re-
solved firn layer) but still captures melt processes driven by
changes in albedo or insolation. In this approach, the albedo
decreases linearly with increasing melt from the maximal
value omax = 0.81 (close to the fresh-snow albedo) for re-
gions with no melting to opin, = 0.47 (close to the bare-ice
albedo). The albedo cannot drop below the value of opyip.

o = max[omax + s - M, tmin] @)

The slope g = —0.025 yr/m is estimated from MAR data
(see Appendix Fig. Al and Sect. Al). We will later on test
the sensitivity of the melting to the slope and the value of
omin- Lowering the value of o, may indicate the sensitivity
to darker ice. While an explicit darkening of the ice, possi-
bly with a different albedo-to-melt relation, is not captured
in this framework, it can be easily expanded to incorporate
darkening ice.

For comparison, the observed albedos are shown in
Fig. A2.

2.4 Initial state

All simulations are started from a spun-up state and run with
full ice dynamics (SIA and SSA as well as temperature evo-
lution and a thermomechanical coupling). The procedure de-
tailed in Aschwanden et al. (2019) is used for the spin-up: a
temperature anomaly is applied over the last 125 kyr to the
climatological mean (1971 to 1990 monthly averages) of the
2D temperature field of MAR v3.9 in order to obtain a re-
alistic temperature distribution within the ice while the to-
pography is allowed to evolve. During the spin-up the more
conventional positive-degree-day model is used to compute
changes in climatic mass balance. In the simulations, surface
temperatures are scaled with changes in surface elevation (at-
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mospheric temperature lapse rate of —6 K/km) to include the
melt—elevation feedback in the simulations.

Initial ice geometry and bedrock topography are taken
from BedMachine V3 (Morlighem et al., 2017). Basal heat
flux is obtained from Maule (2005). The yearly cycle of pre-
cipitation is kept fixed but during the spin-up the precipita-
tion fields are scaled: for each degree of warming we apply
7.3 % precipitation increase for each degree of surface warm-
ing (Huybrechts, 2002). The root-mean-square error in thick-
ness amounts to 237 m, overestimating the thickness values
in the west and northwest (Morlighem et al., 2017). The ve-
locity anomalies of the initial state show a root-mean-square
error of 145 m/yr compared to observed data (Rignot and
Mouginot, 2012). The northeast Greenland Ice Stream and
several other fast-flowing outlet glaciers are underestimated
in the surface velocities. See Fig. S1 in the Supplement for
anomaly maps.

2.5 Validation experiments

To calibrate the model parameters and test the parameteriza-
tions, we perform diagnostic experiments with PISM-dEBM-
simple over the period between 1958 and 2019. In order to
disentangle the surface module from indirect effects of ice
dynamics, e.g. dynamic thinning and thus a temperature in-
crease through the temperature lapse rate, changes in the ice
topography are suppressed in these diagnostic experiments.
Monthly MAR v3.11 near-surface air temperature and pre-
cipitation fields from 1958 to 2019 are used as atmosphere
input while the albedo, the transmissivity, and the melt rate
are computed as shown above.

In order to explore the sensitivity to insolation, Eemian in-
solation values are used in an analogous experiment where
only the orbital parameters, which determine the top of the
atmosphere insolation, are changed. The temperature and
precipitation inputs remain the same as described above. Pre-
cipitation and albedo are calculated using the respective pa-
rameterizations.

2.6 Warming and darkening experiments over the next
centuries

Here, we describe the series of experiments which are per-
formed to assess the impact of the melt—albedo feedback
onto the mass losses of the Greenland Ice Sheet. All experi-
ments start from the same initial state, described in Sect. 2.4
and run over the period from 2000 to 2300. In contrast to
the previously described experiments in Sect. 2.5, the ice to-
pography is now allowed to change, and the results are ex-
pressed in terms of cumulated mass losses since 2000 in me-
tres of sea level equivalent (ms.l.e.). Melt rates are calcu-
lated by PISM-dEBM-simple using periodic monthly tem-
perature fields given by the climatological mean over the pe-
riod 1971 to 1990 from the regional climate model MAR
v3.11. MAR was forced with ERA reanalysis data (ERA-40
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from 1958-1978 and ERA-5 after) (Kittel et al., 2021; Fet-
tweis et al., 2021). In the warming experiments, scalar tem-
perature anomalies are applied uniformly over the entire ice
sheet. The temperature anomalies are obtained from averag-
ing the output of the IPSL-CMS5A-LR model (Dufresne et al.,
2013), which is one of four CMIP5 models extended until
2300, over the simulation domain containing the Greenland
Ice Sheet and computing the anomaly relative to the 1971-
1990 period over the same domain.

In addition to forced temperature changes, the local near-
surface air temperature adapts to topography changes of the
ice sheet with a lapse rate of —6 K/km, thus taking the melt—
elevation feedback into account. Note that in all experiments
changes in albedo do not feed back onto the atmosphere; in
particular albedo changes do not affect near-surface air tem-
peratures.

The experiments can be summarized into seven groups.
The a1999 experiments use an interannually constant yearly
albedo cycle and therefore suppress the adaptation of albedo
to increased melt rates under warming. They are used to
estimate future ice loss without the melt-albedo feedback
and serve as a reference. The std experiments include the
melt—albedo feedback through the standard parametrization
for albedo. The agark €xperiments represent an extreme sce-
nario, assuming that the whole ice surface will be snow free
or covered with meltwater during the months June, July, and
August in each year. This is not a realistic scenario but rather
an upper limit to the possible impact of albedo changes on ice
loss. The ajs, ahs, and amin experiments explore the uncer-
tainty from the albedo parametrization. Doubling the slope
to —0.05 yr/m leads to a steeper decrease in albedo with in-
creasing melt rates, which is closer to the conditions in Au-
gust (see Appendix Fig. Al). Assuming that in the future the
melting period over the Greenland Ice Sheet is longer and
therefore the conditions we observe in August might be more
characteristic over the melting period justifies the exploration
of the impact of an increased sensitivity in the ops experi-
ments. However, in this approach the minimal albedo for bare
ice remains at 0.47 and is therefore reached with melt rates of
7 m/yr (instead of 14 m/yr in the standard parametrization).
Halving the slope to —0.013 yr/m explores the lower bound-
ary of albedo—melt sensitivity (see Fig. A1) in the o5 experi-
ments. In the opmin experiments, we test the influence of a re-
duced minimum albedo, as observed today in the dark zone
of the Greenland Ice Sheet. The Ty, r experiments neglect
the atmospheric temperature lapse rate. Thus the local tem-
perature is independent of the ice sheet topography, and the
representation of the melt—elevation feedback is interrupted.

An overview of all experiments is given in Table 1.

3 Validation for the Greenland Ice Sheet

In this section, we validate the dEBM-simple melt for
present-day conditions and show as an example melt rates

The Cryosphere, 15, 5739-5764, 2021



5744

Table 1. Overview of the experiments performed in this study.

M. Zeitz et al.: Sensitivity of Greenland’s ice melt to decreases in albedo

Experiment Name Temperature ~ Albedo Lapse
group forcing rate
1990 Ctrla 1999 None Fixed yearly cycle —6K/km
RCP2.6t1999 RCP2.6 Fixed yearly cycle —6 K/km
RCP8.5ct1999  RCP8.5 Fixed yearly cycle —6 K/km
std Ctrl None std parameterized —6K/km
RCP2.6 RCP2.6 std parameterized —6 K/km
RCP8.5 RCP8.5 std parameterized —6 K/km
Odark Ctrlogark None Bare-ice value —6 K/km
RCP2.60¢gark RCP2.6 Bare-ice value —6 K/km
RCP8.50gark RCP8.5 Bare-ice value —6 K/km
g Ctrloyg None Parameterized, low slope —6 K/km
RCP2.604 RCP2.6 Parameterized, low slope —6 K/km
RCP8.5ag RCP8.5 Parameterized, low slope —6 K/km
hg Ctrlogg None Parameterized, high slope —6 K/km
RCP2.60rpg RCP2.6 Parameterized, high slope —6 K/km
RCP8.5apg RCP8.5 Parameterized, high slope —6K/km
OminX Ctrlominx None Parameterized, changed ice albedo  —6 K/km
RCP2.6apmjpx  RCP2.6 Parameterized, changed ice albedo  —6 K/km
RCP8.50inx  RCP8.5 Parameterized, changed ice albedo  —6 K/km
ThoLR CtrlThoLR None std parameterized none
RCP2.6T,oir RCP2.6 std parameterized none
RCP8.5Torr RCP8.5 std parameterized none

with Eemian insolation. The experiments are performed as
described in Sect. 2.5.

3.1 Present-day melt rates

Here, we compare the melt modelled with PISM-dEBM-
simple over the historic period with melt modelled by
MARV3.11 (see Fig. 1). The setup is described in Sect. 2.5.
Note that here the evolution of the ice sheet topography is
suppressed; that is the melt rates are calculated over a fixed
geometry corresponding to present day.

Due to the parametrization of the albedo and the trans-
missivity (and thus the shortwave downward radiation) de-
tailed in Sect. 2.3 and in Table A2, the parameters of the
dEBM-simple model are adjusted from Krebs-Kanzow et al.
(2018). The chosen dEBM-simple parameters c¢; and c; (see
Table A2) minimize the product of spatial and temporal
root-mean-square error in the melt rate over the whole pe-
riod from 1958 to 2019 while using the parameterizations
for albedo and shortwave downward radiation. The tempo-
ral root-mean-square error is computed from a comparison
of total yearly melt (see Fig. 1), and the spatial root-mean-
square error is computed from a comparison of the 2D fields
of summer (JJA) melt rates averaged over the whole period
(see Fig. 2), both with respect to MAR data. Both of the root-
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Figure 1. Comparison of annual total melt of the Greenland Ice
Sheet as calculated with MAR v3.11 and PISM-dEBM-simple.
The diagnostic simulation with PISM-dEBM-simple (orange line)
is performed using monthly MAR 2D temperature fields as forc-
ing. The albedo «g is parameterized with the local melt rate m
as ag = 0.82 —0.025yr/m - m, and the shortwave downward radi-
ation is approximated by the top-of-the-atmosphere radiation and
the transmissivity o parameterized with surface altitude z as 7o =
0.037km~".z40.57. The root-mean-square difference between the
PISM-dEBM-simple simulation and total melt as given by MAR
(blue line) is 32.92 Gt.
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Figure 2. Local differences between the monthly averaged June, July, and August melt rates as diagnosed with PISM-dEBM-simple com-
pared to MAR. The PISM simulation uses monthly 2D temperature fields from MAR as forcing and parameterizes albedo and shortwave
downward radiation as detailed in Sect. 2.3.1 and 2.3.2. Positive numbers mean that PISM overestimates the melt, and negative numbers
mean that PISM underestimates the melt. The local root-mean-square error averaged over June, July, and August from 1958-2019 is shown

in the right plot. The spatial average of the RMSE is 0.36 m/yr.

mean-square errors are minimized by the dEBM-simple pa-
rameters ¢ and ¢ given in Table A2.

Yearly total melt computed with PISM-dEBM-simple fol-
lows the MAR data closely (see Fig. 1). That extreme melt
years such as 2012 and 2019 are underestimated can be ex-
plained by the parametrization of shortwave downward radi-
ation, which neglects temporal variability in the cloud cover,
one of the drivers of recent mass loss in Greenland (Hanna
et al., 2014; Hofer et al., 2017). We also test dEBM-simple
with shortwave downward radiation and albedo from MAR
directly. Figure A4 shows that in this case the extreme melt
in 2019 is better captured, while melting in 2012 is still un-
derestimated.

As Fig. 2 shows, melt is generally overestimated in June,
at the beginning of the melt season, and underestimated as
the melt season progresses. In July dEBM-simple underesti-
mates melt mostly at the western margin, where ablation is
highest. In August, toward the end of the melt season, melt
is systematically underestimated by the dEBM-simple mod-
ule, in particular in the regions where the darkest albedo val-
ues are observed. The systematic underestimation could be
caused by taking a constant minimal value for the ice albedo
and not allowing for processes which would lead to a natu-
ral darkening of the surface, i.e. algae growths, supra-glacial
lakes, or ageing of snow or exposed ice. On the other hand,
many of those processes, in particular bio—albedo feedbacks
or dust deposition, are not yet represented in the MAR model
either and thus should not induce a systematic bias when
comparing to MAR data.

The melt Eq. (1) can be used to attribute the melt rates
of the present day to temperature- or insolation-driven melt
in a first-order approximation. To this end we compare both
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Figure 3. Share of temperature-induced melt. The fraction of
temperature-induced melt, defined as M¢/(M; + M;), is diagnosed
with PISM-dEBM-simple and averaged over the months June, July,
and August over the whole simulation period from 1958-2019. The
white part in the centre illustrates areas of the Greenland Ice Sheet
where the average melt is zero at present.

contributions to the total melt rate, with the temperature-
driven melt M, = At%i”"Lcl Ters and the insolation-driven
'wim
melt M; = 2227, (1—as)Se. The share is then defined by
AtpwLm

M/ (Mi+M;) = (c1Tetr) /(€1 Tett+Ta (1 —05) So) over the re-
gions which experience melt. Under present-day conditions,
this approach indicates that the melt over the whole ice sheet
is mainly driven by the insolation (see Fig. 3). Even at the
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margins, where monthly mean temperatures and the fraction
of temperature-driven melt are highest, the fraction does not
exceed one-half. In particular over the high and cold regions
of the ice sheet, the melt seems to be entirely driven by the
insolation, with an indirect effect of the temperature only
allowing melt if monthly mean air temperatures are above
—6.5°C.

The model is able to capture melt patterns of the Green-
land Ice Sheet over the historic period between 1958-2019
with a root-mean-square error of 32.92 Gt for the yearly total
melt and an average root-mean-square error of 0.36 m w.e./yr
for the local summer melt rates. A more thorough discussion
on the performance and the sensitivity of the melt Eq. (1)
(without the parametrization of albedo and transmissivity)
and a comparison to the positive-degree-day model can also
be found in Krebs-Kanzow et al. (2018). An overview of the
performance of the full dEBM model compared with other
state-of-the-art models can be found in Fettweis et al. (2020).

Overall, the skill of the PISM-dEBM-simple model un-
der present-day conditions and using high-resolution forcing
from MAR is similar to the skill of the full dEBM model
(Krebs-Kanzow et al., 2021). Compared to MAR, dEBM re-
vealed a RMSE of 27 Gt for the annual mean 1979-2016
climatic mass balance in an experiment which was forced
with reanalysis data (Uta Krebs-Kanzow, personal commu-
nication, 2021). The dEBM full model accounts for changes
in the atmospheric emissivity and transmissivity, both caused
by changes in cloud cover. As the cloud cover was the main
driver in the 2012 melt event, the full dEBM model is there-
fore better suited to reproduce this and similar melt events.
Furthermore, dEBM computes the refreezing on the basis of
the surface energy balance.

3.2 Sensitivity to Eemian solar radiation

The dEBM approach together with the approximations for
albedo and transmissivity allows us to include changing or-
bital parameters for simulations on paleo timescales. Here we
explore the melt response to Eemian (125 kyr before present)
orbital parameters in order to test for the sensitivity to insola-
tion values and compare with other results from the literature.
Therefore we use the eccentricity e = 0.0400, the obliquity
& =23.79°, and the longitude of the perihelion w = 307.13°.
The insolation at the top of the atmosphere is then calcu-
lated as detailed in Sect. Al. We use the present-day topog-
raphy for the diagnosis of melt rates and keep the surface air
temperature fields unchanged from the previous experiment
(MAR v3.11 in the period of 1958-2019).

The increase in solar radiation leads to increased melt,
as seen in Fig. 4. The inter-annual variability in yearly to-
tal melt is very close to the present-day variability com-
puted with MAR, mainly driven by inter-annual tempera-
ture changes. Averaged over the whole time period (1958—
2019), the yearly total melt increases by 98 Gt/yr, which cor-
responds to a relative increase of 31 %. This is in line with
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Figure 4. Comparison of Eemian vs. present-day insolation in
dEBM-simple. Yearly total melt of the Greenland Ice Sheet as diag-
nosed with PISM-dEBM-simple under present-day insolation (or-
ange) and Eemian insolation (green). The diagnostic simulations
with PISM were performed using monthly MAR 2D temperature
fields as forcing and the parameterizations for shortwave downward
radiation and albedo mentioned in the text.

findings of Van De Berg et al. (2011), who find that Eemian
insolation alone leads to a 40 Gt/yr increase in runoff com-
pared to present day and a 113 Gt/yr increase in runoff when
compared to preindustrial values.

4 Influence of the melt-albedo feedback on
Greenland’s ice loss under future warming

Here, we analyse how changes in albedo may impact the melt
rates and the ice loss of the Greenland Ice Sheet under the
greenhouse gas emission scenarios RCP2.6 and RCP8.5. In
particular we focus on the melt-albedo feedback, and on the
additional ice loss driven by changes in albedo. The experi-
ments are motivated and described in detail in Sect. 2.6. The
volume of the ice sheet and the mass losses until the years
2100 and 2300 due to the respective warming scenarios are
summarized in Table 2.

4.1 Ice loss under warming without the melt-albedo
feedback

The 1990 experiments use fixed monthly albedo fields and
thereby interrupt the melt-albedo feedback. Those experi-
ments illustrate a lower bound of ice losses due to warm-
ing in this model setup. Note that the lower bound of pro-
jected future ice loss under global warming likely differs due
to the coarse resolution and the lack of ice—ocean interaction
in this study. As described in Sect. 2.6, the monthly albedo
in the o999 experiments is fixed to an average yearly cycle
given by the pre-1990 values in MARv.3.11. Consequently
the insolation-related melt, as given by the first term of
Eq. (1), remains constant or even decreases due to decreasing
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Figure 5. Influence of the melt-albedo feedback on Greenland’s ice loss under future warming. The scenarios consist of a control experiment
(blue) and temperature forcing with RCP2.6 (green) and RCP8.5 (red). (a) Ctrl, RCP2.6, and RCP8.5: ice losses between 2000 and 2300
modelled with PISM-dEBM-simple using the standard parameters and the respective temperature forcing. 9gq: ice losses for the respective
temperature forcing with monthly albedo fixed to the average pre-1990 values, thereby interrupting the melt-albedo feedback. agak: ice
losses with the respective temperature forcing with summer albedos (June, July, August) set to the bare-ice value over the whole ice sheet.
This yields an upper limit of ice loss driven by albedo changes. The shading is to illustrate the range between the lower and upper limits. Ice
loss is given in metres of sea level equivalent. A value of 1 ms.l.e. corresponds to approx. 361 800 Gt of ice. Panels (b) and (c) show the ice
thickness difference between the lower bound experiments «199g and the standard experiments for RCP2.6 (b) and RCP8.5 (c¢) in the year
2300.
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Figure 6. Uncertainty of albedo-change-driven ice loss. Ice losses of the Greenland Ice Sheet under the Ctrl, RCP2.6, and RCP8.5 scenarios,
exploring the effect of different albedo sensitivities, as described in detail in Sect. 2.3.2 and Fig. Al. Shaded regions correspond to the range
between the lower and upper bounds for ice loss, as shown in Fig. 5. (a) Ice losses with variations in the minimal value for albedo. Lower
amin corresponds to darker bare ice. (b) Ice losses with variation in the slope of the albedo parametrization. oy experiments use a lower
slope (half of the standard value); thus the sensitivity of albedo to melt is reduced. g experiments use a higher slope (double the standard
value), thus increasing the sensitivity of albedo to melt. Ice loss is given in metres of sea level equivalent. A value of 1 ms.l.e. corresponds
to approx. 361 800 Gt of ice.
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Table 2. Sea-level-relevant volume (in metres of sea level rise
equivalent) and mass loss (in centimetres of sea level rise equiv-
alent). All values are relative to the respective control simulation.
Only ogyrk simulations are given in absolute values, since the Ctrl
Odark 1 an extreme scenario which does not qualify as a control
experiment.

Experiments Volume AVolume
(ms.le.) (cms.le.)
2100 2300 ‘ 2100 2300
Ctrl o999 759 1.55 - -
Ctrl 759 155 - -
Ctrl orgark 751 735 8.3 20.1
Ctrl ajg 7.60  7.59 - -
Ctrl arpg 7.54 745 - -
Ctrl o 0.4 759 156 - -
Ctrl o 0.3 759 156 - -
RCP2.6 a1999 753 742 52 12.6
RCP2.6 749 131 94 243
RCP2.6 agyrk 737 696 | 214 597
RCP2.6 a4 754 743 6.7 16.0
RCP2.6 apg 742 7.1 | 119 34.1
RCP2.6 appin0.4 750  7.33 9.0 233
RCP2.6 appin0.3 750  7.33 9.2 235
RCP8.5 1990 749 636 93 119.0
RCP8.5 742 567 | 168 1884
RCP8.5 agark 729 544 | 293 2115
RCP8.5 oy 748 6.00 | 122 159.0
RCP8.5 apg 734 545 | 205 200.2
RCP8.5 apin0.4 743 563 | 164 193.7
RCP8.5 apin0.3 742 552 | 17.0 2044

transmissivity of the atmosphere, and only the temperature-
dependent term increases due to the warming.

In this scenario, the Ctrl oj9909 experiment remains con-
stant in volume, while the RCP2.6 «1999 shows 5.2 cm ice
loss until 2100 and 12.6 cm until 2300. In the RCP8.5 a199¢
experiment the ice loss amounts to 9.8 cm until 2100 and to
119 cm until 2300 (see Fig. 5). The mass loss until 2100 is in
line with the estimate of 9+ 5 cm in the community-wide IS-
MIP6 projections (Goelzer et al., 2020). Note that in contrast
to ISMIP6, the ocean-driven melting remains constant, even
under increased temperatures, and there is no glacier retreat
due to ice—ocean interactions. However, the mitigating effect
of precipitation increase in a warmer climate is also missing.

4.2 Increased ice loss through the melt-albedo
feedback

In the following we present the results for the std exper-
iments with PISM-dEBM-simple, taking into account the
melt-albedo feedback through the melt-dependent albedo
parameterizations as described in Sect. 2. In the control sim-
ulation Ctrl, without temperature forcing or artificial dark-
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ening, the ice sheet is stable in volume on the timescale of
300 years.

In the RCP2.6 simulations, the moderate increase in tem-
peratures leads to an approximately linear decline in ice vol-
ume with an ice loss of 9.4 cm until 2100 and 24.3 cm un-
til 2300 in comparison to the year 2000. This is an increase
in ice loss of 482 % in 2100 and +93 % in 2300 in com-
parison to the oj990 simulation without melt—albedo feed-
back; see Fig. 5 and Table 2. The RCP8.5 simulations show
a strong and non-linear decline in ice volume, with ice loss
of 16.8 cm in 2100 and 1.88 m in 2300. This corresponds to a
relative increase of +-80 % and +58 % respectively due to the
melt-albedo feedback. The relative contribution of the melt—
albedo feedback to ice loss keeps increasing with time for
the RCP2.6 experiment, while it becomes less important with
time for the RCP8.5 experiment, as the whole ice sheet ap-
proaches the minimal albedo value opi,. However, in abso-
lute terms the melt—albedo feedback still contributes almost
70 cm s.l.e. mass loss in the RCP8.5 experiment until the year
2300.

We compare these values with the influence of the melt—
elevation feedback (TyoLr; see Fig. Cl1). This feedback is
weaker; it increases the ice loss by 18 % and 13 % in the
RCP2.6 and RCP8.5 simulations respectively.

The melt-albedo feedback is particularly important in the
south of Greenland, where the insolation averaged over the
daily melt period S (see Eq. 1) is highest. Until the year
2300 it initiates up to 100m of additional thinning in the
southwest for the RCP2.6 scenario compared to RCP2.6
1990 (Fig. 5b). In the RCP8.5 experiment, the melt—albedo
feedback is impacting the thinning over the whole ice sheet
(Fig. 5¢). However, the most important contribution remains
in the southwest of Greenland, with an additional 300 m of
thinning compared to RCP8.5 «1999.

4.3 An upper limit for ice loss through extreme surface
darkening

As a next step, the upper limit of the melt—albedo feedback is
explored via prescribing summer albedos equal to the bare-
ice albedo over the whole ice sheet in each year (see details
in Sect. 2.6). First, the effect of such a surface darkening is
explored without any temperature forcing in the Ctrl agark
scenario. In this experiment approximately linear mass loss
is observed, with a rate of § mm s.l.e. per decade (see Fig. 5a),
and induces ice loss of 8.3 cm until 2100 and 20.1 cm until
2300. The condition that the local monthly mean air tem-
perature needs to be higher than —6.5 °C to allow melt, pre-
vents further melting in the ice sheet’s interior. Topographic
changes together with the temperature—lapse rate feedback
increase the melt area slowly, but do not have a major im-
pact over the 300 years. Note that this extreme darkening Ctrl
dark scenario alone induces more ice loss than the RPC2.6
1990 scenario (see Fig. 5 and Table 2).
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The RCP2.6 aguk experiment combines the extreme
summer darkening with the RCP2.6 temperature anomaly,
thereby increasing ice loss from the RCP2.6 1990 experi-
ment by more than a factor of 4 in comparison to the o199
experiments (Fig. 5 and Table 2). This corresponds to a more
than 4-fold increase in ice loss. The darkening together with
the moderate temperature increase induces an expansion of
the melt zone and thus strong melt in areas that are not af-
fected in the Ctrl or RCP2.6 experiments. The ice volume
evolution in the RCP2.6 experiment is closer to the lower
than to the upper bound of the melt-albedo feedback.

In the RCP8.5 agyk experiment the summer darkening
leads to an increase in ice loss of 214 % in 2100 and 77 % in
2300 in comparison to the no-feedback RCP8.5 a1999 exper-
iment (see Fig. 5 and Table 2). The strong shock of albedo
darkening is particularly relevant when overall temperature
increases are still low. In contrast to the RCP2.6 agark exper-
iment, where the additional mass losses increase with time,
here the relative impact of extreme summer darkening de-
creases on long timescales. As the warming progresses, the
temperature becomes a more important driver to melt.

Reducing the frequency of darkening in the RCP2.6 ogark
and RCP8.5 argark experiments to darkening events every 2 or
every 5 years instead of every year reduces the difference in
mass loss between the RCP ag,rk and the RCP experiments
(see Appendix Fig. B1). When the darkening happens every
2 years, the additional ice loss decreases to approximately
half of the ice loss due to darkening every year. Similarly,
a darkening event every 5 years leads to only 20 % of the
additional ice loss due to the darkening in each year. The
effect is approximately linear in event frequency. This might
help to estimate additional albedo-driven ice loss in extreme
years such as 2012, if projections for the frequency of such
extreme events are available.

Reducing the length of the dark period from the whole
summer (i.e. June, July, and August) to only 1 month re-
veals that the month of June is most sensitive to additional
darkening, inducing more than half of the additional ice loss
between the RCP8.5 and the RCP8.5 agqark experiments (see
Appendix Fig. B1). The increased sensitivity to darkening
in June could be due to the fact that the Northern Hemi-
sphere receives the most insolation during the month of June.
Moreover, in the beginning of the melt season the albedo has
not yet decreased due to the melt processes, so an artificial
darkening has the strongest effect, compared to the follow-
ing summer months.

4.4 Exploring uncertainty in albedo-change-driven ice
loss

The standard parameters for the albedo parametrization used
in the RCP2.5 and the RCP8.5 experiments provide the best
fit to the MARv3.11 data over the historic period. However,
the range for possible contributions of the melt—albedo feed-
back is large; therefore we test how changes in the albedo
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parametrization affect the ice loss driven by albedo changes.
The albedo parametrization can affect the strength of the
melt—albedo in two ways: first by changing oy, the low-
est albedo possible, and second by changing the sensitivity of
albedo to melt via the slope in Eq. (7). To ensure that the sub-
sequent mass changes are not primarily due to model drift,
they are corrected by a Ctrl experiment without warming but
with otherwise identical parameters.

A decreased value of api, does not affect regions where
melt rates are below 14 m/yr. Consequently, strong melt rates
are necessary to observe its impacts: in the RCP8.5 o sim-
ulations with amin = 0.4 the lowered amin value causes an
additional 5.3 cm of ice loss in 2300 (compared to RCP8.5),
and the RCP8.5 ayy,jp simulations with ain, = 0.3, it causes
an additional 16 cm until 2300 (Fig. 6a).

In contrast to the oy experiments, changing the slope in
the albedo parametrization in Eq. (7) affects the sensitivity of
the albedo to melt already at low melt rates. In the Ctrl apg
experiment, the ice sheet loses 10 cms.l.e. until 2300 from
the increase in the albedo sensitivity alone, twice as much as
with standard parameters. The increased melt sensitivity, al-
though at the upper end of the uncertainty of the parameters
presented in Sect. 2.5, might not be optimal in representing
historical melt when the other parameters remain unchanged.
We thus test the mass losses of the warming scenarios with
respect to the Ctrl aps experiment, in order to explore the in-
terplay of an increased melt—albedo feedback and warming.

The additional effect of the increased sensitivity on ice
volume evolution depends on the warming scenario. The
RCP2.6 aps experiment with moderate warming is affected
by a more sensitive albedo parametrization, with up to 40 %
increases in ice loss until 2300 with respect to the RCP2.6
experiment (see Fig. 6). In contrast, the additional mass loss
in RCP8.5 ay is lower with 46 % in 2300 compared to the
RCPS8.5 scenario. This can be explained by the fact that the
high melt rates in the RCP8.5 scenario quickly induce the
minimal albedo over the whole ice sheet and thereby in-
terrupt the feedback. Once the minimal albedo is reached,
further increase in melt rates does not affect the albedo any
more; thus the melt is not affected by the stronger feedback
any more.

If the sensitivity of albedo to melt is reduced, the ice sheet
in the Ctrl o5 experiment shows slight mass gains (4 cm over
300 years). The lower sensitivity mitigates mass losses from
both the RCP2.6 a5 and RCP8.5 ¢y, experiments, with 8.3
and 29.4 cm less mass loss until 2300 respectively. However,
even with the reduced melt-albedo feedback the ice loss in-
creases by approximately one-third when compared to the
a1990 experiment without albedo—melt feedback.

5 Discussion

‘We have presented an implementation of a simple version of
the diurnal energy balance model (dEBM-simple) as a mod-
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ule in the Parallel Ice Sheet Model (PISM). Using this model
we evaluate how changes in albedo impact future mass loss
of the Greenland Ice Sheet under the RCP2.6 and RCP8.5
warming scenarios.

5.1 Implementation and validation

In dEBM, the surface melt is calculated as a function of
near-surface air temperature and shortwave downward radia-
tion. A first version of the dEBM was tested and validated in
Krebs-Kanzow et al. (2018), and a full version was presented
in Krebs-Kanzow et al. (2021). dEBM-simple adapts the ap-
proach taken in Krebs-Kanzow et al. (2018) and adds addi-
tional modules to calculate the albedo as a function of melt
and the shortwave downward radiation. Therefore, the only
inputs needed to compute the melt rate are two-dimensional
near-surface temperature fields including the yearly cycle
and a precipitation field in order to close the climatic mass
balance. This approach makes the model as input-friendly as
a temperature-index model such as the widely used positive-
degree-day model, but with the advantage of capturing the
melt—-albedo feedback. The dEBM-simple surface mass bal-
ance module can be used with PISM in a stand-alone set-
ting to simulate past and future ice sheet evolution, requiring
only a temperature field, a precipitation field, and the time
series of the temperature anomaly as inputs. As PISM is an
open-source project, the module can easily be expanded or
implemented in other stand-alone ice sheet models.

Being a simple model, dEBM-simple does not fully re-
solve the spatial pattern and temporal evolution of melt over
the Greenland Ice Sheet; the melt rates are slightly overesti-
mated towards the beginning of the melt season (June) and
underestimated towards the end of the melt season (August)
and at the margins of the ice sheet. This is possibly related to
the albedo parametrization, which underestimates the albedo
in June and overestimates the albedo in August, not capturing
important processes like exposure of firn or ice, or darkening
of the ice via algae or meltwater. However, the total yearly
melt rates match those of MAR over the period 1958-2019
well and on this timescale the skill of the model is compa-
rable to the dEBM (Krebs-Kanzow et al., 2021). The excep-
tions of the extreme melt in the years 2012 and 2019, where
dEBM-simple clearly underestimates melt rates, are related
to changes in cloud cover or blocking events (Delhasse et al.,
2021; Hanna et al., 2014; Hofer et al., 2017), which are not
captured by the parametrization of the transmissivity of the
atmosphere.

Increased insolation values like during the Eemian in-
crease the melt on average by 97 Gt/yr under otherwise iden-
tical conditions. This is in line with the findings of Van De
Berg et al. (2011). While this is only an approximation with
several strong assumptions (e.g. the present-day topography
of the ice sheet is preserved and we did not apply changes
in the temperature), it illustrates the possibility of extending
this model to paleo timescales with relatively low effort.
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The implemented parametrization for albedo is based on
a phenomenological relation of albedo to the melt rate. It is
a coarse representation of the effects that are important for
the snow albedo, such as the grain size, surface water and
melt ponds, impurities (e.g. black carbon or algae), or any
dependence on the spectral angle or the cloudiness condi-
tion of the sky. The possible darkening of ice is considered
only indirectly in this approach. In particular, lowering the
minimal allowed albedo to values which are typical for ei-
ther dirty ice or supraglacial melt ponds could allow us to
include an approximation of albedo changes of the bare ice
itself. Moreover, the parametrization neglects the impact of
the snow cover thickness, which might mitigate melt-driven
reduction in albedo after a winter with heavy precipitation
(Box et al., 2012). As the parameters of the albedo scheme
are fitted against monthly averages of the MAR albedo, pro-
cesses which happen on a sub-monthly timescale are not well
captured. The ageing or renewal of snow, associated with the
frequency of snowfall events, is not directly represented in
the monthly averaged MAR data used to fit the parameteri-
zation. Neither is the influence of shading, wind exposure, or
rain spells. These could induce additional variability associ-
ated with the albedo—melt relations.

Similarly, the parametrization introduced for the short-
wave downward radiation does not take into account tem-
poral or spatial patterns. The inter-annual variability of the
cloudiness over Greenland and blocking events can therefore
not be represented with this approach.

However, the introduced parameterizations do not intro-
duce a systematic bias or a large additional error in com-
parison to a purely diagnostic mode of dEBM-simple, where
instead of parameterized albedo and shortwave downward ra-
diation the 2D fields of MAR output are used to calculate the
melt rates (see Fig. A4), while all other parameters are kept
constant.

In this paper we optimize the dEBM parameters ¢ and
¢ independently from the parameters for the albedo and the
transmissivity. All parameters are based on MAR v3.11 data.
While this procedure gives an overall good fit, as seen in
Sect. 2.5, it is not necessarily the optimal solution in combi-
nation. However, this procedure keeps the parameters inde-
pendent from the forcing. One could, based on the applica-
tion, choose to change the parameterizations independently
from the dEBM parameters and thereby study the influence
on the ice loss, as we have shown in Sect. 4.4.

In comparison to the widely used positive-degree-day
model, PISM-dEBM-simple performs slightly better for both
measures: the monthly averaged spatial melt and the inte-
grated yearly melt (see Appendix D).

5.2 Sensitivity of the Greenland Ice Sheet to warming
and surface darkening

In this paper we use the PISM-dEBM-simple model in or-
der to assess the influence of albedo changes and surface
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warming on the Greenland Ice Sheet. The simple surface
mass balance model allows a first estimate of the influ-
ence of the melt-albedo feedback on the future evolution
of the Greenland Ice Sheet in two temperature scenarios:
moderate-warming RCP2.6, a scenario compatible with the
Paris Agreement, and high-warming RCP8.5, a worst-case
scenario. Experiments with a fixed yearly cycle of the albedo
suppress the melt—albedo feedback and thus serve as a lower
bound to future ice loss. In contrast, the extreme scenario in
the ogark experiments with the surface albedo lowered to the
bare-ice value over the whole ice sheet for the months June,
July, and August serves as an upper bound for future melt
through the melt-albedo feedback. The experiments with
adaptive albedo serve as a more realistic estimate of future
mass losses.

This experimental design allows us to attribute ice loss to
the melt-albedo feedback. Overall we find that the melt—
albedo feedback has a strong influence on melt under fu-
ture warming. For example in the RCP2.6 scenario, the ice
loss almost doubles through the albedo feedback (compare
RCP2.6 with RCP2.6 a1990). Moreover, the relative amount
of ice loss driven by changes in albedo keeps increasing over
time. In contrast, the share of melt, driven by albedo changes,
is lower in the high-temperature RCP8.5 scenario and de-
creases as the temperature increases, indicating that temper-
ature is a more important driver under these conditions. Note,
however, that the absolute increase in mass loss through the
feedback is higher for RCP8.5 than for RCP2.6. We also
find that extreme darkening alone, without any temperature
anomaly, can initiate mass losses comparable to the RCP2.6
scenario.

Moreover, the interaction between the extreme darkening
and warming initiates additional ice loss. In particular, the
RCP2.6 agark scenario loses 23 % more mass until 2300 than
the sum of RCP2.6 and the Ctrl orgqrk simulations, suggesting
that other feedbacks, such as the melt—elevation feedback,
enhance the mass loss of the RCP2.6 agark scenario.

An ensemble analysis over the ice loss in the RCP8.5 sce-
nario reveals how sensitive the model is towards variations in
the dEBM-simple albedo and transmissivity parameters (see
Appendix E). All of the simulated ice loss remains within the
bounds given by the 1999 and gk €xperiments. Variations
in the intercept of the atmospheric transmissivity have the
greatest impact on ice loss, where higher values for the inter-
cept shift the albedo- and insolation-dependent melt to higher
values. Other parameters which seem to influence ice loss are
the dEBM parameter ¢, which governs the relation to tem-
perature, and the slope of the albedo parametrization. Here,
higher absolute values favour higher ice loss. On the other
hand, the dEBM-simple parameter c¢> and the slope of the
transmissivity parametrization do not seem to have a strong
effect on overall ice loss in a high-temperature scenario.

In this setup the melt—elevation feedback has a smaller
impact on ice loss than the melt-albedo feedback: experi-
ments which neglect the melt—elevation feedback (here pa-
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rameterized through the atmospheric temperature lapse rate
of —6 K/km) lose 18 % less mass in the RCP2.6 Tjo R sce-
nario and 13 % less in the RCP8.5 T, r scenario until 2300
(see Fig. C1). This is in line with previous studies (Le clec’h
et al., 2019) and suggests that the melt-elevation feedback,
although weaker than the melt-albedo feedback, should not
be neglected on the timescale of several centuries.

In comparing the ice loss with PISM-dEBM-simple in the
RCPS8.5 scenario to ice loss computed with PISM-PDD, we
find that the positive-degree-day method increases losses by
12 % until 2100 and by 47 % by 2300 (see Appendix D). The
losses for the RCP2.6 scenario do not differ significantly be-
tween PDD and dEBM-simple. The increase in ice loss for
PDD can be explained by a higher temperature sensitivity of
the PDD method: once all snow has melted, the sensitivity
to positive-degree days (which is the time integral of Eq. 3)
is given by the degree day factor for ice f; =8 mm/(Kd).
In contrast, with the parameters used in this paper, dEBM-
simple scales to Teg only with =~ 4.37 mm/K d (plugging in
the constants in Eq. (1) and assuming Atg /At = 0.6, which
is at the upper end of possible values). Thus, once the albedo
effect saturates, PDD predicts higher melt rates with in-
creasing temperatures. Moreover, due to the melt—elevation
feedback, local temperatures rise even faster with increasing
melt, leading to a stronger divergence between the dEBM-
simple and the PDD ice loss.

In this study, we assume simplified representations of both
the melt—elevation and the melt—albedo feedbacks. However,
certain effects such as the feedbacks between the topography
of the ice sheet and the atmospheric conditions which affect
the surface mass balance cannot be expressed in the atmo-
spheric temperature lapse rate alone. Similarly, the albedo
is affected not only by melt, but also by the sky conditions,
snow events, and impurities. While PISM-dEBM-simple is
computationally efficient and represents the ice dynamics
well, it cannot compete with an explicit process-based snow-
pack model as used by the regional climate models MAR
or RACMO (Le clec’h et al., 2019; Kuipers Munneke et al.,
2011) or represent the effect of summer snowfall on albedo
(Noél et al., 2015). Moreover, here the melt-albedo feed-
back is represented by a relation linear at low melt rates
and obtained from a MAR simulation over the historic pe-
riod 1958-2019. This relation might not apply under fu-
ture warming. Therefore we test uncertainties related to the
albedo parametrization, with the resulting mass losses lying
in the range between the lower bound, i.e. the no-feedback
scenario, and the upper bound, i.e. the extreme-darkening
scenario. Further analysis of the influence of the melt-albedo
feedback with models that fully resolve the firn layer would
be helpful to analyse processes that are neglected or simpli-
fied in this paper.

In observations, long-lasting albedo changes are already
found as a consequence of heat waves which initiate strong
surface melt (Nghiem et al., 2012; Tedesco and Fettweis,
2020). While the regions with the most rapid darkening in
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Greenland are located in the ablation zones, ice-sheet-wide
melt events trigger albedo changes over the whole ice sheet
(Tedesco et al., 2016). Studies suggest that heat waves in
the Arctic may become more frequent with future warming
(Dobricic et al., 2020), with still unknown consequences to
ice sheet melt and albedo. Currently, there are no explicit
albedo projections that take all processes and feedbacks like
the distribution of surface meltwater, algae growths, dust de-
position, and dust meltout into account. While PISM-dEBM-
simple does not explicitly model all these processes, it adds
a tool to explore albedo change scenarios and their influence
on the future evolution of the ice sheet in a numerically effi-
cient way, which takes the ice dynamics into account.

6 Conclusions

The module dEBM-simple is implemented in the open-
source Parallel Ice Sheet Model (PISM) and captures albedo-
and insolation-dependent melt as well as temperature-driven
melt in stand-alone ice sheet simulations. Due to its sim-
plicity, it can be used to perform large-scale ensemble stud-
ies or long-term simulations over centuries to millennia. The
source code is fully accessible and documented, as we want
to encourage improvements and implementation in ice sheet
other models. This includes the adaption to other ice sheets
than the Greenland Ice Sheet.

Using PISM-dEBM-simple we find that the melt—albedo
feedback can lead to an additional 12 cm of sea level equiv-
alent of mass loss in RCP2.6 and an additional 70 cm in
RCP8.5 in the projected mass loss until the year 2300 with
PISM. While our experiments rely on a simple parametriza-
tion of albedo with surface melt, they show that future albedo
changes can make an important contribution to Greenland’s
future mass loss.

Appendix A: Parameterizations for stand-alone ice
sheet models

Al Parametrization of albedo as a function of melt

Albedo is complicated to parametrize correctly, because of
its dependence on a number of factors: the snow or firn
albedo depends on grain size, impurities, surface water, re-
frozen ice, compaction, sky conditions, and spectral angle
while the ice albedo depends on impurities, surface water,
sky conditions, and spectral angle. Here we aim for a very
simple phenomenological parametrization of albedo, which
is good enough to be valid on large spatial scales and on
long timescales. Only the broadband albedo is parameterized
here, assuming that the average cloudiness of the sky does
not change over long timescales. Further, it is assumed that
grain size and surface water can be summarized in a single
dependence of the albedo on the melt rate.
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In the MAR v3.11 dataset, a negative correlation of albedo
with melt is found (see Fig. Al). The average relation
over the months June, July, and August in the period of
1958-2019 can be best described by the linear relation o =
—0.025 yr/m - m 4-0.82, indicated by the dashed orange lines
in Fig. Al. The intersection with the y axis is interpreted as
average snow albedo. At very high melt rates the albedo is
less sensitive to additional increases with melt, which might
be caused when the snow cover disappeared and bare ice is
exposed. In this parametrization we introduce a lower limit
to the albedo such that it can not be lower than 0.47 (ap-
proximately the value for bare ice Gardner and Sharp, 2010;
Bgggild et al., 2010). This value is lower than the MAR value
for bare ice, but in line with MODIS and RACMO at the ice
margin, where impurities can accumulate (No€l et al., 2018;
van Dalum et al., 2020; Stroeve et al., 2013). There is a large
variance in how sensitively albedo is related to melt, which
is due to both spatial and temporal (intra-annual as well as
inter-annual) variability. However, a clear long-term trend of
how the albedo depends on surface melt could not be estab-
lished. In July, the albedo is on average less sensitive to melt,
with an average slope of —0.021 yr/m. In June the monthly
fit is identical to the whole summer, and in August the albedo
decreases on average more strongly with melt, corresponding
to a slope of —0.034 yr/m. In addition, in August there is a
broad distribution of albedo values at zero melt, ranging from
approximately 0.57 to the fresh snow value, which underlines
that the correct albedo depends not only on the current con-
dition but also on the melt during the past months. In order
to estimate the sensitivity of future ice evolution to the exact
parameters of the albedo parametrization, we vary the slope
of the albedo over a broad range, by taking the double or half
slope found with the linear regression, here indicated with
the grey lines.

We tested other albedo parameterizations, which are suc-
cessfully used in other models (e.g. Krebs-Kanzow et al.,
2021; Krapp et al., 2017; Robinson et al., 2010).

We found that it is also better suited than a parametrization
with the snow thickness, successfully used by many models
as well (Krapp et al., 2017). The parametrization with snow
thickness did lead to too low of albedo values and thus too
high of melting in northwest Greenland, where precipitation
is generally low. In our implementation, we found that the
continuous relation of albedo to melt performed better to pre-
dict melt. Our approach comes with the caveat that the snow
thickness is not considered for the calculation of the albedo,
although observations suggest that increased winter snow can
mitigate summer melt due to the higher albedo of the snow
(Box et al., 2012; Riihel4 et al., 2019).

The spatial distribution of summer albedos is shown in
Fig. A2.
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A2 Parametrization of shortwave downward radiation

Shortwave downward radiation that reaches the ice sheet’s
surface depends on the incoming radiation at the top of the
atmosphere, the solar zenith angle, the surface altitude, and
the cloud cover. In order to get the most correct estimate of
shortwave downward radiation at the ice sheet’s surface, it
would be ideal to know the monthly average cloud cover.
Since here we aim for a parametrization, which makes the
model as simple as a temperature index model concerning
the inputs needed, we instead parametrize the transmissivity
of the atmosphere with the assumption that the average cloud
cover does not change, either during the summer months or
on longer timescales. Following Robinson et al. (2012), we
assume that the transmissivity is solely a function of the sur-
face altitude. In order to get a best estimate to this relation,
the top of the atmosphere (TOA) radiation, which depends
only on season and latitude, is compared to the MAR output
for shortwave downward radiation. The daily average TOA
radiation @day is described by Eq. (4). The local shortwave
downward radiation SW would then be

sw=0".

Tq.
A linear relation of the transmissivity to the surface altitude
is given by

y=a+b-z,

with the surface elevation in metres z and the fit parameters
a and b. The linear fit for the shortwave downward radiation
from TOA insolation was obtained from a linear regression
of MAR v3.11 data averaged over June, July, and August
from 1958 to 2019 (see Fig. A3).

Because melting occurs predominantly over the summer
months June, July, and August, we derive the average trans-
missivity of the atmosphere based on the transmissivity cal-
culated in MAR in June, July, and August. The best fit over
these 3 months simultaneously is obtained with a = 0.57 and
b=0.037km™!, as indicated by the orange dashed line in
Fig. A3. A seasonality can be observed: the transmissivity
is on average higher in June (@ = 0.61 and » = 0.026km™")
than in July (@ = 0.57 and b = 0.040 km~!) and August (a =
0.053 and b = 0.046km ™).
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For simulations under paleo-conditions, changes in orbital
parameters affect the insolation at the top of the atmosphere,
and the trigonometric expansion used under present-day con-
ditions (see Sect. 2.3.1) does not hold. The declination angle
is then described by sind = sin(e) sin(A) and the sun—earth
distance

—\ 2
d (1+ecos(r — w))?
(d) = a-ey (AD

with the oblique angle €, the eccentricity e, the precession
angle w, and the true longitude of the earth A. The orbital
parameters e, €, and w are given in the input, while A varies
over the time of the year and is computed internally using an
approximation of Berger (1978):

3
5
A=Am+ <2e - %) Sin(in = ©) + 3¢*$in(2(m — )

13 5 .
+ —e’sin(3(Am — w)), (A2)
12
with
3
o = —2 ((f + %) (1 +V/1- e2) sin(—w)

2
e? 1+ ] 2) sin( 2)+63 1+ 1 2
—| = —e? ) sin(— — (= -
4 \2 ¢ @I e\3 ¢

sin(—3w)) + AXx
A) =2m(day — 80)/days per year.

Here A = 0 at the spring equinox. This approximation is used
only for explicit paleo simulations.
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Table Al. Variables used in dEBM-simple.

Name  Variable Unit

z Ice surface elevation km

o Albedo

T Monthly average near-surface temperature °C

Tetr Cumulative temperature exceeding the melting point  °C

Ta Transmissivity of the atmosphere

So TOA insolation, averaged over Atgp W/m?

SW Shortwave downward radiation at the surface W/m?

M Melt rate kg/mz/sl

Atg Time period with sun above elevation angle s

@day Daily average TOA insolation W/m?2

€,w,e  Orbital parameters °.°,

Table A2. Parameters used in dEBM-simple.
Name Parameter Value Reference
Pw Fresh water density 1000 kg/m?3
L Latent heat of fusion 3.34 x 10° Jikg
c1, 2 dEBM parameters 29 W/m? K, —-93 W/m?2 Optimized
So Solar constant 1367 W/m? Liou (2002)
[} Minimal elevation angle for melt 17.7° Krebs-Kanzow et al. (2018)
o Standard deviation of daily temperature 5K
a,b Parameters for transmissivity 0.57, 0.0037 km™! Optimization
Omax, ¥min  Maximal and minimal albedo values 0.82,0.47 Optimization
o) Slope in albedo parametrization —0.025 yr/m Optimization
y Atmospheric temperature lapse rate —6 K/km Typical value
Tin Temperature threshold for melt —6.5°C Krebs-Kanzow et al. (2018, 2021)
implemented

(d)

—0.025yr/m-m + 0.82 (r2 = 0.73)

optimal fit for June
—0.021yr/m-m + 0.82

optimal fit for July
—0.025yr/m-m + 0.82

optimal fit for August
—0.034yr/m-m + 0.81

0 10
Melt (m/yr)

10
Melt (m/yr)

10
Melt (m/yr)

20

Figure Al. Fit for albedo parametrization. Histograms of albedo vs. melt in June (a), July (b), and August (c) over the period 1958-2019
in the MAR v3.11 dataset. Colours represent how often the combination of values is found in each grid cell on the ice sheet over the years.
Note that the colour scale is logarithmic. Orange lines show the parametrization with parameters as used in PISM. Light green lines show
the best linear fit for each month, with the parameters given in the legend.
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A3 Validation of parametrization

In order to assess the validity of the parameterizations in
PISM-dEBM-simple, the yearly melt with the fully param-
eterized model, as shown in Fig. 1, is compared to the yearly
melt of a diagnostic analysis of dEBM-simple with otherwise
fixed parameters. Instead of computing the albedo and the
shortwave downward radiation internally, monthly fields of
those variables from the MAR v3.11 date are given as input
to compute the melt rates via Eq. (1) with the same param-
eters ¢; and c2. While the diagnostic experiment performs
better in the extreme melt years 2012 and particularly 2019,
we find an increased mismatch, in particular in the 1970s,
and a resulting larger root-mean-square error. This can be
attributed to the fact that the parameters c; and c2 were opti-
mized for a low temporal and spatial RMSE with the param-
eterizations for albedo and transmissivity as described above.
c1 and c; differ from Krebs-Kanzow et al. (2018) and from
an optimal value for the diagnostic melt rate.
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Figure A2. Observed albedo. Local probability to find an albedo value within the given bracket on any day in June, July, or August from

2000-2019. Data: MODIS Greenland albedo; see Box et al. (2017).
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implemented
—— 0.037 -z 4 0.57 (r> = 0.51)
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Figure A3. Fit for the parametrization of transmissivity. Shortwave downward radiation vs. surface altitude in June (a), July (b), and Au-
gust (¢) over the period 1958-2019 in the MAR v3.11 dataset. Each dot represents values in one cell of the ice sheet, averaged over a month.
Orange lines show the parametrization with parameters as implemented, which is the best fit over the 3 months June, July, and August
together. Light green lines show the best linear fit for each month, with the parameters given in the legend.
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Figure A4. Yearly total melt of the Greenland Ice Sheet as calculated with MAR (blue), diagnosed with the fully parameterized PISM-
dEBM-simple simulation (orange), which uses only the monthly 2D temperature fields as input, and diagnosed with a non-parameterized
diagnostic dEBM-simple version, which takes the 2D temperature field, the shortwave downward radiation, and the albedo as inputs. The
root-mean-square error for the individual time series is given in the legend.
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Appendix B: Sensitivity to the darkening scenario

In order to test how the results are impacted by a shorter dark-
ening period or even stronger albedo forcing, we study the
upper-limit RCP8.5 agark scenario in greater detail.
Shortening the darkening period to only 1 month reduces,
as expected, the impact of darkening. Moreover, it reveals
which months are the most vulnerable to darkening. In par-
ticular, we observe that darkening in June leads to the highest
mass losses (see dashed—dotted line in Fig. Bla). Darken-
ing in June alone leads to 9.6 cm of additional mass loss in
2100 and to 14.8 cm of additional mass loss in 2300 com-
pared to the warming RCP8.5 scenario without darkening. In
contrast, darkening in only July or August has a less signif-
icant effect, with 4.3 and 1.4 cm of additional mass loss in
2100 and 7.5 and 5.4 cm in 2300. On the one hand this might
be caused by the larger insolation and longer days during
the month of June. In June average daily insolation at lati-
tudes above 60° N is approximately 7 % larger than in July
and 50 % larger than in August. Moreover, due to the high
melt in the warming RCP8.5 scenario, albedo values are al-
ready low in July and August, even without darkening.
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Using an albedo value which is lower than the value for
bare ice leads to increased ice loss. An albedo value of 0.4
instead of 0.47 over the whole ice sheet increases ice loss
by an additional 16 % or 4.6 cm by the year 2100 and by an
additional 8 % or 17 cm by the year 2300 compared to the
RCP8.5 agak scenario. An even lower albedo value of 0.3
increases ice loss by an additional 37 % or 11 cm by 2100
and by an additional 19 % or 41 cm by 2300 compared to the
RCP8.5 agark Scenario.

Reducing the frequency of dark summers to every 2 years
leads to additional mass losses which are approximately half
of the additional mass losses caused by the darkening in ev-
ery year for both warming scenarios. A darkening frequency
of every 5 years leads to additional mass losses of about 20 %
of the additional mass loss with darkening in every year. This
suggests that, at least on timescales of 300 years, the effects
of more or less frequent darkening remain linear.

(a) (b) (c)
9.5 4 — RCP85 —— RCP85 —— RCP85
RCP8.5 agark Jun —@— RCP8.5 agark 0.3 —— RCP2.6
RCP8.5 ctgar Jul —@— RCP8.5 aguy 0.4 RCP2.6 augan f2
—~ 2.0+ RCP8.5 agark Aug RCP2.6 aiga 5
w —— RCP85
w 15 - | | - RCP8.5 agyy f2
E RCP8.5 argarkc 5
A
O 1.0 E E
Q
L
0.5 E —
0.0 — —
T T T T T T T T T T T T
2000 2100 2200 2300 2000 2100 2200 2300 2000 2100 2200 2300
Year Year Year

Figure B1. Sensitivity to the darkening scenario. Ice volume evolution for different implementations of the darkening scenario. The envelopes
of minimal and maximal mass loss, given by the aj99g and ag,rk experiments, and the RCP simulations with standard parameters are shown
for reference. (a) Periods of extreme darkening in the g, Scenario are shortened to 1 month (orange broken lines). (b) The albedo value
for extreme summer darkening is lowered to 0.3 (brown line with square markers) or 0.4 (brown line with circle markers). (¢) Reducing the
frequency of extreme darkening summers to every 2 (f2) and every 5 years (f5). Ice loss is given in metres of sea level equivalent. A value of

I ms.le. corresponds to approx. 361 800 Gt of ice.
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Appendix C: Effect of the melt-elevation feedback

The melt—elevation feedback is generally represented in all
experiments by adjusting surface temperatures with height
changes by 6 K/km. The influence of the feedback on the
simulations is tested by switching off this lapse-rate correc-
tion, with the resulting mass loss shown in Fig. C1.

—— RCP26
2.0 1 —e— RCP2.6 Thor

—— RCP85
—@— RCP8.5 T, g

2000 2100 2200 2300
Year

Figure C1. Impact of the melt-elevation feedback. PISM-dEBM-
simple simulations of the Greenland Ice Sheet with RCP2.6 (green
lines) and RCP8.5 (red lines) warming. Dark solid lines take the
melt—elevation feedback through the atmospheric temperature lapse
rate into account. Shaded lines with markers neglect the melt—
elevation feedback and assume a zero atmospheric temperature
lapse rate. Ice loss is given in metres of sea level equivalent. A value
of 1 ms.l.e. corresponds to approx. 361800 Gt of ice.

Appendix D: Surface melt computed with the
positive-degree-day method (PDD)

During the historic validation period, the simulation with
the positive-degree-day method (PDD) for melt has a simi-
lar performance to PISM-dEBM-simple (see Fig. D1). The
standard parameters were used for this simulation: the stan-
dard deviation of the temperature o = 5K, the melt factor
forice f; = 8(mm liquid water equivalent) / (pos degree day)
and the melt factor for snow f; = 3 (mm liquid water equiv-
alent) / (pos degree day). However, the spatial distribution of
melt anomalies shows a distinct north—south gradient, with
an overestimate of melt in the north and an underestimate of
melt in the south; see Fig. D2.
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In the warming simulations, the simulations with PDD
melting show increased melt compared to dEBM-simple in
the high-temperature scenario (see Fig. D3).

In RCP2.6 the north—south bias in the melt rates compared
with PISM-dEBM-simple persists. However, the positive and
negative biases balance each other out and lead to mass losses
very similar to those computed with PISM-dEBM-simple.
In contrast, the melt rates in the RCP8.5 scenario are al-
most consistently higher with the PDD melt module; only in
the southwest does PISM-dEBM-simple produce higher melt
rates than PDD. We find an increase in ice loss of 12 % in the
year 2100 and of 47 % in 2300, compared to the standard
dEBM run. The difference between ice loss computed with
dEBM and with PDD is not only due to different sensitivities
to temperature increase.

800 -
— MAR

— PISM-dEBM-simple,
5 RMSE = 32.92 Gt
. 600 PISM-PDD,
g T RMSE = 30.84 Gt
=
2 400
>
3
>-

200

T T T T

1960 1980 2000 2020
Year

Figure D1. Comparison of annual total melt of the Greenland Ice
Sheet as calculated with MAR v3.11 and PISM-PDD. The diag-
nostic simulation with PISM-PDD (green line) is performed using
monthly MAR 2D temperature fields as forcing. The root-mean-
square difference between the PISM-PDD simulation and total melt
as given by MAR (blue line) is 39.84 Gt. Details on the PISM-
dEBM-simple simulation are found in Fig. 1 and in Sect. 3.
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Figure D2. Local differences between the monthly averaged June, July, and August melt rates as diagnosed with PISM-PDD compared to
MAR. The PISM simulation uses monthly 2D temperature fields from MAR as forcing. Positive numbers mean that PISM overestimates the
melt, and negative numbers mean that PISM underestimates the melt. The local root-mean-square error averaged over June, July, and August
from 1958-2019 is shown in the right plot. The spatial average of the RMSE is 0.47 m/yr.
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Figure D3. Comparison with the positive-degree-day model. PISM-
dEBM-simple and PISM-PDD simulations of the Greenland Ice
Sheet with RCP2.6 (green lines) and RCP8.5 (red lines) warm-
ing. Ice loss is given in metres of sea level equivalent. A value of
1 ms.l.e. corresponds to approx. 361800 Gt of ice.

Appendix E: Variability of RCP8.5 simulations

In addition to the RCP8.5 simulation with standard parame-
ters, we tested how the variability of the parameters impacts
the volume changes under an RCP8.5 forcing. Here, the ex-
perimental protocol is analogous to the protocol for standard
parameters, described in the main paper in Sect. 2. However,
instead of using only the standard set of parameters, the val-
ues for five parameters have been drawn randomly from a
uniform distribution, creating an ensemble of 100 members.
The varied parameters are summarized in Table E1.

https://doi.org/10.5194/tc-15-5739-2021

The dEBM parameters ¢; and ¢ were derived by opti-
mization of historic melt rates (see Sect. 3); therefore we do
not have an estimate of a mean or a standard deviation. The
range of parameters which were used for this ensemble were
chosen such that for all parameters ¢; and c¢; the root-mean-
squared error in the historic melt rates does not increase by
more than 10% compared to the standard values. The param-
eters which describe the albedo and the transmissivity param-
eterizations were chosen such that the intra-annual variability
is represented (see Appendix A).

The volume change of each ensemble member remains in
the envelope given by the RCP8.5 «g999 simulations as a
lower bound and the RCP8.5 ag,rk as an upper bound (see
Fig. Ela). The variability of the intercept of the transmissiv-
ity parametrization has the largest influence on the variability
in ice loss after 300 years due to warming. The ice loss until
2300 also seems to be correlated (or anti-correlated) to the
dEBM parameter c; and the slope of the albedo parametriza-
tion, while the dEBM parameter ¢, and the slope of the trans-
missivity parametrization seem to have only negligible influ-
ence on the ice loss due to warming (see Fig. E1b—f).
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Correlation in the year 2300
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Figure E1. Impact of the parameter variability. (a) Time series of PISM-dEBM-simple simulations of the Greenland Ice Sheet with RCP8.5
warming and control simulations. The thick red and blue line are simulations with standard parameters, and the shading shows the upper and
the lower bounds of the melt—albedo feedback, as shown in Fig. 5 and discussed in Sect. 4. The thin black lines are the ensemble simulations,
with parameters drawn in randomly and shown in Table E1. Thick black lines show the ensemble average. Ice loss is given in metres of sea
level equivalent. A value of 1 ms.l.e. corresponds to approx. 361 800 Gt of ice. (b-f) Ice loss until the year 2300 in ms.l.e. vs. each of the
varied parameters. Note that here the ice loss is corrected by the respective control simulation, which uses the same set of parameters but has
no temperature forcing. The Spearman correlation coefficient is given in each of the panels.

Table E1. Overview of the experiments performed in this study.

Name  Variable Range
c1 dEBM parameter [27,31]W/m2 K
e dEBM parameter [—95, —93] W/m?
o) Slope in albedo parametrization [—0.034,0.021] yr/m

A, sl Slope in transmissivity parametrization
Ta,in  Intercept in transmissivity parametrization

[0.026,0.046] km~!
[0.53,0.65]

Code and data availability. The PISM source code including the
dEBM-simple module is freely available through https:/github.
com/mariazeitz/pism/tree/pik/dEBM_dev (Zeitz, 2021). The code
of the regional climate model MAR is available through https:
//mar.cnrs.fr/ (Drira, 2016). The CMIP5 datasets for the RCP2.6
and the RCP8.5 warming scenarios are available through https:
/lesgf-node.llnl.gov/search/cmip5/ (Department of Energy, 2021).
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Manuscript 3 (published): Interaction of
melt-elevation and bedrock uplift feedback leads to
long term oscillations of Greenland Ice Sheet volume

The response of the Greenland Ice Sheet to global warming is modulated by
feedbacks. Here, we focus on two specific feedbacks, one between the ice and the
atmosphere — the positive melt-elevation feedback — and one between the ice and
the solid Earth - the negative glacial isostatic adjustment (GIA) feedback. In this
study, we explore how the interaction of both feedbacks shapes the response of
the Greenland Ice Sheet to warming on long timescales of 500,000 years. We find
that, depending on the amount of warming, the strength of the feedbacks and the
associated timescales the Greenland Ice Sheet responds in qualitatively different
ways. 1) It can either find a new equilibrium with an ice volume close to the
initial state. 2) It can undergo initial ice loss and subsequent recovery to a new
stable state with most of the ice volume preserved. 3) It can enter a state of self
sustained oscillations, where ice loss and recovery alternate with a characteristic
time of tens of millennia. Or 4) it can face irreversible ice loss and collapse. These
results point to a possible mode of internal climate variability of the Earth system.
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Abstract. The stability of the Greenland Ice Sheet under global warming is governed by a number of dynamic
processes and interacting feedback mechanisms in the ice sheet, atmosphere and solid Earth. Here we study
the long-term effects due to the interplay of the competing melt—elevation and glacial isostatic adjustment (GIA)
feedbacks for different temperature step forcing experiments with a coupled ice-sheet and solid-Earth model. Our
model results show that for warming levels above 2 °C, Greenland could become essentially ice-free within sev-
eral millennia, mainly as a result of surface melting and acceleration of ice flow. These ice losses are mitigated,
however, in some cases with strong GIA feedback even promoting an incomplete recovery of the Greenland
ice volume. We further explore the full-factorial parameter space determining the relative strengths of the two
feedbacks: our findings suggest distinct dynamic regimes of the Greenland Ice Sheets on the route to destabiliza-
tion under global warming — from incomplete recovery, via quasi-periodic oscillations in ice volume to ice-sheet
collapse. In the incomplete recovery regime, the initial ice loss due to warming is essentially reversed within
50000 years, and the ice volume stabilizes at 61 %—93 % of the present-day volume. For certain combinations
of temperature increase, atmospheric lapse rate and mantle viscosity, the interaction of the GIA feedback and
the melt—elevation feedback leads to self-sustained, long-term oscillations in ice-sheet volume with oscillation
periods between 74 000 and over 300 000 years and oscillation amplitudes between 15 %—70 % of present-day
ice volume. This oscillatory regime reveals a possible mode of internal climatic variability in the Earth system on
timescales on the order of 100000 years that may be excited by or synchronized with orbital forcing or interact
with glacial cycles and other slow modes of variability. Our findings are not meant as scenario-based near-term
projections of ice losses but rather providing insight into of the feedback loops governing the “deep future” and,
thus, long-term resilience of the Greenland Ice Sheet.
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1 Introduction

The Greenland Ice Sheet (GrIS) holds enough water to raise
global sea levels by more than 7.4 m and is continuously los-
ing mass at present, thereby contributing to global sea level
rise (Morlighem et al., 2017; Frederikse et al., 2020). Cur-
rent mass loss rates of 286 Gt yr‘l are observed, a 6-fold in-
crease since the 1980s (Mouginot et al., 2019). While his-
torically approximately 35 % can be attributed to a decrease
in climatic mass balance and 65 % to an increase in ice dis-
charge (Mouginot et al., 2019), the ratio has already shifted to
approximately 50/50 (Mouginot et al., 2019; IMBIE Team,
2020). While it has been suggested that the Greenland Ice
Sheet could become unstable beyond temperature anomalies
of 1.6-3.2 °C due to the self-amplifying melt—elevation feed-
back (Levermann and Winkelmann, 2016), recent studies de-
bate whether a tipping point might have already been crossed
(Robinson et al., 2012; Boers and Rypdal, 2021). Under-
standing the feedback mechanisms and involved timescales
at play in GrlIS mass loss dynamics is necessary to under-
standing its stability under climatic changes.

Changing climatic conditions during the glacial cycles had
a strong influence on the ice volume of the Greenland Ice
Sheet. It varied from 3-7 m sea level equivalent (that is the
volume above floatation, divided by the total ocean area)
in the last interglacial (from 126 to 115kyrBP) to 12m
during the last glacial maximum (19-20 kyr BP) (Vasskog
et al., 2015), while the present-day volume of the GrIS is
7.42m. Various processes and feedbacks in the ice sheet, at-
mosphere, ocean and solid Earth governing the ice dynamics,
like ice—ocean interactions, the melt—elevation feedback and
the snow—albedo feedback played an important role in past
transitions from interglacial to glacial and vice versa (Den-
ton et al., 2010; Willeit and Ganopolski, 2018; Pico et al.,
2018). In this way, the GrIS has been a key component in
the emergence of glacial cycles and their implications for
overall Earth system stability, as can also be analyzed from
a dynamical systems point of view (Crucifix, 2012). Sim-
ple models also allow to study the “deep future”, i.e., the
future on timescales beyond the ethical time horizon as de-
fined by Lenton et al. (2019), for example, of the Greenland
Ice Sheet and the Earth system and reveal that anthropogenic
CO; emissions affect the climate evolution for up to 500 kyr
and can postpone the next glaciation (Talento and Ganopol-
ski, 2021).

The influence of the bedrock uplift onto the dynam-
ics of the Greenland Ice Sheet has been studied with
self-gravitating spherical viscoelastic solid-Earth models
in glacial cycle simulations by Le Meur and Huybrechts
(1998, 2001), for example. A study systematically varying
the isostasy parameters was performed by Zweck and Huy-
brechts (2005) for the last glacial cycle. However, the in-
teraction of the negative bedrock uplift feedback and the
melt—elevation feedback, has, to our knowledge, not yet been
explicitly and systematically studied in the context of the
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Greenland Ice Sheet (Pico et al., 2018). Here we aim to close
this research gap by systematically exploring how the feed-
back between solid Earth, ice and climatic mass balance and
their interactions affect the long-term response of the Green-
land Ice Sheet.

Changes in ice load lead to glacial isostatic adjustment
(GIA), a decrease in ice load initiates an uplift with charac-
teristic timescales of hundreds to thousand of years (Barletta
et al., 2018; Whitehouse et al., 2019). Currently observed
post-glacial uplift rates in Greenland range between —5.6
and 18 mm yr*1 (Adhikari et al., 2021; Wabhr et al., 2001;
Dietrich et al., 2005; Schumacher et al., 2018; Khan et al.,
2008). Some studies suggest that uplift rates are higher in the
southeast, where the Iceland hot spot has possibly passed,
which can be associated with locally low viscosities in the
upper mantle (Khan et al., 2016).

The viscous bedrock response is generally assumed to be
slow compared to ice losses, with characteristic response
timescales of tens to hundreds of millennia. However, several
studies suggest that the viscosity of the asthenosphere and the
upper mantle varies spatially and could be locally lower than
previously thought (e.g., in Iceland, Patagonia, the Antarctic
peninsula, Alaska). This implies that the timescale of the vis-
cous response to changes in ice load might be much shorter,
e.g., close to tens or hundreds of years (Whitehouse et al.,
2019). The elastic response component responds on an even
faster timescale to changes in ice load; e.g., the 2012 extreme
melt event caused a significant peak in GPS-measured uplift
rates (Adhikari et al., 2017). A model of the solid Earth can
help to interpret the GPS measurements in order to distin-
guish the elastic uplift caused by recent mass losses from the
delayed viscous uplift caused by the retreat of ice since the
last glacial maximum and deduce solid-Earth parameters like
mantle viscosity and lithosphere thickness (Adhikari et al.,
2021; Schumacher et al., 2018).

Efforts to model the solid-Earth response to changes in
ice load range from local one-dimensional representations
of the bedrock uplift to full three-dimensional models. The
ELRA type of model represents the solid Earth as an elastic
lithosphere and a relaxing asthenosphere and assigns a single
time constant to the relaxation response (Le Meur and Huy-
brechts, 1996; Zweck and Huybrechts, 2005). These mod-
els are computationally efficient and are often coupled to
ice-sheet models in long-term simulations (Robinson et al.,
2012). The Lingle—Clark model expands the elastic plate
lithosphere with a viscous half-space and solves the equa-
tions explicitly in time (Lingle and Clark, 1985; Bueler et al.,
2007). The relaxation time of the solid Earth then depends
on the spatial wavelength of the perturbation in ice load, as
shown in Fig. Al. However, this model uses only one con-
stant value for the mantle viscosity, and it does not include
vertical or horizontal variations, nor does it solve the sea
level equation including self-consistent water-load changes
or the rotational state of the Earth (Farrell and Clark, 1976;
Hagedoorn et al., 2007). Such a model can be expanded to
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include more layers, e.g., the lower mantle, and take an ad-
ditional model of the relaxation time spectrum into account;
however, it becomes more difficult to constrain (Lau et al.,
2016). One-dimensional solid-Earth models explicitly con-
sider the spherical shape of the Earth instead of assuming a
half-space (Tosi et al., 2005; Fleming and Lambeck, 2004;
Simpson et al., 2009; Lambeck et al., 2014), but they do not
represent lateral variations in solid-Earth parameters. Three-
dimensional models, which not only resolve several layers of
the vertical dimension, but also include additional variability
in the horizontal direction, account for the ongoing discov-
ery of lateral variations in mantle viscosity and lithosphere
thickness (Khan et al., 2016; Whitehouse, 2018; Whitehouse
et al., 2006, 2019; Haeger et al., 2019; Martinec, 2000). A
laterally varying 3D model can change the estimate of pro-
jected global mean sea level rise due to an ice-sheet collapse
in the West Antarctic by up to 10 % compared to a 1D model
(Powell et al., 2021). Inferred values for mantle viscosities
can span several orders of magnitude and therefore substan-
tially impact the estimate of bedrock uplift rates as a response
to present-day ice losses (Powell et al., 2020). So far the cou-
pling efforts between 3D solid-Earth models and physical
ice-sheet models have been focused mostly on the Antarctic
Ice Sheet, exploring the feedback between solid Earth and ice
sheets and its potential to dampen or inhibit unstable ice sheet
retreat (Gomez et al., 2013; De Boer et al., 2014; Gomez
et al., 2018, 2020). Self-gravitation effects affect the stabil-
ity of the grounding line (Whitehouse et al., 2019; Pollard
et al., 2017), and GIA models, which self-consistently solve
the sea level equation, are crucial. Ongoing work focuses on
the Northern Hemisphere, coupling for instance the Parallel
Ice Sheet Model (PISM) to the solid-Earth model VILMA.

Similarly, modeling efforts of the climatic mass balance of
the Greenland Ice Sheet range from computationally efficient
temperature index models over energy balance models to so-
phisticated regional climate models, and an overview can be
found in the model intercomparison effort by Fettweis et al.
(2020).

The response of the solid Earth to ice loss can be part of
a negative, meaning counteracting or dampening, feedback
loop, called glacial isostatic adjustment (GIA) feedback, that
can mitigate further ice loss. Studies focused on the GIA
feedback in context of the Antarctic Ice Sheet and the Lau-
rentide Ice Sheet suggest that the bedrock uplift can lead to
a grounding line advance and therefore has a stabilizing ef-
fect on glaciers that are subjected to the marine ice sheet
instability (MISI) (Whitehouse et al., 2019; Konrad et al.,
2015; Kingslake et al., 2018; Bassis et al., 2017; Barletta
et al., 2018). However, to our knowledge the GIA feedback
has not yet been addressed in the context of the Greenland
Ice Sheet, where, in comparison to the Antarctic Ice Sheet,
marine-terminating glaciers contribute less to mass loss.

The feedback cycle we explore in this study is related
to the self-amplifying melt—elevation feedback. The melt—
elevation feedback establishes a connection between ice
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thickness and climatic mass balance: the lower the surface
elevations the higher the typical temperatures and associated
melt rates (see also Fig. 1, in particular the red arrows). An
initial increase in melt thins the ice, bringing the ice surface
to lower elevation. Subsequently the temperature increases
and amplifies both melt rates and ice velocities and there-
fore leads to further ice loss and thinning. Once a critical
thickness is reached, this feedback can lead to a destabiliza-
tion of the ice sheet and irreversible ice loss (Levermann
et al., 2013). (A similar feedback has also been known as
the small ice cap instability, assuming constant accumulation
rates above an elevation g and constant ablation rates below
this elevation. Under these conditions a small ice cap can be-
come unstable and expand, or similarly a large ice sheet can
become unstable and collapse to nothing upon small changes
in the parameters (Weertman, 1961).).

The instability of the melt—elevation feedback, as studied
by Levermann and Winkelmann (2016), assumes a static bed,
so that changes in ice thickness equal changes in ice surface
altitude. GIA can mitigate this feedback: due to bedrock de-
formation, changes in ice thickness do not directly translate
to changes in surface elevation. The loss of ice reduces the
load on the bedrock and allows for a bedrock uplift, dampen-
ing the melt—elevation feedback (see blue arrows in Fig. 1).
Due to the high viscosity of the mantle, the glacial isostatic
adjustment can manifest on a slower timescale than the cli-
matic changes that cause the ice losses in the first place.

From a static point of view a compensation of approxi-
mately one-third of ice thickness thinning due to GIA would
be expected from Archimedes’ principle, given that the ice
density (p; =910kgm~3) is approximately one-third of the
asthenosphere density (p, = 3300 kg m~). In this study, we
explore how the dynamic interaction of the feedbacks allows
the GIA feedback not only to dampen but also to (periodi-
cally) overcompensate for the melt—elevation feedback. Here
we focus on the long-term stability of the Greenland Ice
Sheet and how it is affected by the positive melt—elevation
feedback on the one hand and the negative GIA feedback
on the other hand. We use simple representations of both
the melt—elevation and the GIA feedbacks to study the in-
terplay between them: the melt—elevation feedback is repre-
sented by an atmospheric temperature lapse rate which af-
fects the melt rates. The GIA feedback is represented by the
Lingle—Clark model, a generalization of the flat-Earth Elastic
Lithosphere Relaxing Asthenosphere (ELRA) model (Bueler
et al., 2007). The Lingle—Clark model accounts for non-local
effects and different relaxation times depending on the spa-
tial extent of the perturbation. We explore the parametric un-
certainty range by varying the key parameters: asthenosphere
viscosity for the bedrock uplift and the atmospheric lapse rate
for the melt—elevation feedback.

We use the Parallel Ice Sheet Model (PISM) (Khroulev
and the PISM authors, 2021; Bueler and Brown, 2009) cou-
pled to the Lingle—Clark solid-Earth model (Bueler et al.,
2007) in order to explore the interaction between the self-
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Figure 1. Interacting feedback loops for the proposed glacial iso-
static adjustment feedback (GIA feedback). The red part indicates
the melt—elevation feedback: higher air temperatures lead to de-
creasing climatic mass balance. This in turn leads to a decreasing
ice thickness and in consequence to a decreasing ice surface ele-
vation. If the surface elevation decreases, the air temperature rises
due to the atmospheric lapse rate. This further decreases the cli-
matic mass balance and leads to a positive (enhancing) feedback
cycle. The timescale of this feedback cycle is driven by changes in
the climate and is typically comparably fast. The blue part shows
the counteracting mechanism of the ice load-bedrock uplift feed-
back. The decreasing ice thickness reduces the load on the bedrock,
which leads to isostatic adjustment and therefore an uplift of the
bedrock elevation. This mechanism partly counteracts the decrease
in ice surface elevation and thus mitigates further increase in tem-
perature. The timescale of this feedback loop depends on the rate of
ice retreat and on the viscosity of the upper Earth mantle.

melt - elevation
feedback

amplifying and the dampening feedbacks. The models and
the experimental design are presented in Sect. 2. The warm-
ing experiments use an idealized temperature forcing and are
analyzed in Sect. 3, followed by a discussion in Sect. 4.

2 Methods

2.1 Numerical modeling

2.1.1 Ice-sheet dynamics with the Parallel Ice Sheet
Model (PISM)

The Parallel Ice Sheet Model, PISM, is a thermomechan-
ically coupled finite difference ice-sheet model that com-
bines the shallow-ice approximation (SIA) in regions of
slow-flowing ice and the shallow-shelf approximation (SSA)
of the Stokes flow stress balance in ice streams and ice
shelves (Bueler and Brown, 2009; Winkelmann et al., 2011;
The PISM authors, 2021a). The internal deformation of ice
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is described by Glen’s flow law; here the flow exponents
nssa = 3 and ngia = 3 are used. We use the enhancement
factors Essa = 1 and Egia = 1.5 for the SSA and the SIA
stress balance, respectively. Different enhancement factors
of the shallow-ice and the shallow-shelf approximations of
the stress balance can be used to reflect anisotropy of the
ice, as shown by Ma et al. (2010). In their high-resolution
simulations Aschwanden et al. (2016) used Essa =1 and
Esia = 1.25, as it provided good agreement with observed
flow speeds.

The sliding is described by a pseudo-plastic power law,
relating the basal stress Ty, to the yield stress 7. as

u

ey

Thb=—"Tc———————»
q -
Uihreshold || "4

with the sliding velocity u, the sliding exponent g = 0.6
and the threshold velocity uyreshold = 100 m yrfl. The yield
stress is determined from parameterized till material prop-
erties and the effective pressure of the saturated till via the
Mohr—Coulomb criterion (Bueler and van Pelt, 2015):

Te = (tan ) Ny, @)

with the till friction angle ¢ linearly interpolated at the be-
ginning of the run from the bedrock topography between
Pmin = 5° and Ppax = 40° between bedrock elevations of
—700 and 700 m. The effective pressure on the till Ny is
determined from the ice overburden pressure and the till sat-
uration as described in Bueler and van Pelt (2015).

2.1.2 Earth deformation model

While global GIA models with sea level coupling are avail-
able, to our knowledge no coupling efforts between ice dy-
namics and solid-Earth models have been undertaken for the
Greenland Ice Sheet specifically. Here, the deformation of
the bedrock in response to changing ice load is described
with the Lingle—Clark (LC) model (Lingle and Clark, 1985;
Bueler et al., 2007), incorporated as a solid-Earth module in
PISM. In this model the response time of the bed topogra-
phy depends on the wavelength of the load perturbation for a
given asthenosphere viscosity (Bueler et al., 2007). The LC
model uses two layers to model the solid Earth: the viscous
mantle is approximated by a half-space of viscosity 7 and
density p;, complemented by an elastic layer of flexural rigid-
ity D describing the lithosphere. The response of the elastic
lithosphere happens instantaneously, while the response time
of the viscous mantle lies between decades and tens of mil-
lennia, depending on both the viscosity of the mantle and the
wavelength of the change in load. While the Lingle—Clark
model does not consider local changes to viscosity or litho-
sphere thickness (Milne et al., 2018; Mordret, 2018; Khan
et al., 2016) and approximates the Earth as a half-space, the
relatively small spatial extent of the simulation region allows
for such an approximation.
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The resulting partial differential equation for vertical dis-
placement u of the bedrock can be described by

ou
2n|V|§+prgu+DV4u =0, 3)

with g being the gravitational acceleration of the Earth and
0, the ice load force per unit area (Bueler et al., 2007).

Here the flexural rigidity D is assumed to be 5 x 10%* Nm,
assuming a thickness of 88km for the elastic plate litho-
sphere (Bueler et al., 2007). The mantle density p; is approx-
imated with 3300 kgm 3.

Following Bueler et al. (2007), Eq. (14), we show how
the spectrum of the relaxation time of the solid-Earth model
depends on the wavelength of the ice load change and how
this relationship changes for different mantle viscosities and
lithosphere flexural rigidities in Fig. Al. In general high
mantle viscosities shift the spectrum to higher relaxation
times. The maximal relaxation time increases by more than
2 orders of magnitude, from approximately 100 years to ap-
proximately 50000 years, while the thickness of the litho-
sphere has a weaker effect on the relaxation time spectrum.

2.1.3 Climatic mass balance and temperature forcing

The climatic mass balance in PISM is computed with the
positive-degree-day (PDD) model from 2 m air temperature
and precipitation given as inputs (Braithwaite, 1995). Here
we use a yearly cycle of monthly averages from 1958 to 1967
of the outputs of the regional climate model RACMO v2.3
(Noél et al., 2019) in order to mimic preindustrial climate.
The warming is implemented as a spatially uniform instan-
taneous shift in temperature. The temperature forcing itself
has a yearly cycle, with the temperature shift in winter be-
ing twice as high as in summer. This corresponds to an aver-
age Arctic amplification of 150 % (see also Robinson et al.,
2012).

The PDD method uses the spatially uniform standard de-
viation o = 4.23 K, the melt factors for snow and for ice
are mj = 8mmK 1 d~! and mg =3mmK~!d~! (PISM de-
fault), respectively. The melt—elevation feedback is approx-
imated by an atmospheric temperature lapse rate I", so that
local changes in the ice-sheet topography alter the tempera-
ture as

Tij = Tij, inpue — T - Ahyj, 4

with T;; being the effective temperature at grid cell i, j feed-
ing into the PDD model. Tj;, input is the temperature at i, j
given by the input, without any lapse rate correction, and
I" is a spatially constant air temperature lapse rate. Ah; j =
hy,ij — ho, ij is the local difference in surface elevation at i, j
at time ¢, compared to a reference topography . Here we
use the initial state for /g. The value of the lapse rate I", and
thereby the strength of the melt—elevation feedback, is varied
between 5 and 7 Kkm ™! in the experiments.
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The yearly precipitation cycle remains fixed and does not
scale with temperature; the local temperature affects how
much of the precipitation is perceived as snow and therefore
adds to the accumulation: at a temperature above 2 °C, all
precipitation is perceived as rain, and below 0°C all is per-
ceived as snow, with a linear interpolation between the two
states (the default in PISM). The climatic mass balance is ad-
justed via a flux correction in the regions which are ice-free
in present day to keep them ice-free. How variations in these
three assumptions affect the results is discussed in Sect. 4.3.

2.2 Experimental design

Here we use a spatial resolution in the x and y directions
of 15km in order to do many simulations over 0.5 million
years. The spatial resolution in the z direction quadratically
decreases from 36m in the cell closest to the bedrock to
230m in the top grid cell of the simulation box (at 4000 m
above bedrock).

The temperature forcing is a spatially uniform step forc-
ing, which is applied from ¢ = 0 over the whole simulation
time. Additional local temperature changes happen due to
the atmospheric temperature lapse rate, as shown above. We
explore different values for the atmospheric lapse rate in or-
der to estimate the response of the system to changes in the
strength of the melt—elevation feedback.

The ice—ocean interaction is modeled via PICO, with
ocean temperatures and salinities taken from the World
Ocean Atlas version 2 (Zweng et al., 2018; Locarnini et al.,
2019) and remapped onto the simulation grid of 15 km hor-
izontal resolution. PICO used one average value of temper-
ature and salinity per extended drainage sector (for the ex-
tended sectors, the drainage sectors of Rignot and Mouginot
(2012) are extended linearly into the ocean), even as the ice
sheet advances or retreats. The averages are taken at bottom
depth over the continental shelf. The warming signal at depth
generally stabilizes at lower levels than the atmospheric or
sea surface warming; here we assume that only 70 % of at-
mospheric warming reaches the ocean ground (see also Al-
brecht et al., 2020). However, only less than 0.2 % of the
Greenland Ice Sheet area is made up of floating ice tongues,
and the ocean forcing is not transferred to the ice fronts of
grounded tidewater glaciers, so the ice—ocean interaction is
not the main driver in this simulation setup.

Calving is modeled as a combination of eigencalving
(Winkelmann et al., 2011; Levermann et al., 2012) and von
Mises calving (Morlighem et al., 2016) with constant calv-
ing parameters. In addition a maximal floating ice thickness
of 50 m is imposed.

2.2.1 |Initial state

The initial state is in equilibrium for constant climate con-
ditions. The misfits of the initial state compared to observed
velocities (Joughin et al., 2018) and thicknesses (Morlighem
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et al., 2017) and to modeled climatic mass balance (Noél
et al., 2019) are shown in the Supplement in Figs. S1, S2
and S3. All simulations are run at a spatial horizontal res-
olution of 15km. The basic dynamics of the melt—elevation
feedback and the GIA feedback are well captured at this res-
olution, which allows effective exploration of the parameter
space. However, a lot of features of the complex flow of out-
let glaciers are not captured at this resolution.

2.2.2 Choice of model parameters

We chose to vary along three main parameters. On the one
hand, we vary the strength of the melt-elevation feedback
by varying the atmospheric temperature lapse rate I" be-
tween 5 and 7 Kkm~!. Many ice-sheet models use the free-
air moist adiabatic lapse rate (MALR), which ranges between
6-7Kkm™! (Gardner et al., 2009) for high humidity, but is
assumed to be higher in cold temperatures when the air is dry
(Fausto et al., 2009). However, the mean slope lapse rates
measured in Greenland and on other ice caps in the Arctic
tend to be lower than the MALR and show seasonal variation
(Fausto et al., 2009; Gardner et al., 2009; Steffen and Box,
2001; Hanna et al., 2005). By using spatially and temporally
constant lapse rates between 5-7 Kkm™! we try to cover a
realistic range in lapse rates.

In addition, the response time and strength of the bedrock
to changes in ice load is determined by the mantle viscosity
n, varied between 1 x 10! and 5 x 10?! Pas. This range is
larger than the values of the upper mantle viscosity given in
the literature, which still range over more than 2 orders of
magnitude over Greenland alone, usually around 1 x 102 to
5x 10?1 Pa s, but local values from 1 x 10" to 1 x 102 Pas
cannot be ruled out (Tosi et al., 2005; Adhikari et al., 2021;
Mordret, 2018; Khan et al., 2016; Wahr et al., 2001; Peltier
and Drummong, 2008; Larour et al., 2019; Le Meur and Huy-
brechts, 1996, 1998; Milne et al., 2018; Fleming and Lam-
beck, 2004; Lecavalier et al., 2014; Lambeck et al., 2014;
Lau et al., 2016). Ice retreat itself is affected by the tem-
perature anomaly, here varied between 1.5 and 3.0K global
warming (note the Arctic amplification of 150 % leading to
higher local temperature anomalies).

3 Results

Here, we analyze how the strengths of the melt—elevation
feedback and the GIA feedback influence the long-term dy-
namics of the Greenland Ice Sheet in PISM simulations.

3.1 Temporal evolution of ice volume under temperature
forcing depending on atmospheric lapse rate and
mantle viscosity

The ice losses in simulations with applied warming are af-
fected by both the amplifying melt—elevation feedback and
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the mitigating GIA feedback. The interaction of both feed-
backs allows for a variety of dynamic regimes, depending on
the amount of warming on the one hand and the parameters
describing the feedback strength on the other hand.

At a given temperature anomaly (here AT =2K) and a
given mantle viscosity (here 7 = 1 x 10%! Pas), both the rate
and magnitude of the initial volume loss increase with in-
creasing air temperature lapse rate, i.e., a stronger melt—
elevation feedback (see Fig. 2a). With a lapse rate of I' =
5Kkm™!, at the low end of the tested range, an incom-
plete recovery after an initial ice loss is observed, and the
ice sheet loses approximately 1.5m sea level equivalent in
volume, before stabilizing at 6 ms.l.e. after approximately
50kyr (1 ms.le. corresponds to approximately 361 800 Gt
of ice). With an increasing lapse rate and thereby increas-
ing strength of the melt—elevation feedback, the ice volume
may still recover after a stronger initial loss. At sufficiently
high lapse rates the recovered state is not stable on long
timescales. A self-sustained oscillation of repeated ice losses
and gains is observed for I' = 6 Kkm~! with an oscillation
timescale of approximately 109 kyr. Increasing the lapse rate
even further to I' = 7Kkm™! does not allow the ice to re-
cover at all; the ice volume is permanently lost.

Here, depending on the value of the lapse rate I', three
qualitatively different response regimes are observed, (i) in-
complete recovery, (ii) self-sustained quasi-periodic oscilla-
tion, and (iii) permanent ice loss.

In contrast a constant lapse rate of I' =6 Kkm™!, a warm-
ing of AT =2K and varying mantle viscosities between
n=1x10"-5 x 10?! Pas lead to self-sustained oscillations
(i) in the ice sheet volume independently of the value of
the mantle viscosity (see Fig. 2b). The variations in mantle
viscosity do not change the dynamic regime qualitatively;
they do affect however the timescale and the amplitude of
the observed oscillations. Large values for the mantle viscos-
ity are associated with a smaller response timescale of the
GIA and thereby allow for larger initial ice losses and large
amplitudes of oscillation. The amplitude, here taken as the
difference between the maximal and the minimal volume af-
ter an initial ice loss, increases from 1.2 to 5.5 m sea level
equivalent by increasing the mantle viscosity from 1 x 10"
to 5 x 10?! Pas. 1 m sea level equivalent corresponds to ap-
proximately 361 800 Gt of ice

The spatial configuration of the ice thickness, the bedrock
topography and the equilibrium line, separating the accu-
mulation from the ablation region, in response to warming
is visualized for one example simulation in the oscillation
regime (ii), with the parameters AT =2K,n=1x 102! Pas
and I' =6Kkm™!. We choose three points in time, repre-
senting the initial state, the state with minimal ice volume
and the oscillation maximum, a recovered state which is un-
stable on long timescales (see Fig. 3). The time evolution of
the volume is depicted by the thick green curve in Fig. 2.
During the retreat phase, the mass loss of the ice is initi-
ated from the north of the ice sheet. The area and volume
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Table 1. Parameters used in experiments.
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Name Parameter Value
AT Temperature increase [1.5,2,3]1K
Atmospheric temperature lapse rate  [5, 5.5, 6, 6.5, 7] Kkm™!
n Mantle viscosity [1x 1019, 1% 1020, 1 x 102!,5 x 1021] Pas
(a) n=1x10% Pas (b) Lapse rate I' = 6K km™!

L n (Pas)
let19
let+20

L = 1et21
5e+21

T T T T T T T T T T T
0 100 200 300 400 500 0 100 200 300 400 500
Time (kyrs) Time (kyrs)

Figure 2. Temporal evolution of Greenland Ice Sheet volume at a temperature anomaly of AT =2K. Depending on the atmospheric
temperature lapse rate (between 5 and 7 Kkm_l) (a) and on the mantle viscosity (between 1 x 1019 and 5 x 10%! Pa s) (b) distinct regimes
of dynamic responses are observed, including incomplete recovery, quasi-periodic oscillations and permanent loss of ice volume.

of the ice sheet decrease and reach a minimal value after ap-
proximately 40 kyr, with a remaining ice dome over central
Greenland and a second smaller ice patch over the southern
tip of Greenland. This ice loss is accompanied by an uplift of
the bedrock, which is most prominent in areas with complete
ice loss. The maximal ice thickness decreases from 2940 to
2270 m in the minimal volume state, attained in the eastern
region of the larger ice dome. The maximal bedrock uplift of
740 m is found in the northern region where the most ice is
lost. The minimal state is also characterized by an increase
in relative ablation area, 29 % compared to 24 % in the initial
state. The maximal relative ablation area of 31 % is reached
approximately 500 years before the minimum of the volume
is reached. Eventually, the accumulation area expands and al-
lows the ice sheet to regrow. However, the maximally recov-
ered ice sheet differs from the initial state in area, thickness
distribution, accumulation area and bedrock topography (see
Fig. 3c and f). In particular the ice sheet extends much less
to the north than in the initial state. The precipitation field is
assumed to be constant in time; there is no feedback between
the ice sheet topography and the precipitation pattern.
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3.2 Competing positive melt—elevation and negative
GIA feedbacks

Here we explore the competing feedbacks by varying the pa-
rameters, which determine the relative strengths of the in-
volved feedbacks, simultaneously.

3.2.1 Dynamic regimes

To gain a better understanding of the dynamic regimes of the
GrIS, we tested the long-term response of the ice-sheet vol-
ume to warming in the full-factorial parameter space AT, I’
and n with values given in Table 1. As stated above in
Sect. 3.1 four qualitatively different response regimes can be
distinguished: (i) incomplete recovery to a stable state after
an initial ice loss, (ii) self-sustained quasi-periodic oscilla-
tions, and (iii) irreversible loss of a large portion of the ice
or (iv) direct stabilization into a new equilibrium state which
preserves 90 % or more of the initial ice volume. Note that
only oscillations with a minimal amplitude of 0.5 ms.l.e. are
included in the oscillating regime.

With increasing temperature anomalies AT, a larger por-
tion of the parameter space experiences irreversible ice loss
(iii) (Fig. 4). For a warming temperature of 3 K for exam-
ple, irreversible ice loss is observed for lapse rates greater
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Figure 3. Spatial distribution of ice thickness at a temperature anomaly of AT = 2 K for the parameters n = 1 x 102! Pasand ' = 6 Kkm™!.
Maps and cross sections of the bedrock topography and ice thickness show the initial state at the start of the simulation (a, d), the state with
minimal volume after 40 kyr (b, e) and the recovered state after 73 kyr (c, f). The red outline and the red shaded areas indicate the ablation
regions. The dashed lines in (e) and (f) show the initial topography of the ice sheet.

than or equal to 6 Kkm™! for all mantle viscosities and for
5.5Kkm~! for mantle viscosities lower than or equal to
1 x 10% Pas.

Moreover, increasing temperature lapse rate promotes ir-
reversible ice loss; for instance at I' =7 K km_l, irreversible
ice loss occurs for warming temperatures of 2 K or warmer,
regardless of the choice for the mantle viscosity (see Fig. 4)
and also for most simulations with AT = 1.5K.

Earth Syst. Dynam., 13, 1077-1096, 2022

Direct stabilization without going though a minimum (o)
is only realized for the lowest temperature anomaly AT =
1.5K and at the lowest lapse rate I' = 5 K. While incomplete
recovery or stabilization are the most prevalent regimes for
low warming temperatures (1.5 K) in the tested parameter
space, the oscillatory regime is realized most often at tem-
perature anomalies of 2 K. High mantle viscosities promote
oscillations of the ice sheet volume as they lead to a slower
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Figure 4. Blue indicates immediate stabilization to a stable state, which preserves more than 90 % of the initial ice sheet volume, without
passing a minimum. Green indicates that the ice sheet volume recovers permanently after passing a minimum first. Gold indicates that the
ice sheet volume does not recover permanently but shows self-sustained oscillations on a long timescale instead. Dark orange indicates a
permanent loss of ice sheet volume. The numbers in the gold tiles show the approximate oscillation times.

response of the bedrock to changes in ice loss and thereby
allow for a stronger retreat phase and thereby a faster ini-
tial ice loss with warming, as seen in Fig. 2. On the other
hand, the more pronounced retreat initiates a strong bedrock
response, which supports the recovery. However, the recov-
ered state is not in equilibrium with the bedrock, and thereby
a self-sustained oscillation can be triggered.

3.2.2 Timescales in the oscillation regime

The observed oscillations in ice sheet volume (regime iii) are
not perfectly periodical; therefore the concepts of periodicity
or frequency cannot be directly applied. This framing would
require that the physical state of the ice sheet, regarding
not only its volume but also spatially resolved variables like
thickness distribution, velocity fields, the state of the solid
Earth and the climate, return to exactly the same state after
one oscillation period. Instead we here estimate the charac-
teristic duration of the oscillation via a simple algorithm: first
we identify the minimal and maximal volumes of the oscil-
lation, and the center of both. As the oscillation is not sym-
metric, the time average of the volume would not be centered
between the minimum and the maximum. In a next step we
measure the time between two intersections of the time series
with the central oscillation volume, which would correspond
to a half oscillation, if those were perfectly symmetric and
periodic. The average time between one intersection and the
next one corresponds to the oscillation time. As only a few
oscillation periods fit in to the simulation time of 500 kyr, a
thorough statistical analysis can not be performed. Note that
the uncertainty arising from choosing the central volume be-
tween the minimal and the maximal volumes, rather than a
weighted average, is much less than the uncertainty due to
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the imperfect periodicity, as they amount to less than 1 % in
most cases and to about 2.5 % in the worst case.

The oscillation times, as shown in Fig. 4, in this study vary
between 79kyr (for AT =3K, n=1x 10*! Pas and I =
5.5Kkm™") and 250kyr (for AT =2K, n=1 x 10?! Pas
and T'=6.5Kkm™!). An even longer oscillation time of
309 kyr is found for AT =1.5K, p=1x 10" Pasand I" =
6.0Kkm™!, which is however strongly asymmetric: the ice
sheet volume seems to recover and reach a permanently sta-
ble plateau, but after approximately 250 kyr a decline in ice-
sheet volume is re-initiated. The oscillation times do not
seem to show a clear dependence on the values for warm-
ing, lapse rate or mantle viscosity. Rather, it is governed by a
more complex interplay of the dynamics: timescale and depth
of the initial deglaciation, level of maximally recovered vol-
ume, and stability of the plateau between ice losses.

The analysis method described above allows us to distin-
guish between the average time for the lower half of the os-
cillation (“recovery time”) and the upper half of the oscil-
lation (“plateau time”). We find that generally the recovery
time is shorter than the plateau time, 14 % in the case of
AT =1.5K, n=1x10""Pas and I' =6.0Kkm™! (oscil-
lation time 309 kyr). This ratio increases with temperature
forcing AT, with the mantle viscosity 7 and most strongly
with the lapse rate I' up to 265 % for the parameter combi-
nation of AT =2K, =35 x 10?' Pas and I' = 6.5 K km™!
(see Fig. 5). The smaller this ratio, the more stable the par-
tially recovered state of the ice sheet.
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Figure 5. Ratio of recovery time vs. plateau time for three different warming temperatures, A7 = 1.5, 2 and 3 K. Measure for how long the
lower half of the oscillation is compared to the upper half. A ratio of 100 % would signify a perfectly symmetric oscillation: the lower the
number, the more time spent in a recovered regime (ice volume greater than the average of minimal and maximal oscillation volume), and
the higher the number the more time spent at low ice volumes (ice volume less than the average of minimal and maximal oscillation volume).

3.2.3 Minimum and maximum ice volumes for
incomplete recovery or oscillation regimes

The long-term response of the Greenland Ice Sheet volume
to temperature anomalies can be characterized by the mini-
mal and maximal long-term volumes, defined as the minimal
and maximal volumes attained after passing an initial min-
imum. In the dynamic regimes of stabilization, incomplete
recovery and permanent ice loss, the minimal and maximal
long-term volumes are therefore almost identical. The abso-
lute values of the minimal and maximal long-term volumes
determine how much ice is lost, and the difference between
them shows how large the amplitude of the oscillation is. The
minimal and maximal long-term volumes are visualized in
Fig. 6. Here, two values are shown for each parameter com-
bination. The upper pixels represent the maximum long-term
volume, while the lower pixel represents the minimum long-
term volume. A comparison to the regime shown in Fig. 4
reveals that both volumes are high if the ice volume is stabi-
lized directly or recovers, and both volumes are low if the ice
is permanently lost. Oscillations are characterized by a sig-
nificant difference between the minimal and maximal long-
term volume. Generally, the absolute values for stabilized,
oscillating or lost volume decrease with increasing warm-
ing. The amplitude of oscillations is highest for high man-
tle viscosities, since the slow response time associated with
high mantle viscosities allows for more ice loss but also for
a stronger recovery.

3.3 State space trajectories

Here we analyze the different dynamic regimes of the Green-
land Ice Sheet via their trajectories through state space. The
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full state space of an ice sheet has a very high dimension-
ality, and even with the simplifications made by numerical
modeling, the full state space remains inaccessible. Here we
choose the projection of the state to three state variables: the
temporal evolution of the average topography altitude of the
glaciated areas on the one hand and the ablation or accumula-
tion area of the ice sheet on the other hand. In both cases the
variables are averaged over glaciated areas rather than over
a fixed area (e.g., the initial ice sheet area), because this is
where they affect the ice sheet. For instance the bedrock up-
lift in a region which has (permanently) lost its ice does not
take part in the feedback as described in Fig. 1. The average
topography altitude can change either via glacial isostatic ad-
justment while the ice sheet area is constant or by changing
the ice sheet area at constant topography or a combination of
those two processes. The ablation or accumulation area can
either change though changes in the ice-sheet area at constant
climatic mass balance or via changing the climatic mass bal-
ance but keeping the ice-sheet area constant (or a combina-
tion of those two processes).

We interpret the topography altitude as a measure of the
GIA feedback and the accumulation and ablation area as a
measure for the climatic processes.

We can distinguish three different “phase space trajecto-
ries” for the different regimes: incomplete recovery after an
initial ice loss (i), oscillation (ii) and ice-sheet collapse (iii).
All of the simulations shown here are at AT = 2K and with
the mantle viscosity of n = 1 x 10%! Pas.

For ' = 5K km™! (blue curves in Figs. 2a and 7), the ice
sheet is in the incomplete recovery regime. Both the accu-
mulation/ablation areas and the average topography diverge
the least from the starting point compared to the other sim-

https://doi.org/10.5194/esd-13-1077-2022



M. Zeitz et al.: Dynamic regimes of the Greenland Ice Sheet

(a) AT =15K (b)
le+19
0
©
.
< le+20 A
z
wn
o
2
>
o le+21 .
=
c
ol
=
N | |
T ' ' '

50 55 6.0 65 7.0

AT =2K

50 55 6.0 65 7.0

1087

() AT =3K

7

6

5
w
z

1E
()

3 E
=
S

2

1

0

50 55 6.0 65 7.0

Temperature lapse rate I' (K km™1)

Figure 6. Minimal and maximal volumes after initial ice loss for three different warming temperatures, AT = 1.5, 2 and 3 K. Two pixels
represent the minimal (lower) and the maximal (upper) long-term volumes for each parameter combination. The minimal and maximal long-
term volume is defined by the minimum or the maximum of the volume after passing the initial minimum. A significant difference between
the minimal and the maximal volume indicates oscillation. The yellow outline highlights the parameter space of the oscillating regime.
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Figure 7. State space trajectories for different regimes for the three
different lapse rates I" =[5, 6, 7] Kkm™!. The curves represent the
average height of the bedrock topography vs. the ablation and the
accumulation area. Blue: lapse rate I' = 5 K km™!, incomplete re-
covery of the ice volume. Green: lapse rate I' = 6 K km™!, oscilla-
tion of the ice volume. Purple: lapse rate I' = 7K km~!, irreversible
loss of the ice volume. The color code corresponds to Fig. 2 a; that
is the temperature forcing is AT = 2K and the mantle viscosity is
n=1x 102! Pas. The color shading represents time, as indicated
by the color bar on the right side. The average bedrock and the ac-
cumulation and ablation area of the initial state are represented by
the black marker.

ulations. The trajectories for both accumulation and ablation
area spiral quickly into a fixed point. The trajectory for the
ablation area follows a counterclockwise spiral while the tra-
jectory for the accumulation area follows a clockwise spiral.
Here, changes in accumulation area seem to be more impor-
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tant than the changes in the ablation area and to drive the
dynamics.

For I' = 6 Kkm™! (green curves in Figs. 2a and 7) the ice
sheet is in the oscillation regime. The trajectories spiral into
a closed loop rather than a fixed point, which is characteristic
for limit cycles and non-linear oscillators. Again, the trajec-
tory with the ablation area goes counterclockwise while the
trajectory for the accumulation area goes clockwise. In ab-
solute terms the accumulation area changes more drastically
than the ablation area during one cycle, an indication that the
change in accumulation area drives the ice loss. Even though
these trajectories form closed loops, there is no perfect peri-
odicity in the beginning, as the first loop of the trajectory is
larger than the subsequent following ones.

The atmospheric lapse rate of I'=7Kkm~! (purple
curves in Figs. 2a and 7) leads to irreversible ice-sheet col-
lapse under these parameters. The trajectories again approach
a fixed point. Both the accumulation and the ablation areas
are smallest, compared to the other two lapse rate simula-
tions, indicating that the total area of the ice sheet is also
small. Again, the absolute change in accumulation area is
more drastic than the change in ablation area, and the change
in average level of bedrock topography is the highest. As in-
dicated beforehand, this is related both to the bedrock uplift
(most ice loss allows for the strongest uplift) and to the fact
that the remaining ice retreats to high-altitude mountainous
areas with a lot of precipitation and comparatively low tem-
peratures.
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4 Discussion

4.1 GIA feedback in different contexts

The impact of the GIA feedback on ice-sheet dynamics
has been studied in different contexts. Marine-terminating
glaciers and ice shelves are particularly sensitive to glacial
isostatic rebound, as it can influence the position of the
grounding line and how exposed the ice shelf or the glacier
front is to warm ocean water (Larour et al., 2019; White-
house et al., 2019). Observational evidence pointing to an
overshoot and readvance of the grounding line in the Ross
Sea, Antarctica, can be explained by the viscous response
of the solid Earth to changes in ice load within a confined
range of mantle viscosities (Kingslake et al., 2018). Feld-
mann and Levermann (2017) showed that the complex in-
terplay of timescales associated with the surge, buildup and
stabilization feedbacks could explain Heinrich-like events.

4.2 GrlS ice volume oscillations

While oscillations of ice volume have already been discussed
in the context of marine ice sheets (Antarctic Ice Sheet, Lau-
rentide Ice Sheet) (Bassis et al., 2017), we here find that
the interaction of the melt—elevation feedback and the GIA
feedback can promote an oscillatory dynamic response in a
mostly grounded ice sheet.

4.2.1 Analysis of oscillation times

The observed oscillation times vary widely over the range
of tested parameters, between 74 and 309 kyr (see Fig. 4).
However, the asymmetric shape of the oscillations and their
irregularity makes it difficult to establish a straightforward
dependence between the oscillation time itself and the pa-
rameters determining the dynamical response. When analyz-
ing the asymmetry of the oscillations, however, a clear pat-
tern emerges. The fraction of the time the GrlIS spends during
recovery in a low-volume or collapsed state compared to the
time it spends in a high-volume plateau (here termed “recov-
ery time” and “plateau time”) depends strongly on the param-
eters (see Fig. 5). The recovery time fraction increases with
increasing warming temperature AT, with increasing lapse
rate I" and with increasing mantle viscosity 7. The fact that
relatively more time is spent in a low-volume state seems
to indicate a loss of stability of the Greenland Ice Sheet.
This is particularly true for the warming temperature and the
lapse rate, as they also promote the transition from the os-
cillatory regime to the collapse of the Greenland Ice Sheet.
Although high mantle viscosities n promote the oscillatory
regime, they also allow for higher ice loss rates and higher
total amounts of ice loss, and therefore destabilize the ice
sheet in our simulations.
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4.2.2 GrlS ice volume oscillations in the context of the
Earth system

The oscillation times, even if irregular, are of the same or-
der of magnitude as the timescale of Earth’s glaciation cy-
cle, with a dominant period of 41 kyr before and a period of
100kyr after the Mid-Pleistocene Transition 1.25-0.7 mil-
lion years ago (Abe-Ouchi et al., 2013; Willeit et al., 2019).
While the onset and the termination of glaciation are driven
by changes in insolation, climate and Earth surface albedo
(Ganopolski and Calov, 2011) our results offer a new per-
spective. The identified oscillatory regime reveals a possible
mode of internal climatic variability in the Earth system on
timescales on the order of 100kyr that may be excited by
or interact with orbital forcing, glacial cycles and other slow
modes of variability (Ghil and Lucarini, 2020). As such, this
oscillatory mode could be relevant in the long-term Earth
system response (on the order of 100kyr) to anthropogenic
carbon emissions (Talento and Ganopolski, 2021).

Our findings suggest a sequence of dynamic regimes of
the Greenland Ice Sheet on the route to destabilization under
global warming, within a certain range of lapse rate coeffi-
cients: from recovery via quasi-periodic variations in ice vol-
ume to irreversible ice-sheet collapse. This transition might
be similar to destabilization scenarios via oscillatory insta-
bilities which have been revealed for other tipping elements
in the climate system, such as the Atlantic Meridional Over-
turning Circulation (AMOC) (Alkhayuon et al., 2019). A rel-
evant area of future research will be to develop a deeper un-
derstanding of such ice sheet destabilization routes via the
concept of bifurcations (e.g., Hopf and fold bifurcations) in
the context of dynamical systems. The interplay between an
amplifying and a mitigating feedback contributes to our un-
derstanding of the long-term stability and the resilience of the
Greenland Ice Sheet. Therefore we need to identify the most
important underlying physical processes and the interactions
of the feedbacks at play.

4.3 Robustness analysis

While large amplitude oscillations generated with a process-
based ice-sheet model have not been reported in the peer-
reviewed literature, small oscillations in the GrIS ice volume
seem to appear in simulations with the CISM ice-sheet model
coupled to an ELRA bedrock model (Petrini et al., 2021) un-
der constant climate. Although the oscillatory regime is not
studied explicitly by Petrini et al. (2021), its appearance in-
dicates that this dynamic regime is unlikely to be an artifact
of our particular experimental design.

In addition Oerlemans (1982) found unforced oscillations
in a simple ice-sheet model, including simple representations
of the melt—elevation feedback (depending on the latitude as
well as on the altitude), the thermodynamics of the ice sheet
including sliding and the bedrock uplift (using a constant re-
laxation time). They have found thermodynamics to be nec-
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essary for the appearance of oscillations. Even though the
amplitude and period found by Oerlemans (1982) are very
sensitive to parameter choice, the free oscillations seem to be
a robust feature of that model over a wide range of parame-
ter values, confirming that the interaction of both feedbacks
shown in Fig. 1 can indeed generate robust oscillation.

In order to make sure that the observed dynamical regimes
discussed in the present study, in particular the oscillating
regime, are not an artifact produced by specific modeling
choices, we perform several robustness checks. In the fol-
lowing the impact of some assumptions made for the bedrock
model and for the climatic mass balance is tested for one set
of parameters (I = 6Kkm™!, AT =2K, n=1x 102! Pas).

Changing the bedrock uplift model to the instantaneous
point-wise isostasy model, defined as

b(t,x,y) = b(0, x, y) — Z— [H(t,x.y)— HO,x,y)].

and leaving all other parameters and modeling choices fixed
produces very similar oscillations to the reference run (see
Fig. 8). Recovering an oscillating regime with instantaneous
isostasy shows that the time lag between ice load change and
full uplift is not the only driver of the oscillation. The change
in bedrock model causes a decrease in amplitude, by shifting
the minimal volume up, and an increase in oscillation time.

Including the precipitation scaling of 7.3 % per degree
Celsius of global mean temperature change, in contrast to the
fixed precipitation field, mitigates the ice losses and leads to
higher minimal and maximal volumes and a decrease in os-
cillation amplitude and an increase in oscillation time.

In order to test the impact of the initial state, a different
spin-up was performed in addition to the equilibrium spin-
up, which was used for the standard runs. Here we use a
spin-up similar to the “paleo-climate spin-up” in Aschwan-
den et al. (2013) over the last 125 kyr. However, the simula-
tion of the past 125 kyr including bedrock deformation is per-
formed twice, adding the anomaly of the bedrock topography
at the end of the first run to the initial state of the second run.
Therefore an initial state closer to present-day topography is
obtained at the end of the second run, and the bedrock is in
equilibrium with the ice topography. Using this paleo-climate
spinup with explicit treatment of the bedrock still recovers
the oscillatory regime for the first 300 kyr (see Fig. 8c). In
contrast to the reference run, the amplitude of the oscillation
decreases with time, and a stable plateau is observed in the
past 150 kyr.

In the reference run we adapted the climatic mass balance
in the areas which are ice-free under present day in order
to keep them ice-free, such that the initial state would not
grow beyond the area of the present-day ice sheet. The flux
correction at the ice-free margins has only a minor effect on
the oscillating regime (see Fig. 8). The oscillation amplitude
is barely altered, the oscillation time is slightly shorter and
the initial ice loss is less deep compared to the reference run.
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However, the volume of the unforced control run grows from
7.06 to 7.62 m.

The lithosphere thickness can be altered indirectly by
changing the flexural rigidity of the lithosphere, which is
proportional to the third power of the lithosphere thickness.
Increasing the lithosphere thickness from 88 to 100 km in-
creases the initial ice loss and the oscillation time; however
the long-term amplitude of the oscillation and the minimal
and maximal volumes remain almost unaffected. Decreasing
the lithosphere thickness to 50 km reduces the initial ice loss
and increases the maximal volume of the oscillation. An al-
most stable plateau of approximately 150 kyr appears after
350 kyr of simulation time, but a dip in the ice volume is ob-
served at the end of the oscillation time, indicating that the
plateau is not stable in the long term.

In the reference run all precipitation is perceived as snow
if the local mean temperature is below 0 °C, and all precip-
itation is perceived as rain if the local mean temperature is
above 2°C, with a linear interpolation in between. Chang-
ing the critical temperatures to —1 and 3 °C allows a bigger
window where both rain and snow are present. This change
introduces a larger oscillation amplitude and reduces the os-
cillation time (see Fig. 8f).

The modeling choices will most likely also affect the dis-
tribution of the dynamical regimes in the parameter land-
scape as shown in Fig. 4, and changing more than one mod-
eling choice at one would introduce stronger changes. For
instance changing the spinup and flux correction (see Fig. 8c
and d) at once shifts the regime from “oscillation” to “incom-
plete recovery”. Recreating simulations for the full parameter
space for each of the modeling choices and different combi-
nations of those is, unfortunately, beyond the scope of this
paper. However, we have shown that the oscillating regimes
of the Greenland Ice Sheet under constant temperature forc-
ing are robust against many modeling choices, including
first tests with PISM interactively coupled to the global VIs-
coelastic Lithosphere and MAntle model (VILMA; see Kle-
mann et al., 2008; Martinec et al., 2018) in forthcoming work
and is therefore unlikely to be an artifact created by one par-
ticular simulation setup.

4.4 Limitations

This study is based on the results of the ice sheet model PISM
coupled to simple models which capture the melt—elevation
feedback, namely the positive-degree-day approach together
with an atmospheric temperature lapse rate, and the GIA
feedback, namely the Lingle—Clark model. The relative com-
putational efficiency of those models allows us to conduct an
ensemble of long-term simulations over 500000 years ex-
ploring different parameter values characterizing the individ-
ual feedbacks and warming. This approach fits the concep-
tual research question of this study.

The Lingle—Clark approach assumes a flat Earth with two
layers, one elastic and one viscous layer, in contrast to more
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Robustness analysis
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Figure 8. Robustness analysis for the simulation run with parameters I" = 6Kkm™!, AT =2K and =1 x 10! Pas. The gray curve
corresponds to the reference run, also shown in Figs. 2 and 3 and is shown in each panel for reference. The colored faint lines provide
context. Each change in modeling choice is highlighted in its own panel. (a) Run with an instantaneous pointwise isostasy model. (b) Run
which includes a 7.3 % precipitation increase per degree Celsius of global mean temperature increase. (¢) Run which starts from a glacial
spinup. (d) Run which omits the flux correction at the ice-free margin. (e) Runs with two different lithosphere thicknesses, 100 and 50 km.

(f) Run which uses a different interpolation between rain and snow.

sophisticated solid-Earth models. It also assumes horizon-
tally constant Earth structure and does not solve the self-
consistent sea level equation. However, the relative impor-
tance of discharge and melt at the ice—ocean interface de-
creases with ongoing warming, as the tidewater glaciers re-
treat and the ice—ocean interface shrinks (Aschwanden et al.,
2019). With ongoing coupling efforts between ice dynamics
models and process-based solid-Earth models, this study is a
first step in assessing the importance of the GIA feedback for
the stability of the Greenland Ice Sheet.

While the design of the study was chosen in order to al-
low for long experiments and to cover parts of the parameter
space (AT, I" and ), it is also one of the main limitations of
the study. The coarse resolution of the ice sheet model does
not adequately resolve the flow patterns in outlet glaciers,
therefore underestimating dynamical ice losses. Moreover,
the parameters which govern the ice dynamics, although un-
certain, were not varied (Zeitz et al., 2020).

The choice of the positive-degree-day (PDD) method in
order to compute the climatic mass balance tends to underes-
timate the melt area for present climate, while at high temper-
atures PDD tends to overestimate melt. Moreover, the tem-
perature anomaly is applied in a spatially and temporally
constant way, and the precipitation pattern remains fixed,
without any adaption to the temperature forcing. A more re-
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alistic approach would include the increase in precipitation
with warmer air temperature and partially mitigate ice losses.
However in this rather conceptual study we explore the sta-
bility landscape without taking the increase in precipitation
into account, as it reduces the complexity of the system. We
have shown in Sect. 4.3 that while the total ice losses are
reduced when considering the increase in precipitation, the
qualitative dynamics remains the same (oscillations). So far,
scenario-based projections of future global warming are lim-
ited until the year 2300, with projections of the tempera-
ture evolution and changes in climatic mass balance over the
Greenland Ice Sheet as results from regional climate mod-
els only available until the end of this century. The aim here,
however, is not to present scenario-based projections of fu-
ture ice losses but rather to study the distinct dynamical states
in the “deep future” of the Greenland Ice Sheet in a funda-
mental way.

5 Conclusions
Here we present an analysis of the dynamic regimes in the
deep future of the Greenland Ice Sheet. Depending on the

amount of warming and the values of the parameters describ-
ing the strength of the melt—elevation feedback and the GIA
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feedback, we find that four different dynamic regimes can
be realized: (1) direct stabilization into a new equilibrium
state which preserves 90 % or more of the initial ice volume,
(2) incomplete recovery to a stable state after an initial ice
loss, (3) self-sustained oscillations and (4) irreversible loss of
a large portion of the ice. Our model configuration with pa-
rameterized melt—elevation feedback and a fast computation
of the leading-order GIA effects allows for studying an en-
semble of glacial timescale simulations and provides insight
into how the interaction of feedbacks impacts the dynamics
of the complex Earth system with implications for Earth sys-
tem stability and resilience. Although it is not explicitly stud-
ied here, drastic changes in the ice volume of the Greenland
Ice Sheet would have implications for the global Earth sys-
tem via global sea level rise, changes in the planetary albedo,
and changes in the atmospheric and oceanic circulation pat-
terns such as the jet stream or the Atlantic Meridional Over-
turning Circulation (AMOC).

Appendix A: Relaxation times in the Lingle—Clark
model
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Figure A1. Spectrum of the relaxation time vs. wavelength of the load change for different mantle viscosities and lithosphere thicknesses,

as shown in Bueler et al. (2007), Eq. (14).

Following Bueler et al. (2007), Eq. (14), the relaxation
time of the Lingle—Clark model can be computed as a func-
tion of the load change wavelength A from comparison to the
ELRA model as
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As the relaxation time is directly proportional to the mantle
viscosity 7, the maximal relaxation time increases by more
than 2 orders of magnitude over the tested parameter range.
The changes in lithosphere thickness induce fewer changes
to the relaxation time spectrum. Wavelengths relevant for the
deglaciation of the Greenland Ice Sheet are between several
tens of kilometers (onset of retreat) and 500-1500 km (the
spatial extent of the Greenland Ice Sheet).
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Manuscript 4 (in review): Risks and benefits of
overshooting a 1.5°C carbon budget

This paper explores the carbon budget flexibility compatible with the goals
defined in the Paris Agreement. Here, two scenarios are compared: One in which
the temperatures remain within the bounds of the Paris Agreement during the
whole 21st century, and one in which carbon removal technologies allow for
an intermediate overshoot of both, the carbon budget and the temperatures,
before reaching the same global mean temperature at the end of the century. The
climatic, environmental and socio-economic consequences are explored using
an analysis framework including integrated assessment models, an earth system
model, the ice sheet model PISM, the vegetation model LPJmL and models to
assess macroeconomic damages and risk exposures. The framework is a once-
through information flow, that is feedbacks between the different modeling parts
are not considered.

While the global mean air temperature is sufficiently reduced in the overshoot
scenario, we find that the air temperatures in high latitudes and the heat content
of the ocean are not as effectively reduced. This gap in temperatures drives the
long-term increase of Greenland’s sea level contribution.
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Abstract

Temperature targets as specified in the Paris Agreement limit global net cumulative emissions to very
tight carbon budgets. The possibility to overshoot the budget and offset near-term excess carbon
emissions by net-negative emissions is considered economically attractive because it can ease near-
term mitigation pressure. While potential side effects of carbon removal deployment are discussed
extensively, the additional climate risks and the impacts and damages have attracted less attention so
far. We link six models for an integrative analysis of the climatic, environmental and socio-economic
consequences of temporarily overshooting a carbon budget consistent with the 1.5°C temperature
target along the cause-effect chain from emissions and carbon removals to climate risks and impact.
Global climatic indicators such as CO,-concentration and mean temperature closely follow the carbon
budget overshoot with mid-century peaks of 50ppmv and 0.35°C, respectively. Our findings highlight
that investigating overshoot scenarios requires temporally and spatially differentiated analysis of
climate, environmental and socioeconomic systems. We find persistent and spatially heterogeneous
differences in the distribution of carbon across various pools, ocean heat content, sea level rise as well
as economic damages. Moreover, we find that key impacts, including degradation of marine
ecosystem, heat wave exposure and economic damages, are more severe in equatorial areas than in
higher latitudes, although absolute temperature changes being stronger in higher latitudes. The
detrimental effects of a 1.5°C warming and the additional effects due to overshoots are strongest in
non-OECD countries. Constraining the overshoot inflates CO; prices, thus shifting carbon removal
towards early afforestation while reducing the total cumulative deployment only slightly, while
mitigation costs increase sharply in developing countries. Thus, scenarios with carbon budget
overshoots can reverse global mean temperature increase but imply more persistent and
geographically heterogeneous impacts. Overall, the decision about overshooting implies more severe
trade-offs between mitigation and impacts in developing countries.
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Introduction

The temperature targets of the Paris Agreement can be translated into carbon budgets (e.g.
Meinshausen et al. 2009) as the global mean temperature (GMT) shows a short-term albeit permanent
response to cumulative emissions (e.g., Matthews et al. 2009). Only for very large overshoot
magnitudes and durations the symmetric temperature response to net positive and net-negative
emission fluxes vanishes (e.g. Zickfeld et al. 2016, Jones et al. 2016). The focus on GMT inhibits
quantification of temporal and spatial responses of systems and processes along the cause-effect
chain from (i) emissions and removals through (ii) the climate system to (iii) impacts and damages. In
this study we explore the differences between two scenarios that differ only in the overshoot of the

carbon budget.

Integrated Assessment Models (IAMs) derived overshoot of up to 1000 GtCO2 above the carbon
budget (Bauer et al. 2018, Riahi et al. 2021). The main argument in support of overshooting are the
lower near-term mitigation costs. The positive economic effect is stronger the smaller the carbon
budget (Kriegler et al. 2014, Bauer et al. 2018, Riahi et al. 2021). Riahi et al. (2021) identified potential
positive effects on annual GDP of limiting the overshoot during the 2" half of the 21 century. The
overshoot magnitude also depends on the development of the climate policy ambition over time that
can be measured by the carbon price path (Realmonte et al. 2019, Strefler et al. 2021a). Stronger near-
term policy ambition result in deeper near-term emission reductions and larger deployment of carbon
dioxide removal technologies (Strefler et al. 2021a, Riahi et al. 2021). This can aggravate
environmental problems related to carbon removals such as bioenergy with carbon capture and
storage (BECCS; Smith et al. 2015, Heck et al. 2018). A broader portfolio of carbon removal options
tends to increase overshoots, but reduces overspecialization on a single option with spatially

concentrated harmful effects (Strefler et al. 2021b).

Climate models are used to assess resulting additional climate risks. The overshoots are simulated by
assuming: (i) single year removal pulses of 370 to nearly 2000 GtCO,, (ii) emission-driven scenarios
that lead to different cumulative CO2-emissions or (iii) concentration driven runs that also lead to
differ by several thousand GtCO, of cumulative emission differences. Asymmetric and non-linear GMT
changes to single year pulses of CO2-emissions or removals have been demonstrated if they are large
or imposed on different equilibrium states (Zickfeld et al. 2021). Variations of CO,-concentration
overshoot scenarios identified additional climate risks due to inertia and path-dependency regarding
carbon pools, ocean heat and sea-level rise (Boucher et al. 2012, McDougall 2013, Tokarska and

Zickfeld 2015, Zickfeld et al. 2016). These studies are difficult to interpret because concentration



67
68

69
70
Il
72
73
74

75
76
77
78
79
80
81
82

83

84

driven scenarios feature GMT differences up to 1.5°C (Boucher et al. 2012). Later studies extended the

analysis to oceanic biogeochemistry (e.g. Mathesius et al. 2015, Hofmann et al. 2019).

The additional socioeconomic risks are under-researched. A recent study by Drouet et al. (2021)
investigated overshoot scenarios with maximum GMT difference of 0.16°C, based on the MAGICC
model. Differences of indicators representing heat and drought were “statistically indistinguishable”
and showed no regional patterns. Also additional sea-level rise (SLR) would not exceed 2.3cm by 2200.
Different to that, the overshoot causes no less than 4 trillion USD/yr by 2100 of GDP reduction, if the

damage function relied on Burke et al. (2015).

Based on the existing literature it is difficult to assess overshoots because studies are mostly narrowly
focused, use incoherent scenario assumptions and vary in their temporal and spatial focus. The
present study addresses these shortcomings. First, we use a broad set of models to assess effects of
carbon budget overshoot along the whole cause-effect chain considering, climatic and environmental
issues. Second, we will not only consider emissions and removals, but also land-use change
information derived with an IAM to drive ESMs. Third, we will investigate the temporal and
geographical impacts of mitigation benefits and induced additional climate risks to better understand

reversibility and trade-off relationships.
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Integrated framework of models

For the evaluation of the overshoot flexibility we integrate a series of models from different disciplines
into an analysis framework (Figure 1). The models are peer-reviewed and used by international

assessment bodies, such as the Intergovernmental Panel on Climate Change (IPCC).

The framework works through the cause-effect chain, but information does not feedback between
models. For example, climate impacts do not change the socioeconomic developments and policies
that drive the emissions in REMIND-MAgPIE. The socio-economic assumptions are harmonized to the

middle-of-the-road scenario of the Shared Socioeconomic Pathways (SSPs, Kriegler et al. 2017).

Models & Results and
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Figure 1: Overview on information flow of the integrated model framework. REMIND-MAgPIE:
Bauer et al. (2020b), Strefler et al. (2021b); UVic 2.10 - Mengis et al., (2020); PISM - Winkelmann et al.
(2011), Bueler and Brown (2009); LPJmL - Schaphoff et al. (2018); Macroeconomic damages - Burke et
al. (2015), Schultes et al. (2021); Life-time extreme event exposure - Thiery et al (2021).

The REMIND-MAgPIE model computes the emission and land-use pathways with full and minimal
overshoot flexibility. It derives scenarios for CO2 emissions and other climate forcers as well as land-
use patterns consistent with deployment patterns of CDR technologies: bioenergy with carbon capture
and storage, afforestation, direct air capture and storage (DACS) and enhanced weathering (Strefler et
al. 2021b). The 1.5°C target at 66% no-exceedance likelihood is implemented by a global carbon
budget with 600 GtCO, for the time horizon 2010-2100 (Rogelj et al. 2018, 2019). Emissions and

removals are controlled by a globally uniform carbon price that starts in 2025 and grows at 5% per
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year. All other GHG emissions are priced using CO;-eq conversion factors based on Global Warming

Potentials (GWP100).

The carbon budget is small and cannot be achieved in the model by completely avoiding a budget

overshoot. Hence, we limit the over-shoot and name it minimal or low overshoot scenario. In this

scenario net-negative emissions are not remunerated. In the full overshoot scenario all net-negative
emissions are remunerated at the level of the carbon price. Thus, the duration and magnitude of the
overshoot is derived endogenously given the socioeconomic conditions and the strength of the climate
target. We also perform a sensitivity analysis that gradually reduces the overshoot by varying the

remuneration factor.

The emission and land-use scenarios are used by the UVic model (Mengis et al., 2020) to simulate
climatic and biogeochemical changes. The model provides insights into the dynamic changes of natural
carbon pools (including the permafrost soils), atmospheric temperatures, precipitation, sea-ice,
oceanic heat content and thermosteric expansion, ocean circulation as well as marine and terrestrial
biogeochemistry. The model adequately simulates changes in historical temperature and carbon fluxes
for the historical period 1850-2015 (Mengis et al., 2020). The model is also used to investigate

parametric uncertainties (see SI).

The UVic model serves as the basis to evaluate a broad spectrum of changes in the climate system at
the global level and is spatially resolved. For a more comprehensive assessment and integrated per-
spective we use the results of UVic and REMIND-MAGgPIE to force a broader portfolio of models allow-

ing us to evaluate impacts on more climate, environmental and socioeconomic systems (Figure 1).

The temperature and precipitation changes of UVic are used by the Parallel Ice Sheet Model (PISM,
Winkelmann et al., 2011, Bueler and Brown, 2009, Garbe et al. 2020) to evaluate the impacts on the
ice sheets of Greenland and Antarctica and resulting contributions to sea-level rise that is added to the
ocean thermal expansion and glacier melting. PISM simulates mass changes due to snowing, melting
and ice discharge (Calov and Greve, 2005, Zeitz et al. 2021, Reese et al., 2018). Additionally, the
temperature changes as well as the ice sheet geometry changes caused by the melting lead to an
increase in dynamic ice losses, further contributing to sea-level rise. The contribution of glaciers to
sea-level rise is evaluated using a parsimonious emulator approach by Mengel et al. (2016) that
parameterizes the results of 18 different climate models and separates the effect of anthropogenic
warming from natural factors. The resulting sensitivity curves for SLR driven by glacier melting show
the largest long-term equilibrium SLR for long-term global warming of up to 2°C. The SLR contribution

from thermosteric expansion due to ocean heating is taken from the UVic runs.
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The global terrestrial vegetation model LPJmL uses the global CO,-concentration, temperature,
precipitation, radiation and land-use patterns from REMIND-MAgPIE and UVic (Figure 1). All climate
variables are used from the years 1901-1930 and randomly shuffled. It allows to evaluate the impacts
on the vegetation and changes in the spatial distribution of biomes and potential degradation.
Compared to UVic’s terrestrial carbon cycle model LPJmL uses a finer spatial and temporal resolution,
comprises more detailed processes, a broader set of vegetation types and an advanced representation
of fire dynamics. We use LPJmL to detect hotspots of changes in terrestrial carbon pools and relate it

to climatic or land-use changes.

Changes in economic activity are related to GMT changes (Burke et al. 2015). The relation is hump-
shaped with a maximum at ~13°C. A change in one-year GMT shock implies change in the level of GDP
with uncertain degree of permanence (Newell et al. 2020, Piontek et al. 2019). Thus, we formulate a
decay function and vary the half-time in years after which half of the original annual GDP effect is still
present (Schultes et al. 2021). In this study we assume permanence of five and 15 years along with the
extreme values of zero and infinity for single year damage and fully permanent GDP reduction. The
damages are calculated at country-level, using population-weighted mean country temperature based

on the UVic simulations and GDP per capita (Dellink et al. 2017, KC and Lutz 2017).

Finally, we quantify the impacts on the exposure to extreme weather events over the lifetime of
different age cohorts born between 1960 and 2020 (Thiery et al. 2021). The gridded population
scenarios are mapped to the spatially explicit simulations of six extreme event categories (Lange et al.
2020): heatwaves, tropical cyclones, river floods, crop failures, wildfires and droughts. The results are
summarized aggregating the frequency of extreme events over the remaining life-times per cohort.
The cumulation over life-time provides a first indicator on potentially negative socioeconomic impacts,

incl. more permanent consequences such as lower human capital formation due to reduced schooling.
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Results

Overshoot, emissions, land-use change, carbon
removals and costs

Net emissions would need to decrease immediately and quickly to minimize the carbon budget
overshoot (Figure 2a). In the overshoot scenario global CO, emissions remain constant until 2030,
which exceeds the range of 1.5°C-compatible scenarios considered by the sixth Assessment Report of
the IPCC (AR6). The overshoot reaches 700GtCO; (see Figure 2b), while cumulative carbon removal are
900GtCO; with large contributions of BECCS and DACS. The full overshoot leads net-zero CO,
emissions in 2065 and 27 GtCO,/yr net negative emissions by 2100, which is 5 times the mass flow of
today’s oil extraction. In case with only minimum overshoot in 2030 net CO; emissions are reduced by

70% compared with 2020, which is comparable to the fastest reduction scenarios considered in AR6.

Limiting the overshoot (moving left-to-right along the x-axis in Figure 2(b) lowers carbon removals only
slightly as removals are increasingly used to offset intratemporally rather than intertemporally (see
also Johansson et al. (2020) and Strefler et al. (2021a). Further, afforestation on pasture and range
lands becomes more important (see Figure 2c) particularly in non-OECD regions (Figure Sle) offering

the near-term potential to achieve net zero carbon emissions as soon as 2040 (see Figure 2a).

Carbon prices vary substantially (in 2030 50-500USS/tCO,) depending on the overshoot (Figure 2e).
The reduction in GDP are substantially higher in non-OECD countries and also vary more strongly than
in OECD countries (Figure 2d). The time profile indicates that limiting the overshoot leads to larger
macroeconomic impact in non-OECD countries. During the second half of the 21° century the annual
GDP reductions are lower without overshoot, but this difference is relatively small (see Figure S2). This
asymmetric and regressive impact is due to differences in socioeconomic development and fossil fuel

dependency (Bauer et al. 2020a).
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Figure 2: Overshoot flexibility and implications derived with REMIND-MAgPIE. Panel (A) shows global total net CO;
emissions along with three illustrative scenarios of the IPCC SR15 (grey lines); the green line shows historical
emissions according to CEDS. Note that the minimum overshoot scenario requires cumulative net negative
emissions of 50 GtCO; to comply with the 600 GtCO, carbon budget. Panel (B) depicts the cumulative global
carbon removals until 2100 against the global carbon budget overshoot on the x-axis. Panel (C) shows changes in
land-cover until 2100 that are used in the UVic model. Panel (D) shows the cumulative global GDP reduction and in
OECD and non-OECD countries. The numbers represent relative differences of net present values for the time
horizon 2020-2100 assuming a discount rate of 5% per year. Panel (E) shows the carbon price in 2030 against the
carbon budget overshoot and added the cross-model ranges of cumulative amounts of net-negative carbon
emissions for three SSPs in case of the 1.9W/m? target.
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Climate system and carbon cycle

The global CO; concentration in 2100 is slightly lower in the overshoot scenario (Figure 3a), whereas
the GMT is narrowed to only 20% of the peak difference (Figure 4a). Thus, for these scenarios key

global climate variables show temporary rather than persistent effects.

Terrestrial carbon reservoirs, including permafrost soil carbon respond within a decade, turning from
sink to source after atmospheric CO, decreases (Figure 3b). Additional permafrost carbon losses
(20GtCO;) due to temperature feedbacks are irreversible (Figure 3d), but they are offset by a greening
vegetation. However, the carbon loss from permafrost soils may be more responsive to the overshoot
due termokarst dynamics from rapid warming (Pihl, et al., 2021). Overall, responses of the terrestrial
carbon stocks are highly uncertain (Hewitt et al., 2016; Friedlingstein et al., 2014; Pihl et al., 2021;
Melnikova et al., 2021). Specifically, in the overshoot the CO; fertilization effect weakens, while
heterotroph respiration of previously accumulated carbon becomes dominant turning the vegetation
system into a net-CO2 source. The relative magnitude of both effect is uncertain. The ocean also takes
up more carbon in the overshoot scenario (Figure S3a) and turns from sink to source only in 2080
(Figure 3c). On balance the high CO concentration leads to more carbon uptake by the vegetation and
the oceans than the temperature feedback releases carbon from permafrost soils. The results are

robust against variations of uncertain model parameters.
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Figure 3: Comparison of UVic simulated global annual mean changes in (a) atmospheric CO2, (b)
terrestrial carbon fluxes (positive into the land), (c) the air-sea carbon flux (positive into the ocean), and
(d) permafrost carbon. The black lines in (a) are the results from the MAGICC model. The dotted and
dash-dotted lines are from perturbed parameter simulations that were chosen to investigate potential
upper (dotted; PP1) and lower (dash-dotted; PP2) temperature responses to the forcing in these
scenarios. Note: atmospheric COz2 in both UVic scenarios (Fig. 3a) is slightly higher than in MAGICC, a
behavioral bias that often occurs when Earth system models are forced with emissions (Hoffman et al.,
2014). However, the biases are nearly equal in both scenarios (i.e., differences of the UVic and the
MAGICC results are of a similar magnitude for both scenarios).

Climate systems show more persistent effects between both scenarios although GMT nearly fully
converges by 2100. (Figure 4). The peak temperature difference between the scenarios occurs around
2065 reaching 0.35° C, upper end of the scenarios recently considered in AR6. This differences
vanishes by 80% until 2100. Although GMT is nearly fully reversible by 2100 various climate systems,

particularly oceans, show more persistent effects (Figure 4b-f).

The ocean heat content differs between scenarios (Figure 4b). While global annual mean sea surface
temperature anomalies mostly follow atmospheric temperature change trends, deep ocean warming
occurs more slowly and is driven by both mixing and diffusion as well as large-scale circulation (Figure

S6). Most of the additional ocean heat storage in the overshoot scenario until 2100 occurs in the
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upper ocean (above 2000m). However, warmer waters can be seen moving on circulatory pathways
into the ocean interior, i.e., on the North Atlantic Deep Water, Antarctic Intermediate Water, and
Antarctic Bottom Water pathways (Figure S6c). Consequently, deeper ocean layers (below the mixed
layer depth, but mostly still in the upper 2000 m) show persistent temperature differences.
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Figure 4. Comparison of UVic simulated global annual mean changes or anomalies in (a) near surface air
temperature, (b) ocean heat content from 0 to 2000 m, (c) Northern hemisphere sea ice area, (d) precipitation, and
(e meridional overturning circulation. The black lines in (a) are the results from the MAGICC model. The dotted and
dash-dotted lines are from perturbed parameter simulations that were chosen to investigate potential upper (dotted;
PP1) and lower (dash-dotted; PP2) temperature responses to the forcing in these scenarios.

Warming in both scenarios is largest at high latitudes due to polar amplification (up to 3.8 and 4.5° C

above pre-industrial conditions at peak warming in the minimum overshoot and overshoot scenarios,
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respectively; not shown). The largest temperature differences reach to 0.8°C for near surface air
temperature and ocean temperatures (Figure S4&S5a). Moreover, the differences vanish less towards
the poles than the GMT (> 0.1°C remain by 2100, Figure S5b). The latitudinal bias of the temperature

signal and the persistence of the heat retention have various knock-on effects.

The increasing temperatures lead to ocean sea-ice melting, weakening of meridional overturning, and
more precipitation (Fig. 4 c-e). The additional peak loss is about half a million additional square
kilometers. Sea-ice begins to recover from the overshoot, but at a slower rate than near-surface air
temperature and 40% of the peak difference remains in 2100. Furthermore, additional precipitation
doubles and is persistent throughout the century; the global anomaly is maximum 2% and mostly
related to oceans. Also, the weakening of the meridional overturning is twice as strong in case with
the overshoot, but this effect is more persistent and shows hardly any recovery until 2100 (Figure 4e).

Finally, warmer oceans contribute to stronger SLR, which is treated next.



263 lce sheets and sea level rise

264  The scenario with minimal overshoot leads to long-lasting SLR driven by ice dynamics for both the
265  Antarctica and Greenland ice-sheets as well as mountain glaciers and thermosteric expansion from
266  warming oceans (Figure 5). In the minimal-overshoot scenario the sea level rises continuously by
267 39.7cm until 2100, which is comparable with the best-estimate 41cm assessed in AR6 WG1 for the
268 1.5°C scenario. The temperature overshoot leads to an additional SLR of 3.6cm or nearly 10% until
269 2100 that continues growing thereafter (Figure 5 b, d, f, h). The additional SLR exceeds the estimates
270  of 0.4-2.3cm until 2200 by Drouet et al. (2021) substantially.

271 The major SLR driver until 2100 is thermosteric expansion with 19.4 cm in the low-overshoot scenario
272  adding another 2.8cm at time of the peak difference in 2080. In both scenarios the ocean heat content
273  increases until and beyond 2100 (Figure 4b) and, consequently drives the SLR, although the

274 differences become smaller after 2080. Glaciers are expected to add 9.3cm, but the additional SLR

275  from the overshoot only amounts to 0.75cm.

276  The Greenland and Antarctic ice-sheets are expected to contribute less to SLR until 2100. Surface
277 melting of the Greenland ice-sheet is driven by air temperatures, which immediately reacts to

278  differences in GMT. The Antarctic ice-sheet is more inert as the melting at the ocean-ice interface
279 depends on increasing water temperatures, which respond with delay to air temperature changes.
280 Antarctica could dominate the contributions to SLR, if the local temperature anomalies in Southern
281 oceans turn out persistent and therefore increase the melting-rate in Antarctica (Figure 5b inlay) as
282  small differences can drive long-term changes in ice mass (see Garbe et al. 2020). Overall the ice-
283  sheets feature more mass loss from melting than mass gains from increasing snow accumulation

284  (Medley and Thomas, 2019).

285  The dynamics of ice-sheets are highly uncertain. In recent analysis the near-term uncertainties

286  regarding the Greenland ice-sheet have been highlighted suggesting a potential underestimation of
287  future ice-sheet looses (Aschwanden et al. 2021). Also, impacts of SLR are difficult to assess. A recent
288 study attributed nearly 15% of the total economic damage of hurricane Sandy in 2012 on the greater
289 New York area to 9cm of regional SLR (Strauss et al. 2021). This highlights that small SLR changes can
290 make a substantial difference. There are no studies that assess the differential impacts of small sea

291 level differences like the one provided here that are in addition to larger future SLR.

292
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Figure 5: Impact of the overshoot on global sea-level rise. Contribution to sea level rise by ice-sheet mass loss
in Antarctica until 2100 (inlay: until year 3000) (A) as well as effect of full overshoot from pairwise differences
compared with minimal overshoot case (B). Absolute and additional contributions to SLR from Greenland ice sheet
melting (c and d). Absolute and additional contributions to SLR due to thermosteric expansion (e and f), and panels
(g and h) by the SLR emulator of Mengel et al. (2016). Results for panels (a-d) derived with PISM, panels (e and f)
by UVic), panels (g and h) with a semi-empirical model. The shading denotes the uncertainty based on the
Greenland melt sensitivity (as explained in detail in the appendix) and the temperature sensitivity of UViC for the
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case of the Antarctic ice sheet. The shading in (g and h) denote the 5" and 95" percentile of the ensemble
reflecting the parameter uncertainty in the semi-empirical glacier model. The insets of panels (a-d) are derived with
the assumption that the geographical distributions of temperature and precipitation anomalies are kept constant at
2100 values.

Impact on marine and terrestrial ecosystems

Figure 6 shows the changes of coral calcification rates relative to pre-industrial levels derived with the
UVic model. The calcification rates are lowered if water temperatures exceed the optimal level and pH
value increases that indicates ocean acidification due to CO,, which slows the growth and regeneration
of coral reefs. The minimal overshoot scenario on the right-hand side shows calcification rates to drop
by 40% in 2065 in the area North of Australia. In the full overshoot scenario the calcification rate
decreases more severely by 50%. The differences between both scenarios vanish by 2100 as the
differences of surface pH values and sea surface temperatures in the relevant areas fade out and thus
establish similar environmental conditions allowing calcification rates also to converge (e.g., Albright
et al. 2016). Nonetheless, in both scenarios calcification rates remain substantially below pre-industrial

levels (20-40%).

Coral reef calcification relative (%) to the year 1850

Overshoot simulation Small overshoot simulation
1 1 1 1 1 1 1 1 1 1 1 1 100 1 1 1 1 1 1 1 1 1 1 1 1

Figure 6: Impact on marine ecosystems measured by the coral calcification rate in %
compared to pre-industrial levels. The top row shows results for 2065, whereas the bottom
row shows results for 2100.



324
325
326
327
328
329
330

331

332
333

334

335
336
337
338
339
340

341

The calcification rate is calculated using simulated temperature and carbonate chemistry based on the

Silverman equation, thereby serving as a proxy for the skeletal growth potential of hard corals. It does

not represent the coral stock affected by marine heat waves that become more frequent and other

stressors (Frélicher et al. 2018, Hughes et al. 2018). Moreover, thermal adaptation is an important, yet

uncertain factor for coral reefs’ ability to recover (Frieler et al. 2013, Sully et al. 2019). Projecting coral

stock changes required more specific analysis with Earth System Models (for an earlier analysis see

Frieler et al. 2013). Finally, coral reef degradation risks irreversible species losses (Tsiros et al., 2020).
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Figure 7: Difference between overshoot and minimal overshoot scenario averaged from 2091-
2100 for (a) land-use fraction and (b) total amount of carbon (biomass, litter and soil) in the
biosphere (gC/m2). Increasing land-use diminishes carbon stored in biomass in, e.g. central

Africa.

Terrestrial vegetation carbon stocks currently absorb 29% of anthropogenic CO, emissions

(Friedlingstein et al., 2021). The analysis of the terrestrial ecosystems using LPJmL does not indicate
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large-scale and abrupt degradation of vegetation carbon pools due to changes in climate conditions of
temperature, CO,-concentration and precipitation derived from UVic. Vegetation carbon pools (Figure
7b, d) are primarily driven by differences in land-use patterns of the two scenarios derived with the
REMIND-MAgPIE model (Figure 7a, c). To validate this conclusion, LPJmL has been run with differences
in climate variables but frozen land-use patterns 2005-2100, which does not show spatially
concentrated differences. The results indicate that the main differences are explained by ubiquituous
CO;, fertilization. In both scenarios carbon losses are projected by 2100 in some regions, incl. North-

America, Eurasia, and Northwest of Latin-America (Figure S8).

Large-scale and abrupt changes in terrestrial vegetation have been detected in a model ensemble only
if global warming exceeds 2.5°C compared to pre-industrial levels (Drijfhout et al. 2015). The results
suggest that a carbon budget overshoot does not imply additional risks to the integrity of vegetation
carbon pools, whereas additional wide-area CO; fertilization increases vegetation carbon pools.
Differences in land-use change related to afforestation and bioenergy production cause differences in
vegetation carbon pools. The role of additional carbon injected into carbon cycle in the overshoot
scenario increases the resilience of terrestrial vegetation systems, while it tends to harm maritime

systems due to acidification along warming oceans.

Economic impacts and extreme event exposure

The impact of global warming on GDP as well as the differential effect caused by the additional
overshoot strongly depend on the permanence parameter. OECD countries, as an aggregate, are
expected to slightly benefit due to increasing GDP in both scenarios, whereas non-OECD countries are
expected to experience substantial negative consequences for their economies that are even more
sever in the scenario with full overshoot. The positive impact on the OECD is due to the hump-shaped
quadratic function, where many regions in OECD countries at higher latitudes benefit from moderate
temperature increases. Non-OECD countries already experience temperatures exceeding the optimal
level and, therefore, additional warming as well as a temperature overshoot aggravate the negative

effect on GDP (Figure 8b).

Under the minimal overshoot scenario the relative reduction of global GDP stabilizes (5-year
permanence) or keeps on growing slightly (15-year permanence), whereas the difference peaks in the
overshoot scenario in the second half of the 21st century and by 2100 a substantial gap still remains
that depends on the assumed permanence. In case of 5-year permanence the global GDP reduction in
the scenario without overshoot is expected to grow to 2% in 2060 stabilizing afterwards, while it peaks
at 3.2% in case with full overshoot and converges slowly towards the no-overshoot case. For a 15-year

persistence without overshoot the overall GDP effect more than doubles and the gap continues to
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grow until 2100 despite temperature differences converging. Again, the effects in non-OECD countries
are substantially stronger than the global average. Overall, the permanence parameter is crucial

because it suggests to limit global warming to low levels and to avoid the temperature to overshoot.
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Figure 8: Macroeconomic damages as a percentage of GDP for the world and the aggregate of non-OECD
countries differentiated by the overshoot flexibility and the assumption about persistence of damages.” Infinite” and
“none” represent the extreme values, whereas 5 and 15 year persistence are in the range of modelled and
estimated values.

Assumptions about permanence parameter are highly uncertain. Burke et al. (2015) implicitly assumed

infinite persistence. Econometric estimations found that tropical cyclone events have on average a
persistent negative impact on GDP exceeding 15 years (Hsiang and Jina, 2014; Krichene et al., 2021).
So far, econometric research has not uncovered the mechanisms that cause the permanent GDP
reduction in the years following temperature anomalies. Theoretical and quantitative model research
has shown that the alternative approaches of modeling economic damages matters because different
macroeconomic transmission channels lead to broadly different transmission channels. An equivalent

GDP reduction following a shock results in permanence between 3 and 40 years (Piontek et al., 2019).
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Improved economic estimations are required to better understand the immediate economic impact as

well as the longer-lasting macroeconomic adjustment processes.

Lifetime extreme event exposure is also sensitive to the carbon budget overshoot. Figure 9(a) depicts
a substantial increase of total global land area affected by heat waves in the non-overshoot scenario
and at maximum it is two thirds higher in the full overshoot scenario. Figure 9(b) shows the cumulative
effect on people being born or having reached the age of 60 in 2020; while Figure 9(c) depicts the
results for all cohorts in between. Under the no-overshoot scenario newborns in 2020 will be exposed
five times more to heat waves during their lifetime than people aged 60 years in 2020. This value
increase by 25% for newborns as a result of the carbon budget overshoot. The comparison of
countries differentiated by income groups in Figure 9(d-g) shows that the additional heatwave
exposure is already higher and increases more strongly in lower-middle income countries than in high-
income countries. This pattern is pronounced for newborns and young people. In low-income
countries the life expectancy is substantially lower and, therefore, the curve flattens out for people
being relatively old today. As highlighted in Thiery et al. (2021) climate change is the dominant driver,
while increasing life-expectancy is only a minor factor. Although temperature increases in tropical
regions are smaller due to the polar amplification the increase of heat-wave frequency results from
the already high exposure in these regions.

We find similar changes, albeit with less severe differences, for crops failures, droughts, river floods
and tropical cyclones. The crops failure indicator shows reduced exposure in the full overshoot case,
particularly in high income countries, due to the CO; fertilization effect. For wildfire exposure the
uncertainty dominates. Higher income countries show a slight increase because they host a high share
of boreal forests that are more sensitive than rain forests in tropical countries that typically enjoy
lower incomes. Note: the modeling only includes wildfires caused by natural events, e.g. lightning, but
not fires caused human activities.

Cumulative extreme event exposure over the lifespan of people provides a perspective on differences
in their expected biographies. These differences can have potential knock-on effects on health,
property and human capital formation (including schooling). Empirical research identified persistent
effects of extreme events on socioeconomic variables in low-income countries (e.g., Groppo and

Kraehnert, 2017).
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Figure 9: Lifetime exposure to extreme heatwaves under minimal and full overshoot. (a) Total
land area annually exposed to extreme heat waves. (b) Lifetime heat wave exposure for
different birth cohorts; and associated exposure multiplication factors relative to the 1960 birth
cohort. (c) exposure multiplication factors relative to the 1960 birth cohort for all generations
born between 1960 and 2020. (d-g) same as (c) but for different regions depending on per-
capita income; note the different scaling on the vertical axes.
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Discussion and Conclusion

The quest for a temporary overshoot of a long-term climate target in the context of the 1.5°C target
needs to consider intertemporal trade-offs and differentiate them regionally. The assessment requires
a broad multidisciplinary and comprehensive analysis that maps out various risks and benefits for a set
of scenarios. So far, most studies focused on specific issues in separate, disciplinary analysis using
scenarios that are not compatible with each other. Such a specialized, yet fragmented approach bears
limitations. First, the scenarios are not harmonized and therefore magnitudes of effects are difficult to
compare; this includes huge differences (i) the choice of overshooting temperature, CO, concentration
or cumulative emissions, (ii) the duration and magnitude of the overshoot and (iii) treatment of other
climate forcers than only CO; as well as land-use change. Second, the systems under investigation and

the geographical and temporal boundaries and resolution differ.

In this study we have harmonized the scenarios and included emissions of CO,, other GHG, other
short-lived climate forcers and land-use changes. The resulting overshoot of 700GtCO, or 0.35°C is at
the upper end of the scenarios assessed by the WG3 of the IPCC, but still smaller than many studies
used for assessing additional climate risks. Our analysis is summarized in Table 1, with four major

findings.
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First, global climate variables show no or only small differences at the end of the 21 century; For
instance, by 2100 80% of the peak GMT difference is closed. However, differentiation of the climate
system identifies path-dependencies, e.g., the polar amplification remains more persistent than GMT
anomalies. Also, CO,-concentrations in both scenarios are similar in 2100, but additional loss of soil
carbon from permafrost thawing is off-set by stronger CO; fertilization of the vegetation carbon stock
and more ocean carbon up-take. The global temperature overshoot triggers a variety of mostly
regional effects, such as sea ice losses, slowing of the meridional overturning and lower coral
calcification rates. Global sea level rise is a notable special case. Antarctic ice sheet melting can
overtake thermosteric expansion as the major driver after 2100. This is subject to uncertainties about
the strength and persistence of polar amplification of global warming and the response of the
southern oceans. Thus, a carbon budget overshoot scenario of the magnitude and duration we
explored in this study will lead to only small residual relative differences of global climate variables in
2100, like global mean temperature, but there can be more notable and persistent differences in key

climatic and environmental sub-systems that vary regionally.

Second, many impacts strongly depend on the global temperature trajectory causing path-dependent
processes in socioeconomic systems, particularly in tropical regions with high base year temperatures.
Regarding extreme weather event the overshoot can increase life time exposure for young
generations substantially with various knock-on effects such as potential reductions of human capital
formation. Furthermore, negative impacts on GDP can cumulate and lead to persistent differences.
Also here, countries with the disadvantage of high base year temperature are more affected, despite
the comparatively smaller temperature increase. Spatial heterogeneity is crucial because countries in
the most sensitive regions are developing and emerging economies, typically non-OECD countries,

with comparatively lower per-capita incomes.

Third, on the mitigation side non-OECD countries also respond more sensitively to variations of the
overshoot. Until 2100 both scenarios lead to similar amounts of cumulative carbon removals but to
remarkable differences in land-use, with more afforestation in case with no-overshoot but less
removals relying on BECCS. Furthermore, limiting the overshoot requires stronger near-term emission
reductions and removals, which causes substantially higher near-term GDP losses with much larger
differences in non-OECD countries. The differences turn into a slight benefit of limiting the overshoot
after 2050. Thus, the trade-offs between short term mitigation costs and longer-term impacts and

damages are stronger in developing and emerging economies than in OECD countries.

Fourth, additional CO, emissions in the overshoot scenario act very differently in terrestrial and
marine systems. While the terrestrial vegetation is fertilized, marine ecosystems like coral reefs are

subject to diminishing natural resilience due to ocean acidification that adds to the additional pressure
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of increasing sea surface temperatures. When the impacts of the overshoot propagate into the deeper
ocean, they will persist for centuries to millenia (Mathesius et al., 2015), even after the scenarios
converge for GMT and CO,. For the scenarios studied here the major differences in terrestrial
vegetation are triggered by human activities like afforestation and reduced deforestation, while
marine environments can be strongly affected by the changes in temperatures and CO,-
concentrations. While we can manage and mitigate the terrestrial biosphere to a certain extent we

depend on the functioning of the ocean in the short- and long-term.

Future overshoot assessments can benefit from deepening model integration in four areas. First, the
mitigation and removal scenarios require improved framing to fully represent the diversity and hetero-
geneity of socioeconomic systems. The requirement for equitable mitigation burden sharing can lead
to very different global scale and regional allocation of CDR (Bauer et al. 2020a). Second, inclusion of
additional direct human forcers with spatial resolution help to assess systems under multiple
pressures, including nitrogen use, overfishing, water and air pollution, and dam building. Potentially
large-scale changes in land use deserve additional analysis, including local climate feedbacks, e.g, UVic
results indicate that land-use patterns cause differences in precipitation due to evapotranspiration
differences. Furthermore, EMICs can provide useful insights on process interactions in the global
terrestrial and marine carbon cycle that allow to study net effects of overshoot scenarios on
biogeochemical cycles interacting with climate (e.g., Driike et al. 2021). Third, overshoot magnitude
and duration need to be consistent between IAM scenarios and subsequent ESM evaluation. Fourth,
the large and near-term land-use related CDR deployment, particularly in the low-overshoot scenario,

requires more in-depth investigation, including biodiversity and socioeconomic consequences.

Models can derive an increasing amount of information. Integrative analysis frameworks are needed
to enhance the quantification of trade-offs and uncertainties. Our analysis shows that it is not only
important to consider systems’ dynamics and lock-ins, but also to represent regional and spatial
dimensions to improve the understanding of the various distributional issues and trade-offs. Our
analysis suggests that the quest of overshooting the carbon budget implies strong trade-offs between
mitigation costs and impacts for developing and emerging economies. Future analysis needs to embed
the model analysis into a broader assessment framework that includes aggregate welfare metrics as

well as multi-indicator frameworks, e.g., the Sustainable Development Indicators (SDG) as a basis.
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Table 1: Summary of results regarding temporal and geographical differences between scenarios. Vegetation cal

baseline

effect; reversal after 2050

System Component | Indicator Minimum Overshoot | Full Overshoot Persistency in 2100 [Region:
Overshoot Max. cumulative emissions 50 GtCO: 700 GtCO. none, by assumption
above carbon budget
Mltlgatlon CDR deployment Cumulative carbon removal 800 GtCO: 950 GtCO2 Storage is assumed permanente; With Low ov
2020-2100 persistent land-use changes in tropical co
Climate policy Carbon price in 2030 50 USD/tCO2 540 USD/tCO2 Relative difference constant by Uniform
assumption
Mitigation costs Reduction in GDP from 1.2% 3.5% Near- and mid-term losses major With low ove

1.2%, but no

Carbon cycle

Peak CO»-concentration

424 ppmv in 2030

474 ppmv in 2050

with full overshoot CO>
concentration is slightly lower

Uniformly mi

Change of GtCO: in pools
2020-2100

Vegetation +174, permafrost -58
soil -183, ocean +336, sum = +269

Vegetation +112, permafrost -80,
soil -136, ocean +407, total +303

Vegetation reversible, permafrost
persistent, Ocean slowly reversible

Persistent ct
pools that ne

Climate

system Global mean GMT in 2065 1.4°C (-0.2; +0.4) 1.8°C (-0.2; +0.4) 20% of peak difference Polar amplifi

temperature portional, pa

Ocean heat Anomaly in 2080 0.67*10* Joule 0.88*10% Joule >90% of peak difference Polar amplifi

content to deeper lay

Seaice Arctic sea ice area 0.4 million km2 drop from 2020 0.61 Million km? further reduction | 40% of peak difference remaining Arctic effect

Meridional Reduction compared to 1 Svin 2100 0.88 Sv in 2100 further reduction Fully persistent, convergence by Atlantic ocez

overturning 2020 2100

Sea Level Rise Increase compared to 2020 | 39.7 cm in 2100 Additional 3.6 cm in 2100 No convergence between SLR global, |

scenarios before 2100 affects high -

Maritime Drop of calcification rate in Up to 40% Up to 50% Near full reversibility; coral stocks Tropical regi

E ecosystems, coral 2065 below 1850 levels might show different behaviour Asia, Austral

co- reefs

system

Vegetation Carbon density Concentrated changes due to land- | No additional climate induced More forest carbon stocks in low- largest chan

use change (e.g. affeorestation) losses from overshoot overshoot scenario high afforest

|mpacts Lifetime exposure Projected Ifetime exposure Substantial increase of cumulative Significantly stronger heat wave Cumulative effects can affect Hot countrie:

d to climate by age cohorts in 2020 extreme weather event exposure, exposure socioeconomic developments affected mor

an extremes particularly heat waves (human capital) in the long-run
Damages

GDP reductions

% GDP reduction from
baseline

5yr perm.: 2.1% in 2070
15yr perm.: 5.9% in 2100

5yr perm.: 3.4% in 2070
15yr perm.: 8.3% in 2100

5yr perm.: 45% of peak difference
15yr perm.: no convergence

Non-OECD \
2060 and 0.¢
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Results

In order to asses the dominant drivers of the future sea level contribution from
the tipping of the Greenland Ice Sheet, it is central to gain a better understanding
of the interplay between ice flow, ice melt and isostatic rebound. The aim of my
dissertation is to advance the knowledge of the ice sheet’s response to and its
resilience against global warming with respect to these processes. An overview
of the relevant processes studied in this thesis is given in Figure 1.3. These results
can be summarized by considering their contribution to uncertainty as well as
by feedback analysis, as done in Section 3.1 and Section 3.2. The implications
for future sea level rise are briefly discussed in Section 3.3.

In the following sections, I will discuss the main findings and put them into
context.

3.1 Uncertainties associated with ice sheet modeling
in Greenland

A major part of this thesis focuses on uncertainties associated with the modeling
of the Greenland Ice Sheet. These are particularly important when it comes to
future sea level rise projections, since communities and stake holders need to
prepare not only for the most probable impacts but also for the full range of
uncertainties. In the Ice Sheet Model Intercomparison Project (ISMIP6), Goelzer
et al. (2020) find that the projected sea level rise from the Greenland Ice Sheet
in the time 2015 - 2100 in an RCP8.5 scenario is 90 + 50 mm. The major part
of the uncertainty (40 mm) can be attributed to differences between ice sheet
models, while the spread in the forcing from different climate and ocean models
is responsible for 36 mm and 19 mm, respectively. Aschwanden, Fahnestock,
Truffer, et al. (2019) also perform a comprehensive uncertanity quantification,
showing that up to 53% of the uncertainty are caused by uncertain ice dynamics
parameters, in particular related to the basal motion, and uncertainties in the
melt may contribute up to 50%.

In this section, I will first explore the effect of uncertainties in flow parameters,
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Figure 3.1: (A) Summary of literature values of the flow exponent n and the activation
energy Q sorted by the time of the publication. The colors and symbols denote if the
value was derived by lab experiments under warm (pink squares) or cold (blue circles)
conditions, or in the field (green triangles). Lab experiments, which represent tertiary
flow, are represented by violet triangles. (B) The same information summarized in
a scatter plot. Data points represent publications, which report both, Q and n, lines
represent publications which report only one of these parameters. The standard values
used in most ice-sheet models are represented by the two black crosses (distinguishing
between cold and warm ice). Colors and symbols are the same as in (A). Note that
I did not distinguish between field experiments in regions, where the shallow shelf
approximation or the shallow ice approximation can be applied.

then I will focus on uncertainties related to melt models and to the GIA response.
The uncertainties addressed in this thesis, however, are not taken from sea level
projections directly but from more idealized experiments, and therefore do not
compare with the uncertainties mentioned above.

Uncertainties associated with the flow law of ice As described in Sec-
tion 1.3, the representation of the flow of ice is at the heart of ice-sheet models
projecting sea level rise. The first sub-project of my thesis aimed at assessing
the uncertainty associated with flow parameters and its impacts.

I performed a major review of the literature over the last six decades on the
flow of ice as described by Glen’s flow law (Equation (1.1)) and its associated
parameters (see Section 1.3.1 for the theoretical background). The experimental



Uncertainties associated with ice sheet modeling in Greenland

measurements of the flow exponent n as well as the activation energies Q,, and
Q. show a substantial spread, which does not converge towards a consensus
value over time, as seen in Figure 3.1. On the contrary, newer studies suggest that
particularly the widely used flow law exponent of n = 3 is likely underestimated
(Bons et al. 2018; Millstein et al. 2021).

Despite this uncertainty, most ice sheet modeling studies use the same standard
set of flow parameters (n = 3, Qy, = 139kJ/mol, and Q. = 60 kJ/mol). The impact
of the spread in these parameters on ice sheet modeling results had not been
systematically studied and therefore the corresponding uncertainties are not
represented in most sea level rise projections.

In Manuscript 1 of my thesis (Chapter 2), I studied the impact of these
uncertainties using an idealized, two-dimensional ice sheet sitting on a flat bed.
In simulations with the Parallel Ice-Sheet Model (PISM) we varied the values
of the flow exponent and the activation energies within the limits of published
observations. In order to disentangle the uncertainty associated with flow-driven
ice loss from uncertainties due to melt, the climatic mass balance is kept constant
in these simulations. However, a warming anomaly applied at the ice surface
leads to an increase in ice temperatures through heat transport. As the ice
softness is highly temperature dependent, the ice softens and, in consequence,
experiences higher deformation rates, and thus higher velocities, at the same
applied stress level. Since the velocity of the ice increases, the flow-related ice
loss also increases. The relative spread of flow-driven ice loss AV, that is (AV —
AVy) [ AV, after 100 years ranges from -50% to +150% compared to the reference
simulation (here denoted AVy). The spread is driven mainly by the variation of
activation energies, which relate the softness of the ice to the temperature. In
the parameterization used in this study, higher activation energies lead to softer
ice at temperatures close to the pressure melting point, which in turn has the
strongest impact on ice flow velocities. The relative uncertainty decreases over
time, as the ice sheet reaches a new steady state in equilibrium with the new
boundary condition, i.e., the changed ice-surface temperature. Thus, simulations
with high activation energies seem to respond faster to warming, but eventually
achieve similar steady states. In this experimental design, where we explicitly
study the response of the ice to warming temperatures, the activation energies,
relating ice softness to temperature have a stronger influence on the variation
of flow-driven ice losses than the flow exponent n.

While uncertainties in the flow parameters could impact other relevant pro-

Section 3.1
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cesses, e.g. sliding conditions of the Greenland Ice Sheet (Bons et al. 2018), or
the stability of grounding lines on retrograde slopes (Schoof 2007), the results of
Manuscript 1 are not directly transferable to more realistic simulations of the
Greenland Ice Sheet and the limitations of this approach are discussed more thor-
oughly in Section 4.1.3. In order to assess the full uncertainties in sea level rise
projections, variations of the flow parameters should be systematically included
in simulations.

Uncertainties associated with surface melt The accurate representation of
present and future surface melt of the Greenland Ice Sheet in models is crucial
for understanding present mass changes and future sea level rise. However, it
is also associated with uncertainties in both, parameters and melt models. In
Manuscript 2 of my thesis, I studied surface melt of the Greenland Ice Sheet and
the related uncertainties. To this end I implemented a simplified version of the
diurnal Energy Balance Model (lEBM-simple) into the ice sheet model PISM (see
Chapter 2). This melt model is as lightweight as the positive degree day (PDD)
model, i.e., it only needs near-surface air temperatures as an input to calculate
melt rates, however, in contrast to the PDD model it takes the contribution of
insolation-driven melt into account (see Section 1.3.2).

The parameters of the melt model are optimized with respect to the output of
the regional climate model MAR, however, substantial uncertainties remain. One
of the most influential simplifying assumptions, and thus sources of uncertainty,
in this model is the direct parameterization of albedo with local melt, neglecting
other processes like the grain size evolution of snow. In this parameterization I
assume, that the local albedo value can lie between the value of fresh snow (if
the melt rate is zero) or bare ice (lower limit at high melt rates), and decreases
linearly with increasing melt rates in between.

The uncertainty associated with this parameterization is explored via two
variations: Motivated by the observations of dark zones in Greenland (Cook
et al. 2020; Ryan, Hubbard, et al. 2018), I first vary the minimal value of the
albedo, related to bare ice. Note that I do not explicitly model accumulation
of algae or dust here, however a reduced ice albedo might serve as a proxy for
those processes. Second, I vary the sensitivity of albedo to the melt rate while
keeping the maximal and minimal albedo values fixed. This is motivated by the
fact that the sensitivity increases throughout the melt period, as the snow pack
diminishes and melt ponds accumulate.



Uncertainties associated with ice sheet modeling in Greenland

Variations of the minimal albedo value have almost negligible effects in the
RCP2.6 scenario, as the melt rates are not high enough to cause minimal albedo
values in these experiments. When the bare ice albedo is reduced from 0.47 to
0.4 and 0.3 in the RCP8.5 scenarios, the ice sheet experiences 5.3 cm and 16.0 cm
SLE more mass loss until 2300. Thus, in a warmer climate the change in bare ice
albedo has a stronger impact on mass losses, compared to the same experiment
in moderate climate warming.

In contrast, the effect of the albedo sensitivity parameter is more pronounced
in the RCP2.6 experiment. Here, a change in albedo-to-melt sensitivity induces a
spread between -34% and +40% with respect to the reference value in projected
ice losses until 2300. Even though the variation of the albedo sensitivity has a
strong influence on the absolute ice losses in the RCP8.5 scenario , the relative
influence is less pronounced compared to the RCP2.6 scenario because of higher
overall mass losses. The two warming scenarios differ in the main cause of
uncertainty related to the parameterization of albedo changes. While in the
moderate warming scenario (RCP2.6) the simulated ice loss is most responsive
to variations in the sensitivity of albedo to melt rates, the minimal value for ice
albedo is most important in the strong warming scenario (RCP8.5). Uncertainties
related to surface melt should therefore always be discussed in the context of the
warming scenario as the main driver of uncertainty can change with changing
climate conditions and forcing.

Further uncertainties of the future melt rates of the Greenland Ice Sheet
are associated with the atmospheric temperature lapse rate, which relates the
changes in ice surface elevation to temperature changes. Ice sheet models
typically assume the lapse rate to be spatially and temporally constant, however,
in reality the lapse rate varies locally and there is a difference for dry and moist
air. The free air moist adiabatic lapse rate ranges between 6-7 K/km, but is
assumed to be higher if the air is less humid (Gardner, Sharp, et al. 2009). The
mean slope lapse rate measured over Greenland, however, tends to be lower
and shows seasonal variations (Fausto et al. 2009; Gardner, Sharp, et al. 2009;
Hanna, Huybrechts, et al. 2005; Steffen and Box 2001). In order to represent
the uncertainty in a model which does not include these seasonal and spatial
variations, we vary the lapse rate between 5-7 K/km in Manuscript 3, where
we explicitly study the impact of the melt-elevation feedback. Changes in the
(spatially uniform) lapse rate can lead to qualitatively different responses of the
Greenland Ice Sheet to warming, ranging from stabilization at a new equilibrium
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to a total and irreversible ice loss under otherwise equal climatic conditions (see
Section 3.2).

The uncertainties associated with melt model parameters are also explored in
Manuscript 4, dealing with the effects of a temperature overshoot, which is still
compatible with the Paris Agreement, on different parts of the Earth system and
the economic system. We find that for Greenland’s contribution to sea level rise
the uncertainty of the melt model parameters is almost as important for mass
loss as the difference between the two warming scenarios.

Uncertainties associated with GIA response In Manuscript 3 of my thesis
study the dynamic regimes of the Greenland Ice Sheet arising from the interaction
of the melt-elevation feedback and the GIA feedback (see Chapter 2). The
GIA feedback is characterized by the lithosphere elasticity and the viscosity of
the upper mantle in the solid Earth model. In the scope of this thesis I have
focused particularly on the impact of the mantle viscosity. Measurement of
bedrock uplift in Greenland suggest mantle viscosity values between 1-10%° —
5-10%! Pa- s, however, local values might vary even stronger: between 1-10'®
and 5-10%® Pa - s (Fleming and Lambeck 2004; Khan et al. 2016; Lambeck et al.
2014; Larour et al. 2019; Lau et al. 2016; Le Meur and Huybrechts 1996; Le Meur
and Huybrechts 1998; Lecavalier et al. 2014; Milne et al. 2018; Mordret 2018;
Peltier and Drummong 2008; Tosi et al. 2005; Wahr et al. 2001). As the solid Earth
model we are using assumes a horizontally and vertically constant viscosity, we
chose to explore a slightly narrower range of viscosity values compared to the
local observations, namely 1-10' — 5-10?! Pa-s. The mantle viscosity mainly
influences the time scale of the glacial isostatic adjustment and therefore has a
large impact on the qualitative evolution of the Greenland Ice Sheet. In contrast,
the lithosphere elasticity did not qualitatively change the response of the ice
sheet to warming.

The interactions between the melt-elevation feedback and the GIA feedback
lead to qualitatively different responses to warming over the range for upper
mantle viscosity values. Therefore, a classical uncertainty analysis did not seem
advisable. The results of this study will be discussed more thoroughly in the
next Section 3.2 with focus on the feedbacks and their interactions.



Feedbacks and interactions relevant for the Greenland Ice Sheet

3.2 Feedbacks and interactions relevant for the
Greenland Ice Sheet

As discussed in Section 1.2, the processes governing the mass balance of the
Greenland Ice Sheet interact with each other and sometimes form feedback
loops. In my thesis, I specifically studied the following feedback loops: the
melt-elevation feedback, the melt-albedo feedback, and the GIA feedback.

In Manuscript 2 of my thesis, I studied the impact of the melt-albedo feedback
(Box, Fettweis, et al. 2012; Box, Wehrlé, et al. 2022) on Greenland Ice Sheet mass
loss under two future warming scenarios, RCP2.6 and RCP8.5. The newly imple-
mented PISM-dEBM-simple includes insolation-driven melt and a representation
of the melt-albedo feedback through a linear parameterization of the local albedo
with melt. To study the effect of this feedback, we established a lower- and an
upper-bound scenario. The lower-bound scenario assumes that the albedo does
not change in response to increasing melt rates. Instead, it remains fixed at the
monthly average values of the 1990s, which breaks the feedback loop. The upper-
bound scenario explores the maximal impact of the albedo-driven melt: here we
assume that the surface is dark (i.e., at the ice-albedo value) during the whole
summer (June, July, and August), irrespective of the actual melt. That breaks the
feedback loop again but locks the albedo at the lowest possible value during the
entire melt period, defining a reasonable upper bound for albedo-driven mass
losses. The feedback loop is closed again in the reference experiments, where
the albedo is allowed to evolve in response to increasing warming and melt.

By comparing the reference scenario (closed feedback loop) to the lower-
bound scenario (broken feedback loop, high albedo values), we can estimate the
contribution of the melt-albedo feedback to mass losses in a warming scenario.
Thus we find that the relative contribution of the melt-albedo feedback is higher
for the RCP2.6 scenario, where ice losses in the reference scenario almost double
compared to the lower-bound scenario. In the warmer RCP8.5 reference scenario,
the absolute increase in mass loss due to the melt-albedo feedback is higher. In
relative terms, however, the melt-albedo feedback drives only 58% additional
mass loss compared to the lower-bound RCP8.5 scenario.

In comparing the upper-bound scenario (broken feedback loop, low albedo
values) to the reference scenario (closed feedback loop), we can estimate how
much additional ice loss might be possible due to changes in albedo after, e.g.,
extreme melt events. Note that albedo values might decrease even further than
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we assumed in this scenario due to the accumulation of dust or algae growth.
In the upper-bound RCP2.6 scenario, mass losses increase more than twofold
compared to the reference scenario, while under higher warming (RCP8.5),
ice losses in the upper-bound scenario increase by only 12%. The impact of
additional decreases in albedo diminished with warmer forcing temperatures, as
the melt-albedo feedback is already close to its upper limit even in the reference
scenario due to high melt rates.

Note that these scenarios do not explore parametric uncertainty, in contrast
to the results discussed in Section 3.1 which refer to the reference experiment
with a closed feedback loop, but rather try to establish upper and lower bounds
for the possible impact of the melt-albedo feedback in the warming scenarios.
However, the ice losses in the upper-bound scenario, in particular, are sensitive
to changes in the albedo value applied (here, we used the ice-albedo) and to
changes in the duration of the albedo anomaly.

In this study, the melt-elevation feedback seems to have less impact than
the melt-albedo feedback on the evolution of the Greenland Ice Sheet under
warming: It drives only about 10% of the mass losses until 2300, compared to
a simulation where the local temperature does not ch