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Understanding local electronic
structure variations in bio-inspired

aromatic molecules

Abstract

In this thesis, the dependencies of charge localization and itinerance in two classes of aromatic molecules
are accessed: pyridones and porphyrins. The focus lies on the effects of isomerism, complexation, sol-
vation, and optical excitation, which are concomitant with different crucial biological applications of
specific members of these groups of compounds. Several porphyrins play key roles in the metabolism of
plants and animals. The nucleobases, which store the genetic information in the DNA and RNA are
pyridone derivatives. Additionally, a number of vitamins are based on these two groups of substances.
This thesis aims to answer the question of how the electronic structure of these classes of molecules is
modified, enabling the versatile natural functionality. The resulting insights into the effect of consti-
tutional and external factors are expected to facilitate the design of new processes for medicine, light-
harvesting, catalysis, and environmental remediation.

The common denominator of pyridones and porphyrins is their aromatic character. As aromaticity
was an early-on topic in chemical physics, the overview of relevant theoretical models in this work also
mirrors the development of this scientific field in the 20th century. The spectroscopic investigation of
these compounds has long been centered on their global, optical transition between frontier orbitals.

The utilization and advancement of X-ray spectroscopic methods characterizing the local electronic
structure ofmolecular samples form the core of this thesis. The element selectivity of the near-edgeX-ray
absorption fine structure (NEXAFS) is employed to probe the unoccupied density of states at the nitro-
gen site, which is key for the chemical reactivity of pyridones and porphyrins. The results contribute to
the growing database of NEXAFS features and their interpretation, e.g., by advancing the debate on the
porphyrinNK-edge through systematic experimental and theoretical arguments. Further, a state-of-the-
art laser pump–NEXAFS probe scheme is used to characterize the relaxation pathway of a photoexcited
porphyrin on the atomic level.

Resonant inelastic X-ray scattering (RIXS) provides complementary results by accessing the highest
occupied valence levels including symmetry information. It is shown that RIXS is an effective experi-
mental tool to gain detailed information on charge densities of individual species in tautomericmixtures.
Additionally, the hRIXS andMETRIXS high-resolution RIXS spectrometers, which have been in part
commissioned in the course of this thesis, will gain access to the ultra-fast and thermal chemistry of pyri-
dones, porphyrins, and many other compounds.

With respect toboth classes of bio-inspired aromaticmolecules, this thesis establishes that even though
pyridones and porphyrins differ largely by their optical absorption bands and hydrogen bonding abili-
ties, they all share a global stabilization of local constitutional changes and relevant external perturbation.
It is because of this wide-ranging response that pyridones and porphyrins can be applied in a manifold
of biological and technical processes.
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Zusammenfassung

In dieser Arbeit werden die Abhängigkeiten von Ladungslokalisierung und -wanderung in zwei Klassen
von aromatischen Molekülen untersucht: Pyridone und Porphyrine. Der Schwerpunkt liegt auf den
Auswirkungen von Isomerie, Komplexierung, Lösung (inWasser) und optischer Anregung, die mit ver-
schiedenen entscheidendenbiologischenAnwendungen spezifischerMitglieder dieserGruppenvonVer-
bindungen einhergehen. Mehrere Porphyrine spielen eine Schlüsselrolle im Stoffwechsel von Pflanzen
und Tieren. Die Nukleobasen, die die genetische Information in der DNA und RNA speichern, sind
Pyridonderivate. Auch mehrere Vitamine basieren auf diesen beiden Stoffgruppen. Ziel dieser Arbeit
ist es, die Frage zu beantworten, wie die elektronische Struktur dieser Molekülklassen modifiziert wird,
sodass die vielfältigen Funktionen in derNatur ermöglichtwerden. Die sich daraus ergebendenErkennt-
nisse über die Wirkung konstitutioneller und externer Einflussfaktoren ermöglichen die Entwicklung
neuer Verfahren in der Medizin, Katalyse, Solar- und Umwelttechnik.

DieGemeinsamkeit vonPyridonenundPorphyrinen ist ihr aromatischerCharakter. DaAromatizität
vonBeginn der chemischenPhysik an thematisiertwurde, spiegelt derÜberblick relevanter theoretischer
Modelle in dieser Arbeit auch die Entwicklung dieses Wissenschaftsgebiets im 20. Jahrhundert wieder.
Die spektroskopischeUntersuchung dieser Verbindungen konzentrierte sich lange Zeit auf die globalen,
optischen Übergänge zwischen den Grenzorbitalen.

DieAnwendungundWeiterentwicklung röntgenspektroskopischerMethoden zurCharakterisierung
der lokalen elektronischen Struktur von molekularen Proben bilden den Kern dieser Arbeit. Die Ele-
mentselektivität der Röntgen-Nahkanten-Absorptions-Spektroskopie (NEXAFS) wird genutzt, um die
unbesetzte Zustandsdichte an den Stickstoffatomen zu untersuchen, welche für die chemische Reak-
tivität von Pyridonen und Porphyrinen verantwortlich sind. Die Ergebnisse tragen zum wachsenden
Bestand von NEXAFS-Spektren und ihrer Interpretation bei, z.B. indem sie die Debatte über die N
K-Kante von Porphyrinen durch systematische experimentelle und theoretische Argumente voranbrin-
gen. Zudemwird einmodernes Laser-Pump–NEXAFS-Probe System verwendet, umdenRelaxations-
prozess eines photoangeregten Porphyrins auf atomarer Ebene zu charakterisieren.

Die resonante inelastische Röntgenstreuung (RIXS) liefert komplementäre Ergebnisse, indem sie die
höchsten besetzten Valenzniveaus einschließlich Symmetrieinformationen zugänglich macht. Es wird
gezeigt, dass RIXS eine effektive experimentelle Methode ist, um detaillierte Informationen über die
Ladungsdichten einzelner Tautomere in einem Gemisch zu erhalten. Zudem werden es die hochauf-
lösenden RIXS-Spektrometer hRIXS und METRIXS, die im Rahmen dieser Arbeit mit in Betrieb ge-
nommenwurden, erlauben, Informationen zur ultraschnellenund thermischenChemie vonPyridonen,
Porphyrinen und vielen anderen Verbindungen zu gewinnen.

Im Hinblick auf beide Klassen biologisch inspirierter, aromatischer Moleküle wird in dieser Arbeit
gezeigt, dass sich Pyridone und Porphyrine zwar durch ihre optischen Absorptionsbanden und ihre
Fähigkeit zu Wasserstoffbrückenbindungen unterscheiden, aber alle Verbindungen eine globale Stabi-
lisierung lokaler Konstitutionsänderungen und relevanter äußerer Einflüsse aufweisen. Aufgrund dieser
weitreichenden Anpassung können Pyridone und Porphyrine in einer Vielzahl von biologischen und
technischen Prozessen eingesetzt werden.
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1
Introduction

This thesis concentrates on the electronic structure variations of the pyridone and porphyrin groups of
molecules. A fundamental understanding of the electronic states, their occupancies and influencing fac-
tors is of physical, biological, and chemical interest. The proper description of the interactions between
electrons, atomic nuclei, and photons touches upon the core of quantummechanics and hence modern
physics. Especially porphyrins are promising building blocks for molecular electronics158 and organic
semiconductors28. These technologies have the potential for the further miniaturization of electronic
devices and the utilization of quantum effects. The possibility to use chemical bulk production for their
manufacturing promises atomic precision and tunability, as well as cost-efficiency. Considering the bio-
logical functions of pyridones and porphyrins, a fundamental understanding of the electronic structure
and its parameters helps to comprehendnatural processes such as photosynthesis, oxygen transport, stor-
age of genetic information, or the cause and pathology of related diseases157,143,96. This knowledge can
be applied, e.g. in the development of artificial photosynthesis110,52 or medical treatment14,134,92 by tai-
loring the molecular structure of bio-inspired compounds. The common denominator of all molecules,
which are investigated in this thesis as well as their biologically relevant derivatives, is their aromatic char-
acter.

Aromaticity is a quantum-mechanical property with global intramolecular effects up to the meso-
scopic scale69. The term aromatic stems from the odor of the first compounds of this class of molecules
which were investigated in the 19th century152. While many of these molecules do not exhibit a dis-
tinctive aroma, they all show characteristic absorption bands which shift with increasing size from the
ultraviolet (UV) to the visible (VIS) range causing grass to be green and blood to be red51 – in most of
the cases. The green blood of some worms40 demonstrates that it is not the metal center of the oxygen
transport complex, but the porphyrin ligand, which is responsible for the color. Besides their optical
properties, aromatic molecules are characterized by a high thermodynamic stability and a low chemical
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reactivity69, giving rise to their wide applicability.

The basis for the optical appearance, the high stability, and all other molecular properties leading to
the diversified functions of pyridones, porphyrins, and their derivatives is the electronic structure25. All
these molecules have a highly delocalized π electron system in common, which is usually the result of
the planar geometry of these cyclic species with resonance structures of alternating single and double
bonds. In benzene (C6H6) – the prototypical aromatic molecule – the charge is equally distributed over
all carbon atoms. The introduction of a heteroatom like nitrogen unbalances the electron density giving
rise to chemical reactions, such as proton transfer and complex formation of pyridine (C5H5N), pyrrole
(C4H4NH), as well as their investigated derivatives44. Peripheral substitution of the aromatic center
leads to further modifications of the electronic structure depending on the position and orientation of
specific groups (isomerism). The resultingmolecular structure is furthermodified by external influences,
i.e. interactions with a solvent (solvation) or UV/VIS photons. The latter can be treated as a major
perturbation raising the system to excited states of different multiplicities, molecular geometries, and
potential energy surfaces compared to the ground state. The influence of all these internal constitutional
and external effects in the form of hydrogen bonding and optical excitation are addressed in this thesis.

X-ray spectroscopy has been shown to be ideally suited to monitor the electronic structure as a func-
tion of the above-mentioned perturbations49,31,68. The unique feature of this toolbox is the element
selectivity, hence the methods allow to probe widespread state and charge differences locally – in this
work at the nitrogen heteroatoms. These were chosen due to their role to enable chemical activity and
their predominance in the aromatic moieties of biomolecules compared to other heteroatoms. The site
selectiveness of nitrogen K-edge spectroscopy is a result of the excitation of the localized 1s electrons. By
inducing transition to bound states and observing the absorption and subsequent emission of X-rays,
information is obtained on the unoccupied and occupied manifold of valence states, respectively. In
detail, X-ray absorption spectroscopy in the energy region of, but mainly below the ionization potential
– also known as near-edge X-ray absorption fine structure (NEXAFS)139 — is applied in this thesis; as
well as resonant inelastic X-ray scattering (RIXS)46 – describing the fluorescence caused by the absorp-
tion in the same energy window. Thereby, the influence of complexation, isomerism, solvation, and
UV/VIS excitation on the electronic levels and their occupation close to the Fermi level is determined –
revealing a global response to local constitutional changes and for the class of molecules relevant external
perturbations.

In publication I the interaction of the electronic and solvation structure is studied on the example of
pyridine and pyridone isomers (POs), in which one of the hydrogen atoms of pyridine is substituted by a
hydroxyl group ( OH). The proton transfer between these POs and their hydroxypyridines (HP) coun-
terparts – in which the nitrogen site is protonated instead of the oxygen one – is a prototypical example
for tautomerism137 and of biological interest due to the close relationship with vitamin B6

99,140 and nu-
cleobases100. Independent of the distance between the oxygen and nitrogenmoieties, theHP tautomers
are dominating in the gas phase. However, in aqueous solution, the PO tautomers are dominating or
present in equal proportion depending on the substitution position. The analysis of the NEXAFS re-
veals that the three orders of magnitude difference of the tautomeric constant74,11 and also acidity1,8

upon hydration is a result of the internal degree of charge delocalized onto the substituent as well as the
steric hindrance or enhancement of solvation in the PO isomers.
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In 3PO the substituent is least conjugated, leading to a 1:1 mixture with 3HP – even though 3PO is
highly stabilized by hydrogen bonding with the solvent10. It has been a long-standing chemical problem
to obtain individual information on the molecular structure of each species in a tautomeric mixture. In
publication II, the utilization of the chemical selectivity and scattering anisotropy of RIXS45 to disen-
tangle spectral features of suchmixtures is generally proposed and exemplified by an aqueous 3HP/3PO
solution. It is established that the polarization of the occupied orbitals is inverted between the tautomers:
3HP shows a higher charge density at the oxygen site in accordance with the higher electronegativity and
is therefore dominating in the gas phase, whereas the orbital rehybridization upon hydration enhances
the favorability of 3PO.

Compared to the rather small six π electron systems considered so far, the aromatic porphyrinmacro-
cycle – of at least 18 π electrons which are distributed over four pyrrole moieties and methine ( CH )
bridges – shows a low solvent dependency49. On the other hand, the incorporation of a metal ion form-
ing coordinate bonds to each pyrrole nitrogen has severe effects on the electronic structure. Publication
III identifies the porphyrin center as a regulator for metal-ligand covalency and π hybridization to outer
substituents by NEXAFS spectroscopy. It becomes clear why magnesium is used in natural photosyn-
thesis73, while zinc porphyrin is better suited for the technical imitation148. The maximum charge de-
localization between the metal center and porphyrin ligand is established for transition metals, giving
rise to the natural occurrence of iron porphyrins for oxygen transport in blood71 and the application of
copper porphyrin derivatives for catalysis, in pharmaceuticals, as well as in the food industry43,22,123.

The natural precursor ofmetal porphyrins, the so-called free base formwith twoprotons in the center,
is studied by laser pump –X-ray probe spectroscopy in publication IV. The time-dependentNEXAFS is
used to uncover the unusual deactivation path thatmakes this species an efficient photosensitizer for sin-
glet oxygen generation18 and a promising candidate for organic photovoltaics54. By direct observation
of the frontier orbitals, the question of the present excited state electronic configurations is answered. In
addition, the competition between stabilization by the conservation of angular momenta and vibronic
relaxation is established to govern the de-excitation in this chromophore.

Besides the physical insights into biochemical processes, this thesis is characterized by advancements
in experimental and theoretical methodologies. For example, the recently proposed restricted subspace
approximation150 for the efficient calculation of RIXS spectra is applied to study solvation effects on the
electronic structure – not only statically but also in combination with molecular dynamics simulations
mimicking ambient conditions. In the course of this thesis, the restricted subspace approximation is also
adapted to NEXAFS spectrum simulation of optically excited states.

For the acquisition of the corresponding experimental laser pump – X-ray probe data, the state-of-
the-art nmTransmission NEXAFS endstation has been used. The RIXS data has been acquired at the
high-transmission EDAX spectrometer, which has been permanently installed and commissioned at the
high-flux beamline UE49-SGM (Bessy II, Berlin) as part of this thesis. Additionally, the high-resolution
spectrometersHeisenberg RIXS (hRIXS) andmomentum and energy transfer RIXS (METRIXS) have
been initially commissioned and optimized regarding data acquisition and analysis. Both setups will be
able to gain access to the potential energy surfaces inter alia of bio-inspired aromatic molecules in the
near future.
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2
Physical aromatic chemistry

The molecular structure of aromatic molecules, giving rise to their unique features, is governed by the
principles of quantum mechanics. As aromaticity – mainly in the form of benzene – was one of the
first problems studied by the emerging chemical physics in the first half of the 20th century, the follow-
ing approaches to describe the electronic structure not only serve as the theoretical foundation of this
thesis but also mirror the developments in this scientific field: valence-bond theory, Hückel molecular
orbital theory and its further developments culminating in modern computational methods86. At the
end of this chapter, the influences of hydrogen bonding and photoexcitation on the chemical structure
of aromatic biomolecules are discussed.

2.1 Electronic structure

Thequantummechanical descriptionofmatter is basedon theSchrödinger equation. The time-indepen-
dent form was published in 1926131 and relates the wave function of a system (Ψ) to its energy (E).

ĤΨ = EΨ (2.1)

Ĥ denotes the Hamiltonian operator which evaluates the kinetic and potential energy of the system.
The solution of the Schrödinger equation for the hydrogen atom yields three quantities, which define

the state of the electron: the principal (n), the azimuthal (l), and the magnetic (ml) quantum number5.
Based on these quantum numbers the single-electron wave functions – or orbitals – of all elements are
classified. For example, the carbon and nitrogen 2pz atomic orbitals, which are the origin of aromaticity,
correspond to n = 2, l = 1, andml = 0.

Already one year before the Schrödinger equation was published, Pauli postulated a set of four quan-
tum numbers, out of which at least one has to be different between any two electrons of a single atom.
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Shortly after, the additional quantumnumberwas interpreted as intrinsic angularmomentum (spin)147.
As a consequence, chemical bonds are described by pairs of electrons with antiparallel spin in one or two
overlapping orbitals.

The study of molecular systems solely based on the Schrödinger equation is impossible since no an-
alytical solution exists even for the smallest molecule (H +

2 ), as it consists of three particles4. Therefore
approximations need to be applied out of which the one by Born & Oppenheimer is used in virtually
all theories of molecular structure. Since atomic nuclei are much heavier than electrons, the latter adapt
to positional changes of the nuclei on a fast timescale. Therefore the Schrödinger equation of the elec-
tronic system can be solvedwith fixed nuclei positions yielding the electronic structure for that geometry.
The optimization of the nuclei positions in order tominimize the potential energy yields the equilibrium
structure. The representation of themolecular energy as a function of bond lengths and angles is referred
to as potential energy surface and allows to predict the course of chemical reactions4.

Consequently, the concepts of electronic structure and potential energy surfaces are the result of the
Born-Oppenheimer approximation. The limitation of this approach is that the coupling of electronic
and nuclear (vibrational) motion is neglected. In publication IV, it is exemplarily shown that even for
moleculeswhere this vibronic coupling is essential for the relaxation after photoexcitation, the evaluation
of the electronic structure at the equilibrium geometries of the intermediate states is in good agreement
with the experimental findings.

2.2 Valence-bond theory

Valence-bond theory provides a rather intuitive quantum mechanical description of chemical bonds,
as they are treated as paired electrons similar to the common representation in Lewis structures. This
theory is therefore used in this thesis for the qualitative description of electronic structure variations
upon constitutional modifications. The following presentation of this theory is based on Atkins et al.,
but focuses on the prominent role of benzene as a prototypical aromatic molecule.

In valence-bond theory, a covalent bond is formed by two electrons, which remain in the atomic or-
bitals of separate atoms (A,B) while pairing their spins. The unnormalized wave function of the two
electrons with position vector r⃗1 and r⃗2 is given by

Ψ(⃗r1, r⃗2) = ψA(⃗r1)ψB(⃗r2)± ψA(⃗r2)ψB(⃗r1). (2.2)

The linear combination, which is a result of the indistinguishability of electrons, allows interference of
the two wave functions. In the + case, this interference is constructive, which enhances the electron
density in the internuclear region and lowers the energy of this configuration.

To describe the electronic structure of benzene (Fig. 2.1a), the concept of orbital hybridization needs
to be introduced. While the ground state configuration of a carbon atom (1s22s22p1x2p1y) provides only
two unpaired electrons, the notional excitation (promotion) 2s→ 2pz gives rise to the capability of car-
bon to form four bonds. In addition, the inequality of the s and up to three p orbitals can be lifted by
interference between these orbitals yielding up to four hybrid orbitals which take the maximum angle
between each other. In aromaticmolecules, two p orbitals (e.g. 2px, 2py) participate in the hybridization
forming three hybrid orbitals pointing to each corner of a triangle, of which the surface is perpendicular
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Figure 2.1: a) Valence orbitals of carbon in benzene according to valence‐bond theory. b) Benzene resonance structures. c) Pyridine
substitution positions and resonance structures.

to the non-hybridized p (e.g. 2pz) orbital. The geometry of these four orbitals gives rise to the planar
structure of aromatic molecules. In this context, orbitals are typically classified by their symmetry with
respect to the molecular plane into σ (symmetric) and π (anti-symmetric) orbitals86.

The full agreement of the 120◦ bond angle in the benzene hexagon with the angle between the hy-
bridized orbitals is suggestive of the high stability of this molecule. However, the main factor for the
low reactivity of benzene is the delocalization of the six electrons in the π orbitals. This is represented in
valence-bond theory by the concept of resonance (Fig. 2.1b). Therein, the total electronic wave function
is improved and the corresponding ground state energy lowered by the superposition of multiple wave
functions in the same molecular geometry, e.g.

Ψ = Ψ( ) + Ψ( ). (2.3)

The combinationof these resonance structures accounts for the equal bond length in benzene in contrast
to alternating longerC C and shorterC Cbonds. The equivalence of all bond lengths is characteristic
for aromatic systems and hence a possible measure to quantify the degree of aromaticity80,81.

For pyridine, where a carbon atom of benzene is replaced by a more electronegative nitrogen atom,
ionic resonance structures gain importance, which are shown in Figure 2.1c. They suggest a reduction of
the electrondensity at the carbon atomsnext to thenitrogen atom(2 inFig. 2.1c) andon theopposite side
of the ring (4 in Fig. 2.1c). This observation is related to the functionality of three pyridine derivatives
commonly referred to as vitamin B6. In all of these molecules, a hydroxyl group ( OH) substitutes the
hydrogen atomat the intermediateposition (3 inFig. 2.1c). Theparticularity of this isomer in the vitamin
B6 core moiety 3HP is fathomed in publication I. While valence-bond theory is useful for predictions
of substituent effects – not only in the case of vitamin B6 – the concept of molecular orbitals is usually
employed for the quantitative description of the chemical structure.

2.3 Hückel molecular orbital model

Hückel’s description of aromaticity can be seen as the cornerstone of molecular orbital theory86. It is a
precursor of the computationalmethods used in this thesis, whichwill be introduced in the next section.
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In contrast to a valence-bond between two atomic orbitals, a molecular orbital can be distributed over
all atoms in a molecule. To reduce the complexity and enable the solution of the Schrödinger equation
(2.1) for polyatomic compounds, molecular orbitals are approximated by linear combinations of atomic
orbitals (ψr)

5

Ψ =
∑
r

crψr. (2.4)

Allmodern electronic structure calculations are additionally based on the variational principle, stating
that the expectation value of the Hamiltonian (E) for any wave function is always larger or equal to the
true energy (E0). Including the normalization

∫
Ψ⋆Ψdτ of the trial wave function (Ψ), the variational

principle can be expressed by4

E0 ≤ E =

∫
Ψ⋆ĤΨdτ∫
Ψ⋆Ψdτ

. (2.5)

The substitutionof equation2.4 into2.5 and thedefinitionsof the resonance integralHrs =
∫
ψrĤψsdτ

and overlap integral Srs =
∫
ψrψsdτ of two atomic orbitals ψr and ψs yields

44,5

E =

∑
r
∑

s c⋆r csHrs∑
r
∑

s c⋆r csSrs
. (2.6)

To obtain values for the coefficients at the energy minimum of the given set of orbitals, the partial
derivatives ∂E

∂ci need to be zero. The resulting secular equations are usually transformed into their matrix
representation,which contains the resonance integrals in theHamiltonianmatrixH, theoverlap integrals
in S, the coefficients of atomic orbitals in c, and the energies in the diagonal matrix E4.

0 = (H− ES)c (2.7)

From algebra it is known that a non-trivial solution for the coefficients in c only exist, if the secular
determinant vanishes44.

0 = |H− ES| (2.8)

In the specific case of benzene, the solution of equation 2.8 requires 42 electrons to be described (and
12 nuclei if the Born-Oppenheimer approximation would not be applied). The Hückel approximation
helps to simplify the procedure, by considering only the six electrons of the unhybridized C 2p orbitals
(see section 2.2), which form the delocalized π system44. Additionally, the overlap integrals are assumed
to be negligible for atomic orbitals of different atoms (Srs = 0 for r ̸= s). Since the overlap of an orbital
with itself is one (Srr = 1), the overlap matrix turns into a unit matrix (S = 1) and is neglected within
theHückel approximation. Furthermore, eachCoulomb integral (Hrr), which is related to the energy of
an electron occupying ψr, is set to α. The remaining resonance integralsHrs are set to β for neighboring
atoms and otherwise to zero4. If r and s are integers denoting one of the six C 2pz orbitals in benzene
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the determinant is modified as follows.

0 =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

H11 − ES11 ... H16 − ES16
H21 − ES21 ... H26 − ES26
H31 − ES31 ... H36 − ES36
H41 − ES41 ... H46 − ES46
H51 − ES51 ... H56 − ES56
H61 − ES61 ... H66 − ES66

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Hückel
≈

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

α − E β 0 0 0 β
β α − E β 0 0 0
0 β α − E β 0 0
0 0 β α − E β 0
0 0 0 β α − E β
β 0 0 0 β α − E

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(2.9)

The simplified determinant yields six energy levels corresponding to six molecular orbitals, which are
denoted (E) in the following. According to the aufbau principle, the benzene configuration of frontier
orbitals is (α+2β)2 (α+ 1β)2 (α+ 1β)2 (α− 1β)0 (α− 1β)0 (α−2β)0, where both α and β are negative4.
The aromatic stability stems from the occupation of all bonding (E < α) and neither non-bonding
(E = α) nor anti-bonding (E > α) molecular orbitals44.

The solution for benzene has been generalized to any CNHN monocycle by Hückel. The energy of
the π orbitals is given by64,65

E = α + 2β cos
(
2π
N

k
)

with

N is even: k = 0,±1,±2, ...,+N
2 .

N is odd: k = 0,±1,±2, ...,±N−1
2 .

(2.10)

This equation has two important implications for the molecules considered in this thesis:
Firstly, full aromatic stabilization is only reached for N π electrons, where N = 4n + 2 with n =

1, 2, 3.... This is because for an odd N, not all bonding orbitals can be doubly occupied, while all an-
tibonding orbitals are unoccupied. The delocalization energy4 is therefore reduced. If N is even, the
considered molecular orbitals consist of energetically symmetric pairs viz. α ± bβ with 0 ≤ b ≤ 2.
For N = 2, 6, 10, ... exactly all bonding π orbitals are occupied. However, for N = 4, 8, 12, ... k can
have the value of N

4 , in which case two singly occupied orbitals of non-bonding character are expected
(α + 2β cos(2πN

N
4 ) = α), which do not contribute to the stabilization of the respective molecule. Thus,

monocyclic systems with 4n + 2 and 4n π electrons are considered to be aromatic and anti-aromatic
respectively.

Secondly, the energy gap between the highest occupied molecular orbital (HOMO) and the lowest
unoccupiedmolecular orbital (LUMO) is continuously reduced for an increasing value ofn, since α±2β
are always the highest and lowest π orbitals while more and more molecular orbitals with intermediate
energies are formed44. This has important implications on the photophysical properties of aromatic
molecules, as discussed in section 2.5.2.

As shown in Figure 2.2, pyridine, pyrrole and the porphyrin macrocycle contain an aromatic system
of six or 18 π electrons and are therefore expected to exhibit a similar chemical stabilization as benzene.
However, the higher electronegativity of nitrogen unbalances the charge distribution in themolecule (as
discussed in section 2.2). In theHückelmodel this effect can be expressed by an increase of theCoulomb
integralHNN = α + b · β (bPyridine ≈ 0.5, bPyrrole ≈ 1.5)44.

As a result of the charge imbalance, these heterocyclic systems participate in proton transfer and com-
plex formation reactions, which are the foundation of their biological functions. The significant role of
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Figure 2.2: Lewis structures with highlighted aromatic electron pairs (red): a) pyridine, b) pyrrole, and c) porphyrin.

aromaticity in nature can be explained by the high stability of these molecules according to the Hückel
model. While the underlying approximations facilitate the understanding of aromaticity86, for the pre-
cise analysis of the electronic structure (as provided by all publications of this thesis) modern computa-
tional methods are superior.

2.4 Computational methods

This section focuses on Hartree-Fock-based methods and density functional theory according to the
description of Atkins & Friedman if not stated otherwise. Both approaches are employed in this thesis
to model the electronic structure of bio-inspired aromatic molecules.

TheHartree-Fock (HF)method56, which is thebasis formostab initio calculations for smallmolecules
is based on the variational principle (equation 2.5). The relativistic electron spin is introduced into the
classical Schrödinger equation (2.1) by multiplying the wave function of each electron with a spin func-
tion. The resulting spin-orbital is denoted φu(v) in the following, where u and v indicate the individual
spin-orbital and electron, respectively. In order to ensure the Pauli principle, which states (more gener-
ally than the exclusion principle in section 2.1) that the total wave functionmust be antisymmetric upon
interchanging two fermions, thewave function of the system is typically expressed as a Slater determinant

Ψ = (N!)−
1
2

∣∣∣∣∣∣∣∣
φa(1) ... φz(1)
...

...
...

φa(N) ... φz(N)

∣∣∣∣∣∣∣∣ , (2.11)

whereN denotes the number of electrons and a, ...z index the same number of spin-orbitals.
When neglecting the spin polarization, which is valid for a system of fully doubly occupied orbitals,

the HF equation of an individual electron v in the averaged field of the otherN− 1 electrons reads

fvψu(v) = εuψu(v) (2.12)

Therein, εu denotes the energy of the orbital u and fv is the Fock operator. fv includes the one-electron
Hamiltonian of the electron v, the Coulomb repulsion between the electrons (Coulomb operator), and
the energy modification by spin correlation as a consequence of the Pauli principle (exchange operator).

Since the solution of the HF equation (2.12) for one electron demands the knowledge of theN − 1
other orbitals, the calculation starts with approximated wave functions. These orbitals are iteratively
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optimized by solving (2.12) for all electrons yielding optimized wave functions and new averaged poten-
tials. The iteration is stopped when the orbitals do not change more than a certain threshold. In other
words, this procedure yields self-consistent orbitals and is therefore also referred to as the self-consistent
field method (SCF).

In order to apply the HF-SCF procedure to molecular systems, the computational complexity is re-
ducedbydefining spatialwave functions as a linear combinationofbasis functions analogous to the linear
combination of atomic orbitals (equation 2.4). The HF equivalents of the matrix problem in equation
2.7 are known as Roothaan equations. As in equation 2.8, the energies of the iteratively optimized or-
bitals in HF-SCF can be calculated from the secular determinant. The accuracy of the computational
results and the computation time depend on the size of the selected basis set.

Evenwith an infinite set of basis functions, the inherent neglection of instantaneous electron-electron
interactions that are averaged in theHFmethod cannot be overcome. These electron correlations are ac-
counted for in post-HF methods such as perturbation theory or configuration interaction (CI) calcula-
tions. In the latter, not a single Slater determinant is used for the wave function of the electronic system,
but a linear combination of multiple ones, representing excited states in which not all energetically low
spin-orbitals are occupied.

In the complete active space self-consistent field method (CASSCF)118 only those wave functions
are linearly combined, in which a set of inactive orbitals is always occupied and a set of virtual orbitals
is never occupied. The considered Slater determinants arise from all excitations within the remaining
active orbitals. In contrast to simpler CI calculations, both the expansion coefficients defining the single
orbitals frombasis functions and those determining the totalwave function from the Slater determinants
are optimized during a CASSCF calculation.

With today’s computational power, CASSCF calculation can be carried out for medium-sized mole-
cules like pyridine derivatives (HP/PO in publication I), but they are computationally too expensive for
large molecules such as porphyrins (publication III, IV) or a large number of calculations for different
molecular geometries (publication II). In this case density functional theory (DFT) is applied.

DFT is based on the theoretical foundation byHohenberg&Kohn and the practical implementation
of Kohn & Sham (KS), who have shown how the energy of a ground-state N-electron system can be
obtained from the electron density

ρ(⃗r) =
N∑
j=1

|ψKSj (⃗r)|2. (2.13)

For optimizing a trial electron density, the KS equations are used. In these modified Schrödinger
equations, the KS Hamiltonian depends on the electron density and the solution yields the KS orbitals
ψKSj (⃗r). These orbitals are the basis for a new electron density, which is then again used to solve the KS
equations. This iterative procedure is carried out until convergence is reached4.

The drawback of this approach is that the KSHamiltonian is not completely known. While the eval-
uation of the kinetic, potential, and coulomb energy is established, the exchange and correlation energy
can only be approximated. Two exchange-correlation functional families are used in this thesis, PBE/
PBE0 for ab initio and BLYP/ B3LYP/ BHandHLYP/ CAM-B3LYP for semi-empirical calculations.
The members of these families differ in terms of exact HF exchange.

11



In publication III, the performance of different exchange-correlation functionals is a subject of dis-
cussion. In short, pure functionals (such as BLYP12,91) describe the electronic structure of the aromatic
porphyrin macrocycle well. However, if the focus lies on the porphyrin as a ligand of a metal complex
the incorporation of exact HF exchange is demanded (as provided by BHandHLYP13)24,16. In range
separated functionals (e.g. CAM-B3LYP159), the amount of HF exchange is no longer constant but in-
creases with distance. While this group has been proposed for aromatic molecules in different fields17,70,
the agreement with X-ray spectroscopic data is rather poor (more information on the used time-depend
DFT are provided in section 3.2.4). The selection and development of exchange-correlation functionals
is an open scientific task that is not limited to the description of the electronic properties of aromatic
molecules.

2.5 Influencing factors on biochemical systems

The electronic structure of bio-inspired aromatic molecules depends on multiple factors, out of which
the chemical composition is most important. As mentioned in section 2.3, the nitrogen heteroatom in-
troduces reactivity into the stable benzene ring, giving rise to substitution and complex formation reac-
tions. Both are addressed in the publications presented in this thesis. Additionally, the effect of external
influences – such as hydrogen bonding by the solvent or optical excitations – on the electronic structure
are assessed. The theoretical description of these influencing factors is summarized in this section.

2.5.1 Hydrogen bonding

Hydrogen bonding is the dominant solvent-induced effect in all publications included in this thesis and
biologically relevant for the three-dimensional order of nucleic acids and proteins3.

The computational evaluationofhydrogenbonding is typically achievedbymolecular dynamics (MD)
simulations. Thereby, the temporal evolution of the arrangement ofmolecules at a defined temperature,
corresponding to themean kinetic energy, can be followed4. Classical force fields are used at least for sol-
vent molecules as the trajectory of whole atoms largely obeys Newton’s laws of motion: Bending and
stretching of bonds are modeled by oscillators; electrostatic and van derWaals interactions by Coulomb
and Lennard-Jones potentials, respectively62.

Out of theMD simulations the average hydrogen bond number, length, and angle can be determined
for each molecular site. Additionally, general characteristics of the solvation such as radial distribution
functions and solvent densities are obtained. This information can be further used to create minimally-
solvated models for a full quantum mechanical treatment (as shown in publication I). In this case, the
description of the environment beyond the first solvation shell becomes important.

The conductor-like polarizable continuummodel (CPCM) is a tool for such an implicit treatment of
solvation, which is used in all publications of this thesis. In the CPCM approach, the solute is enclosed
in a molecule-shaped cavity, which separates it from the solvent continuumwith a constant dielectricity.
In an infinitely polar solvent, the apparent polarization charges on the surface of this cavity completely
cancel out the electrostatic potential of the solute. In a real solvent this effect is reduced according to
the dielectric constant. The inclusion of the resulting approximated charges in the Fock operator or
KSHamiltonian allow an efficient treatment of electrostatic solvation effects in the previously described
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Figure 2.3: UV/VIS spectra [energy of most intense feature] of chlorophyllin [3.1 eV], hemin [3.0 eV], as well as the 3PO [4.0 eV] and 3HP
[4.5 eV – assignment based on Metzler & Snell] tautomers.

computational methods9,20.

2.5.2 Optical excitation

As optical spectroscopy is a widely used tool for the characterization of aromatic compounds, this the-
sis builds upon the concepts developed for the interpretation of UV/VIS spectra of the investigated
molecules. Figure 2.3 shows the optical absorption spectra of chlorophyllin, hemin (chloride salt of the
oxygen transport complex heme), as well as the 3HP and 3PO tautomers. As derived from the Hückel
model (section 2.3) theHOMO–LUMOgapof aromaticmolecules decreaseswith the number of π elec-
trons. Therefore the corresponding absorption band moves to higher energies with decreasing aromatic
ring size146,77.

The alternative – but closely related121 – free electron ring model provides a more direct explanation
of the shifts and also the splitting of the porphyrin (hemin) and chlorin (chlorophyllin) bands. While
the approximation of aromaticmolecules by a particle on a ring was initially proposed by Schmidt 86, the
application to porphyrins and derivatives is the life’s work of Gouterman 48.

The approach can be motivated by a persistent ring current in an external magnetic field112,94,93,128,
which is another defining property of aromatic systems19. The Schrödinger equation (2.1) for an elec-
tron (with mass me) on a ring with radius r yields the energy Eml dependent on the quantum number
ml

4

Eml =
ℏ2ml

2

2mer2
withml = 0,±1,±2, ... . (2.14)

Thus, the HOMO-LUMO gap corresponding to the energetically lowest absorption feature is in this
simple model expected to be indirectly proportional to the square of the radius Eml+1 − Eml ∝

2ml+1
r2 .

Considering the 18 π electron ring of porphyrins, the ground state configuration can be expressed by
(0)2 (±1)4 (±2)4 (±3)4 (±4)4 (±5)0, if (ml) denotes the energetically lowest orbital or a pair of the
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remaining, degenerate ones. The total angular momentum is Lz =
∑

mlℏ = 0. Since the frontier
orbitals consist of two degenerate pairs, the two lowest singlet excited states are dominated by configu-
ration interactions leading to an average configuration of (+4)1.5(−4)1.5(+5)0.5(−5)0.5. The excited
states differ by their total angular momentum of either Lz = ±1ℏ or Lz = ±9ℏ. Following the con-
siderations of Hund for atomic spectra87, the Lz = ±1ℏ state is high and the Lz = ±9ℏ state low in
energy. From the dipole selection rules*, it can be seen that the ΔLz = ±1ℏ band is allowed, while the
ΔLz = ±9ℏ is forbidden50.

In publication IV, this model is discussed in terms of the generation of singlet oxygen by photoexcited
free base porphyrins, which have an absorption spectrum similar to hemin. When free base porphyrins
accumulate in the body of patients with erythropoietic protoporphyria, who exhibit an inborn reduced
activity of the enzyme which converts (free base) protoporphyrin IX to heme, the generation of singlet
oxygen causes intense skin inflammation143. On the other hand, the cellular damage causedby the singlet
oxygen formation of photoactivated free base porphyrins and derivatives is intentionally induced in the
treatment of tumors14,134 and other diseases63,113,89 by photodynamic therapy (PDT). The benefit of
these systems compared to other photosynthesizers such as 3HP157 is their selectivity for tumor tissue
and the absorption of light in the phototherapeutic window (1.4−2.1 eV)7, where human tissue ismost
transparent.

The previously presented four-orbital model explains not only the porphyrin absorption bands and
parts of the deactivation pathway, but also the difference to the chlorin derivatives with the popular
representatives chlorophyll (Mg chlorin) and chlorophyllin (Cu chlorin – Fig. 2.3). Due to the reduc-
tion of one pyrrole ring, the chlorin frontier orbital can no longer be considered to be pairwise degener-
ate51. Therefore the concentration of intensity at the≈ 3 eV feature is reduced, enabling photosynthetic
plants to harness both blue and red light. In the words of Gouterman: ”More poetically the model ex-
plains why ’grass is green and blood is red,’ that is, the basic spectroscopic facts of porphyrins and related
molecules.”51

However, as highlighted in publication III, theGoutermanmodel is not sufficient to explain all chem-
ical properties of porphyrins and derivatives, as it becomes immediately clear by the influence of different
metal centers on the porphyrin functionality. This limitation is linked to the non-localized nature of op-
tical spectroscopies. In this thesis the selectivity of X-rays is utilized, which enables inter alia to disentan-
gle the individual chemical structure of the 3HP/3PO tautomers (publication II). The following chapter
sheds light on the relevant X-ray spectroscopic tools for this thesis and their technical implementation.

*The basis for this selection rule along with the quantummechanical description of light absorption is given in section 3.1.
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3
Soft X-ray spectroscopy

Experimental access to the electronic structure, defining the chemical properties ofmatter, can be gained
by different spectroscopic techniques. In this thesis, soft X-ray spectroscopy is applied to shed light on
the local charge distribution and its response to external influences, due to its element and chemical state
selectivity. In detail, near-edge X-ray absorption fine structure (NEXAFS) and resonant inelastic X-ray
scattering (RIXS) are applied tobio-inspired aromaticmolecules in solution. Besides anoverviewof these
techniques, their practical implementation at a synchrotron light source is presented in this chapter.

3.1 Golden rule and dipole transition intensity

The macroscopic effects of absorption and resonant inelastic scattering in the soft X-ray regime, which
are used in this thesis, can be described on the microscopic level of matter by the time-dependent Schrö-
dinger equation132. While the concept of orbitals requires most of the previous equations to be based
on wave functions, this chapter makes use of the Dirac notation, in which |α, t0; t⟩ is the state ket of the
system corresponding to the wave function Ψα(t)125.

iℏ
∂

∂t
|α, t0; t⟩ = Ĥ|α, t0; t⟩ (3.1)

By the development of time-dependent perturbation theory, Dirac derived the transition probability
per unit time w0→[f ] from the initial state |0⟩ to a number of final states |f ⟩, which reads to the second
order101

w0→[f ] =
2π
ℏ

∑
f

∣∣∣∣∣
first order︷ ︸︸ ︷
⟨ f |V̂|0⟩+

second order︷ ︸︸ ︷∑
i

⟨ f |V̂|i ⟩⟨ i|V̂|0⟩
Ei − E0−ℏω

∣∣∣∣∣
2

δ(Ef − E0−ℏω+ ℏω′). (3.2)

15



This equation was later termed ”Golden Rule #2” by Fermi. In the simplest case of a constant pertur-
bation (starting at t = 0), the terms including angular frequencies vanish ω = ω′ = 0125. Besides
the time-independent initial and final eigenstates with the energy eigenvalues E0 and Ef, a number of
intermediate eigenstates |i ⟩ with the energy eigenvalues Ei are included in the second order term. The
interaction operator V̂ represents the time-dependent perturbation and is part of the otherwise time-
independent Hamiltonian in equation 3.1. The δ function ensures energy conservation.

The generally dominating first order term of equation 3.2 can be used to describe the absorption of
light exciting the system from the ground state |0⟩ to a valence or core-excited state |f ⟩, which corre-
sponds to the fundamental process of UV/VIS or NEXAFS spectroscopy, respectively. In this case the
absorbed energy is represented by ℏω. The second order term becomes important, if the incident radia-
tion is in resonance ℏω ≈ Ei − E0, similar to RIXS. When the denominator approaches 0, the second
order term is dominating, describing a virtual excitation anddecay as represented by the transitionmatrix
elements ⟨ i|V̂|0⟩ and ⟨ f |V̂|i ⟩. For energy conservation, the term ℏω′ is needed, denoting the emitted
energy. The derived expressions for the NEXAFS and RIXS cross-sections are discussed in detail in the
following sections 3.2.1 and 3.3.2, respectively.

In the remaining part of this section, the meaning of the transition matrix elements is elucidated with a
focus on interactions with soft X-rays. Analogous to the ground state description (section 2.1), only the
electronic transitions are considered here, since they are assumed to occur much faster than the nuclear
motion (Condon approximation)139. The interaction operator for either absorption or emission of a
classical, monochromatic plane wave byN electrons can be expressed by125

V̂ = − e
me c

N∑
j=1

from plane wave︷ ︸︸ ︷
A0 je±i(⃗k·⃗rj)︸ ︷︷ ︸

≈1

ε⃗ ·p̂j, (3.3)

where e,me, and c are natural constants. A0 represents the amplitude of the vector potential. k⃗ is thewave
vector and ε⃗ is a unit vector indicating the polarization. p̂j denotes the momentum operator of electron
j.

Within the electric dipole approximation, the expansion of e±i(⃗k·⃗rj) = 1± i(⃗k · r⃗j) + ... is truncated
after the leading term so that the expression vanishes in the interaction operator. This simplification is
justified if k⃗ · r⃗j ≪ 1, which is the case up to the soft X-ray regime. Here the product of the magnitude
of the wave vector |⃗k| ≤ 2π

1 nm and the spacial dimension of an atomic core orbital |⃗rj| ≈ 0.01 nm139 is
still below 0.1, so that the approximation is valid.

The momentum operator p̂j is typically transformed into the dipole operator êrj to yield the dipole
matrix element from the transition matrix element101.

〈
α′
∣∣∣ V̂ ∣∣∣ α〉 ∝∼ A0ω⃗e

〈
α′
∣∣∣∣∣∣

N∑
j=1

r̂j

∣∣∣∣∣∣ α
〉

∝∼ A0ω⃗e
〈
α′1
∣∣ r̂1 ∣∣ α1〉 〈α′N−1

∣∣ αN−1
〉︸ ︷︷ ︸

≈1

(3.4)
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The factor ω corresponds to the energy being absorbed or emitted during the transition. When ignoring
configuration interactions, the electronic state |α⟩ ∈ {|0⟩ , |i ⟩ , |f ⟩} can be expressed by a single Slater
determinant (equation 2.11).

The transition dipole moment can be further simplified by separating the matrix element of one ex-
cited electron (let it be j = 1) and that of the remainingN − 1 electrons (sudden approximation139) as
shown in equation 3.4. In the commonly applied frozen-orbital approximation, it is assumed that the
N− 1 passive orbitals are not modified by the transition of electron 1, so that |α′N−1⟩ = |αN−1⟩ and the
overlap integral vanishes66.

An advantage of the applied approximations is that orbital energies can be defined as the difference
between the energy of an incident photon and the kinetic energy of an ejected electron upon ionization.

Eα = ℏω− Ekin (3.5)

This relation is known as Koopmans theorem139. It is of primary importance for photoelectron spec-
troscopy, but is also considered in publication I and III, since it is the reference for calculated Hartree-
Fock orbital energies.

As discussed in these articles, the simple picture of a single excited-state configuration, in which only
the state of one electron changes, is often not suitable for a quantitative description of the interaction
of X-rays and molecules. Instead, relaxation in the core-excited state needs to be considered. Firstly, the
reduced shielding of the atomic nucleus causes an attractive relaxation and polarization in the valence
region. A first-order estimate is the equivalent core approximation, in which it is assumed that the re-
sponse of the valence electrons to the core hole is similar to an increase of the nuclear charge by one.
In the case of a N 1s excitation, this means that the excited nitrogen atom behaves largely like a ground
state oxygen atom. Secondly, if the excited electron is not ejected, it causes a repulsive polarization of
the valence electrons106. These effects need to be captured by the computational approaches to facilitate
the interpretation of NEXAFS, RIXS, and other inner-shell spectroscopic data (as shown in the next
sections).

For an understanding of the distinctive feature of soft X-ray spectroscopy, the simplified expression of
the dipole matrix element within the frozen-orbital approximation (equation 3.4) is sufficient. While all
statements up to this point were equally true for spectroscopic methods in the UV/VIS range, the local
approximation is only applicable for the excitation of core electrons. Within this approximation, the ini-
tial state of the excited electron is described by an atomic orbital |α1⟩ ≈ |n, l,ml⟩. While transitions to
bound states, in general, populatemolecular orbitals, one coefficient in the linear combination (equation
2.4) is often dominant, so that the final state canbe approximatedby an atomic orbital |α′1⟩ ≈ |n′, l′,m′

l⟩,
too97. The possibility to probe the local electronic structure at defined atomic centers is the key asset of
the spectroscopic techniques used in this thesis.

It can be mathematically shown that the transition intensity | ⟨n′, l′,m′
l |̂r1|n, l,ml⟩ |2 is bigger than

zero only if the quantum numbers of the involved orbitals (section 2.1) differ by l′ − l = ±1 andm′
l −

ml = ±1 or 0 depending on the polarization of the radiation. To conserve angular momentum, the
change in l is compensated by the absorption or emission of a photon with spin angular momentum
Sph = 1. Since the electron spin is not affected by the described transition in light atoms, it cannot
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change. These restrictions are commonly referred to as dipole selection rules.
The latter rule is the reason for the long lifetime of triplet excited states (in molecules with a singlet

ground state and no heavy atom), as they cannot decay without the spin-flip of an electron (see e.g.
publication IV). Regarding the probe of the aromatic π system, being built from carbon and nitrogen
2p orbitals, the selection rule l′ − l = ±1 suggests a high transition intensity for the excitation of 1s
electrons, which makes K-edge spectroscopy ideally suited for this purpose. For related studies with a
focus on the porphyrin and chlorin transition metal center, L2,3-edge spectroscopy has been employed.
Especially RIXS at this edge is beneficial, since it has been shown that the virtual two-step process allows
the study of d→ d excitations, which are dipole forbidden in UV/VIS absorption spectroscopy141,78,85.

Overall, softX-ray spectroscopies follow the same approximations as techniques in theUV/VIS regime.
However, the excitation of localized core electrons yields an element-specific projection of the valence
states and the nature of the transitions can allow final states, which are dipole forbidden for other spec-
troscopic techniques.

3.2 Near-edge X-ray absorption fine structure

NEXAFS focuses on the energetically lowest features of an X-ray absorption edge, where transitions
of core electrons to bound states are dominating139. It is therefore used in publications I and III of this
thesis to elucidate the local unoccupieddensity of states at the chemically relevant nitrogen sites of a series
of pyridones and porphyrins. In publication IV a laser pump –NEXAFS probe scheme is used to follow
the relaxation of a photo-excited free base porphyrin. Both for the static and transient measurements,
the nmTransmission NEXAFS endstation39 has been used, which allows a direct probe of the X-ray
absorption cross-section of samples in solution.

3.2.1 Macroscopic and microscopic measurement quantities of absorption

The microscopic absorption cross-section σAbs. is defined as the absorbed energy (ℏω) per unit time di-
vided by the energy flux of the incident radiation Fph (which eliminates theA0ω factors of equation 3.4)

σAbs. =
ℏω w0→[f ]

Fph
∝

∑
f

ω |⟨ f |⃗ε · r̂|0⟩|2 Δ(ω0→f − ω, Γ). (3.6)

In comparison to the golden rule (equation 3.2), the absorption features have a non-zero broadening
around ω0→f = (Ef−E0)/ℏ, as given by the Lorentzian function Δ(Ω, Γ) = Γ/π(Ω2+Γ2). The half
width at half maximum Γ is the result of the finite lifetime of the final – in this case core-excited – state.
At the N K-edge it amounts to 65 meV104 corresponding to≈ 5 fs by the uncertainty principle139. If
the nuclear part of the initial (|0⟩) and final state (|f ⟩) were approximated to be constant, vibrational
motion and solvation ofmolecular samples would need to bemodeled by further broadening. The exact
treatment of these effects is described in publication II.

The oscillator strength, which is proportional to the area under a single experimental absorption fea-
ture, is defined by149,125

F0→f =
2meω
ℏ

|⟨ f |⃗ε · r̂|0⟩|2 . (3.7)
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Figure 3.1: a) Measurement scheme of the nmTransmission NEXAFS endstation. b) N K‐edge NEXAFS spectrum of 3‐hydroxypyridine/3‐
pyridone (3HP/3PO) tautomers in aqueous solution.

The corresponding macroscopic quantity is the extinction coefficient ε, which relates to the incident
(I0) and transmitted intensity (I) of the sample according to Beer–Lambert’s law

ε =
log10

( I0
I
)

c · l
. (3.8)

The numerator without normalization by sample concentration (c) and thickness (l) is known as ab-
sorbance. The inverse intensity ratio T = I/I0 (before logarithmizing) is referred to as transmittance.

3.2.2 nmTransmissionNEXAFS setup

The extinction coefficient ofmostmaterials in the softX-ray regime is particularly high, requiring specific
experimental setups. A high vacuum prevents absorption of the radiation by residual gases and in the
case of a solid sample the contamination of the surface.

The absorbance can be indirectly determined by recording the fluorescence or electron emission re-
sulting from the decay of the core-excited state. Molecular samples in solution are predestined for the
direct detection of the transmitted intensity, as they can be characterized by liquid jet systems124,98,36.

In the nmTransmission NEXAFS39 setup used in this thesis, the pressurized sample solution enters
the vacuumchamber through twonozzleswith an orifice diameter between 20 μmand 50 μm(Fig. 3.1a).
Upon collision of the two individual round jets, a thin liquid sheet with width and length in the order
of 1 mm is formed. More importantly, the thickness profile of this flat jet system is around 1 μmwhich
allows detection of a decent fraction of transmitted soft X-rays – typically in the percent range of the
incident radiation. The extinction coefficient of the solute can then be determined by equation 3.8, if
the thickness is estimated from the tabulated solvent transmittance82,58.

The execution of an experiment like this is in practice very challenging, since any precipitate of the
solute in the tubing or nozzles leads to jet instabilities. Additionally, the low pressure in the experimental
chamber facilitates ice formation. In both cases, cleaning of the experimental setup at ambient pressure
and a complete restart of the experiment are required. Nevertheless, this approach has several advantages
over prior setups containing a liquid cell, inwhich the sample flows between two thinmembranes129,103:
Firstly, interactions of the sample or solvent with the windows do not need to be considered. Secondly,
the thickness gradient in the flat jet can be used to adjust the sample thickness and resulting transmitted
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intensity to the detection sensitivity. The possibility to measure at a fixed position, without the risk of
breaking a membrane, reduces the sources of error. Thirdly, the fast sample replenishment in flat jet
setups minimizes the risk of radiation-introduced sample damage83.

The latter virtue is of primary importance for UV/VIS pump – soft X-ray probe spectroscopy. In this
case, a laser pumppulse excites the samplemolecules to a valence excited state, which is thereuponprobed
by anX-ray pulse. This can be theoretically described by applying equations 3.6 or 3.7 twice, first for the
valence excitation 0 → fvalence and then for the core excitation fvalence → fcore. With the time resolution
of the described setup at Bessy II (≈ 50 ps39), not only the decay of a single core-excited state can be
observed, but also transitions to other states, i.e. the intersystem crossing of a photoexcited porphyrin
in publication IV. The basis for such a time-resolvedNEXAFS experiment is the precise optimization of
spatial and temporal overlap of the laser pump and X-ray probe pulses on a spot of the liquid sheet with
the desired thickness and stability.

3.2.3 Information content of the NEXAFS

A static X-ray absorption spectrum of the 3HP/3PO isomers, which has been acquired with the nm-
TransmissionNEXAFSendstation, is shown inFigure 3.1b. If oneof the features at 399.0eVor400.7 eV
is ignored, the spectrum resembles the typical K-edgeNEXAFS of simple (i.e. diatomic)molecules139,53:
The energetically lowest feature corresponds to a transition of a N 1s electron to the lowest unoccupied
molecular orbital, which is an antibonding π orbital, typically referred to as π∗ resonance. Higher anti-
bonding orbitals and the increasing density of Rydberg states cause a continuous rise of the absorbance
towards the continuum of states, energetically located above the ionization potential (around 408 eV).
At approximately 409 eV, a broad resonance can be seen. This feature is labeled by σ∗ in Figure 3.1b,
based on the assignment in the molecular orbital picture139. Alternatively, this peak may be interpreted
as a shape resonance, since the position above the ionization potential can be explained by a centrifugal
potential barrier, which temporarily traps the photoexcited electron. Scattering of this electron by neigh-
boring atoms gives rise to the often observed correlation between the shape resonance energy and bond
lengths133,42. Such a scattering process is dominating at higher photon energies commonly referred to
as extended X-ray absorption fine structure (EXAFS)139.

As it can be seen in Figure 3.1b, the width of the NEXAFS resonances is not constant, as assumed
in equation 3.6. In practice, the Lorentzian broadening increases with the excitation energy, since the
increasing overlap with continuum states leads to a continuous reduction of the final state lifetime53.
Additionally, the features show an experimental broadening of Gaussian shape due to the finite band-
width of the incoming radiation. The asymmetry of the feature at 400.7 eV indicates additional broad-
ening due to vibrational motion suggesting that this π∗ resonance corresponds to a protonated nitrogen
site151.

Due to the tautomeric constant of the sample KT ≈ 1137, the shown spectrum is a mix of 3PO
and 3HP signatures. The energy difference of the two π∗ resonances can be reasoned by the charge
difference between the N and NH+ sites leading to better screening of the core hole in the former
case107. This shift is a general trend in N K-edge NEXAFS spectra30,33 and relates to the chemical shift
in photoelectron spectroscopy102 by Koopmans’ theorem (see section 3.1).

As clarified in publications I and III, the initial charge distribution in a molecule is insufficient to
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explain the details of the absorption spectrum. Instead relaxation effects need to be considered, imped-
ing an occasionally proposed one-to-one mapping between NEXAFS and the ground state density of
states117,108. Consequently quantum-mechanical calculations which account for the absorption pro-
cess are required for the detailed interpretation of X-ray absorption spectra.

3.2.4 X-ray absorption spectrum calculations

An overview of the calculation methods and their performance for the simulation of K-edge NEXAFS
spectra ofmolecules is given by Fransson et al.. This section focuses on the approaches used in this thesis,
which build upon the ground state methods being described in section 2.4.

The calculation of excited states based on the Hartree-Fock method demands a multiconfigurational
approach, as provided byCASSCF. Core-exited states can be included by rotating the desired inner-shell
orbital (e.g. N 1s) into the active space. For publication I, state-averaged (SA)CASSCF calculations have
been carried out, in which a common set of molecular orbitals is optimized27,155,109. The absorption
cross-section is then obtained by evaluating the transition dipolematrix elements between themulticon-
figurational states.

Similar to ground state calculations, DFT provides a computationally more efficient alternative en-
abling the simulation of absorption spectra of large — or a large number of — molecular geometries.
Time-dependent (TD) DFT is based on the TD analog of the first theorem of Hohenberg & Kohn by
Runge & Gross. They showed that a one-to-one mapping between the TD many-electron wave func-
tion and aTDone-electron density exists. Therefore the evolution of all interacting electrons in time can
be described by a non-interacting reference system with an equal electron density29. The resulting TD
Kohn-Sham (KS) equation is equivalent to equation 3.1 for one particle, except that Ĥ is theKS operator
containing the TD exchange and correlation functional of the TD electron density. In practice, com-
monly the temporally local, ground state exchange and correlation functionals are used – based on the
assumption that there is no rapid change in density – and the initial state is provided by a ground state
DFT calculation106. The perturbation of the TD KS equations by an electromagnetic field can finally
be used to obtain transition dipole moments and energies5.

For the calculation of transient NEXAFS spectra of different multiplicities after laser excitation, the
restricted subspace approximation (RSA) forTD-DFT55,150 has been applied in publication IV.As com-
monly assumed for calculations of X-ray spectra, the external oscillating field is infinitesimally small (lin-
ear response TD-DFT) and the donor orbital space is restricted to the ground state Kohn-Sham orbitals
with anticipated reduced occupancy in the valence and core-excited state (core-valence separation). Since
the NEXAFS consists of excitations to bound states, also the acceptor space is limited in the RSA to
the lowest unoccupied orbitals. Thereby, the computational complexity is reduced to a feasible level
while maintaining a high accuracy for the energetically lowest resonances – apart from the inherent self-
interaction error and neglecting of the relaxation effects in TD-DFT.

In publication III, the alternative transition potentialmethod (TP-DFT) is employed, which has been
developed for the simulation of X-ray absorption spectra145,106. It is a derivation of the Slater transition
statemethod136. Therein, an artificial intermediate statewith half an electron both in the initial and final
orbital is introduced to enable relaxation by the self-consistent optimization of this state. The orbitals
of this auxiliary state are thus an approximation for the ground and core-excited state106. In TP-DFT,
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only the reduced occupancy in the core is considered, which increases the efficiency of the calculations,
because only one transition state needs to be calculated. Since the absorption cross-section in TP-DFT
is based on the one-electron approximation, the state kets in equation 3.6 correspond to wave functions
of single electrons. In detail, |0⟩ and |f ⟩ represent optimized orbitals of the transition state and ω0→f

relates to the corresponding orbital energy eigenvalues of the time-independent KS equation34. In the
version used in this thesis35, the energy scale of the resulting spectrum can be improved by calculating
the first core-excited state, its energy difference to the ground state, and shifting the first transition to this
energy difference. This Δ-KS approach accounts for many-electron effects, which are neglected in the
transition potential calculation34.

3.3 Resonant inelastic X-ray scattering

While NEXAFS, which has been presented in the previous section, is based on the absorption of X-rays,
the radiativedecayof the resulting core-excited state is assessed inRIXS.As shown inpublication II of this
thesis, the manifold of valence excited final states of the RIXS process provides site-specific information
on the density and symmetry of occupiedmolecular orbitals. Thereby inter alia the individual electronic
structure in tautomeric mixtures can be unraveled. In general, RIXS allows to probe a wide range of
elementary excitations,2 which might be dipole forbidden by other spectroscopic techniques (section
3.1) and provides a sub-natural line width giving rise to the investigation of vibrationally excited states.
The possibility to reconstruct potential energy surfaces (section 2.1) from such high-resolution data is
a key motivation for the METRIXS and hRIXS spectrometers, which have been in part commissioned
and optimized regarding the data acquisition as part of this thesis.

3.3.1 Site-selective probe of occupied states

The chemical selectivity of RIXS, which it inherits from the X-ray absorption step, can be seen from the
N K-edge measurement of the 3HP/3PO tautomers in aqueous solution. Figure 3.2a shows the result-
ing RIXS spectra on the vertical axis for an incoming photon energy range from 398.3 to 401.7 eV. Such
a two-dimensional representation is called RIXS map and yields a (partial fluorescence yield) NEXAFS
spectrum by integrating the intensity along the scattered photon energy axis. Even though the absorp-
tion events are limited to the ones causing a radiative decay in this emission energy range, this NEXAFS
spectrum resembles the one in Figure 3.1b.

By the coupling of the absorption and emission step during the RIXS process, the 3HP/3PO tau-
tomers can be selected by the excitation energy and studied individually, which has been a persistent
challenge within the field of physical chemistry. In publication II, RIXS is proposed as a general tool
to disentangle the electronic structures of tautomeric mixtures. The scattered photon energies at the
absorption resonances of the respective chemically active site represent the excited state manifold up to
the extendedUV region providing information on chemical bonds and solvation effects, which are both
related to the origin of tautomerism at the atomic scale.

The emitted photon energy distribution is dominated by the elastic scattering signal (white area in Fig.
3.2a), for which the initial and final electronic states are equivalent. If the final state is valence-excited,
the energy loss during the non-elastic scattering event provides information on the electronic levels below
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Figure 3.2: a) N K‐edge RIXS map of 3HP/3PO tautomers in aqueous solution (data from publication II). b) Measurement scheme of the
EDAX RIXS spectrometer.

the Fermi edge156. In the present case, only the 3HP resonance (399.0 eV excitation) shows an intense
feature with an energy loss of 5 eV (394 eV emission). This feature results from the core hole decay by an
electron from the non-bonding nitrogen lone pair. Thus, this transition is not observed for the locally
protonated 3PO tautomer (400.7 eV excitation). The remaining differences are a result of the inversion
of orbital polarization between the two species, as uncovered in publication II. The interpretation of
RIXS spectra is generally facilitated by the theoretical description of the scattering process.

3.3.2 Theoretical description

From the golden rule (equation 3.2), the RIXS cross-section within the dipole approximation can be
derived2.

σRIXS ∝
ω′

ω
∑
f

∣∣∣∣∣∑
i

ωi→f ω0→i
⟨ f |⃗ε ′ · r̂|i ⟩⟨ i|⃗ε · r̂|0⟩

ω− ω0→i + iΓi

∣∣∣∣∣
2

Δ(ω− ω′ − ω0→f, Γf) (3.9)

ω, ε⃗ and ω′, ε⃗′ denote the frequency and polarization of the incoming and outgoing X-rays, respec-
tively. As seen in the denominator, the scattering process is resonantly enhanced when the energy of
the incoming photon is equal to the energy difference of the initial ground (|0⟩) and intermediate core-
excited state (|i ⟩). Due to energy conservation, the energy loss during the scattering event provides in-
formation on the valence or vibrational excited final state (|f ⟩).

The squared term is also knownasKramers&Heisenberg equation, inwhichΓi represents the consid-
erable lifetime broadening of the intermediate state,mainly due to the previously neglected non-radiative
decay channels2. It should be emphasized that the transition amplitudes are added before the intensity
of the united process is revealed by squaring the sum. This allows interference of multiple excitation–
emission channels, in cases where the two-step approximation with a single intermediate state is insuffi-
cient. In general, RIXS should be considered as a one-step scattering event120,23.

Thewidth of the Lorentzian function (Δ – as defined for equation 3.6) depends on the final state life-
time. ForRIXS, the final state is long-lived, so that the intrinsic broadening is comparatively small. Since
the spectral resolution is not limited by the core-excited intermediate state, RIXS is known to possess a
sub-natural linewidth47.

Calculational access to the RIXS cross-section can be granted by several wave function and DFT-
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based methods106. The relevant approach for this thesis is the RSA-TD-DFT method. As described in
section 3.2.4, both core and valence excited states, which are the relevant ones for the RIXS process, can
be calculated efficiently with this method. The truncation of the occupied and virtual orbital spaces is
justified by the dominance of resonant scattering in the emission spectrum of the energetically lowest
core-excited states. The RIXS cross-section can finally be obtained from the transition dipole moments
between these states according to equation 3.9. The appealing properties of this method are the high
quantitative accuracy of the calculated emission spectra (on the relevant energy loss scale), as well as the
speed and automatability of the execution. The latter advantages have been utilized in publication II, to
explicitly treat dynamic solvation effects, by calculating an averaged RIXS spectrum from a large num-
ber of solvent configurations provided by amolecular dynamics simulation (section 2.5.1). Additionally,
the approach allows the inclusion of quantumnuclear dynamics to simulate high-resolutionRIXS spec-
tra150.

3.3.3 Experimental access to orbital symmetry and nuclear dynamics

The decay of core-holes is strongly dominated by the non-fluorescent emission ofAuger electrons, which
means that RIXS measurements require highly optimized setups.

The EDAX spectrometer for liquid samples84 has been installed and commissioned at the high flux
beamlineUE49-SGMat Bessy II (Helmholtz-ZentrumBerlin fürMaterialien und Energie) in the course
of this thesis. This setup, which has been used to acquire the presented RIXS map (Fig. 3.2a) and the
spectra for publication II, is schematically represented in Figure 3.2b.

Compared to the nmTransmission NEXAFS endstation (section 3.2) a single, round liquid jet is suf-
ficient for RIXS, since transmission of light is not desired. As before, constant sample replenishment
prevents radiation-induced sample damage, which is of particular importance for the comparatively long
acquisition times of RIXS spectra. Three turbo-molecular pumps and a cold trap filled with liquid ni-
trogen compensate for the evaporated liquid to ensure a constantly low pressure (≈ 10−4 mbar) in the
experimental chamber and twomore pumps are used in the differential pumping unit, preventing a pres-
sure increase in beamline (< 10−7 mbar).

The diameter of the liquid jet around 20 μm is similar to the comparatively small focus size of the
incomingX-rays, so that amaximumnumber of photons is absorbed by the sample, while the spot size is
small enough to serve as the source point for the high-transmission,medium-resolution spectrometer105.
Based on the Rowland principle, the emitted radiation is spectrally dispersed by a grazing-incidence,
spherical grating and at the same time focused on a spatially resolved detector. Therein, the photons are
transformed and amplified to electron clouds impinging on a fluorescence screen, which is recorded by
a CCD camera.

The symmetry of the emitting orbital can be determined, even though the molecules are randomly ori-
ented in the liquid jet, due to the variable polarization of the incoming light (⃗ev, e⃗h – as depicted in Fig.
3.2b) and the 90 ◦ angle between the incoming (⃗k) and analyzed scattered radiation (⃗k′ || e⃗h) in the EDAX
endstation150. Generally, a low scattering intensity is expected for emission in the polarization direction
of the incoming light, when the excitation and relaxation are equally polarized. Therefore elastic scat-
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tering is suppressed in this setup for horizontal polarization (⃗eh), as well as a π → 1s de-excitation as a
consequence of an 1s→ π∗ transition. In contrast, a σ → 1s de-excitation is enhanced and the opposite
applies if the incoming radiation is vertically polarized (⃗ev)*. This feature of RIXS can be exemplary seen
in the 3HP/3PO map (Fig. 3.2a), which has been acquired with vertically polarized incident radiation
and shows a strong elastic line and enhanced 1s→ π∗, π → 1s features in the energy loss range from 6
to 10 eV. By comparing RIXS spectra of both polarizations, the orbital symmetry can thus be assigned
purely experimentally.

Dedicated high-resolution RIXS spectrometers are required in order to resolve vibrational excitations in
the millielectronvolt range. That this condition is not met by the EDAX setup can be seen by the elastic
line in Figure 3.2a, which is unstructured also in the broader regions at the absorption resonances, indi-
cating an underlying vibrational progression. Both theMETRIXS and the hRIXS setups will be able to
study the nuclear motion of core-excited molecules in a liquid jet. They are based on a similar setup, but
contain an optimized spectrometer to achieve at least one order of magnitude higher resolving power in
the soft X-ray regime – to the expense of a reduced transmission. ForMETRIXS (Bessy II), a control and
acquisition software has been developed and tested as part of this thesis. Additionally, the commission-
ing of hRIXS spectrometer (European XFEL, Hamburg/Schenefeld) has been accelerated by real-time
data analysis and support.

With these experimental setups, it will be possible to gain access to the ground state potential energy
surfaces (section 2.1), for example of aromaticmolecules, which determines their thermally driven chem-
istry130. Such an experiment is based on the propagation of the nuclear wave packet on the core-excited
state potential energy surface, enabling radiative vertical transitions to themanifold of vibrational excited
states on the ground state potential. The detected vibrational progression can thenbeused to reconstruct
the ground state potential energy surface along the stretching, or bending coordinate of the respective
core-exited state32.

High-resolutionRIXSexperiments require thehighest incidentX-raybrillianceof thepresentedmeth-
ods. The intense and short pulses of the European XFEL will also allow to perform laser pump – RIXS
probe studies with the hRIXS setup. The generation of highly intense X-rays with a narrow bandwidth,
controllable polarization, and a defined time structure is the focus of the following section.

3.4 Synchrotron radiation

While the X-ray beam being absorbed or scattered by the sample has been taken for granted in the past
sections, the required highly intense radiation with a narrow bandwidth in the full soft X-ray regime
from 100 to 1000 eV is currently only provided by a limited number of synchrotron and free electron
laser (FEL) facilities. Laboratory laser-based sources, reaching higher andhigher energieswith a sufficient
intensity over time, might serve as an alternative in the future153,138. For the publications presented in
this thesis, beamtime has been proposed and granted by the synchrotron Bessy II (Helmholtz-Zentrum
Berlin für Materialien und Energie). As the preparation for the experiments, which are presented in
this thesis, included the commissioning of the respective beamline, the working principle of such a light
source is outlined in this section.

*The polarization anisotropy of RIXS is quantitatively described in the supporting information for publication II.
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In every synchrotron and FEL, X-rays originate from the deflection of relativistic electrons. In prin-
ciple, any charged particle emits bremsstrahlung, if it does not rest or move along a linear trajectory with
constant velocity. In the storage ring of a synchrotron, single dipoles – or bending magnets – force the
electrons on a cyclic path. If the electrons would have a velocity much smaller than the speed of light,
radiation would be emitted symmetrically around the axis of acceleration. However, close to the speed
of light, the electromagnetic radiation is centered on the propagation direction of the electrons forming
a beam of light with wavelengths typically up to the hard X-ray regime66.

Especially for ”photon hungry” RIXS experiments, the brilliance of a bending magnet is not suffi-
cient. All results of this thesis are therefore based on measurements at an undulator beamline. Undula-
tors can be inserted between twobendingmagnets of the storage ring because the incoming andoutgoing
electron propagation direction is equal. Inside the undulator, at least two rows of alternating magnets
cause a meander-like shape of the electron trajectory. The deviations from a linear movement are chosen
to be small, so that the emitted radiation cones interfere, producing a more narrow beam with a lower
bandwidth than for larger oscillations.

The nth maximumwavelength or undulator harmonic is given by60

λn =
λu

2 n γ2

[
1+

(
e

23/2 π me c
B λu

)2
+ (γ θ)2

]
, (3.10)

where λu is the period length of themagnets, γ is theLorentz factor, and θdenotes the emission angle. For
adjusting the maximum photon energy e.g. in a NEXAFS measurement, the magnetic field B is varied
by changing the distance between the magnetic poles (also known as undulator gap).

An interesting aspect of equation 3.10 is that the Lorentz factor is applied twice, allowing an undu-
lator with a period of e.g. ≈ 5cm (as used for all publications) to produce X-rays with a wavelength in
the order of a few nanometers. This effect can be reasoned by the length contraction of the undulator
in the frame of the relativistic electrons and the Doppler shift of the radiation frequency in the frame of
the stationary experimental setup60.

The undulators used for the publications included in this thesis allow to study samples with a vari-
able polarization (as used in publication II, see also section 3.3.3). This is accomplished by four rows of
magnets with four magnets per undulator period, which are oriented in different directions – two along
and two perpendicular to the electron trajectory. If the rows are not shifted against each other, horizon-
tally polarized light is generated and at a shift of two rows amounting to half of the undulator period
vertically polarized light is provided. Other shifts can be used to generate circularly/elliptically polarized
X-rays126.

Even though, the radiation of an undulator is energetically concentrated at the harmonics and has a
comparatively low divergence, these two properties need to be further optimized for most experiments
including the ones in this thesis. A narrow bandwidth of the X-rays is achieved by a monochromator,
which consists of a grating (similar to the one in the EDAX endstation – Fig. 3.2b) and an exit slit. The
width of the exit slit allows to adjust the bandwidth at the expense of intensity. Additionally, mirrors are
used to direct and focus the beam onto the sample.

The radiation, that is made accessible to a wide range of experiments by the presented instruments,
leads to a lowering of the energy of the electrons in the storage ring. This loss is compensated by radio-
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frequency cavities. Therein the electrons are accelerated by the potential of a radio wave depending on
their timing of entering the cavity. In principle, slower electrons experience a larger acceleration than
faster electrons. If the electrons arrive outside of the desired time window, the effect is inverted and
the electrons are lost156. Therefore the radio-frequency cavities cause a non-constant fill-pattern in the
storage ring providing a time structure of the radiation, which can be used for pump-probe experiments
(as in publication IV).

X-rays with a higher temporal resolution and brilliance are provided by FELs. In these facilities, elec-
trons are linearly accelerated and finally pass through an undulator, which is typically a few hundred
meters long. Therein, the electric field of the emitted radiation interacts with the transversely oscillating
electrons. The resulting Lorentz force accelerates or decelerates the electrons depending on their posi-
tion with respect to the phase of the electromagnetic radiation. As a consequence, the electron beam is
divided into microbunches with a distance corresponding to the wavelength of their emitted radiation.
Eventually, the emitted X-rays line up in phase (as well as the electrons) maximizing the intensity of the
beam at thewavelength given by equation 3.10. When saturation of the self-amplified spontaneous emis-
sion (SASE) process is reached, the peak intensity is increased by more than nine orders of magnitude,
due to the coherence of the emitted radiation. This enables new opportunities for RIXS and NEXAFS
measurements, such as time-resolved studies at the ultrafast timescale thanks to the femtosecond lasting
highly-intense microbunches6.
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ABSTRACT: Steric hindrance of hydration and hydrogen bond enhance-
ment by localized charges have been identified as key factors for the massive
chemical differences between the hydroxypyridine/pyridone isomers in
aqueous solution. While all isomers occur mainly in the hydroxypyridine
form in the gas phase, they differ by more than 3 orders of magnitude both in
their acidity and tautomeric equilibrium constants upon hydration. By
monitoring the electronic and solvation structures as a function of the
protonation state and the O− substitution position on the pyridine ring, the
amplification of the isomeric differences in aqueous solution has been
investigated. Near-edge X-ray absorption fine structure (NEXAFS) measurements at the N K-edge served as the probe of the
chemical state. The combination of molecular dynamics simulations, complete active space self-consistent field (CASSCF), and
time-dependent density functional theory (TD-DFT) spectral calculations contributes to unraveling the principles of tautomerism
and acidity in multiple biochemical systems based on tautomerism.

■ INTRODUCTION

The proton transfer connecting the enolic hydroxypyridines
(HPs) and ketonic pyridones (POs) is prototypical for
tautomerism in biological systems.1,2 As seen in Figure 1,
both HP and PO occur in three isomeric structures of varying
distances between the nitrogen and oxygen functional sites,
ranging from ortho (2HP/2PO) to meta (3HP/3PO) to para
(4HP/4PO). Due to these geometric differences, the oxygen
substituent is conjugated with the pyridine ring in the keto
forms of the ortho and para isomers (2PO and 4PO), whereas
the meta isomer has no conjugate carbon−oxygen path neither
in the 3HP nor the 3PO form.
Independent of these structural variations, the enol form

(HP) is favored over the keto tautomer (PO) in the gas phase
by all isomers.1 Upon aqueous solvation, massive differences
between the equilibration of the ortho and para versus the
meta isomers occur with regard to their tautomeric
equilibrium, acidity, and photoreactive properties, with
significant implications to their functionalities.
In aqueous solution at room temperature, the ortho and para

isomers shift equilibrium away from the gas phase 2HP and
4HP forms to the 2PO and 4PO forms, whereas the meta
isomer equilibrates as an equal mixture of the 3HP and 3PO
tautomers3,4 (see Figure 1). These local configurations in
aqueous solution are accompanied by a similar acidity of the
ortho (mainly 2PO) and para (mainly 4PO) isomers in
contrast to the mixed (3HP/3PO) meta isomer. In addition,
the meta isomer in aqueous solution contains with its 3HP

form an efficient UV chromophore, whereas the ortho 2PO
and para 4PO isomers do not act as such.
Since 3HP/3PO constitutes inter alia the core moiety of

vitamin B6,
7,8 i.e., increased photosensitivity is caused upon

vitamin B6 overdosing in humans, related to the enolic 3HP
tautomer in aqueous solution.9

The ortho tautomer is directly related to multiple
nucleobases of DNA and RNA,10 where tautomerism and
acidity can lead to mutations and diseases, i.e., by altering the
hydrogen bond patterns in DNA.11,12 Nevertheless, biological
processes such as the removal of damaged nucleobases2 or the
versatile catalysis by RNA enzymes13 depend on the acidity
and tautomerism of nucleobases. Understanding the principles
of the HP/PO protonation states sheds light on the evolution
of nucleobases as storage for genetic information in all living
organisms13 and helps to design active substances for new
medical treatments (e.g., viral lethal mutagenesis14).
In this work, it is established, as a function of the

protonation state and the position of the O− substituent on
the pyridine ring, how charge differences and the steric
hindrance of hydrogen bond coordination to the first aqueous
solvation shell drive, on a microscopic level, the amplification
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of the initially small molecular differences of the three HP/PO
isomers, causing, macroscopically, 3 orders of magnitude
variation in tautomeric constants and acidity among the ortho,
meta, and para isomers in aqueous solution. The findings are
based on the element-specific orbital state populations,
chemical sensitivity of near-edge X-ray absorption fine
structure (NEXAFS) combined with molecular dynamics
(MD) simulations connected to the ab initio X-ray spectrum
calculations at the level of complete active space self-consistent
field (CASSCF) and time-dependent density functional theory
(TD-DFT). In this effort, the ortho, meta, and para pyridone
isomers; their fully deprotonated forms, respectively; and the
protonated and deprotonated pyridine precursor are inves-
tigated in aqueous solution.

■ METHODS
Experimental Details. All samples were purchased from

Sigma-Aldrich with a minimum purity of 95% and dissolved in
deionized water to obtain 0.1 M solutions. The protonation (of
pyridine) and deprotonation (of pyridones) were established
by a 1.2-fold molar excess of HCl and KOH, respectively.
The nmTransmission NEXAFS endstation facilitates the

spectroscopic investigation of dissolved organic compounds in
the soft X-ray regime.15 The sample enters the experimental
chamber through two nozzles leading to liquid jets, which form
a leaf-shaped surface upon collision. The thickness of the liquid
sheet can be varied in the region of the penetration depth of
soft X-rays so that transmission measurements become
feasible. At the same time, radiation-induced sample damage
is prevented through continuous sample replenishment. For
the present investigation, a flow rate of 2.5−3.0 mL/min was
used in combination with 46 μm sized nozzles.
Photons were provided by Bessy II (Helmholtz-Zentrum

Berlin) beamlines UE49-SGM16 for prestudies and UE52-

SGM17 for the quantitative absorption measurements.
Bandwidths of 0.16 eV (in the case of 2PO) and 0.11 eV
(otherwise) were used. The presented spectra were recorded in
0.05 eV steps with an average acquisition time of 6s per point.
The extinction coefficient (ϵ) was obtained from trans-

mittance (T) and concentration (c) according to Beer−
Lambert’s law.

ϵ =
−

×
T

c l

log10

The sample thickness (l) was estimated using tabulated
values18 of the water transmittance at 396 eV yielding 9.2 ±
0.9 μm for 2PO and 5.6 ± 0.6 μm for the other samples.
Since the first region of the spectrum is predominantly

independent of the dissolved sample, it is not only used for the
calculation of the thickness but also to remove the background
of the water transmittance by a linear fit.
For the energy calibration of the experimental results, the

signature of co-dissolved N2 at 400.84 eV
19,20 was used. A fit of

these features in the spectrum of the pristine solvent was
subtracted from the spectra of deprotonated samples to yield
the pure NEXAFS of the investigated substances.

Computational Details. All electronic structure calcu-
lations were carried out with the Orca package.21 All
geometries were optimized at the RI-MP2 level with the aug-
cc-pVTZ using the aug-cc-pVTZ/C auxiliary basis. The RI-JK
approximation was used with the aug-cc-pVTZ/JK fitting basis
set.
The MD simulations were performed with the Gromacs

package. The OPLS-aa force field has been used for
parameterization except for the charges for the intermolecular
Coulomb interactions, which were derived by the chelpg22

procedure (based on the relaxed RI-MP2 density). The water
molecules were described by the SPC/Fw23 model. Additional
details regarding the MD simulations are available in the
Supporting Information.
From the MD simulations, minimally solvated models were

constructed, including only the hydrogen bonding interactions
with the N:, N−H, O−H, and C=O functional groups. These
minimally solvated models were used for the subsequent
spectral calculations at the CASSCF and TD-DFT levels of
theory.
To model the behavior of the lowest π* resonance across the

systematic series, CASSCF calculations were carried out in the
gas phase, as well as explicitly solvated. The aug-cc-pCVTZ
basis set was used for all atoms except for the nitrogen, which
was described by the larger aug-cc-pCVQZ. In the solvated
cases, the explicit water molecules were described by the
smaller cc-pCVDZ basis. The bulk-liquid effects were modeled
by the conductor-like polarizable continuum model24

(CPCM). The CASSCF calculations used RI-MP2 natural
orbitals as a starting point. The π orbitals of the conjugated
ring were included in active space, namely, six active electrons
in six orbitals, henceforth called CAS(6,6). This setup excludes
only the oxygen lone pair orbital, which is usually poorly
correlated in CASSCF calculations. Using this active space, a
state-averaged (SA) calculation was carried out for the ground
state and the lowest valence-excited state. The valence
CASSCF solution was then used as a starting point for the
core-state calculation. The N(1s) orbital was rotated into the
active space leading to CAS(8,7); then, an SA-CASSCF
calculation was carried out including only the ground state and

Figure 1. Equilibrium structures in aqueous solution of the
hydroxypyridine/pyridone (HP/PO) tautomers for the ortho, meta,
and para isomers and their fully deprotonated states. They vary in
oxygen conjugation, tautomeric equilibrium (KT = [PO]/[HP]3,4),
and acidity (pKa

5,6). Resonance structures are given in the Supporting
Information.
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the lowest core-excited state. This setup is expected to recover
the majority of static and dynamic correlations for the π*
transitions.
For Figure 4, the CASSCF transition moments were shifted

by −0.75 eV and convoluted with a Voigt profile of 0.13 eV
lifetime broadening25 and 0.51 eV (deprotonated nitrogen) or
0.80 eV (protonated nitrogen) experimental broadening to
match the experimental results.
TD-DFT calculations were performed to study the

remaining resonances of the X-ray absorption spectra. The
PBE026 hybrid functional was used in all calculations.
Additional details are available in the Supporting Information.

■ RESULTS AND DISCUSSION

General Protonation Shift. Near-edge X-ray absorption
fine structure (NEXAFS) at the nitrogen K-edge allows us to
distinguish and quantify the protonation state at the nitrogen
atom. Both the directly coordinated hydrogen atom and the
hydrogen bond toward coordinated water molecules in the first
solvation shell are monitored in this approach.
In Figure 2b,e, the N K-edge NEXAFS of the ortho, meta,

and para isomers are presented, as well as their fully
deprotonated states in direct comparison to the (pyridine/
Py) precursor and its conjugated acid (pyridinium/PyH+). A
characteristic blue shift of the lowest unoccupied molecular
orbital (LUMO) π* state is observed for all molecules upon
protonation (depicted in Figure 2b,e) via the one-electron
transition (≥72%) of the N(1s) electron elevated to the lowest
unoccupied π* orbital.
The photon energy range of 402−406 eV monitors

excitations into higher unoccupied molecular orbitals, mostly
of σ* character. In the region of 403.4−403.8 eV, a shoulder
(≈0.01 M−1 μm−1) is observed, which is only present in the

protonated state. This feature originates from a transition that
is mostly localized at the N−H bond. Consequently, it is
missing in the spectra of deprotonated species.
The N K-edge spectra of the pyridones (see Figure 2e)

largely resemble the NEXAFS of Py(H+). Only the meta
isomer exhibits a second π* resonance closely below the
feature of 3PO− due to the presence of the HP tautomer. No
indication of the presence of 2HP and 4HP has been found, in
agreement with the tautomeric equilibrium constants (see
Figure 1).
The shape resonances above 406 eV differ both between the

pyridone isomers and in comparison with Py(H+). These
quasi-bound transitions are known to provide information on
interatomic distances.27 The shape resonances are most
pronounced in the spectra of PyH+ and 4PO, where the
nitrogen atom has an equal distance to both neighboring
carbon atoms. The position of this feature is in qualitative
agreement with the calculated C−N bond distances: 408.2 eV
for 4PO (1.351 Å) and 409.3 eV for pyridinium (1.342 Å). For
3HP/3PO with 1.341−1.346 Å C−N bond distances, the
resonance position is intermediate (409.1 eV) and in 2PO the
distances differ so widely (1.356, 1.369 Å) that the shape
resonance position cannot be assigned unambiguously.
The shape resonance of the deprotonated species seems to

be red-shifted similar to the other features. This effect is not
caused by the minor changes of the C−N bond distance upon
deprotonation but by a general adjustment of the electronic
and solvation structures, as discussed in the following sections.

Isomer Specific Charge Distribution. Even though all
pyridones show a protonation shift similar to that of Py(H+),
the exact peak positions differ depending on the position of the
O− substituent. This becomes particularly clear from a

Figure 2. N K-edge NEXAFS spectra of the pyridine precursor (b) and the ortho, meta, para pyridone isomers from top to bottom (e). A
protonation shift of the N(1s)→ π* resonance is observed across the series. The energies of these transitions are influenced by the competition for
charges between nitrogen and oxygen in the core-excited state, as illustrated by the π* orbital plots of the fully deprotonated (a, d) and protonated
species (c, f).
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comparison of the π* resonances, which also have been used to
investigate tautomerism in the past.28

Besides the peak position, the width of the π* resonance
depends on the protonation state (of the nitrogen atom in the
respective molecule). The broadening (full width at half-
maximum (FWHM) + 0.29 eV) for pyridinium/pyridones
results mainly from Franck−Condon vibrational excitations29

of the N−H bond during the X-ray absorption process, which
are absent in the deprotonated species.
The interspecies shift of the π* resonance, first, depends on

the initial electron density at the (nitrogen) atom, which is
excited during the X-ray absorption process.30 The better the
core charge is screened, the lower is the ionization energy of
N(1s) electrons. As far as resonant absorption features are
considered, the core electron is excited into a bound state.
Since the transition energy depends, inter alia, on the energy of
the initial orbital of this electron, excitation and ionization
energies are linked by Koopmans’ theorem. Therefore, the
NEXAFS peak position contains information on the chemical
state of nitrogen in the samples.
2PO− has the highest charge density at the nitrogen site and

the smallest ionization potential, followed by 4PO− where the
charge is more distributed over the whole molecule. In 3PO−,
the electron density is shifted to the oxygen, and in Py, the
charge at the nitrogen site is even lower, since the molecule is
formally neutral. The same argumentation holds for the
protonated case, even though the screening capacity is lower
for all species (see Figure 1).
Second, the relaxation of the final state due to the Coulomb

attraction between the excited electron and the core-hole
influences the excitation energy, especially of the lowest
NEXAFS feature. As known from benzene,31 the higher the
contribution of the atomic orbital at the excited atom to the
relaxed molecular orbital, the more the red shift of π*
resonances. In other words, the π* resonance is lowered, if the
lowest unoccupied molecular orbital (LUMO) is centered at
the nitrogen atom after its relaxation.
The relaxed π* orbitals are depicted in Figure 2a,c,d,f for the

fully deprotonated and protonated Py(H+) and pyridones. It
can be seen that in the PyH+ case, the probability of the excited
electrons to be close to the carbon atoms in the meta position
is nearly zero. Oppositely, in 4PO, the LUMO is distributed
over all carbon atoms and has a strong contribution from the
oxygen. Consequently, the excitation energy (hνπ*) of PyH

+ is
expected to be strongly red-shifted, whereas only slight
deviations are expected for 4PO. The shift of 3PO and 2PO,
due to the described final state effect, is intermediate. If single
molecules are compared between their protonation states, it is
observed that the deprotonated entity has a LUMO, which is
more localized at the nitrogen site. Consequently, the blue shift
upon protonation is increased by final state effects.
Taking these relaxation effects into account, it can be

understood that the initially expected state order hνπ*(2PO
−)

< hνπ*(4PO
−) < hνπ*(3PO

−) < hνπ*(Py) is disturbed by the
creation of the core-hole leading to hνπ*(2PO

−)< hνπ*(PyH) <
hνπ*(3PO

−) < hνπ*(4PO
−). In the protonated case, the

excitation energy of PyH+ is lowered to beneath that of
hνπ*(2PO) due to final state effects. This order of resonance
energies is observed both experimentally and in the
calculations (see Table 1).
By causing the characteristic π* shifts, the core-hole effect

provides detailed information on the isomeric differences in
charge distribution. In Py(H+), nitrogen is the most electro-

negative element and the excited electron, therefore, remains in
close proximity. In the pyridones, nitrogen competes for
electron density with oxygen. This effect increases from 3PO(−)

to 2PO(−) to 4PO(−). In 3PO(−), the oxygen is not part of the
conjugated system and is already in a charged state. In 2PO(−),
both the oxygen and nitrogen atoms are part of the aromatic
structure but pull charge in similar directions. In contrast, the
conjugated oxygen in 4PO(−) withdraws charge from the
nitrogen site, as they lie in opposite sites of the ring.
In short, the constitutional differences between the pyridone

isomers cause considerable differences in the electronic
structure and charge distribution. These variations are already
present in the gas phase, as the CASSCF calculations show
(see Table 1). Nevertheless, without an aqueous environment,
the electronic differences are not mirrored by macroscopic
properties, i.e., the tautomeric equilibrium constants. To gain
an insight into the microscopic amplification of the isomeric
differences by solvent−solute effects, the solvation structure is
analyzed in the following section.

Hydrogen Bonding Interactions. Figure 3 shows how
the heteroatoms govern the solvent−solute interactions of Py
and the pyridone isomers. In Py, the nitrogen atom accepts on
average 0.9 hydrogen bonds (HBs) from water, whereby the
bonds are mostly localized out of plane.32,33 If the nitrogen
atom is protonated, it naturally cannot accept HBs and,

Table 1. Experimental and Calculated (CASSCF) N K-Edge
π* Resonance Positions in eV

deprotonated protonated

molecule calcd gas calcd aq. exptl calcd gas calcd aq. exptl

Py(H+) 399.68 399.78 399.03 401.78 401.21 400.52
2PO(−) 399.34 399.87 399.00 402.10 401.54 400.72
3PO(−) 400.04 399.91 399.14 402.14 401.41 400.72
4PO(−) 400.25 400.09 399.37 403.15 401.67 401.07

Figure 3. Competition of hydrogen bond coordination to the first
aqueous solvation shell between the nitrogen and oxygen heteroatom
as a function of distance between these functional sites. Solvent O and
H densities are depicted for isovalues of 0.68 and 0.09, respectively.
The additional heteroatom of the pyridones (compared to pyridine)
enhances the total coordination number, even though the hydration
of the nitrogen site is sterically hindered if the heteroatoms are in
close proximity. The nonconjugate O− substituent in 3PO(−) leads to
additional coordination.
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instead, the NH group donates approximately 0.7 HB to the
solvent.
The second heteroatom in PO/HP leads to an increase of

solvent density in the first solvation shell compared to Py(H+).
The solvent structure around the oxygen has the same
donutlike shape for all pyridones, and the solvent arrangement
at the nitrogen site is similar to that of Py(H+). The
coordination numbersa and hydrogen bonding properties,
however, differ drastically between the isomers and their
protonation states. The comparison of protonated and
deprotonated species demonstrates that higher charges always
lead to stronger hydrogen bonding interactions.
Within the deprotonated pyridones, the averaged number of

accepted hydrogen bonds at the nitrogen site increases with
the distance to the oxygen atom, thus from 2PO− (1.6 HB) to
3PO− (1.9 HB) to 4PO− (2.1 HB). The N···H distance is
almost constant at 1.8 Å. These observations reveal that the
hydration is sterically hindered in the case of close proximity of
the two heteroatoms. This finding is in agreement with the
enhanced hydration of the oxygen site in 4PO− compared to
that in 2PO−. The coordination number at the oxygen site
reaches its maximum for 3PO− due to the concentration of
charge at the O− substituent, which is not conjugated to the
aromatic ring in this isomer. The localized charge enhances
hydrogen bond acceptance (3.1 HB) compared to the para
(2.9 HB) and the sterically disadvantaged ortho isomers (2.8
HB).
Steric hindrance between the two hydrogen bonding sites

and the lack of oxygen conjugation in 3PO are the dominating
factors for the hydration of the protonated pyridones as well.
3PO exhibits the highest coordination number both at the
oxygen and nitrogen sites, followed by 4PO and 2PO. While
hydrogen bond donation by the protonated nitrogen site is
similar for all isomers (0.6 HB, 1.9 Å; see the Supporting
Information), the number of hydrogen bonds that are accepted
by the oxygen atom increase from 2PO (1.6) to 4PO (1.7) to
3PO (2.0) with a common distance of 1.7 Å.
Due to the positive charge of PyH+, HBs are more likely (0.7

HB) and contracted (1.8 Å) at the nitrogen site of this
molecule. Analogously, HB acceptance by the deprotonated
nitrogen atom is reduced in 3HP and Py (0.9 HB, 1.9 Å)
compared to that in the anions.
For 3HP, the probability of accepting HBs at the oxygen is

reduced to 0.7 due to the bound proton. The hydrogen atom,
however, donates approximately 1.5 HBs to water (1.8 Å). The
reason for the additionally donated hydrogen bond compared
to the N−H case is the more polar O−H bond, as a result of
the higher electronegativity of oxygen. The combination of HB
donation and acceptance leads to a coordination number at the
oxygen site similar to that at 3PO.
The intensity of the solvent−solute interaction as a function

of the O− substitution position can be summarized as follows:
the steric hindrance of the solvation increases from the para to
the meta to the ortho isomer. 3PO(−) forms additional
hydrogen bonds as a result of the nonconjugate C−O− bond.
Thereby, the solvation structure underlines the special
significance of 3PO, whose acidity and tautomeric equilibrium
differ largely from those of the other isomers.
Solvent Influence on Acidity and Tautomerism. Based

on the observations of HB formation and the arrangement of
water molecules around the pyridones and Py(H+), informa-
tion on the interactions of hydration and the electronic
structure can be gained from the NEXAFS. As seen in the

CASSCF calculations (see Figure 4b), the π* resonance
position can shift by up to 1.48 eV in the presence of a protic
solvent like water.

As it is known from the sulfur derivative of 2PO (2-
thiopyridone),34 the core-excitation distorts the solvent−solute
interactions, which explains the solvation shifts. According to
the equivalent core principle, the effect of a core-hole can be
approximated by an increase of the nuclear charge by 1; e.g.,
core-excited nitrogen (N*) largely behaves like oxygen.
Consequently, the polarity of the N*−H bond is increased
compared to that of N−H, which strengthens the HB in N−
H···OH2. Therefore, the excitation energy is lowered for the
protonated species. The magnitude of the red shift is the
smallest for 2PO and the largest for 4PO. These differences are
mainly caused by the steric hindrance of hydration if NHδ+ and
Oδ− are close together, as observed in the MD simulation of
the ground state.
The solvation shifts of the deprotonated species are

comparatively small, because the solvent−solute interactions
are already strong in the ground state. The additional charge in

Figure 4. (a) Linear trend of the protonation shift (Δhνπ*) and the
pyridone acidity (pKa

6,7). (b) Comparison of the experimental
NEXAFS with the CASSCF spectra for the gas phase and with explicit
solvation (details are given in the Methods section) demonstrating
that the magnitude of this shift is governed by solvent−solute
interactions.
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the excited state destabilizes the hydrogen bonding structure,
especially in 2PO−, where the LUMO has large contributions
at the close-lying Nδ− and Oδ− sites.
Taken together, the response of the solvent−solute

interaction to the core-excitation leads to a reduction of the
protonation shift Δhνπ* for all species. This shift correlates
(within the errors of the measurement) entirely with the
acidity of the keto tautomersb. The experimentally observed
trend is well reproduced by the CASSCF calculations with
explicit solvation. Thereby, the computational findings support
the abovementioned reasoning that the smaller Δhνπ* is, the
stronger the solvent−solute interactions are. Based on the
general relation of hydrogen bonding and acidity,35 it can be
stated that the stronger the stabilization of the pyridones by
the solvent, the weaker the N−H bond.
It is known from the MD simulations that 3PO has the

largest coordination number of all keto forms and that this
species also shows a −0.73 eV calculated π* shift upon
solvation (see Figure 4). From this, it becomes apparent why
3PO(−) has the lowest Δhνπ* gap of all pyridones. The strong
stabilization of 3PO by the solvent is in agreement with the
general assumption that the more polar (keto) tautomer is
energetically preferable in aqueous solutions.36 However, this
effect is not only mediated by the macroscopic dielectricity of
water, as initially assumed in multiple studies,7,8,37 but also by
hydrogen bonding interactions. Since these interactions
diminish for higher temperatures, it can be expected that the
equilibrium shifts to the enol form upon heating as observed
for 3HP/3PO.38

For 2HP/2PO and 4HP/4PO, the higher polarity of the
keto form explains why the tautomeric equilibrium is inverted
between the gas phase and aqueous solution. In contrast, 3PO
does not seem to obey this rule, as it is the most polar form,
but coexists with its enol tautomer in water. In fact, due to
missing resonance stabilization of the charges in 3PO, it is
severely disadvantaged to the point of not being energetically
preferable in an aqueous solution even though it is highly
stabilized. This interpretation is in agreement with the rule of
Zilberg and Dick that the less stable tautomer receives higher
stabilization by the aqueous environment.39 Additionally, the
instability of the zwitterionic 3PO explains the higher acidity of
3HP/3PO compared to the other pyridones.
The acidity difference between 2PO and 4PO can be

understood, now, as a result of the higher interaction of 4PO
with water. The additional stabilization of 4PO agrees with the
inverted order of equilibrium constants between vapor

<[ ]
[ ]

[ ]
[ ]( )4PO

4HP
2PO
2HP

and aqueous solution >[ ]
[ ]

[ ]
[ ]( )4PO

4HP
2PO
2HP
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Analogous to the 3PO case, the more intense 4PO water
interactions stabilize this tautomer but cause its protonation
state to be more dependent on the solvent. In other words, the
abovementioned finding applies: the higher the stabilization by
the solvent, the weaker the N−H bond. Since the solvation, in
turn, is dependent on the steric hindrance of the hydration and
its enhancement by localized charges, it can be stated that
these factors control the acidity and tautomerism of pyridones
at the same time.

■ CONCLUSIONS
The amplification of isomeric differences of HP/PO by
aqueous hydrogen bonding has been investigated using N K-
edge NEXAFS spectroscopy accompanied by systematic
CASSCF calculations, distinguishing inherent molecular

properties and solvation effects: the dominance of the enol
form for all HP/PO isomers in the gas phase is mirrored by
minor differences in the electronic structure, especially of the
ortho and para isomers in the ground state. The core-excited
state reveals first differences dependent on the O− substitution
position and conjugation to the pyridine ring. In aqueous
solution, the keto tautomers of 2HP/2PO and 4HP/4PO have
been spectroscopically identified as dominating entities,
whereas 3PO coexists with the enol form. This is consistent
with previous studies in the ultraviolet range of light.
The HP/PO solvation structure has been investigated in

detail by MD simulations. The common theme among all
molecules considered in this study is their ability to form
strong hydrogen bonds with the solvent, both by donating a
hydrogen bond to water or by accepting it, and thus stabilizing
the molecule. However, in 2PO, a steric hindrance of the
hydration reduces the solvent stabilization. In contrast, 3PO
receives the highest stabilization due to its zwitterionic
character.
The strong interaction between the electronic structure of

the pyridones and the surrounding water molecules shows that
the increase of solvent stabilization of the keto tautomer from
2PO to 4PO to 3PO, being expressed by the N(1s) → π*
protonation shift, directly correlates with an increase in acidity.
It also explains that the tautomeric equilibrium is not only
inverted but that the HP form exists as a miniscule fraction for
2HP/2PO and 4HP/4PO upon solvation. 3PO, which does
not contain a neutral resonance structure, is energetically so
unfavorable that solvent stabilization, even though it is
comparatively high, only increases the share of 3PO in
aqueous solution to 50%.
The water environment amplifies the tautomeric differences

of the pyridone isomers because the intensity of the HB
interaction depends both on the localization of charges as a
result of the oxygen conjugation and the proximity of the
heteroatoms leading to sterical hindrance. Hydrogen bonding
not only stabilizes the keto tautomers but also weakens the
covalent bond of the proton at the nitrogen site by the same
ratio.
These findings clarify the principles of the HP/PO

tautomerism and acidity, which have been under investigation
for more than 100 years now,40 and they help to unravel the
biological function of nucleobases, vitamin B6, and the
pathways of the natural remediation of pyridine.41
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Abstract: Tautomerism is one of the most important forms of
isomerism, owing to the facile interconversion between species
and the large differences in chemical properties introduced by
the proton transfer connecting the tautomers. Spectroscopic
techniques are often used for characterization of tautomers.
In this context, separating the overlapping spectral response
of coexisting tautomers is a long standing challenge in chem-
istry. Here, we demonstrate that by using Resonant Inelastic
X-ray Scattering tuned to the core-excited states at the site
of proton exchange between tautomers one is able to experi-
mentally disentangle the manifold of valence excited states of
each tautomer in a mixture. The technique is applied to the
prototypical keto-enol equilibrium of 3-hydroxypyridine in aque-
ous solution. We detect transitions from the occupied orbitals
into the LUMO for each tautomer in solution, which report on
intrinsic and hydrogen-bond-induced orbital polarization within
the π and σ manifolds at the proton transfer site.

Tautomerism constitutes a form of isomerization involv-
ing species that readily interconvert. The most prevalent
manifestation of tautomerism is caused by a change in the
position of a proton within a molecule, denoted prototropic
tautomerism. Although a seemingly subtle change, it im-
parts decisive modifications in chemical bonding and polar-
ity, consequently defining molecular property and function-
ality. Tautomerization plays decisive roles in many chemical
processes, such as determining the mechanisms of chemi-
cal reactions.1 Its biological importance is reflected in the
tautomerism of amino-acids2,3 that affect the folding of pro-
teins4 as well as their pocket-binding properties.5

Molecules exhibiting tautomerism readily inter-convert,
co-existing at a ratio dictated by the tautomeric constant
KT , which depends on a number of parameters, e.g. en-
vironment polarity and intra- and inter-molecular hydrogen
bonding. Apt manipulation of these chemical parameters en-
ables biasing the equilibrium in favour of a given tautomer
and, hence, to learn about the properties of each individ-
ual species. However, tautomers can also be inseparable, or
also exist only as short-lived intermediates, which preclude
isolation and a detailed investigation of their properties.

Accessing the electronic structure of individual tautomers
in equilibrium has been a long-standing challenge in chemi-
cal spectroscopy. Considering traditional UV-Vis absorption
spectroscopy, one is often faced with the problem that the
lowest π → π∗ absorption bands of individual tautomers
overlap strongly. Meaning that obtaining their individual
spectra experimentally is unfeasible as a rule. In this con-
text, the equilibrium has to be perturbed by creating solvent

mixtures, or manipulating the pH so as to detect variations
in the spectra, which in turn need to be decomposed by
assuming band-shapes and using statistical methods.6,7

Here, we propose resonant inelastic X-ray scattering8

(RIXS) as an elegant solution to this problem. In the RIXS
process, the valence electronic excited states of a molecule
are reached indirectly, following decay from a resonantly ex-
cited intermediate state, in close analogy to resonant Raman
spectroscopy. In RIXS, however, the intermediate states are
core-excited states which are element specific and highly sen-
sitive to the local chemical environment of individual atoms
in a molecule. These attributes have led to insight into the
bonding in transition metal complexes,9 proton-transfer dy-
namics in organics10 and hydrogen bonding in liquid wa-
ter.11

We demonstrate the unique capability of RIXS to inves-
tigate tautomeric equilibria using the prototypical keto-enol
equilibrium of 3-hydroxypyridine (3HP) as a show case. In
aqueous solution 3HP exists as a 1:1 mixture of the enol form
and the zwitterionic keto form (KT = 1.1712). Using RIXS
we are able to disentangle the excited state manifold of each
individual tautomer, detecting excited states into the XUV
region, associated with deep-lying bonding orbitals which
shed light on the bonding differences between the species, as
well as on the interactions with the solvent, and address the
origin of tautomerism at the molecular orbital level.

In Fig. 1a, the keto-enol equilibrium of 3HP is displayed.
Although in gas-phase the enolic form is greatly favoured, in
aqueous solution the zwitterionic keto form is highly stabi-
lized by hydrogen bonds13–15 to the point where both struc-
tures co-exist in nearly equal proportion.12 Panel (b) of the
same figure, displays the UV-Vis absorption spectrum of the
3HP tautomeric mixture. It can be clearly seen that we have
strong overlap between the bands of each species. Under-
neath the experimental spectra we display a decomposition
of the spectrum into components, as proposed in the seminal
work of Metzler and Snell.12

This decomposition relied on the comparison of the spec-
tra in different solvents, allowing to assign the first and third
peaks to the keto form, and the second one to the enol.
Although the analysis of the lowest absorption bands al-
lowed for the determination of the equilibrium constant, it
bears only limited information on the full electronic struc-
ture of the individual tautomeric species. Moreover, the
energy range of a typical UV-Vis spectrum is limited both
by experimental constraints as well as by the strong solvent
absorption background for higher photon energies.

The limitations outlined above may be overcome by utiliz-
ing the core-excited states of the system. We shall focus at
the N K-edge, specifically, on excitations from the N 1s or-
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Figure 1. Tautomeric equilibrium in 3-hydroxypyridine and
the overlapping spectral response problem. (a) Chemical struc-
ture of the species involved in the tautomeric equilibrium of 3-
hydroxipyridine (3HP) in aqueous solution (KT = 1.1712). (b)
UV-Vis absorption spectrum of aqueous 3HP (solid line) and the
respective band decomposition scheme12 shown by shaded areas
for the keto (green) and enol (red) forms. (c) Diagram of elec-
tronic transitions underlying the UV-Vis absorption and RIXS
spectra of 3HP. While the π → π∗ energetically overlap, the
1sN → π∗ levels are shifted by about 1.5 eV, allowing to sep-
arate the species through resonant excitation.

bital into the LUMO π∗ orbital. Such highly excited states,
with a hole localized on the nitrogen atom, show a high sen-
sitivity on the chemical environment. Hence, the presence
or absence of a proton bound to the nitrogen atom intro-
duces a large chemical shift between the core-excited states
of each tautomer.15 Indeed, the literature abounds with ex-
amples discussing the protonation shift of X-ray absorption
resonances between species in solution.10,15–18

Fig. 1c shows how we use RIXS to exploit the chemical
shift of the π∗ resonance upon proton transfer between tau-
tomers to yield an experimentally pure spectrum for each
species. As shown in the diagram, by tuning the X-ray exci-
tation to each of the well separated core-excited resonances
we can detect the emitted photons upon decay to the man-
ifold of final states, which in turn are states with valence
excitation character. In this specific case, the RIXS spec-
trum of each tautomer will contain transitions from the oc-
cupied orbital manifold into the LUMO, provided the states
have significant N 2p character. Thus we can also observe
the electronic changes in the bonding orbitals of the system,
and are not limited to only the frontier orbitals. There-
fore, we expect to map the local electronic structure of each
tautomer at the nitrogen atom, which is one of the proton
transfer sites in the hetero-cycle.

The basic experimental framework is depicted in Fig. 2a.
The tautomeric mixture in a liquid jet is exposed to an X-ray
beam with narrow energy bandwidth as well as a well de-
fined polarization vector. The intensity and energy of the re-
spective scattered photons are subsequently detected. Scan-
ning the incident photon energy across the π∗ resonances of
each tautomer leads to the two-dimensional map presented
in Fig. 2b.

From the 2D RIXS map, it can be clearly seen that we
have well defined regions associated with each tautomer. On
the top axis of the map, we see the X-ray absorption spec-
trum showing the two π∗ resonances, where the energetically
lower one is associated with the enol species and the higher

one with the keto species. Since the absorption and emission
steps are coupled in RIXS, the same selectivity holds for the
scattered photons. It should be noted that such differenti-
ation between species would be absent for other core-level
methods e.g. non resonant X-ray emission or photo-electron
spectroscopy. The resonant emission spectra for each of the
tautomers are vertically plotted on the sides of the 2D map
in Fig. 2b. These spectra contain information on transitions
between occupied molecular orbitals and the LUMO in the
energy range up to 20 eV.

We elucidate the electronic differences introduced by
the proton transfer connecting both species based on the
recorded spectra of each tautomer. The first step is to as-
sign the detected transitions in the spectra to electronic fi-
nal states reached in the RIXS process. We do so based
on two tools: the scattering anisotropy of the RIXS process
and time-dependent density functional theory calculations
within the restricted subspace approximation19 (RSA-TD-
DFT). The inherent anisotropy of RIXS20 allows to deter-
mine the symmetry of the states present in the spectrum.
Considering our experiment, excitation from a 1s orbital
into an orbital of π symmetry with a vertically polarized
photon leads to enhanced emission intensity from occupied

Figure 2. Experimental framework and 2D RIXS map of the
tautomeric mixture. (a) Schematic of the experimental frame-
work. (b) Measured RIXS map of aqueous 3-hydroxypyridine.
On top the X-ray absorption spectrum showing the separated
resonances of each tautomer is shown. The individual spectrum
of the enol is shown vertically on the left (399.0 eV excitation en-
ergy) and the spectrum of the keto (400.6 eV excitation energy)
is shown vertically on the right.
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Figure 3. Scattering anisotropy and state assignment of the RIXS spectra of individual tautomers. The experimental and theoretical
RIXS spectra of the keto (a) and enol (c) forms of 3-hydroxypyridine for both vertically and horizontally polarized excitation. (b)
Kohn-Sham orbital energy diagram highlighting significant orbitals. Relevant orbitals, grouped according to π and σ symmetry, used for
assigning the RIXS spectra of the keto (d) and enol (e) forms.

π orbitals. The opposite being true for horizontally polar-
ized excitation, where emission from σ orbitals is enhanced.
This allows to assign regions of the RIXS spectrum associ-
ated with the π and σ bonding manifolds in a robust way.
The experimental and theoretical RIXS spectra for horizon-
tally and vertically polarized X-ray excitation are shown in
Fig. 3a,c for each tautomer.

The most prominent difference seen at the N K-edge RIXS
spectra of the tautomers is the presence of the intense nitro-
gen lone-pair (21σ) peak at around 5 eV energy loss, for the
enol tautomer as seen in Fig. 3c. This feature is absent in
the spectrum of the keto species (Fig. 3a) as in this case the
corresponding orbital re-hybridizes and binds covalently to
the hydrogen 1s orbital to form the NH bond, which leads
to a stabilization of the sigma orbitals. This stabilization
is consistent with the fact that 3HP is a weak acid (pKa

= 8.321) with a strong N−H bond. Such an unambiguous
signature of the lone-pair orbital has also been observed for
deprotonated hetero-cycles.10,22–24

The position of the proton induces further effects on the
electronic structure of each tautomer, beyond the replace-
ment of a lone-pair by a N−H bond. More precisely, a strong
polarization of the occupied orbitals of each tautomer takes
place. In general terms, the molecular orbitals in the keto
form are polarized towards the nitrogen site, while in the
enol form the orbitals are biased towards the oxygen atom.
This is a reflection of the intuitive notion that protonation of
a given atom increases its ability to accommodate electron
density.

Such polarization effects are very evident considering the
π manifold of each system, in the energy loss range of 6-10
eV. Specifically, the fully bonding 1π orbital of each system
(Fig. 3d,e) shows a clear inversion of polarity between the
nitrogen to oxygen atoms. This polarization is directly seen
in the RIXS spectra (Fig. 3a,c) where the keto species dis-
plays an intense peak associated with the 1π orbital, while
the intensity of the same orbital is much smaller in the enolic
form, in which the 2π orbital carries most intensity in the π

manifold detected in the spectrum.
Analysing the energy loss features beyond 10 eV, we iden-

tify transitions associated with the σ bonding manifold, as
also evidenced by the scattering anisotropy in both experi-
ment and theory. For the keto form, four features can be dis-
tinguished in this region, associated with the delocalized ring
orbitals with significant contribution from the N−H moiety.
Specifically, orbitals 14σ, 13σ and 12σ in region below 15
eV loss, see Fig. 3a,d. In the range between 15 and 20 eV
a weaker feature associated with the deep lying 11σ orbital
can be identified. Focusing now on the enol, we observe
a considerably weaker intensity associated with the bond-
ing σ peaks. This is further indication of the polarization
of these orbitals towards the O−H moiety, and away from
the nitrogen atom. Here, transitions from the 16σ and 13σ
orbitals are detected in the 10-15 eV range, see Fig. 3c,e.
Analagously to the spectrum of the keto, a weaker feature
associated with the 11σ orbital is seen in the 15-20 eV energy
loss range.

Lastly, it remains to address the role of the solvent on the
equilibrium constant and on the electronic structure of each
tautomer. The general class of hydroxypyridines exhibit an
inversion of the tautomeric equilibrium when substituting
an apolar solvent for a polar one.13,25,26 To further eluci-
date the role of the solvent we performed QM/MM molec-
ular dynamics simulations. Each tautomeric form of 3HP
interacts strongly with the water molecules of the solvent
via hydrogen bonds, leading to a manifold of configurations
explored by each tautomer within its potential energy basin.
Vibrational motion, both thermal and X-ray induced,27 also
plays a role in the formation of the spectrum. These aspects
are not easily separable in the experimental data, therefore
we need to investigate how each mechanism affects the peak
positions, lineshapes, and intensity ratios in the spectra.

Starting with the XAS, Fig. 4 compares the effect of
the core-hole lifetime broadening, the vibronic substructure,
and the impact of solvation and thermal vibrations on peak
width and position. As it can be seen, the width of the XAS
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Figure 4. Effect of vibrational motion and solvation on the
XAS spectral lineshape. (a) The experimental XAS spectrum. (b)
Calculated Franck-Condon profiles, in the gas-phase, for each tau-
tomer. The dashed lines show the absorption resonances including
only the core-hole lifetime broadening (ΓN = 0.12 eV, FWHM).
(c) Calculated histograms of transition energies, weighted by their
respective absorption intensity, sampled from the QM/MM MD
simulations. From this analysis we extract a tautomeric constant
of KT = 1.08.

resonances is dominated by the Franck-Condon progression
of the modes active upon core-excitation. However, no fine-
structure is seen in the experimental data due to the effect
of solvation, which induces an additional broadening of the
lines. We determined the solvation broadenings to be 0.21 eV
(enol) and 0.31 eV (keto) from the histograms of transition
energies, weighted by the absorption intensities, as shown in
Fig. 4c. In contrast, the vibrational broadenings (including
the core-hole lifetime broadening) are estimated to be 0.96
eV (enol) and 1.10 eV (keto). Broadenings are given as full-
width at half-maximum values. Using the computed line-
shapes, we extracted the tautomerization constant of 3HP
from the ratio of the XAS peaks to be KT = 1.08±0.02 (see
Supporting Information), which is in good agreement with
the values of Metzler and Snell 12 (KT = 1.17), Sánchez-Ruiz
et al. 25 (KT = 1.10) and Llor and Asensio 26 (KT = 1.06).

In our case, the tautomers are in chemical equilibrium.
Hence, we observe a signal arising from the statistical distri-
bution of proton positions around the potential energy basin
minimum of each system, as consequence of the fluctuations
of the hydrogen bond network around the nitrogen and oxy-
gen sites. In cases of photo-induced tautomerism, the molec-
ular vibrations can be mapped in real time, through the
oscillation of the position of the X-ray absorption lines, as
demonstrated by Loe et al..28

Although the XAS lines are only modestly broadened by
solvation, they are substantially shifted from the gas-phase
resonance positions.15 The shift is inverse for the two tau-
tomers, namely a blue shift is seen for the enol form and a
red shift for the keto form. Indicating that hydrogen bond-
ing reduces electron density at the nitrogen site for the enol,
and increases it for the keto form. However, XAS is only
an indirect measure of this effect, since we probe unoccu-
pied states. Hence, by turning to the RIXS transitions we
may disentangle the origins of the changes in electron den-
sity distribution induced by solute-solvent interactions with
molecular orbital specificity.

We can begin to uncover the detailed effects of hydrogen
bonding by looking at the solvent distribution density plots
in Fig. 5a,b. As expected, an inversion of polarity in the
solvation shell of each tautomer at the nitrogen site takes

place. Moreover, it can be seen that solvation at the oxo site
of the keto form is largely enhanced when compared to the
hydroxyl group in the enol tautomer. This helps to explain
the drastic stabilization of the keto form of the pyridones in
aqueous solution.13,15

To clearly identify the effect of hydrogen bonding on the
spectral observables, we calculated average RIXS spectra for
each tautomer based on sampled configurations from the
QM/MMMD trajectory. The spectra are shown in Fig. 5c,d,
where they are also compared to calculations in gas-phase.
To link the observed changes in peak positions and intensity
ratios seen in the theoretical simulations to the experimen-
tal RIXS spectra, we analysed the charge density difference
plots considering an idealized solvated cluster for each tau-
tomer, based on the microsolvation structures derived from
the MD. The plots are shown in Fig. 5e,f.

For the keto, σ density increases at the nitrogen while it
decreases at the hydrogen. This is caused by the donated
hydrogen bond to the water molecule, which increases the
polarity of the N−H bond by decreasing electron density
at the hydrogen. In contrast, π electron density is lost at

Figure 5. Hydrogen bonding effects on orbital polarization seen
in the RIXS spectra. Solvent oxygen (red) and hydrogen (gray)
mass-density distributions along with solute geometric distortions
sampled from the QM/MM MD simulatons for the keto (a) and
enol (b) tautomers. Comparison between experiment and theoret-
ical RIXS spectra, for vertically polarized excitation, computed
from sampled snapshots from the MD as well as for the molecules
in gas-phase (c, d). Electron density difference (∆ρ) for an ideal-
ized solvated cluster with respect to the molecule in vaccum for
the keto (e) and enol (f) tautomers.
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the nitrogen site, while it is accumulated at the C=O bond
(Fig. 5e). This solvent-induced orbital polarization is nicely
reflected on the spectral simulations, which show that the
relative intensity between the peak of the π manifold and
the σ is reduced when comparing the gas-phase and the ex-
plicitly solvated spectra in Fig. 5c. The intensity difference
is also accompanied by a 0.38 eV red shift of the π peak with
respect to the gas-phase.

For the enol, we observe opposite trends. Specifically, a
decrease of σ density at the nitrogen takes place due to the
accepted hydrogen bond from a water molecule (Fig. 5f).
Synergetically, an increase in π density occurs. Moreover,
the solvation at the oxygen site creates a much less pro-
nounced electron density reorganization in the enol tau-
tomer, when compared to the keto form. The shifts in elec-
tron density in the π and σ manifold are also well captured
in the RIXS spectra in Fig. 5d, where we see an increase
of the π peak with respect to the nitrogen lone-pair peak.
We also see a 0.30 eV blue shift of the lone pair peak with
respect to the gas-phase.

Molecular polarity and tautomerism are inextricably
linked, as pointed out very early on by Lewis.29 Polar chem-
ical bonds result from the imbalance in the capacity of dif-
ferent atoms to attract the electrons in the molecule to their
vicinity. The very fundamental reason for the existence of
multiple tautomeric species of a given chemical compound
stems from the shifts in polarity in the molecule, which in
turn directly affects their relative thermodynamic stability.
This is further evidenced by the extreme influence of sol-
vent polarity on tautomeric equilibria. Hence, the ability
to experimentally dissect molecular polarity in terms of the
concept of molecular orbitals is extremely powerful.

The example case of 3HP demonstrates how a technique
capable of separating the overlapping spectral response
of the tautomers yield new insights into electronic struc-
ture changes and orbital re-hybridization introduced by the
change in proton position. The association of RIXS inten-
sities with the amplitude of bonding orbitals at a given the
elemental site is an inherent feature of X-ray spectroscopy,
as a projected density of states is probed. Such projection of
molecular orbitals on atomic sites, by element specific X-ray
excitation, has been used, for instance, to quantify covalent
interactions in transition metal complexes.30,31 In the spe-
cific case discussed here, the projection of the orbitals on the
nitrogen site, one of the proton center sites, we are able to
experimentally derive the change in electron density upon
tautomerization and solvation.

The ability to assess the nitrogen 2p character of the bond-
ing orbitals, combined with the symmetry assignment pro-
vided by the scattering anisotropy, enabled several interest-
ing insights to be extracted. Notably, the lowest bonding π
orbital which although fully delocalized in both tautomers,
in the keto form is heavily biased to the nitrogen, while it is
biased towards the oxygen in the enol form. A similar trend
is seen for the σ bonding orbitals, the RIXS intensity of such
states is higher for the keto form, indicating large amplitude
at the nitrogen. They are, however, weaker in the enol form,
indicating a polarity towards the oxygen. Such observation
is consistent with the fact that the enol form is dominant
in gas-phase, since electron density accumulates at the more
electro-negative oxygen atom. This inherent picture is dis-
torted once hydrogen bonding is accounted for. In this case,
the considerably stronger interactions with the keto form
lead to significant rehybridization at the nitrogen site, while

the enol form is only modestly affected.
The effects discussed above have only been indirectly de-

rived1 or theoretically discussed.32–35 The comprehensive
review of Raczyńska et al. 1 extensively highlights the link
between electron delocalization and polarization and the po-
sition of the tautomeric equilibrium. Notably, Sato et al. 34

discussed the concept of "electronic structure distortion" by
solvation, to explain the inversion of the tautomeric equilib-
rium in 2-Pyridone when going from gas-phase to aqueous
solution. In that study, it was found by energy decomposi-
tion that the stabilization of the ketone is due to strong re-
hybridization of the orbitals at the hydrogen bonding sites.
Our analysis for the 3HP isomer, supports their notion with
the added sensitivity of being able to experimentally disen-
tangle the σ and π bonding manifolds of each system. Here,
it becomes clear that future studies where an experimen-
tal comparison of the same equilibrium in gas-phase, apolar
solvents and polar ones will be able to track the electronic
changes induced by the medium.

Generally, the large chemical shift of the XAS associated
with proton transfer provides great selectivity in the RIXS
spectra of prototropic tautomeric mixtures. Hence, we ex-
pect applicability to a wide range of systems, beyond the
showcase of 3HP. Nevertheless, it should be noted that dif-
ficulties can arise on a system-specific basis. Explicitly, in
the case where XAS resonances overlap, either completely or
partially. In the less likely case of complete overlap, happen-
ing when the different tautomers exhibit chemically equiv-
alent sites, selectivity would be drastically reduced. Here,
the RIXS signal of the individual species would also over-
lap, requiring decomposition schemes to be applied. In the
more probable case of only partial overlap, the concept of
excitation energy detuning can be used to alter the relative
contribution of the underlying species to the total signal by
exciting on the blue or red flanks of the absorption reso-
nances. Thereby enabling at least partial recovery of the
selectivity. Alternatively, even if the resonances overlap at
a given elemental edge, the use of complementary elemen-
tal edges28 provides further options to target the individual
tautomeric forms.

In conclusion, we have established resonant inelastic X-
ray scattering as a technique to separate the overlapping
electronic structure of tautomers in equilibrium. The large
protonation shift associated with the proton transfer at the
isomerization site leads to well separated resonances that can
be excited selectively. The resulting spectra on the energy
loss scale contain information on excitations from the occu-
pied manifold into the LUMO of each system, all the while
the intensities of each band report on the atomic character of
a given occupied orbital, in the case presented here at the ni-
trogen site. The symmetry of the states could be experimen-
tally determined via the scattering anisotropy. Combining
the experimental results with QM/MM MD simulations and
RSA-TD-DFT spectral calculations, we were able to asses
the intrinsic orbital polarization of the occupied manifold of
each tautomer, as well as the additional polarization induced
by hydrogen bonding. The experimental scheme described
here can be expected to be applicable to a wide range of
systems, and could lead to deeper insights into how the or-
bital polarization introduced by the proton transfer as well
as interactions with the solvent determines the position of
the equilibrium between tautomers.

Experiment Methods The experiments were carried out
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at the the BESSY II Synchrotron facility. The X-ray absorp-
tion measurements were carried out using the nmTransmis-
sion NEXAFS endstation36 at the UE52-SGM ,37 and the
X-ray absorption spectra have been originally published by
Büchner et al..15 The RIXS measurements were performed
at the UE49-SGM38 beamline using the EDAX 39 endsta-
tion. The 3-hydroxypyridine (3HP) sample was purchased
from Sigma-Aldrich with a minimum purity of 95% and dis-
solved in de-ionized water to yield a 75 mM solution. The
experimental RIXS endstation is discussed in detail by Kun-
nus et al. .39 In short, the sample was delivered into the ex-
perimental vacuum chamber using a round liquid jet system
of 20 - 30 µm diameter. The solution was refreshed at a
rate of 1.3mL/min. It was excited using horizontally and
vertically polarized synchrotron radiation at the nitrogen 1s
absorption resonances of the two tautomers with a band-
width of 0.2 eV. The scattered photons were dispersed with
respect to their energy and detected under a 90◦ angle using
a modified Scienta XES 350 Rowland type spectrometer.

Computational Methods All electronic structure calcula-
tions were carried out with the ORCA package.40 The RIXS
scattering amplitudes were computed within the RSA-TD-
DFT method described by Vaz da Cruz et al..19 Transition
moments were computed based on the linear response am-
plitudes,41 using the Multiwfn42 program. Spectral calcula-
tions used the PBE exchange and correlation functional and
the def2-TZVP(-f) basis set.43

To model the micro-solvation of each tautomer Quan-
tum Mechanics/Molecular Mechanics Molecular Dynamics
(QM/MM MD) simulations were performed. The simula-
tions used the NAMD/ORCA interface44 where ORCA40

was used to compute the quantum mechanical forces of the
solute molecules and NAMD45,46 was used for the time prop-
agation of the classical water molecules. The quantum-
mechanical region was comprised of only the solute molecule,
treated at the B3LYP/def2-TZVP(-f) level using the RIJ-
COSX approximation,47 while the solvent molecules were
modelled via the classical TIP3P force field. From the simu-
lations uncorrelated snapshots were taken for analysis of the
solvation via radial distribution functions and to compute
the XAS and RIXS spectra. Further details are available in
the Supporting Information.
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4.3 Publication III

The porphyrin center as a regulator for metal–ligand covalency and π hybridization in the entire
molecule
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Phys. Chem. Chem. Phys., 2021,23, 24765-24772‡

The porphyrin center is shown to control both the covalency of the central
complex and π hybridization with peripheral substituents.
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The porphyrin center as a regulator for
metal–ligand covalency and p hybridization in the
entire molecule†

Robby Büchner, *a Mattis Fondell, b Robert Haverkamp, b

Annette Pietzsch, b Vinı́cius Vaz da Cruz *b and Alexander Föhlisch ab

The central moiety of porphyrins is shown to control the charge state of the inner complex and links it

by covalent interaction to the peripheral substituents. This link, which enables the versatile functions of

porphyrins, is not picked up in the established, reduced four orbital picture [Gouterman, J. Mol.

Spectrosc., 1961, 6, 138]. X-ray absorption spectroscopy at the N K-edge with density functional theory

approaches gives access to the full electronic structure, in particular the p* manifold beyond the

Gouterman orbitals. Systematic variation of the central moiety highlights two linked, governing trends:

The ionicity of the porphyrin center increases from the aminic N–H to N–Cu to N–Zn to N–Mg to the

iminic N:. At the same time covalency with peripheral substituents increases and compensates the

buildup of high charge density at the coordinated nitrogen sites.

1 Introduction

While the class of porphyrins and derivatives is of versatile use
and of significant importance both in nature and technology,
each function is fulfilled by a porphyrin with particular con-
stitution: protoporphyrin IX, for instance, contains a center of
two hydrogen atoms, which are replaced by magnesium in
plants to form chlorophyll or iron in vertebrates to form haeme.
Upon iron deficiency zinc protoporphyrin is synthesized by the
body, instead, leading to anemia.1 If the human porphyrin
metabolism is substantially impaired, protoporphyrin IX accu-
mulates in the body causing photoallergy and hepatic disease.2

Analogously to the necessity for an iron center in heame, the
magnesium center of chlorophyll is essential for light-
harvesting in plants. For the technical imitation of photosynth-
esis, however, copper3 or zinc4 are used as central atoms, since
isolated chlorophyll easily disintegrates.5 In contrast, the high
stability of copper chlorophyllins allows their application in the food
industry,6 catalysis,7 and medicine.8 The use of chlorophyllins is

also supported by their high aqueous solubility. The ability of
porphyrins and derivatives to dissolve in polar solvents, bind to
synthetic surfaces or proteins in a specific geometric arrangement
are governed by the peripheral substituents which differ for each
before mentioned application in addition to the central moiety.

Considering the vast variety of porphyrins, it is remarkable
that all of them show similar optical properties (see UV/VIS
spectra in the ESI†). The strong UV (Soret or B band) and
weaker visible (Q) bands of all porphyrins have been explained
by p–p* transitions from the two highest occupied molecular
orbitals (HOMO, HOMO�1 – see Fig. 1a) to the two lowest
unoccupied molecular orbitals (LUMO, LUMO+1) by Gouter-
man in Gouterman 1961.9 This four orbital model explains the
intensity differences and the splitting of the visible bands in
H2TPP by assuming the HOMO(+1) to be accidentally degen-
erate. This condition can be weakened by mixing of metal pz

atomic orbitals with the HOMO or electron donating/accepting
side chains. However, optical spectroscopy of porphyrins is
rather insensitive to electronic structure changes upon periph-
eral substitution or exchange of the central moiety. Since past
experimental electronic structure studies were focused on the
Gouterman orbitals, theoretical approaches lack precision on
the p manifold10 and the description of differences between the
porphyrin species.

In this work, we investigate the influence of a 2H+ (Fig. 1b),
Mg2+ (Fig. 1c), Zn2+ (Fig. 1d), and Cu2+ center (Fig. 1e) on the
electronic structure of tetraphenylporphyrins (TPPs) and their
carboxylated derivatives (TCPPs) in comparison to the parent,
unsubstituted porphyrins (Ps). For this purpose, we exploit the
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element selectivity of Near-Edge X-ray Absorption Spectroscopy
(NEXAFS) at the nitrogen atoms, which link the porphyrin
macrocycle to the central moiety. To uncover the nature of
the porphyrin transition beyond the Gouterman orbitals, den-
sity functional theory calculations are carried out for a range of
functionals both with the transition potential (TP-DFT) and
time dependent approach (TD-DFT). Thereby we establish the
porphyrin center as a regulator for the hybridization in the
entire molecule controlling both the ionicity of the metal–
ligand bond and the p covalency of the macrocycle with
peripheral substituents.

2 Methods
2.1 Experimental details

For the experimental investigation 5,10,15,20-tetrakis(4-carboxy-
phenyl)porphyrins (TCPPs) have been selected, since the carboxyl
groups in the para position of each phenyl substituent drastically
increase the solubility of the per se mostly nonpolar porphyrins in
aqueous solution. These TPP derivatives were synthesized by Por-
Lab (Scharbeutz, Germany) with a minimum purity of 95%. To
ensure a maximum concentration of the investigated solutions, the
powder samples were dissolved in a 0.01 N NaOH solution. After
one hour of ultrasonic treatment, they were filtered through a
25–50 mm filter. The final concentrations were determined by
UV/VIS absorption measurements (Shimadzu UV-2700) yielding
approximately 3.0 mM for H2TCPP, 3.6 mM for MgTCPP, 4.6 mM
for ZnTCPP, and 2.9 mM for CuTPP.

In order to directly access the absorbance of soft X-rays by
transmission measurements, the thickness of the sample needs
to be in the order of a few mm. Such a condition is provided by
the nmTransmission NEXAFS endstation,11 where the liquid is
pushed into the vacuum chamber through two 30 mm sized
nozzles. Upon collision, the two jets form a liquid sheet, whose

thickness can be adjusted to suit the penetration depth of soft
X-rays. In the present study, a flow rate of 1.6 ml min�1 was
used resulting in thicknesses of approximately 4 mm. The
continuous replenishment of the solutions also prevents radia-
tion induced sample damage.

The experiment was prepared at beamline UE49-SGM12

(Bessy II, Helmholtz-Zentrum Berlin) with the EDAX
endstation13 and finally conducted at the neighboring beam-
line UE52-SGM.14 The spectra were on average acquired for 22 s
for each 0.05 eV step. The bandwidth of the incoming X-rays
was 0.13 eV.

The resulting spectra were calibrated by the NEXAFS signa-
ture of co-dissolved N2 at 400.84 eV.15,16 The solvent back-
ground including the N2 features has been measured
separately, fitted and subtracted from the sample spectra
yielding the pure NEXAFS of aqueous carboxylated TPPs.

2.2 Computational details

Both 5,10,15,20-tetraphenylporphyrins (TPPs, as shown in
Fig. 1) and the parent Ps, in which four hydrogen atoms replace
the phenyl groups, were investigated by electronic structure
calculations to distinguish the effects of substitution and
different central atoms.

All geometry optimizations and TD-DFT calculations were
carried out with the Orca package.17 Molecular geometries were
optimized with the PBE018 functional and def2-TZVP(-f)19 basis
set without symmetry constraints to account for the tilt of the
phenyl substituents (see Section 3.3). The RIJCOSX
approximation20 was used with the def2/J21 auxiliary basis set.
Becke–Johnson damping22,23 was used for dispersion correc-
tion. For the TD-DFT X-ray absorption spectrum calculations
the def2-TZVP basis was used for all atoms except for the
central metal atom and the nitrogen atoms, on which the
diffuse def2-TZVPD basis set was adopted. In the calculations,
the near-degenerate core-orbitals were localized and the multi-
plicity of the states involved has been restricted to doublet–
doublet (CuTPP) and singlet–singlet excitations (H2TPP,
MgTPP, ZnTPP). For the simulation of the aqueous environ-
ment (resulting in the spectra shown in Fig. 4a) the conductor-
like polarizable continuum model24 (CPCM) has been used
both in the geometry optimization and TD-DFT calculations.

The choice of the density functional kernel for porphyrins
poses a difficult task, specially concerning the X-ray absorption
spectrum simulations. Although, the lowest p* resonance is
typically well described by global hybrids25 and consequently
all functionals tested here were able to correctly describe the
transition from the N 1s orbital to the eg Gouterman orbitals.
For large conjugated systems, such as porphyrins, additional p*
resonances occur below the ionization threshold, which might
not be properly described by a functional with large exact
exchange fraction. On the one hand, the description of higher
lying p* orbitals is worse for global hybrids with a high fraction
of exact exchange (see DFT benchmark in the ESI†). On the
other hand, the description of metal–ligand charge transfer
states requires hybrid functionals, including large fractions of
Hartree–Fock exchange (HFX).10,26,27 Since no clear single

Fig. 1 Frontier orbitals of the series of tetraphenylporphyrin (TPP) cores in
relation to optical properties: (a) optical transitions between the near-
degenerate LUMO/LUMO+1 (b and c) and HOMO�1/HOMO (d and e)
orbitals of all porphyrins give rise to the common UV/VIS absorption bands –
the foundation for the Gouterman model. Illustrations of these Gouterman
orbitals (named after their symmetry in the D4h [D2h] point group) in the TPPs:
(b) eg [b2g] of H2TPP, (c) eg [b3g] of MgTTP, (d) a1u [au] of ZnTTP, (e) a2u [b1u] of
CuTTP.
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compromise could be reached we have used the BLYP28,29

functional for analyzing the transitions of p character, while
the transitions affected by metal–ligand interactions were
studied by the BHandHLYP30 functional.

To assess the role of core–hole relaxation, additional spec-
tral calculations based on the transition potential (TP-DFT)
method were carried out. The PSIXAS31 plugin for PSI432 was
used and the same basis sets used for the TD-DFT calculations
described above to enable comparability. The excited state was
calculated in the presence of a half core hole.

The resulting transition energies were shifted according to
the first experimental resonance of MgTCPP (�1.96 eV for TP-
DFT BLYP, +20.29 eV for TD-DFT BLYP, +1.26 eV for TD-DFT
BHandHLYP) or the respective resonance for which interspe-
cies shifts are plotted (�0.21 eV for the second resonance in
Fig. 4b). The final spectra were obtained by convolution with a
Voigt profile of 0.13 eV33 (Lorentzian FWHM) and 0.20 eV
(Gaussian FWHM) broadening.

Isosurface plots are displayed for the virtual Kohn–Sham
orbitals obtained by ground state calculation of CuTPP with an
isovalue of 0.02. The orbitals for the remaining systems are
visually analogous.

3 Results and discussion

In Fig. 2(a) the N K-edge NEXAFS of carboxylated TPPs with
2H+, Mg2+, Zn2+, and Cu2+ as central moiety are shown. It can be
seen that three resonances appear for each nitrogen atom in a

specific chemical environment. The decomposition of the
H2TPP spectrum in transitions of the aminic (N–H, solid lines)
and iminic nitrogen atoms (N:, dashed lines) was firstly
proposed by Narioka et al.34 and is confirmed by our calcula-
tions. The interpretation of the experimental features, which
will be discussed below, is summarized in Fig. 2(b). In short,
the 1eg (blue), b2u (pink), and 3eg (dark green) resonances are
observed for each sample and nitrogen site. To enable compar-
ability to past studies with symmetry restriction or different
substituents, (instead of N(1s) - HOMO, N(1s) -. . .) the
transitions are classified by the symmetry of the vacant orbital
in the idealized D4h point group of the porphyrin macrocycle
and numbered by the respective occurrence above the Fermi
level. The nomenclature for the Gouterman orbitals in the
reduced idealized symmetry of H2TPP (D2h) is given in Fig. 1.

It should be noted, that the electronic transitions observed
in the X-ray absorption spectrum at typical light element
K-edges are dressed by sizable Franck–Condon progressions,
which combined with the electronic transition dipole moment
determine the intensity ratios.35–37 The role of vibrational
excitations is also evidenced by the large width of the observed
near-edge resonances.

The detailed assignment of the experimental features is
based on the DFT calculations being shown in Fig. 3. As
explained above, the BLYP functional is expected to yield
reasonable results for the delocalized p* states of the
electron-rich porphyrin macrocycle. The comparison of
TD-DFT and TP-DFT calculations allows to assess the role of

Fig. 2 (a) Experimental N K-edge NEXAFS of carboxylated TPPs. The interpretation of the main resonances (see ESI† for spectral decomposition) is
indicated by the color of the dashed (excitation from an iminic nitrogen atom) and solid vertical lines (other nitrogen environments): 1eg (blue), b1g

(orange), b2u (pink), 3eg (dark green), a2u (red), shape resonance (gray). (b) Schematic representation of the transitions with equivalent line styles. The
orbitals which are involved in the NEXAFS of all investigated species are illustrated in opaque colors.
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both configuration interactions (CI) and relaxation effects. For
investigating the metal–ligand interactions and substituent
effects in aqueous solution we refer to Fig. 4(a), where the
TD-DFT BHandHLYP spectrum simulations are shown for all
investigated TPPs and their phenyl-free P analogs.

3.1 Spectral interpretation

The first peak in all experimental spectra (397.9–400.1 eV, blue
in Fig. 2a) is the 1eg(p*) resonance. The vacant orbitals of the
underlying transition are the Gouterman LUMO and LUMO+1,
which also participate in the UV/VIS transitions (see Fig. 1).
There is general consensus in literature about the assignment
of this feature,34,38–43 which is not the case for the subsequent
resonances.

The narrow 1eg shoulder (399.5 eV, orange), that is only
observed for a Cu2+ center, results from the half occupied Cu
3dx2�y2 orbital which mixes with the porphyrin s-type b1g

orbital in D4h symmetry. Early solid state measurements of
copper porphyrins39,40,44 have not been able to resolve this
feature. Mangione et al.43 assigned the b1g resonance to an 1eg

shoulder to lower energies – similar to the one which we
observe for all samples around 398 eV. Since radiation damage
can be excluded for the setup used (see section 2.1) and this
shoulder is also visible for the closed-shell ZnTCPP we attribute
this feature to thermal geometric distortions. For CuTCPP we
interpret the 399.5 eV shoulder on the opposite side of the

1eg peak as s* resonance. This relative position is in agreement
with linear dichroism measurements at the N K-edge of copper
phthalocyanine,45 explains the existence of a similar shoulder
in iron porphyrin in solution,46 and is theoretically backed up
by our spectrum calculations and the ones by Schmidt et al.47

for another transition metal TPP.47 For CuTPP, the transition
appears in both DFT BLYP calculations (see Fig. 3) below the
1eg resonance similar to the calculations done by Mangione
et al.43 The energetic position above the 1eg resonance, being
proposed in this work, is based on the benchmarked func-
tionals with a large fraction of HFX as BHandHLYP (see Fig. 4a).
This behavior is expected, as hybrid functionals describe charge
transfer states more precisely than pure functionals.10

The second intense peak in the experimental spectra
(400.1–402.0 eV, pink) has been interpreted as b1g

47 or sub-
stituent feature46,48 in the past. The strong intensity of this
peak in all carboxylated metal TPP spectra and the 1eg

shoulder, which is only observed for CuTCPP, speak against
the former assignment. A substituent transition – in our case

Fig. 3 Transition potential and time dependent DFT calculations of the
TPP N K-edge with the BLYP functional. Dashed transition result from the
excitation of a core electron of an iminic nitrogen atom.

Fig. 4 Blue-shift of the 1eg and b2u transition energies from iminic
nitrogen (N:) in H2TPP, MgTPP, ZnTPP, CuTPP to aminic nitrogen (N–H)
in H2TPP: (a) TD-DFT BHandHLYP spectral simulations with implicit
solvation for the TPP series (black) and their phenyl-free P equivalents
(gray). (b) Comparison of the calculated, experimental and negative
Kohn–Sham orbital energy shifts.
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phenyl(p*) – is indeed observed in this energy range for TD-DFT
based calculations with low or no HFX (cyan in Fig. 3). How-
ever, the comparison with experimental octaethylporphyrin40

and especially metal P NEXAFS spectra41,44,49 (without any
outer substituent) make clear that this peak belongs to the p*
signature of the porphyrin macrocycle. The second porphyrin
peak (P b2u in Fig. 4a) results from the b2u(p*) transition. This
feature is prominent in all calculations shown. When the TP-
DFT and TD-DFT calculations are compared, it can be noted
that the b2u resonance is lowered in energy yielding a better
agreement with the experimental positions for TP-DFT. At the
same time, the 2eg transition is quenched following the general
pattern of the core–hole effect to concentrate the excitation
intensity on the energetically lower transitions.50

The quenching of the 2eg peak by core–hole relaxation is in
agreement with results found in literature.34,44 Nevertheless,
the partial density of unoccupied states has been used to
explain the next experimental feature around 401.7 eV (dark
green).38,39,44 As the 3eg feature has a strong intensity for all
calculations with low HFX (see Fig. 3 and ESI†), we assign the
third prominent feature to the 3eg(p*) transition.

In agreement with previous calculations,34 the experimental
shoulder around the ionization potential of the metal (M)
porphyrins (402.9–403.4 eV, red) can be interpreted as a2u

transition. This molecular orbital is formed by hybridization
of the porphyrin a2u(p*) with M pz orbitals.

Above 405 eV, shape resonances can be identified in all
experimental spectra (gray). Noticeable is the small blue-shift
from MgTCPP to ZnTCPP to CuTCPP indicating a steady con-
traction of the M–N bond.51 This interpretation agrees with the
calculated [and experimentally determined52] TPP bond length
of 2.06 Å for Mg–N, 2.04 Å [2.04 Å] for Zn–N, 2.01 Å [1.98 Å] for
Cu–N.

3.2 Covalency of the central metal complex

As shown in Fig. 4(b), the experimental 1eg resonance energy
increases from N: in H2TCPP (397.9 eV) to MgTCPP (398.3 eV) to
ZnTCPP (398.5 eV) to CuTCPP (398.7 eV) to N–H in H2TCPP
(400.1 eV), which is well reproduced by TD-DFT BHandHLYP
calculations for the TPP core with implicit solvation. This
observation might be surprising, as the 1eg Gouterman orbital
is known to be little influenced by the choice of the central
moiety.10,53 Also differences in the electron–hole interaction
between the TPPs and derivatives are expected to be marginal,
as the large conjugate system leads to an equally low contribu-
tion of the highly delocalized p* orbital at the excited nitrogen
atom for all investigated species.50

As pointed out by Garcı́a-Lastra et al.,40 the energy of the 1eg

near-edge resonances mainly depends on the electron density
at the nitrogen atoms. This is in line with our calculations as far
as the negative Kohn–Sham orbital energies (with 50% HFX) are
comparable with ionization potentials. Since a higher electron
density at the nitrogen site leads to better screening of the core–
hole and thereby lowers the 1eg excitation energy, the negative
charge at the nitrogen atoms must decrease in the order: N: in
H2TPP, MgTPP, ZnTPP, CuTPP, N–H in H2TPP (and equally for

the TCPPs). Accordingly, the covalency of the N–X (X = Mg, Zn,
Cu, H) bond increases. This finding is also in line with the
more contracted N–X bond in CuTPP compared to ZnTPP and
ZnTPP compared to MgTPP (as discussed above).

The Löwdin orbital populations of the BHandHLYP calcula-
tions with implicit solvation reveal an evolution of the complex
covalent bond along the series: The N–Mg interaction is mainly
characterized by the overlap of magnesium and nitrogen s and
px/py orbitals (in the porphyrin plane). For the other metal
porphyrins, an increased hybridization with metal dx2�y2 and
dz2 atomic orbitals is noticeable. From zinc to copper, p bond-
ing to metal dxz/dyz orbitals gains in importance. That is in line
with the established strong mixing of unoccupied metal d and
porphyrin p orbitals for open shell transition metals.53 In the
NEXAFS spectra, the high covalency of the copper complex
becomes apparent by the b1g ligand-to-metal charge transfer
state, which is missing for the other porphyrins.

Hence, the systematic shift of the 1eg X-ray absorption
resonance is a measure of the charge transfer from the por-
phyrin macrocycle to the metal center. MgTCPP is the most
ionic species with an electron density at the nitrogen sites close
to the iminic nitrogen atoms in H2TCPP. By orbital
re-hybridization the ionicity is reduced for ZnTCPP. The stron-
gest metal–porphyrin interactions are observed in CuTCPP
where charge delocalization over both the porphyrin macro-
cycle and the central complex causes a decrease of the nitrogen
charge density, which is lower only for N–H in H2TCPP.

3.3 Covalency to peripheral substituents

As seen in Fig. 4, the central metal atom within the porphyrin
ring not only affects the 1eg resonance position but also the
energy of the b2u feature. Especially from the comparison of
MgTCPP and ZnTCPP (see Fig. 4b) it becomes clear that the
interspecies shift of the b2u resonance exceeds the chemical
shift of the N 1s core level discussed above.

A shift of the b2u resonance has been experimentally estab-
lished upon substitution of NiP forming NiTPP.41 The observed
shift is well reproduced by our TD-DFT calculations with
BHandHLYP (see ESI†). Analogously, the calculated spectra of
P and TPP are compared for the iminic, magnesium, zinc,
copper, and aminic center in Fig. 4(a). It can be seen that the
enhanced experimental red-shift of MgTPP is reflected in a
larger calculated MgP - MgTPP shift compared to CuP -

CuTPP‡.
The experimental evidence for the red-shift upon P substitu-

tion with phenyl groups is mirrored in the calculations by CI
mixing of the b2u transition with those to covalent porphyrin–
phenyl orbitals (see phenyl orbital plot in Fig. 2b). In other
words, the rehybridization and mixing of porphyrin and phenyl
orbitals and their contribution in the CI expansion continu-
ously decreases from MgTPP to ZnTPP to CuTPP.

‡ The b2u feature of ZnP cannot be unambiguously assigned in the TD-DFT
BHandHLYP calculation, but seems to be lowered in energy due to strong CI with
transitions to mixed zinc atomic and porphyrin p* orbitals.
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The influence of peripheral substituents on the porphyrin
electronic structure has rarely been discussed42,43,53 or expli-
citly excluded40 in literature. For TPPs this simplification has
been justified by the assumption that the phenyl groups are
oriented perpendicular (901) to the porphyrin macrocycle.34

However, in practice there is a competition between steric
repulsion and p overlap.54 Together with geometric distortions
induced by the environment this competition leads to phenyl
tilts down to 201 on surfaces.44 In our calculations, the phenyl
tilt amounts to approximately 661, which is in agreement with
X-ray crystallographic data.55 In accordance with the assumed
increase of phenyl-macrocycle p overlap the calculated phenyl
tilt slightly decreases from CuTPP to ZnTPP to MgTPP (see
ESI†).

The rise in intensity from CuTCPP to ZnTCPP to MgTCPP
around 400 eV (see Fig. 2) can be interpreted as an indicator for
increasing covalency leading to the formation of a N(1s) -

phenyl(p*) feature in this energy region. This effect would be
governed by mixing of the N 2pz orbital with the phenyl p* one.
However, due to strong vibrational broadening of the intense p*
resonances the identification of the phenyl/substituent peak is
problematic, nevertheless, its indirect presence can be seen in
the shift of the b2u resonance.

Experimental evidence for a change in absorbance around
400 eV in connection to a variation of the substituents is
provided by Mangione et al.43 In their calculations the authors
find an increased mixing between porphyrin and substituent
orbitals upon fluorine decoration of the phenyl groups in
CuTPP opposed to H2TPP.

In our series the macrocycle-substituent covalency is
increased for a more ionic porphyrin center. That way, the lack
of charge transfer with the metal for ZnTPP/ZnTCPP and
especially MgTPP/MgTCPP is compensated by an increased
charge delocalization onto the substituents. This observation
matches with the behaviour of haem, that reduction of the
system leads to a global increase of the porphyrin charge
density including non-conjugate substituents.56

4 Conclusions

By the experimental determination and theoretical description
of the N K-edge NEXAFS of a series of porphyrins, we have been
able to clarify the interpretation of higher p* resonances
beyond those of the well-known Gouterman orbitals. We find
that even though the electron–hole interaction is of minor
importance for relative excitation energies (due to the highly
delocalized p system), relaxation effects are crucial for the
estimation of excitation intensities. The TP-DFT method is
therefore well suited for the description of porphyrin core-
excited states. Charge transfer states, however, are only cor-
rectly described by hybrid functionals with high HFX, which
currently yield theoretically sound results only for TD-DFT.

The experimental and theoretical analysis of systematic
interspecies shifts uncovered two trends: The ionicity of the
porphyrin center increases from N–H to N–Cu to N–Zn to N–Mg

to N:. At the same time the covalency with peripheral substi-
tuents increases to compensate for the high charge density at
the nitrogen sites.

These findings directly relate to the different functions of
metal porphyrins and derivatives. While the ionic character of
Mg2+macrocycle2� is essential for the charge transfer from
negatively charged chlorophyll radicals during photosynthesis,
it also gives rise to the low stability of the isolated molecule.5

The substitution of magnesium by copper increases the stabi-
lity of the complex enabling the human utilization beyond its
photochemical properties. In the context of technical light-
harvesting the observed metal controlled p hybridization of
porphyrin and phenyl orbitals are of great interest. Cordones
et al.48 raised the importance of electron localization in the
excited state for the efficiency of dye-sensitized solar cells. Zinc
porphyrins, which can – based on our results – be seen as a
tradeoff between stability and low mixing of metal and por-
phyrin states, serve as excellent electron acceptors.48

Taken together, the investigation of TPP/TCPP orbitals
beyond the Gouterman picture revealed the porphyrin center
as a regulator for covalency in the entire molecule. In MgTPP/
MgTCPP the central N–Mg bond is most ionic so that p
hybridization with peripheral substituents is enhanced in
compensation. CuTPP/CuTCPP is a counter example with a
rather covalent metal–ligand interaction and low p hybridiza-
tion to the phenyl substituents. Thereby we uncovered the
connection between porphyrin constitution and resulting
chemical properties which enables the versatile use of porphyr-
ins and derivatives in general.
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36 J. Stöhr, NEXAFS Spectroscopy, Springer, San Jose, 1992.
37 V. Vaz da Cruz, N. Ignatova, R. C. Couto, D. A. Fedotov,

D. R. Rehn, V. Savchenko, P. Norman, H. Ågren, S. Polyutov,
J. Niskanen, S. Eckert, R. M. Jay, M. Fondell, T. Schmitt,
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A. Nefedov, C. Wöll and J. V. Barth, J. Chem. Phys., 2012,
136, 014705.

45 L. Floreano, A. Cossaro, R. Gotter, A. Verdini, G. Bavdek,
F. Evangelista, A. Ruocco, A. Morgante and D. Cvetko,
J. Phys. Chem. C, 2008, 112, 10794–10802.

46 R. Golnak, J. Xiao, K. Atak, J. S. Stevens, A. Gainar,
S. L. M. Schroeder and E. F. Aziz, Phys. Chem. Chem. Phys.,
2015, 17, 29000–29006.

PCCP Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

9 
O

ct
ob

er
 2

02
1.

 D
ow

nl
oa

de
d 

on
 1

/1
3/

20
22

 1
0:

17
:1

9 
A

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n 
3.

0 
U

np
or

te
d 

L
ic

en
ce

.

View Article Online

54



24772 |  Phys. Chem. Chem. Phys., 2021, 23, 24765–24772 This journal is © the Owner Societies 2021

47 N. Schmidt, R. Fink and W. Hieringer, J. Chem. Phys., 2010,
133, 054703.

48 A. A. Cordones, C. D. Pemmaraju, J. H. Lee, I. Zegkinoglou,
M.-E. Ragoussi, F. J. Himpsel, G. de la Torre and
R. W. Schoenlein, J. Phys. Chem. Lett., 2021, 12, 1182–1188.

49 K. Diller, F. Klappenberger, F. Allegretti, A. C. Papageorgiou,
S. Fischer, A. Wiengarten, S. Joshi, K. Seufert, D. Écija,
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Q1Fundamental electronic changes upon intersystem
crossing in large aromatic photosensitizers: free
base 5,10,15,20-tetrakis(4-
carboxylatophenyl)porphyrin†

Robby Büchner, *ab Vinı́cius Vaz da Cruz, *b Nitika Grover, c

Asterios Charisiadis,c Mattis Fondell, b Robert Haverkamp,ab

Mathias O. Senge *d and Alexander Föhlisch ab

Free base 5,10,15,20-tetrakis(4-carboxylatophenyl)porphyrin stands for the class of powerful porphyrin

photosensitizers for singlet oxygen generation and light-harvesting. The atomic level selectivity of

dynamic UV pump – N K-edge probe X-ray absorption spectroscopy in combination with time-

dependent density functional theory (TD-DFT) gives direct access to the crucial excited molecular states

within the unusual relaxation pathway. The efficient intersystem crossing, that is El-Sayed forbidden and

not facilitated by a heavy atom is confirmed to be the result of the long singlet excited state lifetime (Qx

4.9 ns) and thermal effects. Overall, the interplay of stabilization by conservation of angular momenta

and vibronic relaxation drive the de-excitation in these chromophores.

1 Introduction

Apart from the potential in future photovoltaics,1 free base
porphyrins are efficient photosensitizers for the generation of
singlet oxygen – a highly reactive oxidizing agent.2 As a con-
sequence, the accumulation of free base porphyrins in plants
and vertebrates such as humans leads to pathological
photosensitivity.3–5 On the other hand, the high singlet oxygen
yield of free base porphyrins in a wide spectral range is
employed in the treatment of tumors,6,7 atherosclerosis,8 skin
diseases,9 and microbia10 by photodynamic therapy (PDT), for
sustainable chemistry,11,12 and photocatalysis.13,14

In all these cases, free base porphyrins are excited by
ultraviolet or visible light (UV/VIS) to one of the singlet excited
states (Fig. 1a). Higher excited states (Qy, B) are transformed to

the lowest singlet excited state (Qx) by ultrafast internal
conversion.15 The nanosecond lifetime of Qx in combination
with vibronic coupling were predicted to facilitate the efficient
intersystem crossing to the lowest triplet state (T1).9,16 In the
presence of oxygen, triplet free base porphyrin decays to the
singlet ground state (S0) by triplet energy transfer raising
ground state oxygen (3Sg

� O2) to its first singlet excited state
(1Dg O2).17 While there is a general agreement in the literature
about this abstract deactivation path, the exact electronic
structure of the involved states is debated especially regarding
the energetic order of the frontier orbitals in T1.18

Free base 5,10,15,20-tetrakis(4-carboxylatophenyl)porphyrin
(TCPP4�, Fig. 1b) is the parent compound of novel agents for
photodynamic diagnosis and PDT of breast and skin cancer
with singlet oxygen quantum yields up to FD = 0.61.19 Com-
pared to previous studies on lipophilic porphyrins, such as free
base 5,10,15,20-tetraphenylporphyrin (TPP), this water-soluble
porphyrin allows the investigation in aqueous solution mimick-
ing the water-containing environment in a biological cell.20

Considering the light-harvesting applications, carboxylate moi-
eties of TCPP4� are typical anchoring groups in dye-sensitized
solar cells.14 Therefore this molecule is an ideal candidate for
transient electronic structure investigation of solar cell chro-
mophores subsequent to the existing work on zinc
porphyrins.21

In this work, we monitor the relaxation of photoexcited
TCPP4� on an atomic level with focus on the configurations
and lifetimes of the long-lived lowest singlet and triplet excited
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states. Therefore UV pump – N K-edge probe spectroscopy is
employed yielding the evolution of the near-edge X-ray absorp-
tion fine structure (NEXAFS) after the photoexcitation. The
spectra are interpreted with the aid of TD-DFT calculations
within the restricted subspace approximation (RSA)22 providing
detailed information on the electronic structure before and
after the intersystem crossing, as well as evidence for the
theoretically proposed vibronic deactivation channels.

2 Methods

The precursor 5,10,15,20-tetrakis(4-methoxycarbonylphenyl)
porphyrin (TCOOMePP) and desired TCPP compounds were
synthesized following previously reported procedures23,24 (see
Synthesis for details, ESI†). The final 3 mM TCPP4� solution
(pH E 12) was prepared with deionized water and NaOH. The
solute is expected to be fourfold deprotonated since all carboxyl
groups independently deprotonate with pKa E 6.25

Preparatory measurements were carried out at beamline
UE49-SGM26 with the EDAX endstation27 (Bessy II, Berlin).

The static and transient data has been acquired with the
nmTransmission NEXAFS28 endstation at UE52-SGM.29 In this
setup a thin leaf, that is formed upon the collision of two liquid
jets, is used to directly determine the X-ray transmission of the
sample solution. The liquid jets enter the vacuum chamber via
a pair of 30 mm sized nozzles with a combined flow rate of 1.4
mL min�1.

The sample was excited at 343 nm with a pulse energy of 7 mJ
and a spot size of (80 � 80) mm2. A repetition rate of 208 kHz
was chosen, to allow full sample replenishment between the UV
pulses. The X-ray probe had a bandwidth of 0.13 eV and spot
size of (55 � 140) mm2. The temporal resolution of the experi-
ment is limited by the length and jitter of the synchrotron
bunches and amounts to 0.14 � 0.01 ns according to the fit of
the delay traces. The static, 0.1 ns, 5.0 ns, and 40.0 ns delayed
transient spectra were in total acquired for 30 s, 13 s, 6 s, and
3 s per 0.05 eV step, respectively. Keeping the X-ray photon
energy fixed and varying the pump–probe delay from �0.5 ns to
1.0 ns and 1.0 ns to 40.0 ns yielded the time traces, each with 61
steps and a net acquisition time of 11 minutes.

All photon energies were calibrated by the signature of co-
dissolved N2 in the ground state spectrum.30,31 The shown
static spectrum was yielded by subtracting the fitted N2 signa-
ture and solvent background.

For the theoretical description, the parent carboxylate-free
TPP was considered. The influence of the weakly electron
donating carboxylate groups for the probe of the local elec-
tronic structure at the nitrogen sites is expected to be small.
This assumption is based on the high similarity in the
experimental N K-edge spectra of TCPP and TPP.32,33 The
ORCA package34 was used for all electronic structure calcula-
tions. The aqueous environment of the experimentally inves-
tigated molecules was modeled by the conductor-like
polarizable continuum model (CPCM).35 The B3LYP36,37

functional was used with the def2-TZVP(-f)38 basis set, def2/
J39 auxiliary basis set, and Becke–Johnson damping.40,41 The
choice of these parameters is based on our past benchmark32

and the computational efficiency needed for the simulation
of multiple core- and valence-excited states. The geometry
optimization was carried out for the S0, T1, and Qx state
without symmetry restrictions to yield more accurate geome-
tries regarding the tilt of the phenyl groups32 and deforma-
tions of the porphyrin macrocycle in the excited states. The
given configuration interaction coefficients are the result of
ground state TD-DFT calculations.

To compute the transient signals, we employed the
restricted subspace approximation22 in the TD-DFT spectrum
calculations using Multiwfn42 to compute the transition dipole
moments between the involved states (see Application of the
restricted subspace approximation for details, ESI†). The lowest
excitations from the localized –NQ and –NH– 1s orbitals have
been determined for the minimum geometry of the respective
electronic state. The resulting spectra were shifted by 12.5 eV
and broadened by 0.13 eV (Gaussian FWHM) and 0.5 eV
(Lorentzian FWHM43) according to the lowest experimental
ground state transition.
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Fig. 1 (a) Dominant relaxation pathway of optically exited free base
porphyrins in the presence of molecular oxygen: IC – internal conversion,
ISC – intersystem crossing, TET – triplet energy transfer. (b) Structural
formula of free base 5,10,15,20-tetrakis(4-carboxylatophenyl)porphyrin
(TCPP4�). The 18 p-electron aromatic system is highlighted in red.
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3 Results and discussion

The first model of the porphyrin electronic structure, that
successfully explains the UV/VIS spectra (Fig. 2a), was proposed
by Gouterman in 195944,45 and is used to the present day.
According to this model and our calculations, all bands in the
optical spectrum of TCPP4� (Fig. 2a) are related to transitions
between the two highest occupied (HOMOs) and lowest unoc-
cupied (LUMOs) molecular orbitals and hence of p - p*
character. We use the irreducible representations to describe
these orbitals throughout this work to account for the D2h

symmetry of the free base porphyrin macrocycle (oriented as
shown in Fig. 2b). From group theory, it can be deduced that
the optical transitions are either x (b1u - b2g, au - b3g) or y
(b1u - b3g, au - b2g) polarized, as shown in Fig. 2b. Transi-
tions of the same polarization (x or y) are expected to mix
according to their proximity in energy.

While the two lowest unoccupied orbitals are degenerate in
metalloporphyrins (where the central protons are replaced by a
divalent metal ion) the b2g orbital is lowered in energy for
ground state free base porphyrins due to the electron density

on the aminic nitrogen atoms.46 The order of the HOMOs
depends on the peripheral substituents. If they are linked to
the bridging (meso) carbon atoms, the b1u orbital is slightly
higher in energy than the au orbital47 (see Fig. 2b).

Even though, the frontier orbitals are not completely pair-
wise degenerate, the aromatic porphyrin macrocycle can be
approximated by a free electron ring48 to explain the absorption
spectrum (Fig. 2a). From the nodes of the wavefunctions
(depicted in Fig. 2b) the orbital angular momentum normal
to the porphyrin plane can be derived: lHOMOs

z E �4h� and l
LUMOs
z E �5h�. According to the ground state of total angular

momentum LS0
z ¼ 0 and the selection rule DLz = �1h�, transi-

tions to the Bx/By state (LB
z E �1h�) are high in energy and

allowed, while the opposite applies to transitions to the Qx/Qy

states (LQ
z E �9h�).48 The quasi-forbidden character of the Qx/Qy

transition can be lifted by in-plane deformations, giving rise to
the lower intensity of Qx(0, 0)/Qy(0, 0) compared to Qx(1, 0)/Qy(1,
0) denoting transitions to vibrationally excited modes.9,49 If the
near-degeneracy of Bx and By is considered, the UV/VIS spec-
trum of TCPP4� is fully understood.

With X-ray absorption spectroscopy, we are able to probe
the electronic structure with atomic precision, enabling a
detailed picture of energies and occupancies of the TCPP4�

frontier orbitals (Fig. 2c). Opposed to the near-degenerate
HOMOs/LUMOs, the aminic and iminic pairs of nitrogen
core levels are shifted by as much as 2 eV,50,51 since the
higher electron density at the iminic nitrogens screens the
core charge more efficiently.52 Consequently, the energeti-
cally lowest resonance (397.9 eV) in the experimental and
calculated ground state N K-edge NEXAFS (Fig. 3a) is of
1s(QN–) - p* character. Since only the b3g unoccupied
orbital has amplitude at the iminic nitrogens, it is populated
by the core electron in this transition. For the same reasons,
the 400.0 eV resonance corresponds to the 1s(–NH–) - b2g

transition. At higher excitation energies less prominent
features with only small transient changes are observed
(see full spectrum in Fig. S1, ESI†). A detailed interpretation
of the ground state spectrum is given elsewhere.32

The first TCPP4� transient signal that is probed with the
temporal resolution of our setup (0.1 ns in Fig. 3b) is expected
to probe the lowest singlet excited state (Qx). From the parent
TPP it is known, that this state is electronically populated and
thermally equilibrated in less than 100 fs and 20 ps, respec-
tively, after optical or UV excitation under ambient
conditions.15 The p - p* transition, leading to the Qx, opens
a new channel for the core excitation, viz. the 1s(N) - b1u

transition, which is equally probable for both iminic and
aminic nitrogen sites (Fig. 2c). The former lead to a new
feature below the edge of the ground state (396.0 eV). The
second feature, corresponding to 1s(–NH–) - b1u transitions,
overlaps with other transient features (gray bar around 398 eV
in Fig. 3b). Potential transitions to au are not observed, as this
p orbital does not have any amplitude at any nitrogen site. The
depletion of the ground state (red bars in Fig. 3b) gives rise to
the remaining strong transient features.
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Fig. 2 (a) UV/VIS spectrum of TCPP4�. (b) Frontier orbitals with the
porphyrin macrocycle in the xy-plane and polarization of optical transi-
tions in red. (c) Schematic representation of X-ray induced transitions.
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For increasing delay times of the X-ray probe to the UV
excitation (5.0 ns and 40.0 ns in Fig. 3b) the 1s(QN–) - b1u

transient feature shifts to higher energies (396.4 eV). This shift
is reproduced by the calculations when comparing the lowest
singlet (Qx–S0) and triplet transient (T1–S0) evidencing the
direct observation of an intersystem crossing.

Fig. 3c shows the continuous temporal evolution of the
transient features until 40 ns after laser excitation. The time
traces were fitted by an exponentially modified Gaussian dis-
tribution (with an identical lifetime) and a step function being
convoluted with the same Gaussian broadening, since a sec-
ond, slower decay cannot be unambiguously identified within
the 40 ns time window. The short-lived component is most
prominent in the time evolution of the 396.0 eV feature (probed
by the time trace at 395.9 eV, magenta), verifying that this
feature is the signature of the lowest singlet excited state. The
equivalent feature of the triplet state (probed at 396.5 eV, green)
shows a clear delay of the initial increase in absorbance even
though it energetically overlaps with the just discussed peak at
396.0 eV. In the case of the two depletions, of which the
temporal evolution has been captured at 397.8 eV (orange)

and 399.9 eV (blue), the reduction of the absorbance compared
to the ground state is observed both in the lowest singlet and
triplet excited state.

The global fit of the singlet lifetime yields tF = 4.9 � 0.5 ns,
which is in the range of known TCPP fluorescence lifetimes, i.e.
from 4.0 ns in organic solvents to 10.4 ns in basic aqueous
solution.19,20,25,53 Our result rather corresponds to the lifetimes
in less polar solutions agreeing with the negligible influence of
the solvent on the Qx lifetime, which has recently been estab-
lished in a review of TPP (and ZnTPP) photophysical
properties.54 Instead, the O2 saturation of the solution has
been considered as the dominant factor – leading to a 23%
decrease – of the lifetime of the lowest singlet excited state.
However, one of the shorter TCPP lifetimes19 has been deter-
mined in de-aerated solutions, while one of the longer ones in
air-equilibrated solution.53 Also, the influence of aggregation
on the Qx lifetime in our concentrated aqueous solution can be
excluded, as TCPP aggregates show fluorescence lifetimes
below 1 ns.53 The large variation indicates that temperature
should be considered as the main parameter determining the
singlet state lifetime. This supports the proposed vibronic
nature of the intersystem crossing in free base porphyrins.9

From the time traces, a lower limit for the lifetime of the
triplet state can be inferred: tT 4 200 ns. This agrees with
previously observed triplet state lifetimes of tT 4 1 ms depen-
dent on the oxygen concentration11,15,55 and potential triplet–
triplet annihilation in concentrated solutions.56 All determined
lifetimes are summarized in Fig. 4a.

For closer analysis of the electronic structure in the two
observed excited states, the Qx and T1 absorption spectra have
been approximated by adding the S0 spectrum to the transient
ones so that the ground state depletion is compensated (see
Fig. S2, ESI†). The resulting spectra should be viewed with
caution as the spectral intensities depend on Franck–Condon
progressions57–59 and the exact fraction of excited molecules.
However, the results gained by this naive approach (Fig. 4b)
agree with the calculated electronic configurations (Fig. 4c) and
are therefore used as illustration.

From the earlier discussion on the UV/VIS spectrum, the
calculated mixture of 1(b1u b2g) and 1(au b3g) configurations in
the Qx state is expected. The dominance of the former by 27%
(Fig. 4c) is supported by the Qx absorbance in the 1s(N) - b3g/
b1u and 1s(N) - b2g energy regions compared to the other
states (Fig. 4b). The deviation from the 50 : 50 mixture, being
expected in an idealized free electron ring, is a result of the
deviations from the pairwise degeneracy of the frontier
orbitals.46 However, as seen from the UV/VIS spectrum, electric
dipole transitions between the ground and lowest singlet
excited state are still quasi-forbidden. Therefore also fluores-
cence from this state is unfavorable with a fluorescence quan-
tum yield FF r 0.2511,19,20,25 as supported by the similar
intensity of our transient spectra at short and long delays
(Fig. 3b and c).

The long lifetime of the singlet state gives rise to the high
triplet yield (FT = 0.7811) despite the lack of both a heavy atom
and close-lying non-pp* intermediate states which would
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Fig. 3 (a) Ground state TCPP4� N K-edge NEXAFS spectrum. (b) Transient
spectra 0.1 ns, 5.0 ns and 40.0 ns after the laser excitation (left) in
comparison to the calculated spectra (right). (c) Experimental time traces
at the resonance energies.
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facilitate the process according to El-Sayed’s rule.9,60 Instead, a
crossing of the Qx and T1,2 potential energy surfaces along the
central proton transfer reaction path was proposed16 and
experimental evidence for the tautomerism has recently been
found.61 Since the spin–orbit coupling matrix element
increases to an amount that makes the transition competitive
with fluorescence only for out-of plane distortions, thermal
activation and a long-lived singlet state are prerequisites for the
intersystem crossing.

An intermediate, higher triplet state as a result of the
intersystem crossing16 is not visible within our temporal reso-
lution. Instead, a pure one electron excited state is obtained, as
mixing with other configurations is restricted by symmetry in
the lowest triplet states.48,62

The approximated T1 spectrum suggests a 3(b1u b3g) configu-
ration. This is in agreement with studies on TPP47 and free base
5,10,15,20-tetrakis(4-sulfonatophenyl)porphyrin.61 For TCPP4�

a contraction of the solvation shell upon triplet state formation
has been observed,25 which can be explained by the charge
density difference of 3(b1u b3g) compared to the ground state:
b1u (fully occupied in S0) has equal amplitudes at all nitrogen
sites, but b3g (unoccupied in S0) only at the iminic ones
(Fig. 2b). When both molecular orbitals are singly occupied,
the charge at the aminic sites decreases. As this strengthens the
hydrogen bond between water and the amino group
(H2O� � �HNd+), the solvation shell is contracted in the lowest
triplet state. This supports the presence of the 3(b1u b3g)
configuration for TCPP4�.

It should be noted that the triplet state in non-meso-
substituted porphyrins is expected to be of 3(au b3g) character,
due to the different order of the HOMOs.47,63,64 In contrast, Kay
proposed a 3(au b3g) configuration both for TPP and the parent,

unsubstituted porphyrin.18 Since we only probe the b1u orbital
and detect an intense transient feature, this work provides
experimental evidence, that the b1u orbital is singly occupied
in the lowest triplet state of TCPP4�, which also applies to TPP
as shown by our calculations. These predict that the 3(b1u b3g)
state is energetically below 3(b1u b2g) both in the ground state
and triplet state geometry, but only in the latter one the order of
the LUMOs is inverted.

A reduction of the free base porphyrin symmetry upon
intersystem crossing47 and the resulting exchange of the
LUMOs18 has been discussed in literature. However, out-of-
plane distortions in the triplet state compared to the ground
state as yielded by our calculations (see Fig. S3, ESI†) have
rarely been addressed. Only recently, the importance of such
distortions from the planar structure have been shown to be an
essential factor for the triplet energy transfer to oxygen:17 while
the porphyrin T1 vibrational ground state energy is close to the
one needed for the excitation of ground state to singlet oxygen,
the electron-exchange mechanism is most efficient if this
deviation is minimized (resonance condition) by out-of-plane
distortions.

In contrast, the electronic structure of the lowest singlet
excited state is barley affected by small geometric distortions
ensuring that fluorescence is quasi-forbidden. The resulting
long lifetime is essential for the application in dye-sensitized
solar cells. The charge injection into the conduction band of
typically used semiconductors is energetically most favorable
from the lowest singlet excited state. Since the decay of that
state and charge injection are competing processes, a low decay
rate is preferable.65 On the one hand, this competition can be
steered by metal insertion leading to an increase of the electron
injection rate. On the other hand, it has been shown that the
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Fig. 4 (a) Jablonski diagram of the TCPP4� deactivation pathway in the nanosecond regime. (b) Approximated X-ray absorption spectra probing the
TCPP4� frontier orbital occupation in the lowest singlet excited (Qx), triplet (T1), and ground state (S0). (c) Calculated configurations in these states.
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main absorption band of free base porphyrins can be tuned to
the ‘‘green gap’’ between the typical porphyrin absorption
bands, to increase the overall efficiency of a solar cell.1 This
feature might be of significant importance for future organic
photovoltaics, where the energy of the triplet state can be
harnessed.66 In that case – similar to the application as singlet
oxygen photosensitizers – free base porphyrins are advanta-
geous due to their long triplet state lifetimes.67

4 Conclusions

The relaxation of aqueous TCPP4� after UV excitation has been
observed by N K-edge NEXAFS spectroscopy. The lowest singlet
excited state (Qx) is populated in less than 140 ps after the
excitation. Despite of deviations from an ideal square planar
porphyrin macrocycle, the 63 : 36 mixture of the 1(au b3g) and
1(b1u b2g) configurations evidences that the free electron model
is applicable. Therefore, fluorescence is forbidden by angular
momentum conservation, which gives rise to the long lifetime
of this state (4.9 ns).

In dye-sensitized solar cells, the low Qx decay rate is a
prerequisite for the electron injection. In isolated molecules,
it enables the high yield of vibronic intersystem crossing by out-
of-plane vibrational modes, whose thermal character has been
confirmed by the variation of the Qx lifetimes. The resulting
long-lived triplet state (tT 4 200 ns) is concomitant with a
degree of structural bending. As a result the charge density is
decreased at the aminic and increased at the iminic nitrogens.
Further bending eases the triplet energy transfer to molecular
oxygen. The resulting high quantum yield of this process is the
basis for the various applications of free base porphyrins as
photosensitizers for singlet oxygen generation.
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5
Conclusion

In this thesis, electronic structure variationswithin two classes of aromaticmolecules were assessed: pyri-
dones and porphyrins. The issue of an accurate theoretical description of the electron delocalization in
aromatic compounds has been addressed by chemical physics since its very beginning. Experimentally,
the characteristic optical bands have long been used to access the electronic structure, but limited the
view to global transitions between frontier orbitals. X-ray spectroscopy allows to project a wide range
of occupied and unoccupied states onto specific chemical sites, enabling a fundamental understanding
of the origins of the electronic structure variations. In detail, RIXS and NEXAFS at the K-edge of the
nitrogen heteroatom in aromatic systemswere used to probe the local density of states and their response
to isomerism, complex formation, solvation, and optical excitation.

Upon all influencing factors of the charge itinerance and localization, the chemical composition of a
molecule is naturally most important. In the discussed bio-inspired molecules, the nitrogen heteroatom
introduces reactivity into the stable, parent benzene ring giving rise to tautomerism and complexation.
In publication I, the prototypical keto-enol tautomerism of the three HP/PO isomers and their acidity
were investigated. In the N K-edge NEXAFS spectra, the species differ mainly by the position of the
π∗ resonance, which is firstly dependent on the charge at the probed atom. The resulting shift between
the protonated and deprotonated nitrogen sites has meanwhile been established as a general trend for
aromaticmolecules33. Secondly, the resonance position is influencedby the relaxation of the core-excited
state, revealing a marginal influence of the per se highly electron attracting oxygen site in 3PO. This
interpretation is supportedbyCASSCFcalculations and confirms the reduced conjugationof the oxygen
site in this isomer. The resulting reduced stability of 3PO is a decisive factor for the isomeric differences.

The 3HP/3PO equilibrium was further examined in publication II. RIXS at the nitrogen proton
transfer site was used to probe the density and symmetry of occupied states for each tautomer individu-
ally by utilizing the site selectivity and polarization anisotropy of the scattering process. In combination
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with RSA-TD-DFT calculations, a polarization inversion between the tautomers has been uncovered:
The charge density is significantly increased at the respectively protonated site. The retrieved, detailed
information on the electronic structure of both tautomers emphasizes that the described method is ex-
pected to be valuable for the investigation of tautomeric systems, in general.

Publication III concentrates on the influence of different central moieties on hybridization in the
porphyrin complex. N K-edge NEXAFS spectroscopy is shown to be ideally suited to characterize the
electronic structure beyond the frontier orbitals, which are accessible by UV/VIS spectroscopy and well-
described by the Gouterman model. Consequently, the interpretation of the NEXAFS features being
caused by transitions to higher unoccupied states has been debated in the past. By a systematic variation
of biorelevant metal centers in combination with a benchmark of TD-DFT and TP-DFT calculations
with a number of functionals, a consistent interpretation of the NEXAFS features is achieved. Based
on this assignment, the metal-ligand covalency of porphyrins (Ps) can be seen to increase from MgP to
ZnP to CuP. For the conjugation of peripheral substituents an opposite trend is observed: the lower the
central covalency the higher the charge localization on the porphyrin ligand.

The proposed regulating role of the metal ion allows to comprehend the need for different central
moieties for the versatile applications of this class of molecules: The ionicity of the Mg2+P2− complex
eases the charge transfer in the closely related chlorophyllmolecule duringphotosynthesis, but also causes
a rather low stability. Transition metal porphyrins have a strong metal-ligand bond, which explains why
heme (FeP) is used for oxygen transport in blood. The compensation of different oxidation states of
the central metal atom during the respiratory process is supported by π hybridization with substituents,
as also indicated by Johansson et al.. If iron is scarce the body synthesizes ZnP90, which has a reduced
covalency of the central complex concomitant with similar photophysical properties to H2P and MgP.
The resulting strongfluorescenceuponoptical excitation is utilized todetect an irondeficiency inmedical
diagnosis59.

In addition to the effect of these intramolecular constitutional changes, the modification of the elec-
tronic structure as a consequence of hydrogen bonding and optical excitations has been studied. The
nature of hydrogen bonding – of which the covalent character is still of scientific debate3 – has been
further clarified in publication I. A correlation between the intensity of hydrogen bond interactions and
aciditywas established, confirming that the hydrogen bondX Y · · · Y is a step towards the proton trans-
fer forming X– · · ·H Y+116. X and Y denote a PO and a water molecule, respectively, in that specific
case.

By the inclusion of hydrogen bonding via minimally solvatedmodels (provided bymolecular dynam-
ics simulations), the macroscopic HP/PO tautomeric constants and acidities have been traced back on
the microscopic interplay of the inherent charge density and orbital re-hybridization upon solvation.
The charge localization in 3PO and steric hindrance of hydration in 2PO are identified as driving factors
for the three orders of magnitude difference regarding the tautomeric constant and acidity between the
isomers. The electronic structure and hydrogen bond analysis of the PO series has later been used by
Tang et al. to unravel the catalytic activity of PO-based ionic liquids.

Since the genetic information in DNA andRNA is contained in the hydrogen bond pattern between
the nucleobases, which show large structural similarities – especially with 2PO, these findings also have
biological implications135. The exceptional stability of the protonation state of this isomer is crucial,
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since both tautomerism and acidity of nucleobases can alter the DNA hydrogen bond pattern causing
for example diseases ormutations88,115,96. Additionally, the orbital rehybridizationuponhydrogenbond
formation of pyridones (publication II) helps to explain the increased aromaticity of nucleobases in the
DNAhydrogen bond network21 by a reduction of the π charge density at the nitrogen site, whichmakes
the molecule more benzene-like.

In contrast to pyridones, the class of porphyrins exhibits rather low hydrogen bond abilities due to the
low polarity. This eases the incorporation into proteins e.g. heme into hemoglobin, but also inhibits the
excretion in case of an impaired porphyrin metabolism, which can lead to accumulation of the free base
porphyrin in the body resulting in hepatic disease and a pathological photosensitivity – colloquially re-
ferred to as ”vampire disease”143. The cause for the initial absorption of UV/VIS photons is – analogous
to chlorophyll during photosynthesis – the large aromatic system.

The relaxation pathway of the photoexcited free base porphyrin macrocycle has been studied by tran-
sient NEXAFS spectroscopy in publication IV. The experimental data confirm an unusually long life-
time of the first singlet excited state, which can be understood by the angular momentum forbidden de-
cay in the free electron ringmodel. The long lifetime is essential for the charge injection in dye-sensitized
solar cells. After about 5 ns the dissolved molecule undergoes efficient intersystem crossing to the low-
est triplet excited state even though this transition is El-Sayed forbidden and not facilitated by a heavy
atom. Instead, a vibronic coupling mechanism was proposed by Perun et al., which is supported by the
presumably temperature-dependent variation of the singlet state lifetime in the presentedmeasurements
and related studies. By the calculation of the excited states by the RSA-TD-DFT approach, an inversion
of the unoccupied frontier orbitals is observed in the geometrically distorted triplet excited state. Such a
bent structure is expected to facilitate the triplet energy transfer to ground state molecular oxygen form-
ing reactive singlet oxygen, which is utilized in photodynamic therapy and green chemistry. Thereby,
the structure-function interplay, electronic configurations, and lifetimes during the de-excitation of free
base porphyrin have been uncovered.

Overall, this thesis establishes, that even though the investigated aromatic molecules differ largely by
their optical absorption bands and hydrogen bonding abilities, they all share a global stabilization of
local constitutional changes and the respectively relevant external perturbation. This allows molecules,
which are part of the pyridone and porphyrin classes of highly similar compounds, to fulfill their specific
function in the diverse biological or technical processes driven by these groups of substances.

In the future, it will be of scientific relevance to apply the presented methods to a wider group of
bio-inspired aromatic molecules. Especially the study of the relaxation pathway of further biologically
relevant porphyrins and nucleobases will contribute to a more fundamental understanding of natural
light-harvesting applications and light-induced damage of tissue and genetic material. Besides the need
formore exploratory studies, publication I and III show the power of systemic investigations to provide a
consistent interpretation of spectral features with direct implications on the conception of charge distri-
bution and its role in natural and artificial processes. While this thesis concentrates on groups of reduced
biological systems, specific modifications e.g. of substituents, the oxidation number of a metal center in
a complex, or solvent polarity are expected to reveal fundamental links between structure and function
in aromatic molecules.

Another trend in physical chemistry is the investigation of aromatic systems of increasing size. Anal-
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Figure 5.1: a) Differential (scanning tunneling microscopy) conduction map of stacked 40‐membered cyclic zinc porphyrin oligomers at
sample bias ‐1.1 V. b) Structure of a single layer with the corresponding calculated molecular orbital (HOMO‐8). Adapted from Judd et al.
(https://doi.org/10.1103/PhysRevLett.125.206803, CC BY 4.0).

ogous to their linear counterparts57,144, the reduction of bond delocalization in aromatic molecules was
expected for ones larger than porphyrins until 2016 154. By the clear signature of the aromatic ring cur-
rent in nuclear magnetic resonance (NMR) spectroscopy, zinc-porphyrin-based molecules with 62160

and recently also 162 π electron systems were confirmed160.
Figure 5.1a shows the scanning tunneling microscopy image of a stack of 40-membered cyclic zinc

porphyrin oligomers72. The bias voltage is chosen, so that the electron density around the HOMO-8
orbital is probed, which is shown in Figure 5.1b. Even though the resolution is not sufficient to probe
the individual nodes of the electronicwave function, the intensitypattern resembles that of a free electron
ring and shows that global charge delocalization exists in these 20 nm sized rings.

The confirmation of the validity of Hückel’s rule for aromatic systems of increasing size reaches into
the field of mesoscopic physics. Approximately 500 nm sized metal rings in a magnetic field have been
shown to comprise ring currents, which arepredicted to follow the samepattern as aromatic compounds95.
The analogy of aromatic systems and superconducting quantum rings goes back to London 38. Both a
fundamental understanding of aromatic properties, as promoted by this thesis, and further studies with
the aim to bridge the gap tomesoscopic physics pave the way for innovations in molecular electronics69.

The aim to comprehend increasingly complex biomolecular systems is equally fascinating as the ex-
tension of aromatic physical chemistry into the mesoscopic scale. The presented RIXS spectra of dilute
samples and transientNEXAFS resultswith picosecond time resolution are close to the edge of feasibility
with the brilliance and time resolution of third-generation synchrotron light sources. Follow-up studies
are thus expected to benefit from the continuous development of instrumental methods, such as the in-
creasing availability and brilliance of coherent X-ray sources enabling to observe ultrafast processes. The
METRIXS and hRIXS spectrometers, which have been initially commissioned as part of this thesis, will
soon provide access to vibrational excitations yielding potential energy surfaces of organic substances in
solution. Thereby the understanding of the influencing factors and effects of the electronic structure in
a wide range of bio-inspired aromatic molecules will be facilitated.
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Resonance structures of the Pyridone isomers

The resonance structures of the ortho, meta, and para Pyridone isomers are shown in Fig. S1.

Figure S1: Resonance structures of the Hydroxypyridine (left) and Pyridone (middle) tau-
tomers along with the fully deprotonated species (right).
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Details of the Molecular Dynamics Simulations

The following procedure was carried out for all nine chemical species under study: Initially,

a cubic box of 3.4 nm length comprising the chemical species of interest has been generated,

then one Cl– and K+ counterion was added to the box for positively charged (PyH+) and

negatively charged molecules (2PO−, 3PO−, 4PO−), respectively. The remaining space was

filled with solvent molecules by using the gmx_solvate tool from the Gromacs package.S1

All calculations used periodic boundary conditions. The temperature was controlled by

a modified Berendsen thermostat (0.1 ps time constant) and in NPT runs the Parrinello-

Rahman pressure-coupling (2 ps time constant) was used. For the calculation of the Coulomb

and van der Waals term a cut-off of 1.4 nm was employed, while long-range electrostatics

were treated via the particle mesh Ewald (PME) procedure. The energy of the initially

generated system was minimized and subsequently the box was equilibrated in two steps:

Firstly, an NVT equilibration at T = 298 K was run for 500 ps (∆t = 0.5 fs), followed by an

NPT equilibration at T = 298 K and P = 1 bar, which was also run for 500 ps (∆t = 0.5 fs).

The coordinates of the complex were constrained to the center of the box throughout the

equilibration. Finally, a production NPT run of 10 ns (∆t = 0.5 fs, T = 298 K and P =

1 bar) was performed from which snapshots were collected every 1 ps. The final run was used

for analysis of the radial distribution functions (see Fig. S2), hydrogen bonding properties

(see below) and solvent mass-density plots (in the main article).

Force field and chelpg charges

The parameters for the intramolecular degrees of freedom as well as the Lennard-Jones

non-bonded interactions were taken from the OPLS-aaS2 force field by choosing the closest

match to the molecules at hand. Since the charges used for the Coulomb interactions are not

transferable as the other parameters, we chose to derive them for each molecule using the

chelpgS3 procedure, as implemented in the orca_chelpg utility program. The charges were
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Figure S2: Radial distribution functions between oxygen (1st row), hydrogen (2nd, 4th row),
or nitrogen (3rd row) of the sample and hydrogen (left) or oxygen (right) of water.
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derived based on structures optimized at the RI-MP2 level of theory with the aug-cc-pVTZ

basis set and the aug-cc-pVTZ/C auxiliary basis set. The calculations used CPCM.S4 The

full set of charges obtained is shown in Tab. S1.

Table S1: Chelpg charges used for the description of the electrostatic interactions
in the MD simulations. For all molecules the nitrogen atom is labeled N1, then
all carbon atoms are numbered clockwise. The numbering of the oxygen and
hydrogen atoms is taken as the same number of the respective atom to which
they are bonded.

PyH+ Py 2PO 2PO−
label q (e) label q (e) label q (e) label q (e)
N1 -0.089 N1 -0.665 N1 -0.310 N1 -0.891
H1 0.341 C2 0.482 H1 0.303 C2 1.173
C2 -0.008 C3 -0.530 C2 0.646 C3 -0.750
C3 -0.058 C4 0.272 C3 -0.333 C4 0.265
C4 -0.016 C5 -0.530 C4 0.009 C5 -0.744
C5 -0.059 C6 0.482 C5 -0.276 C6 0.466
C6 -0.008 H2 0.020 C6 -0.046 H3 0.168
H2 0.184 H3 0.191 H3 0.171 H4 0.029
H3 0.179 H4 0.067 H4 0.123 H5 0.171
H4 0.170 H5 0.191 H5 0.164 H6 -0.016
H5 0.180 H6 0.020 H6 0.155 O2 -0.871
H6 0.184 O2 -0.606

3PO 3PO− 3HP 4PO 4PO−
label q (e) label q (e) label q (e) label q (e) label q (e)
N1 -0.059 N1 -0.729 N1 -0.636 N1 -0.257 N1 -0.847
H1 0.304 C2 0.283 C2 0.343 H1 0.311 C2 0.494
C2 -0.259 C3 0.252 C3 0.071 C2 -0.019 C3 -0.837
C3 0.606 C4 0.009 C4 -0.005 C3 -0.378 C4 1.050
C4 -0.292 C5 -0.573 C5 -0.441 C4 0.701 C5 -0.837
C5 -0.063 C6 0.312 C6 0.377 C5 -0.367 C6 0.492
C6 -0.229 H2 -0.005 H2 0.077 C6 -0.027 H2 -0.020
H2 0.163 H4 0.060 H4 0.115 H2 0.145 H3 0.187
H4 0.160 H5 0.158 H5 0.189 H3 0.177 H5 0.187
H5 0.142 H6 -0.007 H6 0.044 H5 0.173 H6 -0.019
H6 0.165 O3 -0.760 O3 -0.548 H6 0.148 O4 -0.850
O3 -0.638 H3 0.414 O4 -0.607
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Hydrogen bonding properties

The analysis of the hydrogen bonding properties was carried out by examining the radial

distribution functions, obtained with the gmx_rdf tool, as well as analysing hydrogen bond

(HB) statistics with the gmx_hbond tool included in the Gromacs package. The full set of

HB parameters is shown in Tab. S2

Table S2: Hydrogen bonding parameters extracted from the MD simulations in
aqueous solution. The rNH distance is obtained from the maximum of the gXH(r)
and gHO(r) pair-correlation functions. The number of HBs (nHB) is defined via
the X=N,O and the water OH bond for 6 XHO < 20◦ and rX−O < 3.5 Å.

Molecule rN−H rN−O (Å) 6 NOH (◦) nHB

Py 1.87 2.92 ± 0.18 11.16 ± 4.91 0.90 ± 0.60

2PO− 1.79 2.86 ± 0.17 10.01 ± 4.78 1.58 ± 0.58
3PO− 1.80 2.88 ± 0.18 10.16 ± 4.83 1.92 ± 0.63
4PO− 1.77 2.86 ± 0.18 9.71 ± 4.74 2.09 ± 0.61

3HP 1.88 2.93 ± 0.18 11.22 ± 4.88 0.87 ± 0.61
Molecule rNH−O rN−O (Å) 6 NHO (◦) nHB

PyH+ 1.76 2.78 ± 0.13 10.86 ± 4.89 0.72 ± 0.45

2PO 1.90 2.95 ± 0.19 11.48 ± 4.91 0.60 ± 0.50
3PO 1.88 2.91 ± 0.19 11.61 ± 4.87 0.60 ± 0.51
4PO 1.90 2.95 ± 0.20 11.69 ± 4.88 0.58 ± 0.53
Molecule rCO−H rCO−O (Å) 6 OOH (◦) nHB

2PO 1.72 2.78 ± 0.17 10.50 ± 4.84 1.59 ± 0.66
3PO 1.71 2.77 ± 0.17 10.24 ± 4.82 1.96 ± 0.68
4PO 1.72 2.79 ± 0.17 10.57 ± 4.91 1.66 ± 0.69

2PO− 1.58 2.70 ± 0.16 9.00 ± 4.59 2.76 ± 0.54
3PO− 1.58 2.71 ± 0.16 8.92 ± 4.55 3.11 ± 0.56
4PO− 1.62 2.70 ± 0.16 9.00 ± 4.60 2.87 ± 0.55

3HP 1.80 2.88 ± 0.19 11.35 ± 4.89 0.72 ± 0.58
Molecule rOH−O rCO−O (Å) 6 OHO (◦) nHB

3HP 1.80 2.83 ± 0.18 10.88 ± 4.87 1.52 ± 0.71
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Figure S3: X-ray absorption at the N K -edge as calculated by the TD-DFT method. The
energy axis is shifted by 11.135 eV to ease the comparison with the experimental spectra in
the main article. Transition moments are shown as black bars. For the plotted spectra a
lifetime broadening of 0.13 eVS5 and an experimental broadening of 0.51 eV (deprotonated
nitrogen) or 0.80 eV (protonated nitrogen) have been used.
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TD-DFT

As described in the computational details section of the main article, TD-DFT calculations

were performed on the optimized geometries with the minimally-solvated models resulting

from the MD simulation. The TD-DFT calculations were carried out with PBE0 hybrid

functionalsS6 utilizing the def2-QZVPPDS7,S8 basis and def2/JS9 auxiliary basis set with

the RIJCOSXS10 approximation. CPCMS4 was used to account for bulk-liquid effects. For

numerical integration the ORCAS11 Grid7 (and GridX9 as COSX grid) were used.

N K -edge absorption spectra (see Fig. S3) were obtained by applying a Voigt function

to every transition moment. The Gaussian broadening results from a global fit of the ex-

perimental π∗ resonance of all molecules with the same nitrogen protonation state and a

fixed Lorentzian FWHM of 0.13 eV.S5 Additionally the spectra were shifted according to the

difference of the TD-DFT and experimental π∗ resonance of Py.
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Resonant Inelastic X-ray Scattering Theory

Let us briefly recap the basic theory of resonant inelastic X-ray scattering (RIXS). Neglecting

pre-factors, the RIXS cross-section is written1

σ(ω′, ω) =
∑
f

|Ff |2∆(ω − ω′ − ωf0,Γf ), (1)

where ω and ω′ are the incoming and outgoing photon frequencies, respectively. ωf0 =

(εf − ε0)/~ is the transition frequency difference between the initial state and final state.

And where ∆(Ω,Γ) = Γ/π(Ω2 + Γ2) is a Lorentzian function with HWHM Γ. And the

Scattering amplitude of a given final state is given by the Kramers-Heisenberg equation

Ff =
∑
i

ωifωi0
〈f |e′ · r|i〉〈i|e · r|0〉

ω − ωi0 + iΓ
. (2)

To obtain the final working equations, let us introduce the tensor component of the cross-

section in terms of the electronic transition dipole moments as follows

σ
(f)
αβγδ = F βδ †

f Fαγ
f , Fαγ

f =
∑
i

µαfiµ
γ
i0

ω − ωi0 + ıΓ
(3)

Here α, β, γ, δ ∈ {x, y, z}. Then, after averaging over orientations,2 the total cross-section

reads

σ(ω′, ω, χ) =
1

30

∑
f

∑
α,β

[(3 + cos2 χ)σ
(f)
ααββ +

1

2
(1− 3 cos2 χ)(σ

(f)
αβαβ + σ

(f)
αββα)]

×∆(ω′ + ωf0 − ω,Γf ), (4)

all of our RIXS simulations are based on this equation. The final RIXS cross-section there-

fore is a function of the photon energies and the angle χ between the incoming photon

polarization and the wave vector of the emitted photon defined as cosχ = e · k′. In the

main text the standard convention is used for vertical polarization (χ = 90◦) and horizontal
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polarization (χ = 0◦).

Electronic Structure Calculations

Geometry optimizations were carried out at the B3LYP/PBE0 level with the def2-TZVP(-

f)3 basis set, using the D3BJ4,5 correction. The RIJCOSX approximation6 was used with

the def2/J7 auxiliary basis. For simulations in solution, the conductor-like polarizable con-

tinuum model8 (CPCM) was used using the Gaussian charge scheme9 with a scaled Van der

Waals cavity with radii from Bondi.10 All electronic structure calculations used the ORCA

package.11

RIXS calculations based on the optimized geometries As mentioned in the main

text, the electronic RIXS scattering amplitudes are computed within the RSA-TD-DFT

method described in detail within ref.12 The linear response equations were solved considering

restricted subspaces defined as (Nc,No,Nu) ≡ (1,18,20), where Nc is the number of core

orbitals considered (in this case only the N 1s orbital), No is the number of occupied orbitals

considered and Nu is the number of unoccupied orbitals included. A total of 365 roots were

computed, for each tautomer, comprising the manifold of valence excited state and the 5

lowest core-excited states. The transition dipole moments were computed using Multifwn,13

based on the ORCA output. For the final calculations in the main text, the PBE functional

was selected, as better intensity ratios were obtained with this functional (see below). The

def2-TZVP(-f)3 basis set was adopted.

Functional dependence No strong functional dependency was found for RIXS calcula-

tions considering pure PBE and BLYP and hybrid PBE0 and B3LYP exchange and correla-

tion functionals. However, considering both tautomers, we deemed the results to be slightly

better in terms of intensity ratios and transition energies in the RIXS spectra for the calcu-

lations employing the PBE functional. The comparison of the RIXS spectra obtained with
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different functionals is shown in Fig. 1.

01020

PBE

BLYP

PBE0

B3LYP

keto (horizontal)
keto (vertical)

01020

PBE

BLYP

PBE0

B3LYP

enol (horizontal)
enol (vertical)

Energy loss (eV)

Figure 1: Analysis of functional dependence of the RIXS simulations.

QM/MM Molecular Dynamics Simulations

Details of the simulations

The Quantum Mechanics/Molecular Mechanics (QM/MM) Molecular Dynamics (MD) sim-

ulations were carried out using NAMD14 interfaced with ORCA,11 as mentioned in the main

text. The quantum region consisted only of the solute molecule, while the solvent was mod-

elled classically. The interaction between classical and quantum region was modelled using

Chelpg15 charges derived from the QM region combined with classical intermolecular pa-
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rameters taken from the CHARM16 force field. The simulations were set up with the aid of

the QwikMD module.17 First, each of the tautomers was placed in a cubic box of length 3.6

nm filled with water molecules. Then the energy of the system was minimized, followed by a

temperature annealing phase where the temperature was gradually raised from 60 K to 300

K, over a 7.5 ps interval, during which the pressure was kept constant at 1 bar. After that,

the annealed system was further equilibrated for 0.25 ps at 300 K and 1 bar. Lastly, the

equilibrated system was propagated for 40 ps in a final NPT (T = 300K, P= 1 bar) produc-

tion run. From this trajectory snapshots were taken for computing the radial distribution

functions, hydrogen bond analysis as well as for the sampled RIXS spectra calculations.

Micro-solvation structure and hydrogen bonding

From the QM/MM simulations we can characterize the microsolvation structure of each

tautomer in aqueous solution, as discussed in the main text. In Fig. 2 the radial distribution

function between the solute and the water molecules of the solvent are shown at the N, H

and O atoms of each tautomer.

From the radial distribution functions, we calculated the coordination number around

the hydrogen bonding sites, as well as the average number of hydrogen bonds considering

the criteria rX−H < 3.0 Å and ∠XHO < 20◦. These results are compiled in Tab. 1

Table 1: Hydrogen bond analysis from the MD simulation for each 3HP tautomer
in aqueous solution. The average number of HBs (nHB) between water and the
soluted is defined via the criteria ∠XHO < 20◦ and rN−O < 3.0 Å.

keto enol
moiety nc nHB moiety nc nHB

N-H (donor) 1.0 0.6 ± 0.5 N: (acceptor) 1.2 0.6 ± 0.5
C=O (acceptor) 3.8 2.2 ± 1.0 O-H (donor) 1.0 0.8 ± 0.4

O-H (acceptor) 0.9 0.3 ± 0.5
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Figure 2: Radial distribution functions computed from 400 snapshots from a 40 ps QM/MM
MD simulation of the keto form and enol form in aqueous solution.

RIXS simulations including explicit solvation

The effects of the hydrogen bonding interactions, with each tautomer, and thermal geo-

metrical distortions was evaluated by computing an averaged RIXS spectrum sampled from

snapshots of the QM/MM MD. From the snapshots, minimally solvated snapshot were con-

structed including the solute (either the keto, or the enol form of 3HP) and the first solvation

shell at the both the nitrogen, hydrogen and oxygen atoms. The cut-off distance for selecting
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the explicitly solvating water molecules was chosen as the first minimum in the respective

radial distribution function for the given atom (See Fig. 2). The remaining bulk solvation

effects were accounted for by a CPCM layer around the minimally solvated cluster. The

same level of theory from the calculations based on the optimized geometries was adopted.

A similar orbital truncation was used, except the subspaces were defined as (1,No,20) in

which No = 18 + 4×nH2O, since each explicit water molecule adds 4 orbitals to the occupied

subspace in the calculation (ignoring the O 1s core orbitals).

Sources of broadening in the X-ray absorption step

In order to correctly simulate the averaged RIXS spectrum in solution, it is necessary to

ensure a correct description of the broadening of the X-ray absorption step. This is because

of the coupled nature of the excitation and emission step and the dependence on the incoming

photon energy. Therefore, the weight of the contribution from each sampled configuration

will be affected by the broadening of the absorption line of each snapshot. The most basic

broadening mechanism is the inherent core-hole lifetime, which for nitrogen is Γ = 0.06

eV18(HWHM), this is accounted in Eq. 2. On top of that, we have the inhomogeneous

broadening due to solvation. This is accounted for in the calculations by the sampling of

configurations from the QM/MMMD simulation. Another important broadening mechanism

is the vibrational (Franck-Condon) broadening, which is large at soft X-ray K edges. Lastly,

we have to consider for the finite incomning photon bandwidth of the X-ray source ∆ω = 0.19

eV for the RIXS measurements and 0.11 eV for the XAS measurements.

In Fig. 3 we show calculations for the aforementioned broadening mechanism compared

with the experimental XAS. From these calculations we can estimate that the vibrational

broadening is very large, and is the main broadening mechanism determining the lineshape.

For the enol form FWHM(vibrational) = 0.96 eV, while FWHM(solvation) = 0.21, while for

the keto form FWHM(vibrational) = 1.10 eV, while FWHM(solvation) = 0.31 eV.
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Figure 3: Constributions to the X-ray absorption absorption lineshape. The top row shows
the experimental X-ray absorption spectrum(XAS) of the tautomeric mixture. The second
row shows the calculated XAS (gas-phase) considering only the core-hole lifetime broadening.
The third row shows the calculated XAS including the core-hole lifetime and the Franck-
Condon vibrational lineshape. The fourth row shows the inhomogeneous broadening induced
by the solvent, histograms based on the transition energies and transition dipole moments
sampled from the QM/MM MD.

Franck-Condon calculations

The vibronic profiles discussed in the previous section were computed using the linear cou-

pling model, based on core-excited gradients computed using the Z+1 approximation. Cal-

culations included all normal modes for each system and were carried out in gas-phase. The

potentials were assumed to be harmonic along each normal mode, and the core-excited po-
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tential was assumed to have the same shape as the ground state, except shifted. The shift

was determined from the computed gradient. Calculations were done using in-house pro-

grammed python routines. The gradients and frequencies were computed with ORCA, at

the same level of used for the remaining calculations.

Convolution of the calculated RIXS spectra in solution

The simulated RIXS map for each tautomer sampled from the MD simulations inherently

accounts for the solvation broadening as well as for the core-hole lifetime broadening, hence

the missing vibrational broadening was added phenomenologically by convolution with a

Gaussian function along the excitation energy axis, using the values from the previous section.

The broadening due to the incoming photon bandwidth of 0.19 eV was also added. On the

emission energy axis, we are limited by the resolution of the spectrometer. In this case, and

effective Gaussian broadening of 0.9 eV was added for best comparison with the experimental

data.

Extraction of the tautomerization constant KT

The tautomerization constant has been reported to be 1.17 by Metzler and Snell19 and 1.10

by Sanchez-Ruiz et al.20 Later, Llor and Aresenio21 reported the temperature dependence

of the equilibrium constant. Using a Van ’t Hoff analysis, they reported a standard enthalpy

of 2.39 kcal/mol for the process. This is important for our measurements, because they are

performed in liquid jets under vaccum, which are subject to evaporative cooling. The jet

is initially at room temperature. The expected temperature drop is on the order of 5-10◦C

from 25◦C. In Fig. 4, we derived KT based on the X-ray absorption spectrum, assuming

the lineshapes descibed in the previous section. The value obtained KT = 1.08 ± 0.02 is in

good agreement with the values reported by Llor and Arsenio for the temperature range of

20-10◦C, confirming the expectation that the constant is not strongly affected by the vaccum

environment.
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Figure 4: Extraction of the tautomerization constant from the experimental XAS. The
computed vibronic lineshapes are convoluted with the estimated solvation broadening and
incoming photon energy bandwidth and subsequently the amplitueds and shifts are fitted to
the experimental XAS, yielding a tautomerization constant KT = 1.08± 0.02.

Resonance structures of 3HP

For completeness, we display the possible resonance structures of 3-hydroxypyridine in Fig. 5.

It should be mentioned that unlike the 2HP and 4HP isomers, there is no reasonable neutral

Lewis structure for the keto tautomer. Fig. 5 excludes possible zwitterionic structures with

formal charges on the carbon atoms, as they are chemically unfavourable. Possible biradical

structures are also ignored.
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Figure 5: Resonance structures of the enol and keto tautomers of 3-hydroxypyridine (3HP).
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UV/VIS spectra
The UV/VIS spectra of all investigated carboxylated tetraphenylporphyrins – more specifically 5,10,15,20-tetrakis(4-carboxyphenyl)porphyrins
(TCPPs) – are plotted in Figure S1. They show the characteristic strong Soret (410-430 eV) and weaker Q bands (510-640 eV) common
to all porphyrins. The rather narrow lineshape of the former evidences the prevalence of monomers1.
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Figure S1 UV/VIS spectra of free base, copper, zinc, and magnesium TCPP in basic aqueous solution.
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NEXAFS decomposition
The decomposition of the experimental X-ray absorption spectra of the series of TCPPs at the N K-edge is shown in Figure S2. Voigt
profiles with a fixed Lorenzian FWHM of 0.13 eV2 were fitted for each recognizable resonance in addition to an arctangent step function
to model the edge jump.
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Figure S2 Decomposition of the experimental N K-edge NEXAFS of free base and metal TCPPs by 5-6 Voigt profiles and an arctangent step function.

Molecular geometries
Details of the optimized geometries of the 5,10,15,20-tetraphenylporphyrin (TPP) cores in the gas phase and with implicit solvation
(CPCM3) are given in Table S1.

Table S1 Calculated TPP N−X bond length (X = H, Mg, Zn, Cu) and phenyl tilt (0◦ corresponds to a flat arrangement in the porphyrin plane) in
the gas phase and with implicit solvation

Molecule N−X length (gas) N−X length (CPCM) phenyl tilt (gas) phenyl tilt (CPCM)
H2TPP 2.05 Å 2.06 Å 65.1◦ 64.1◦

MgTPP 2.04 Å 2.04 Å 64.8◦ 64.5◦

ZnTPP 2.01 Å 2.01 Å 66.2◦ 66.1◦

CuTPP 1.01 Å 1.01 Å 66.9◦ 66.8◦
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DFT benchmark
In Figure S3, the calculated X-ray absorption spectra of the investigated metal TPP cores are compared. It can be seen that solvation
(TD-DFT with CPCM3 versus gas phase) has a minor effect on the overall spectral shape, but the interspecies shifts are better reproduced
with implicit solvation. As discussed in the main article, the inclusion of relaxation by TP-DFT leads to a concentration of the intensities
on the energetically lower resonances, which increases the prominence of the experimentally observed features.

If different functionals are compared, it can be seen that the additional feature of CuTPP (b1g) shifts to higher energies with
increasing Hartree-Fock exchange (e.g. TD-DFT with CPCM: 398.3 eV for BLYP4,5, 398.5 eV for B3LYP6,7, 400.3 eV for BHandHLYP8),
due to a more accurate description of the metal-ligand interactions. The b1g energy is in qualitative agreement with the experimental
data (between the 1eg and b2u peak) for all shown calculations with the BHandHLYP functional and for the cam-B3LYP9 functional
with the transition potential method.

Even though the combination of Hartree-Fock exchange and TP-DFT yields good agreement with the experimental spectra and
supports our spectral assignments, this approach is problematic, since the mixing of Kohn-Sham and Hartree-Fock eigenvalues is known
to depend strongly on the amount of exchange and core-hole occupation10.

After all, the experimental shifts are best described by the TD-DFT BHandHLYP calculations, since the transition potential method
neglects configuration interactions. As shown in Figure S4, also the shift of the third resonance (b2u around 401.3 eV) upon substitution
of NiP is well reproduced by TD-DFT BHandHLYP calculations. The experimental reference has been published by Svirskiy et al. 11.
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Figure S3 Metal TPP N K-edge NEXAFS calculated by time dependent DFT with and without implicit solvation and by the transition potential
method for 4 different functionals (BLYP, B3LYP, BHandHLYP, cam-B3LYP). All transitions were broadened by 0.13 eV2 (Lorentzian FWHM) and
0.20 eV (Gaussian FWHM) and normalized by the experimental peak height and energy of the first resonance in MgTPP (1eg at 398.3 eV).
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Figure S4 N K-edge NEXAFS of NiP and NiTPP calculated by TD-DFT with the BHandHLYP functional in the gas phase.
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1 Synthesis
Methyl 4-formylbenzoate (50 g, 0.31 mol) was added in a 1 L single necked flask and was fully dissolved in propionic acid (400 mL).
The solution was heated at 100 ◦C and then pyrrole (20.2 mL, 0.31 mol) was added dropwise and the mixture was refluxed for
1.5 h. After the reaction completion, the mixture was cooled to room temperature and submerged in an ice bath. The precipitates
were isolated through vacuum filtration, and further recrystallized and washed with methanol to obtain the pure product 5,10,15,20-
tetrakis(4-methoxycarbonylphenyl)porphyrin (TCOOMePP) as a purple crystalline powder (12.2 g, 13.23 mmol, yield 17%). 1H NMR
spectroscopic data were similar to those previously reported in the literature.1 [1H NMR (400 MHz, CDCl3) δ = 8.82 (s, 8H), 8.45 (d,
J = 8.2 Hz, 8H), 8.30 (d, J = 8.2 Hz, 8H), 4.12 (s, 12H), -2.81 (s, 2H) ppm.]

TCOOMePP (11 g, 12.99 mmol) was dissolved in a (1:1) THF/MeOH mixture (400 mL) and an aqueous solution (80 mL) of KOH
(44 g, 779.3 mmol) was then added. The reaction was refluxed overnight. The following day, THF and MeOH were removed under
reduced pressure, water was added, and the solution was acidified with 1M HCl and the desired product was precipitated and collected
though filtration. Finally, the desired product was washed with a large volume of dichloromethane and dried under vacuum to obtain
5,10,15,20-tetrakis(4-carboxyphenyl)porphyrin (TCPP) as a purple solid (10 g, 12.65 mmol, yield: 97%). 1H NMR spectroscopic data
were similar to those previously reported in the literature.2 [1H NMR (400 MHz, DMSO-d6) δ = 8.86 (s, 8H), 8.38 (db, J = 7.4 Hz,
8H), 8.31 (db, J = 8.0 Hz, 8H), -2.93 (s, 2H) ppm.]

2 Full ground state and transient spectra
Figure S1 shows the ground state and transient X-ray absorption spectra of aqueous free base TCPP4− (pH≈12) including transitions
to the anti-bonding b1u (400.0 eV, 401.1 eV) and higher b2g/b3g vacant orbitals (402.0 eV, 403.1 eV). See the previously published
TCPP4− (pH≈8) data3 for details of this assignment.
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Fig. S1 TCPP4− N K-edge ground state (red) and transient X-ray absorption spectra 0.1 ns, 5.0 ns, 40.0 ns after 343 nm excitation (black).

3 Reconstruction of excited state spectra
The procedure to retrieve approximated N K-edge NEXAFS spectra of the lowest singlet and triplet excited states of TCPP4− is demon-
strated in Figure S2. Compared to Figure 4a in the main text, the data is scaled here so that the shown and added ground state
contributions are equal. In the main text, the resulting spectra are scaled so that the intensities of the different features is on average
the same.

Fig. S2 Reconstruction of the T1 (green) and Qx (magenta) excited state spectra by adding the the ground state spectrum S0 (red area) to the
transients ( ∆T1, ∆Qx – black). The double of the ground state spectrum 2 S0 (light red area) has been added as well, to show that the depletion is
overcompensated in this case (light green/ magenta curves).

The experimentally determined transients at pump-probe delays of 0.1 ns (∆Qx) and 40.0 ns (∆T1) are dominated by the ground
state depletion above 397.5 eV. To make double excitations (as observed for a zinc porphyrin4) visible, the ground state spectrum (S0)
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has been added to the transient spectra. To retrieve reproducible results, the intensity of the transients has been scaled so that the
absorbance at the minimum region of the depletion dips is zero.

4 Optimized geometries
The calculated out-of-plane distortions of the free base 5,10,15,20-tetraphenylporphyrin (TPP) geometry in the optically excited states
(Qx, T1) compared to the ground state (S0) can be seen in Figure S3.

Qx

T1

S0

Fig. S3 Optimized geometries of TPP in the lowest singlet excited (Qx), triplet excited(T1), and ground state (S0).

5 Application of the restricted subspace approximation
TD-DFT calculations within the restricted subspace approximation (RSA) were originally proposed to simulate resonant inelastic X-ray
scattering (RIXS) spectra.5 However, the procedure is also applicable to the modelling of pre-edge transient X-ray absorption features,
as it has been carried out in this work. By truncating the excitation spaces we obtain the necessary valence- and core-excited states
relevant to transient absorption. In this work, the virtual space was made up by the 20 lowest unoccupied orbitals, while the occupied
space was comprised of the nitrogen 1s orbital (either −−N− or −NH−) and the four highest occupied orbitals, leading to an orbital
space (1,4,20). Then 170 roots were computed, populating the valence excitations and core excitation from the selected orbitals. The
calculations were carried out from an unrestricted Kohn-Sham ground state determinant, which allows to compute also excited states
with a spin flip. Lastly, the X-ray absorption spectra for each electronic state were obtained by using Multiwfn6 to compute the transition
dipole moment between the states. The ground state optical and X-ray absorption spectra of TPP are compared to the classical (full)
TD-DFT outcome in Figure S4.
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(a) (b)

Fig. S4 TD-DFT calculation of the TPP (a) optical bands and (b) N K-edge NEXAFS within and without the restricted subspace approximation
(RSA).
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