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Abstract

Salt deposits offer a variety of usage types. These include the mining of rock salt and potash
salt as important raw materials, the storage of energy in man-made underground caverns,
and the disposal of hazardous substances in former mines. The most serious risk with any
of these usage types comes from the contact with groundwater or surface water. It causes
an uncontrolled dissolution of salt rock, which in the worst case can result in the flooding or
collapse of underground facilities. Especially along potash seams, cavernous structures can
spread quickly, because potash salts show a much higher solubility than rock salt. However,
as their chemical behavior is quite complex, previous models do not account for these highly
soluble interlayers. Therefore, the objective of the present thesis is to describe the evolution
of cavernous structures along potash seams in space and time in order to improve hazard
mitigation during the utilization of salt deposits.

The formation of cavernous structures represents an interplay of chemical and hydraulic
processes. Hence, the first step is to systematically investigate the dissolution and precipita-
tion reactions that occur when water and potash salt come into contact. For this purpose,
a geochemical reaction model is used. The results show that the minerals are only partially
dissolved, resulting in a porous sponge like structure. With the saturation of the solution
increasing, various secondary minerals are formed, whose number and type depend on the
original rock composition. Field data confirm a correlation between the degree of saturation
and the distance from the center of the cavern, where solution is entering. Subsequently,
the reaction model is coupled with a flow and transport code and supplemented by a novel
approach called ‘interchange’. The latter enables the exchange of solution and rock between
areas of different porosity and mineralogy, and thus ultimately the growth of the cavernous
structure. By means of several scenario analyses, cavern shape, growth rate and mineralogy
are systematically investigated, taking also heterogeneous potash seams into account. The
results show that basically four different cases can be distinguished, with mixed forms be-
ing a frequent occurrence in nature. The classification scheme is based on the dimensionless
numbers Péclet and Damkohler, and allows for a first assessment of the hazard potential. In
future, the model can be applied to any field case, using measurement data for calibration.

The presented research work provides a reactive transport model that is able to spatially
and temporally characterize the propagation of cavernous structures along potash seams for
the first time. Furthermore, it allows to determine thickness and composition of transition
zones between cavern center and unaffected salt rock. The latter is particularly important in
potash mining, so that natural cavernous structures can be located at an early stage and the
risk of mine flooding can thus be reduced. The models may also contribute to an improved
hazard prevention in the construction of storage caverns and the disposal of hazardous waste in
salt deposits. Predictions regarding the characteristics and evolution of cavernous structures
enable a better assessment of potential hazards, such as integrity or stability loss, as well as

of suitable mitigation measures.



Kurzfassung

Salzlagerstiatten bieten eine Vielzahl an Nutzungsmoglichkeiten. Diese umfassen den Abbau
von Steinsalz und Kalisalz als wichtige Rohstoffe, die Speicherung von Energie in kiinstlich
erzeugten Hohlrdumen, sowie die Entsorgung gefdhrlicher Substanzen in stillgelegten Berg-
werken. Die grofite Gefahr bei jeder dieser Nutzungsarten ist der Kontakt mit Grund- oder
Oberflichenwasser. Er bewirkt eine unkontrollierte Losung des Salzgesteins, was im schlimm-
sten Fall zur Flutung oder zum Einsturz unterirdischer Infrastrukturen fithrt. Insbesondere
entlang von Kaliflézen kénnen sich kavernose Strukturen schnell ausbreiten, da Kalisalze eine
wesentlich hohere Loslichkeit besitzen als Steinsalz. Ihr chemisches Verhalten ist jedoch kom-
plex, weshalb bisherige Modelle diese hochléslichen Zwischenschichten vernachléssigen. Ziel
der vorliegenden Doktorarbeit ist es daher, die Ausbreitung kaverndser Strukturen entlang von
Kaliflozen rdumlich und zeitlich zu beschreiben und damit die Moglichkeiten zur Gefahren-
pravention bei der Nutzung von Salzlagerstitten zu verbessern.

Die Bildung kaverndser Strukturen ist ein Zusammenspiel chemischer und hydraulischer
Prozesse. Zunéchst wird daher mithilfe eines geochemischen Reaktionsmodells systematisch
untersucht, welche Losungs- und Fallungsreaktionen beim Kontakt von Wasser und Kalisalz
auftreten. Die Ergebnisse zeigen, dass nur ein Teil der Minerale geldst wird, wodurch sich eine
porose, schwammartige Struktur bildet. Mit zunehmender Aufsédttigung der Losung treten
verschiedene Sekundérminerale auf, deren Anzahl und Art vom Ausgangsgestein abhéngen.
Felddaten belegen dabei eine Korrelation zwischen Sattigungsgrad und Abstand vom Kaver-
nenzentrum, wo die Losung ein- und austritt. Anschliefend wird das Reaktionsmodell mit
einem Stromungs- und Transportcode gekoppelt und um einen neuartigen Ansatz namens
"interchange" ergénzt. Dieser ermdglicht den Austausch von Losung und Gestein zwischen
Bereichen unterschiedlicher Porositat und Mineralogie, und damit letztlich das Wachstum der
kaverndsen Struktur. In mehreren Szenarienanalysen werden Kavernenform, Ausbreitungs-
geschwindigkeit und Mineralogie systematisch untersucht und dabei auch heterogene Kalifloze
betrachtet. Die Ergebnisse zeigen, dass grundsétzlich vier Falle zu unterscheiden sind, wobei
in der Natur haufig Mischformen auftreten. Die Klassifizierung erfolgt auf Basis der di-
mensionslosen Kennzahlen Péclet und Damkdhler und ermdoglicht eine erste Abschétzung des
Gefahrenpotentials. In Zukunft kann das Modell auf beliebige Feldbeispiele angewandt und
mithilfe von Messdaten kalibriert werden.

Die vorliegende Arbeit liefert ein reaktives Transportmodell, mit dem die Ausbreitung kav-
ernoser Strukturen entlang von Kaliflozen erstmals raumlich und zeitlich beschrieben werden
kann. Auch Michtigkeit und Zusammensetzung der Ubergangszone zwischen Kavernenzen-
trum und unberiihrtem Salzgestein konnen damit bestimmt werden. Letzteres ist insbesondere
im Kalibergbau von Bedeutung, um natiirliche kavernése Strukturen rechtzeitig zu lokalisieren
und damit das Risiko fiir eine Flutung von Bergwerken zu verringern. Auch bei der Herstellung
von Speicherkavernen und der Einlagerung gefdhrlicher Substanzen im Salzgestein konnen die
Modelle zu einer besseren Gefahrenpriavention beitragen. Sie ermdoglichen Prognosen iiber
Beschaffenheit und Ausbreitungsverhalten kaverndser Strukturen, wodurch sowohl potentielle
Gefahren, wie der Verlust von Dichtigkeit oder Stabilitét, als auch geeignete Gegenmafnah-

men besser abschatzbar werden.

IT
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1 | Introduction

Utilization of the geological subsurface is essential to master some of the major chal-
lenges of our time. Thereby, salt deposits belong to the most versatile rock types.
First, they provide important raw materials: each year, over 300 million tons of rock
salt and potash salt are mined in order to produce more than 10,000 industrial prod-
ucts (Bolen 2021; Jasinski 2021). Among others, these include table salt, soap and
medical products, but also potash fertilizers with the latter being essential to meet the
global food demand (Elsner 2016). Second, salt rock is particularly suitable for under-
ground energy storage due to its low permeability. In Germany, more than 370 storage
caverns for gas and oil have been built in salt formations (LBEG 2021). All over the
world, storage caverns are an important means for bridging gaps in energy supply and,
in the near future, they are expected to gain in importance since the production of
renewable energies is associated with large fluctuations. In this context, technical cav-
erns can be used to store, for example, hydrogen, compressed air or synthetic methane
(Gasanzade et al. 2021; Letcher 2016). Finally, salt deposits represent a promising host
rock for the geological disposal of harmful substances. In Germany, all underground
disposal sites for toxic waste are located in rock salt (§3 DepV). In addition, it is consid-
ered as potential host rock for nuclear waste repositories, together with claystone and
crystalline rocks, due to its high thermal conductivity and self-healing characteristics
(§ 1 StandAG, TAEA 2020). However, each of these usage types is also associated with
risks. To ensure an efficient and safe long-term utilization, thorough knowledge about

the formation, exploration and operational properties of salt deposits is essential.

1.1 Utilization of Salt Deposits: Requirements and Risks

Salt deposits are formed by the evaporation of seawater and consist of layers with
different solubilities (Braitsch 1971). The largest ones are rock salt layers, which are
usually several tens of meters thick. If diapirism causes the formation of salt pillows
or salt domes, their vertical extension can be increased to several hundreds of me-
ters. Rock salt layers mainly consist of halite (NaCl), but considerable amounts of
anhydrite (CaSQy), carbonates or clay can be included as well. These minerals either
occur as inclusions or as thin interlayers and are nearly insoluble compared to halite.
Another type of salt layers are potash seams. They are only formed if >98% of the
original seawater have evaporated and therefore do not occur in peripheral areas of salt
deposits. Furthermore, they are rarely more than a few meters thick and their min-
eralogical composition varies widely, depending upon the conditions during and after
evaporation. Potash seams show the highest solubility of all salt minerals. Between



Chapter 1

salt deposits and aquifers, layers from gypsum, anhydrite or mudstone act as aquitards,
preventing the inflow of groundwater and thus the dissolution of salt deposits.

For the construction of technical caverns, water is pumped into a salt deposit to de-
liberately dissolve the rock salt. Simultaneously, NaCl-saturated brine is pumped out,
resulting in the formation of a cavity 500-2000m below the surface (Figure 1.1a). To
produce regular cavern shapes, the purity of rock salt should be at the highest possible
level. In practice, however, intersecting layers of low or high solubility in comparison
with halite are a common phenomenon (Thoms and Gehle 1999). The first ones break
off and sink down to the bottom of the cavern as soon as the halite around them
has been dissolved (Figure 1.1a). The fragments block parts of the previously formed
storage volume and therefore reduce the storage capacity (Li et al. 2018). Conversely,
highly soluble potash seams cause a preferential expansion of caverns along them. The
resulting irregular shapes endanger the mechanical stability of technical caverns (Cyran
2020; Fokker 1995; Keime et al. 2012). Additionally, the risk of encountering another
storage cavern or an aquifer is increased. Both cases would be equivalent to an integrity
loss (Figure 1.1a).

a) b)

? Water  prine ? E.
—_—
_ ] Land subsidence -

Cap rock A>500 m

a4
A>500 m Cap rock

Rock salt

25m

‘

Rock salt
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fault zone

Integrity or

stability loss Mine flooding

_ Contaminant
transport

Insoluble

interlayer >100 m

Figure 1.1: Utilization of salt deposits and its risks: a) Construction of a technical cavern. Insoluble
interlayers reduce the storage volume, potash seams increase the risk of integrity/stability loss. b) For-
mation of a natural cavern. Its preferential expansion along potash seams increases the risk of land
subsidence, mine flooding and the transport of contaminants from waste repositories into aquifers.

>100 m

For the mining of salt rock, thick layers with a high level of purity are preferable as
well. Furthermore, they should be located close to the surface in order to reduce costs
for production and treatment. However, care must be taken that the aquitard is not
damaged by mining activities. Otherwise, groundwater or surface water can get into
contact with salt rock, leading to the formation of natural cavern systems (Johnson
2008). The same phenomenon can also occur due to geological fault zones disrupting
the aquitard (Figure 1.1b) (Anderson and Kirkland 1980; Hontzsch and Zeibig 2014).



1.2 Modeling Salt Leaching: History and Current Challenges

Generally, natural caverns represent the greatest threat to any underground facility
in salt deposits (Warren 2017). In case they encounter a mine, a dynamic outlet is
created, enabling flow and dissolution rates to grow significantly. As a result, the
inflow of water increases over time, until the mine finally is flooded. With regard to
potash mining, this has been the most common reason for an unwanted early closure of
mines within the past 150 years (Prugger and Prugger 1991). The reason why potash
mines are particularly endangered is the high solubility of potash minerals and the
resulting preferential expansion of caverns along them (Figure 1.1b). However, not
every brine occurrence in mines is related to external water inflow. Many of them were
formed and enclosed millions of years ago and do not represent a significant danger.
To distinguish between them, brine amount and composition are important indicators
(Herbert and Schwandt 2007; Wittrup and Kyser 1990). Moreover, an early detection
of natural caverns, based on rock samples from the surrounding, is beneficial with

regard to risk mitigation (Boys 1993).

Natural cavern systems also represent a great threat to geological repositories. In
the worst case, the surrounding rock salt is dissolved and contaminants are directly
released into the groundwater. However, even if caverns occur in proximity to geological
repositories, the thickness of the surrounding rock salt, and thus its function as a
barrier, is significantly lower (Figure 1.1b). Again, the presence of potash salt intensifies
the problem due to its high solubility and the associated increase in the formation of
new pathways (Mengel et al. 2012). Finally, the collapse of natural caverns can lead
to land subsidence (Figure 1.1b). This risk increases as well if potash seams enable a
preferential, faster expansion in horizontal direction (Hontzsch and Zeibig 2014).

In summary, uncontrolled dissolution processes in salt deposits pose high potential
hazards. In order to assess and minimize them, it is essential to understand the evo-
lution of technical and natural caverns, particularly along potash seams. Only then, a
safe utilization of salt deposits can be ensured.

1.2 Modeling Salt Leaching: History and Current Challenges

Technical and natural caverns in salt rock are the result of a complex interaction
between chemical reactions, transport and, in the long term, mechanical processes. To
ensure an efficient and safe utilization of salt deposits, laboratory and field experiments
have been conducted within the last 120 years, complemented by model approaches
aiming to understand and reproduce the underlying processes. The following section
gives an overview of the research that has been done so far, asking the question which
steps are necessary to fully comprehend the evolution of caverns in salt rock. In this
context, particular emphasis is placed on the availability of data and models dealing
with potash salt. Although rock salt layers make up the largest part of salt deposits,
potash seams are especially important with regard to cavern evolution due to the
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preferential expansion along them and the above-mentioned risks resulting out of that
(Figure 1.1).

Understanding the chemistry of salt-water systems is essential to predict the evo-
lution of caverns. For every temperature, pressure and solution composition, it has
to be known which salt phases occur and what the properties of the ion containing
solution are. In case of rock salt, this is rather simple since only halite (NaCl) is
dissolved, resulting in a binary system (NaCl—-H,0) with well-known thermodynamic
properties. In contrast, potash brines usually contain all six major components of sea-
water (Na, Cl, K, Mg, SO, and Ca) from which more than sixty different salt minerals
can be formed (Voigt 2015). During the 20" century, many dissolution experiments
were performed, investigating the solubility equilibria of the hexary oceanic salt sys-
tem Na—K-Mg—-Cl-SO,—Ca—-H0 and its subsystems. Based on the results, ther-
modynamic models have been developed in order to easily quantify saturation states
as well as dissolution and precipitation processes for arbitrary solution compositions
and varying temperatures (Altmaier et al. 2011; Harvie and Weare 1980). To account
for high salinity, the Pitzer approach (Pitzer 1973) is commonly applied. By means of
computer programs such as PHREEQC (Parkhurst and Appelo 2013), Geochemist’s
Workbench (Bethke 2007) or EQ3/6 (Wolery and Jarek 2003), it has been possible
to classify salt brines (Herbert and Schwandt 2007) and to reproduce chemical reac-
tions that occur during the formation of salt deposits (e.g. Debure et al. 2019; Krupp
2005). Nevertheless, the dissolution behavior of potash seams has only been studied
for a few cases of mine flooding yet (Bach 2010; Bohn 2014; Herbert 2000). Systematic
investigations for different potash salt compositions are still missing as well as a char-
acterization of the so-called transition zone that surrounds caverns in potash seams,
offering the possibility of localizing them.

Another important factor in cavern evolution are flow and transport processes. Nat-
ural, density-driven convection is considered as the main driving force in the formation
of natural caverns (Anderson and Kirkland 1980) and the construction of technical
caverns (Cyran 2020; Velema et al. 2010). It is caused by large density gradients be-
tween the inflowing solution, which is undersaturated with respect to the occurring
salt minerals, and saturated brines (Dijk and Berkowitz 2000; Gechter et al. 2008).
The latter show fluid densities of up to 1,230 kg/m? within rock salt layers and even
>1,300kg/m?* within potash seams (Herbert 2000). Density-driven convection forces
the undersaturated, less dense solution to flow towards the cavern top, whereas sat-
urated brine sinks down, leading to constant solution exchange and upward cavern
enlargement (Weisbrod et al. 2012). However, modeling density-driven flow is chal-
lenging (Herbert et al. 1988; Wooding et al. 1997). Already in porous media, where
laminar flow can be assumed, large density variations and salinity-dependent viscosity
effects lead to a set of strongly coupled, nonlinear equations, necessitating sophisti-
cated numerical approaches (Diersch and Kolditz 2002). In open cavities, turbulent
flow conditions complicate the calculation of the concentration field even more (Kiich-
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ler 2014). To properly reproduce it, the Navier-Stokes equations have to be solved,
requiring a high computational effort. Thus, these models are still under development,
whereas commercial software tools for technical cavern construction usually assume
strongly simplified flow fields and concentration distributions (Wan et al. 2019). In
case of potash seams, multi-species transport has to be taken into account and gaseous
components may lead to the formation of gas bubbles at the cavern top (Gechter et al.
2008), necessitating multiphase flow to be incorporated as well (Olivella et al. 1994).
Finally, species diffusion coefficients in brines are not constant but depend on the
composition of the solution (Felmy and Weare 1991). Thus, hydraulics and chemical
reactions within salt caverns are strongly coupled, calling for the application of reactive

transport models.

Reactive transport models aim to simulate the complex interplay of fluid flow and
rock-liquid interactions in order to reproduce cavern evolution in space and time. In
general, a broad range of numerical reactive transport codes already exists, especially
for porous media (Steefel et al. 2015). Some of them also take heat transport and the
resulting changes in flow parameters into account (Graf and Therrien 2007; Kuhlman
2014; Stauffer et al. 2013). To couple transport and chemical reaction equations, either
the global implicit approach or the split-operator technique is used. The latter allows
to relatively easily combine different submodels dealing with individual processes, i.e.,
to couple geochemical reaction modules with flow and transport simulators (Mao et al.
2006). However, these approaches alone are insufficient to reproduce cavern develop-
ment because chemical reactions can only take place where water is present. Due to the
fact that intact, dry salt rock is basically impermeable, the inflow of solution is inhib-
ited, preventing dissolution processes and thus any progress of the solid-fluid boundary.
In case of rock salt, mass transfer rates are commonly used to overcome this limitation:
by means of empirical functions, the dissolution rate of halite, and therefore the moving
rate of the cavern wall, is determined, with the brine concentration and the inclination
of the solid-fluid interface being the main variables of influence (Jinlong et al. 2020;
Li et al. 2018; Wan et al. 2019; Zidane et al. 2014). Several experimental and numeri-
cal studies have been conducted dealing with the dissolution behavior of halite under
various flow conditions and saturation states (Alkattan et al. 1997; Durie and Jessen
1964; Liu et al. 2016; Stiller et al. 2016; Weisbrod et al. 2012; Yang and Liu 2017).
Nevertheless, the influence of surface roughness and rock fibre is still poorly under-
stood (Cyran 2020; Field et al. 2019). While some reactive transport models account
for the effects of insoluble interlayers on a macro scale (e.g. Jinlong et al. 2020), they
are usually incapable of considering highly soluble potash seams. In order to reproduce
the preferential expansion of caverns along them and to evaluate the potential risks
resulting out of that (Figure 1.1), further development of reactive transport models is

necessary.

The main difficulty about developing reactive transport models for potash seams
is the complex chemistry described above. In contrast to rock salt, it is insufficient
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to only distinguish between dry rock and a cavity filled with solution, because the
solubility of the different components varies significantly. For example, kieserite and
anhydrite dissolve considerably slower than carnallite or sylvite (Hoppe and Winkler
1974; Rohr 1981), and halite is nearly insoluble in the presence of magnesium salts
(Fokker 1995). As a result, potash seams do not dissolve completely, but a porous
rock matrix remains, consisting of regions with different porosities and mineralogical
compositions (Velema et al. 2010). Chemical reactions are no longer limited to the
cavern wall but may occur in any region with water present, causing strong changes in
porosity and permeability. Thereby, it may happen that previously formed pores are
fully sealed again due to the precipitation of secondary minerals (Xie et al. 2011). To
simulate the progress of multiple precipitation/dissolution fronts being formed within
potash seams, the dissolution behavior of all occurring minerals has to be known.
However, the dissolution kinetics of potash salts have been explored only rudimen-
tarily yet. Studies indicate that in most cases, they are comparable to halite, with
the dissolution rate being transport-controlled and decreasing linearly with saturation,
whereas a few potash minerals show reaction-controlled or mixed dissolution behavior
(Hoppe and Winkler 1974; Husband and Ozsahin 1967; Karsten 1954; Sdanowski 1958).
Unfortunately, empirical functions considering both, the saturation state of the solu-
tion and the hydrodynamic boundary conditions, rarely exist for the dissolution rates
of potash minerals. Consequently, current reactive transport models usually oversim-
plify the chemical reactions within potash seams and their interactions with fluid flow
(Luo et al. 2012; Velema et al. 2010). Xie et al. (2011) presented a benchmark where
various mineralogical regions and the resulting changes in permeability are reproduced,
but density-driven flow was not considered. In summary, a reactive transport model
suitable to describe the temporal and spatial evolution of caverns within potash seams

has not been developed yet.

Cavern evolution is also affected by the mechanical behavior of salt rock. On the
one hand, high local stresses due to cavern formation can induce microcracks or even
collapse structures, increasing rock permeability and creating new hydraulic pathways
(Lux and Eberth 2007; Minkley et al. 2013; Zhang et al. 2019). On the other hand,
salt creep can effect self-healing and, in the long term, the closure of cavities (Munson
1997). Several mechanical models have been developed to evaluate the stability and
tightness of technical caverns during the phases of excavation, operation and abandon-
ment (Khaledi et al. 2016; Lux 2005; Wang et al. 2015), with some of them taking
thermal effects into account (Bérest et al. 2001; Lux et al. 2015; Mahmoudi et al.
2016). In addition to that, coupled (thermo-) hydraulic-mechanical models have been
developed to investigate the integrity of natural barriers in nuclear waste repositories
(Hou 2003; Kuhlman 2014; Minkley et al. 2013; Pudewills 2012). It was shown that
in the long term, creep and thermo-mechanical loading can cause significant changes
in porosity and permeability. However, in the short term, the effects are rather small
compared to dissolution processes, which can cause rapid changes in a matter of days,
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weeks or years (Johnson 2008). An exception are collapse structures, leading to large
permeability changes within a very short time frame. To account for them, a coupling of
(thermo-) mechanical and reactive transport models would be required. However, this
is still in the initial stages of development (Steefel et al. 2015). Furthermore, it is un-
certain if the mechanical models existing already are applicable to caverns that prefer-
entially expand along potash seams. Most of them assume pure rock salt, whereas only
a few studies deal with the influence of non-salt interlayers (Nazary Moghadam et al.
2015). The mechanical behavior of potash salt has only been investigated in a rudi-
mentary way so far (Campos de Orellana 1996; Fokker 1995), and for partly dissolved
rock matrices, constitutive laws do not exist at all. Consequently, current models are

incapable of predicting the stability of cavernous structures within potash seams.

All in all, the formation of caverns in salt rock is mainly controlled by the interplay
between chemical reactions, namely the dissolution and precipitation of salt minerals,
and hydraulics, with natural, density-driven convection being especially important. In
contrast, mechanical processes are only relevant in the long term or if the stability of
the cavern is endangered. To adequately reproduce the temporal and spatial evolution
of technical and natural cavernous structures, sophisticated reactive transport models
are required. Thereby, the complex geochemical behavior of potash salts represents a
particular challenge and has not been investigated systematically yet. Current reactive
transport models either neglect potash seams or oversimplify the chemical reactions
within them. Hence, what is needed is the development of a more comprehensive
approach to understand the preferential expansion of caverns along potash seams and
to evaluate the associated risks.

1.3 Thesis Objectives

The preferential expansion of technical and natural caverns along potash seams repre-
sents a considerable risk for the utilization of salt deposits (Figure 1.1). Based on the
previous explanations, three main research objectives are formulated for this thesis in
order to reproduce the evolution of leaching zones within potash seams and to asses
their hazard potential for subsurface utilization:

The first objective is to systematically investigate the chemical reactions within
potash seams, aiming to quantify the brine and rock composition along transition zones
between the center of cavernous structures and unaffected salt rock (Chapter 2). The
second objective is to integrate these findings into a reactive transport model in order
to temporally and spatially reproduce the evolution of leaching zones and to identify
parameters that allow for a classification as well as a first assessment of the hazard
potential (Chapter 3). Since most potash seams are not homogeneous, the third ob-
jective is to examine the influence of mineral heterogeneity and saturation-dependent
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dissolution rates on the leaching zone evolution, focusing on insoluble inclusions and

interlayers within potash seams (Chapter 4).

1.4 Organization of the Thesis and Author Contribution

This cumulative doctoral thesis consists of three articles, which are published in inter-
national, peer-reviewed journals. In Chapters 2 to 4, the publications are presented
in detail, followed by a discussion about the main findings in Chapter 5. Conclusions
with respect to the thesis objectives as well as an outlook for future research are given
in Chapter 6. The following section shortly summarizes the three articles and indicates
the respective author and co-author contributions.

In Chapter 2, geochemical reaction models are used to systematically investigate
the dissolution behavior of various potash salts. It is shown that one liter of NaCl so-
lution can affect several tens of kilograms of rock with the reaction path depending on
the ratio between kieserite and sylvite. Field data from a natural brine occurrence are
used to validate the results. With the help of a 1D model, the transition zones between
cavernous structures and unaffected salt rock are quantified, finding that cavitation
only occurs close to the central part of a cavern. Furthermore, it is shown that cav-
ern enlargement requires an open system with frequent brine exchange. The chapter
is published as ‘Geochemical Reaction Models Quantify the Composition of Transition
Zones between Brine Occurrence and Unaffected Salt Rock’ in Chemical Geology. As
the first author, I was responsible for designing and performing the research, analyzing
the data and illustrating the simulation results. Axel Zirkler provided unpublished
field data and supported the model conceptualization. Michael Kiihn co-designed the
research and supervised my scientific activities. I was mainly responsible for the prepa-
ration and revision of the manuscript with my co-authors contributing to review and
editing. It is citet as Steding et al. (2020) in the following.

In Chapter 3, a reactive transport model is developed and complemented by an
innovative approach to simulate water-rock interactions at the solid-liquid interface.
By means of scenario analyses, the temporal and spatial evolution of leaching zones
within carnallite-bearing potash seams is examined. The results show that their shape,
growth rate and mineralogy mainly depend on the dissolution rate of potash salt and
its relation to the flow velocity governed by density-driven flow. A classification scheme
based on the dimensionless Péclet and Damkohler number is used to assess the hazard
potential. The chapter is published as ‘Spatial and Temporal Evolution of Leaching
Zones within Potash Seams Reproduced by Reactive Transport Simulations’ in Water.
As the first author, I was designing and performing the research, analyzing the data
and illustrating the simulation results. Axel Zirkler provided unpublished field data
and contributed to the elaboration of the manuscript. The model development was
done in close collaboration with Thomas Kempka who supervised my scientific activ-
ities together with Michael Kithn. Both of them contributed to the manuscript by
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reviewing and editing it. I was mainly responsible for the preparation and revision of
the manuscript. It is citet as Steding et al. (2021b) in the following.

In Chapter 4, the reactive transport model from Chapter 3 is used to examine
the influence of insoluble inclusions and intersecting layers on cavern evolution. For
this purpose, it is extended by mineral-specific, saturation-dependent dissolution rates.
A scenario analysis for a carnallite-bearing potash seam is carried out, showing that
heterogeneous rock distributions only affect transport-dominated systems (Damkoh-
ler > 1). Insoluble inclusions result in less regular, steeper dissolution fronts, with the
upper end advancing slower. Intersecting layers lead to several independent convection
cells and, if the layers are inclined, to asymmetric cavern shapes. In general, it is
found that heterogeneous potash seams exhibit a lower hazard potential as long as me-
chanical stability is maintained. The chapter is published as ‘How Insoluble Inclusions
and Intersecting Layers Affect the Leaching Process within Potash Seams’ in Applied
Sciences. As the first author, I was designing and performing the research, analyzing
the data and illustrating the simulation results. Thomas Kempka and Michael Kiithn
supervised my scientific activities and contributed to the manuscript by reviewing and
editing it. I was mainly responsible for the preparation and revision of the manuscript.
It is citet as Steding et al. (2021a) in the following.

9



2 | Geochemical Reaction Models Quantify
the Composition of Transition Zones

between Brine Occurrence and Unaffected
Salt Rock

Abstract

Brine occurrences belong to the most significant risks in salt mining as they can lead
to mine flooding and land subsidence. Especially within highly soluble potash seams,
which contain some of the economically most interesting types of salt, the interactions
between brine and salt rock result in cavernous structures surrounded by moisture
penetration zones with different mineralogical regions. In order to facilitate an early
detection of cavernous structures, the brine and rock composition along these transi-
tion zones was modeled. The results show that the potash salt composition, or more
precisely the ratio between kieserite and sylvite, determines the dissolution behavior
and therefore which types of secondary minerals occur. According to the volume bal-
ance, cavitation is only possible close to the center of a cavernous structure, where the
solid-fluid-ratio is low. Furthermore, an open system with frequent brine exchange is
required. Along the transition zone, the solid-fluid-ratio can increase to several tens of
kilograms before the water is fully consumed and the unaffected salt rock is reached.
A comparison with measured data from a natural brine occurrence validates the model
results and confirms a correlation between the brine composition and the distance from
the center of a cavernous structure. In conclusion, the models are suitable to determine
the location of the central part of a cavernous structure based on rock and brine samples
from the vicinity. However, in order to simulate the temporal and spatial development

of geogenic cavities, a coupling of chemistry and hydraulics will be necessary.

2.1 Introduction

In Germany, salt deposits play an important role as industrial raw material, which is
won by mining. One of the most significant risks in mining is the access of groundwater
due to geological fault zones which may lead to the formation of moisture penetration
zones and local cavities within the salt body. Stability and tightness of the salt rock
are significantly reduced in these areas and encountering them, in the worst case, can
lead to the flooding of a mine (Baumert 1953; Warren 2017; Wittrup and Kyser 1990).
Among the different salt layers, potash seams are particularly endangered as they have a
significantly higher solubility than rock salt (Gimm and Meyer 1968). Their dissolution
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behavior is very complex and has only been investigated for a few individual cases (Bach
2010; Bohn 2014; Herbert 2000). Therefore, there is little academic literature on the
composition of transition zones between a brine occurrence and the unaffected salt
rock.

In this paper, geochemical modeling is the basis to systematically investigate the
dissolution behavior of various potash salts. The results are transferred to the mine
system, whereby a natural brine occurrence in a potash mine serves as case study.
Extensive investigation measures during the last decades provide comprehensive infor-
mation on the geological extent and the chemical composition of the brine occurrence
and the surrounding transition zone. The aim of the modeling is to quantify the disso-
lution processes within potash seams in order to facilitate an early detection of brine

occurrences and minimize risks for mining industry.

2.2 Modeling Approaches

Potash salts not only contain the main components Na™ and Cl~ but also Mg*",
K", SO.*, Ca?" and crystal water. Upon contact with groundwater all compo-
nents enter into the solution and a hexary system forms. This system was modeled
by using the program code PHREEQC (Parkhurst and Appelo 2013). The dataset
‘THEREDA PIT PHRC 101’ (Altmaier et al. 2011) serves as database that, among
other things, takes temperature dependency into account. Due to the high salinity also
the Pitzer approach (Pitzer 1973) is used.

It can be assumed that within a cavernous structure in salt rock, the system is always
saturated with NaCl (Herbert and Schwandt 2007; Stadler et al. 2012). Depending on
the relationship between the other ion concentrations, the solution is in thermodynamic
equilibrium with different minerals. This can be seen, for example, at the Janecke
projection (Jénecke 1912) for a Ca-free, NaCl-saturated system (Figure 2.1). Points
such as P, Q or R denote concentration ratios where the solution is in equilibrium
with three other minerals besides halite. The location of these points is temperature-
dependent. In addition, it should be noted that in this representation, not the absolute
concentrations are taken into account but only their relationship to each other. Thus,
a solution may have the same concentration ratio as, for example, at point P, but
still be undersaturated with all adjacent mineral phases. Therefore, it is important
to always consider the absolute concentrations and saturations of the solution as well.
Nevertheless, the Jédnecke projection is useful to graphically show the reaction path of
a solution.

When considering a hexary system, the solution composition does not move across
the surface shown in Figure 2.1 but through a tetrahedon whose fourth vertex is formed
by the calcium concentration (Herbert and Schwandt 2007). The stability fields become
stability spaces and additional minerals, such as anhydrite, polyhalite or syngenite, oc-
cur within the tetrahedron. The starting point of a reaction path always corresponds
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/ " Thenardite’ . \
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Figure 2.1: Jénecke projection for an NaCl-saturated, quinary system Na—K-Mg—-Cl-SO,—-H;0
at 22°C; at points S, T, U... the solution is in equilibrium with all minerals of the adjacent stability
fields.

to the salt point of the dissolved rock, which results from the ratio of the ion con-
centrations in it. For example, the salt point of kieserite (MgSO, - HyO) is located at
the left border of the Jénecke projection midway between Mg and SO, vertex (Fig-
ure 2.1). For kieseritic potash salt, the salt point is usually located within the stability
field of glaserite or more specifically, within the stability space behind it. Since the
calcium concentration is very low in comparison with the other ion concentrations, the
reaction path is projected onto the side surface Ko —Mg—SO, for purposes of illustra-
tion. However, calcium containing minerals are considered in the calculations as well
as the absolute concentrations and saturations. Table 2.1 shows with which minerals
the solution is in equilibrium at the points mentioned in the following. The chemical

composition of every mineral can be taken from Table 2.2.

The models themselves were designed as so-called titration models, where potash
salt is gradually added to a saturated NaCl solution. This corresponds to the situation
in a mine, because the influent solution has to pass through rock salt layers before
reaching the potash seams. At the beginning, the model contains 1kg of water and
6 mol of dissolved NaCl. At every step, 1 mol of potash salt is added to the solution.
Assuming that thermodynamic equilibrium is archieved, the progressive evolution of
the solution composition can be quantified. The temperature is set at 22°C, which is

in accordance with the natural conditions in the mine in the area of brine occurrence.
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Table 2.1: Invariant points and their adjacent stability spaces in the hexary system
Na-K-Mg-Cl1-S0O4-Ca—H50 at 22°C.

Point Minerals the solution is in equilibrium with (besides halite)

M glaserite, schoenite, sylvite, polyhalite

N leonite, schoenite, sylvite, polyhalite

P kainite, leonite, sylvite, polyhalite

Q carnallite, kainite, sylvite, polyhalite

R carnallite, kainite, kieserite, polyhalite

T glaserite, schoenite, bloedite, polyhalite

U leonite, schoenite, bloedite, polyhalite

A% epsomite, leonite, bloedite, polyhalite

W epsomite, kainite, leonite, polyhalite

X hexahydrite, kainite, epsomite, polyhalite

Y hexahydrite, kainite, kieserite, polyhalite

Table 2.2: Salt minerals taken into account.

Mineral Molecular formula Mineral Molecular formula
Anhydrite CaSOy Kainite K4MgyCly[SOy4]4 - 11 HyO
Bloedite NagMg[SOyl2-4HoO  Kieserite MgSQOy4 - H,O
Carnallite KMgCls -6 H,O Langbeinite KoMgs[SO4ls
Epsomite MgSQOy4 - 7TH20 Leonite KoMg[SOy4]2 - 4H2O
Glaserite KgNag[SOy4l4 Polyhalite KoMgCasg[SOy4 - 2HyO
Glauberite NagCa[SOyl2 Schoenite KoMg[SOy4]2 - 6 HoO
Gypsum CaS0O4-2H,0 Sylvite KCl
Halite NaCl Syngenite K2Ca[SOy4]2 - H2O
Hexahydrite MgSOy4 -6 Hs0 Thenardite Nag[SOy4]

The aim is to determine which precipitates are formed upon the contact of potash salt
and NaCl solution, which amount of rock is affected and under which conditions the
dissolution process stops. The composition of the solution and the surrounding rock
are assumed to be spatially homogeneous. Therefore, this titration model applies only
to closed systems where a limited amount of NaCl solution is in contact with potash

salt over a longer period of time.

However, especially in the vicinity of geological fault zones, open systems with reg-
ular brine exchange may occur. This is particularly the case in layers located close to
the edges of salt deposits. The 1D model used in this study shows which interactions
occur if a NaCl-saturated solution flows through a potash seam. In particular, the
changing solution composition as well as precipitations along the flow path are con-
sidered. The 1D model consists of several successively arranged cells which initially
contain the same amount of NaCl solution (Figure 2.2). Based on the titration model,
1mol of potash salt is added to each cell and the dissolutions and precipitations are
calculated assuming thermodynamic equilibrium. Subsequently, the solution is moved
one cell to the right, while from the left a 6-molar NaCl solution flows into the first cell.
Solid minerals remain in their cells. Thereafter, 1 mol of potash salt is added to each
cell, the solution is moved one cell to the right and so forth. In this way, the evolution
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of the rock and solution composition along a flow path within the potash seam can
be modeled. The 1D model is dimensionless in both, space and time. To be able to
interpret the model on a temporal scale, the amount of NaCl solution per cell is varied
between 0.01 and 1kg. This allows different ratios between the amount of solution and

rock to be simulated, which corresponds to different exchange rates.

Potash salt (1 mole per cell and per step)

3383383 8

e 3 [2 [a [o] -] o]

Figure 2.2: Schematic diagram of the 1D model for an open system.

2.3 Model Validation

Titration models have already been used by Herbert (2000) in order to model the
evolution of the solution composition during the solution process of potash salt. The
comparison of the model results with 6-year readings from the flooded Hope mine
showed a very good agreement in the front part of the reaction path. Solution com-
position, precipitations, amount of water, and activity of the individual components
have been described precisely (Herbert 2000) and the solution compositions in mines
that were flooded long time ago indicate that the predicted reaction pathways are also
reliable for longer periods of time (Bohn 2014). For example, the entire calculated
reaction pathway for carnallitite was experimentally detected in an in-situ large-scale
test at the Asse mine (Herbert 2000) and was also confirmed in laboratory experiments
(Bach 2010).

Herbert (2000) used the program code EQ3/6 and the database of Harvie et al.
(1984) in order to model the dissolution process of potash salt at 25°C. On the webpage
of the THEREDA project, a link is provided to research results from TU Bergakademie
Freiberg, where a comparison is made between the THEREDA database and the
database of Harvie et al. (1984). Obviously, the two databases show only minor dif-
ferences. However, in order to verify that the solution process can also be simulated
by using PHREEQC (Parkhurst and Appelo 2013) and the THEREDA database (Alt-
maier et al. 2011), the titration model was used to determine the reaction path for
the potash salt in Hope. It is a sylvinitic hard salt with 61.4% halite, 31.7% sylvite,
3.4% kieserite and 1.7% anhydrite (% by mass). The results agree very well with those
of Herbert (2000). Therefore, we conclude that the titration model is suitable both
fundamentally and specifically with the data set chosen here to quantify the dissolution
behavior of potash seams at 22°C.
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2.4 Application to a Natural Brine Occurrence

2.4.1 Analysis of Rock and Brine Samples from the Field

The potash seams considered in this study belong to the Zechstein formation in Ger-
many and mainly consist of kieseritic potash rocks (hardsalt). However, the exact
composition within the seams varies considerably. Analyses show kieserite contents
between 3.5% and 43%. In the area of the brine occurrence, the potash seams ‘Hessen’
and ‘Thiiringen’ can be found (Figure 2_4), which consist mainly of halite, kieserite and
sylvite. The minor constituents carnallite and anhydrite or polyhalite, as well as insol-
uble constituents (e.g. clay), make up just under 5% of the potash seams. Furthermore,
small amounts of kainite or langbeinite can be found.

The type and amount of the individual components have a strong influence on the
dissolution behavior of a potash salt (Herbert and Schwandt 2007). For this reason,
the reaction paths for different potash salt compositions were examined and compared
to each other. Exemplarily, a kieserite-rich potash salt from the potash seam ‘Hessen’
and a kieserite-poor potash salt from the potash seam ‘Thiiringen’ are considered in
this paper (Figure 2.3). Minor components kainite and langbeinite are neglected.

Kieserite-rich potash salt Kieserite-poor potash salt

Anhydrite

Figure 2.3: Composition of the considered potash salts without neglected minor compo-
nents (% by mass).

600 m | 150 - 300 m

55m
25m T

Figure 2.4: Geological context of the potash seams and (simplified) geometry of the cavernous struc-
ture (left) and sampling locations relative to the brine occurrence (right).
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The brine occurrence exemplarily examined in this study has been continuously
monitored and sampled for more than 60 years. It was most likely formed by leakage
of the hydrological barrier in the footwall due to multiple, crosscutting fault systems
underneath the salt formation (Héntzsch and Zeibig 2014) (Figure 2.4). However, the
exact geometry of the cavernous structure is not known. The relative position of a
sampling point can therefore only be estimated on the basis of the amount of brine
solution occurring. Areas, where large amounts of brine (several liters per minute over
a long period of time) where encountered, are therefore called ‘central part’ of the
brine occurrence. On the other hand, areas with only gas or small amounts of brine

(<11 per minute) are called ‘peripheral zone’ (Figure 2.4).

The composition of some selected brine samples is shown in Figure 2.5; their labels
provide information on location and date of sampling. First analyses originate from
individual dripping points at the level of the potash seam ‘Hessen’ (z1KHe). From 1957
to July 1977, average compositions of brine solutions found in boreholes into the central
part of the brine occurrence (z1KHe) are available. Subsequently, the inflow rate of
brine solution increased while the density decreased. At the same time, there were
strong fluctuations in the composition of the brine from the central part of the cavern.
During further exploration work, brine solutions were also found in deeper layers like
the potash seam ‘Thiiringen’ (z1KTh), the Middle (z1NAb) and the Lower (z1NAa)
Werra rock salt (Figure 2.4). It is assumed that they belong to the same reservoir
as the brine occurences found in potash seam ‘Hessen’. In August 1978, the calcium
concentration was determined for the first time. It never exceeds 50 mmol/kgw and in
highly concentrated potash solutions it even drops below 1 mmol/kgw. Therefore, no
data are available for such samples, but only for NaCl solutions and low-concentrated
potash solutions.

Figure 2.6 shows where the solution compositions from Figure 2.5 and some other
samples are located within the Jénecke projection (projected onto the side surface
Ky—Mg—-S0Oy). In addition, PHREEQC was used to determine their saturation in-
dices (SI). A value equal or less than -0.1 is interpreted as undersaturation, a value
equal or greater than 0.1 as supersaturation, which means a potential for correspond-
ing dissolution or precipitation reactions (Monnin and Ramboz 1996). If the value
is between those two, it is assumed that the solution is in equilibrium in regard to
the particular mineral. The saturations were determined for the respective outflow

temperature; the fluctuation range is 20 to 26°C.

Red and magenta indicate samples from dripping points and boreholes, where only
small amounts of brine solution appeared (Figure 2.4). They were taken at various lo-
cations in the vicinity of the brine occurrence. The 1957 sample is in equilibrium with
epsomite and hexahydrite, while kieserite is marginally undersaturated (SI = -0.12).
Noticeable is its undersaturation on halite (SI = -0.88), which occurs only in three other
cases. Samples from the dripping points 1960 and 1961 show supersaturations of carnal-
lite (SI < 0.28) and kainite (SI < 1.06); additionally, the first one is in equilibrium with
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Figure 2.5: Composition of selected brine solution samples a) from the potash seam ‘Hessen’ (z1KHe)
before 1977 and exploration drill holes in the potash seam ‘Thiiringen’ (z1KTh) and b) from the
potash seam ‘Hessen’ after July 1977 and from the Middle (z1NAb) and Lower (z1NAa) Werra rock
salt (labeling: [layer|-[year/month/day| of sampling).

sylvite and kieserite, while the second one is supersaturated with sylvite (SI = 0.18).
Thus, the samples are located in the immediate vicinity of the points Y, R and Q. The
samples from potash seam ‘Thiiringen’ (magenta) plot close to those invariant points
as well, but their supersaturations are substantially lower. While the 1987 samples are
in equilibrium with kainite, hexahydrite and either epsomite or carnallite and kieserite,
the 2017 sample from another borehole is saturated exclusively with sylvite (besides
halite). Although the 2018 sample has an ion concentration ratio near point P, the
absolute values show an equilibrium only with halite and anhydrite. The sample from
February 1973 (potash seam ‘Hessen’) is located at point U and is (nearly) saturated
with halite, schoenite, bloedite, leonite and epsomite (-0.05 < SI < 0.01) as well as
hexahydrite (ST = -0.09). Except for the 2018 sample (1.23 g/cm?), all brine solutions
from the peripheral zone have a density of 1.29 to 1.31 g/cm3. This is in a typical range
for highly saturated potash solutions.

In green, samples from the central part of the cavernous structure are shown, where
larger amounts of brine solution were encountered. From 1958 to 1975, the brine
compositions are located in the vicinity of point T, whereby they are saturated with
respect to halite, bloedite and /or schoenite and sometimes leonite. In almost all cases,
glaserite is supersaturated (SI = 0.1 to 0.31). During this time span, the density is
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Figure 2.6: Composition of the samples from a) Figure 2.5a (zoomed) and b) Figure 2.5b with
additional data in the Jinecke projection (labeling: date [year/month/day]| of sampling).

between 1.28 and 1.3g/cm3. In July 1977, the inflow rate increases sharply and the
density drops below 1.27 g/cm?. The brine solution is now saturated only with halite
and glaserite. In the following months, the density increases again to 1.29g/cm?. As
Figure 2.6b shows, in December 1977 the concentration of Mg®" reaches its peak and
the solution is in equilibrium with epsomite. Halite, bloedite, schoenite, leonite and
hexahydrite are now slightly undersaturated (-0.16 < SI < -0.11). This corresponds to
a composition near point V. In April 1978, the Mg?" concentration drops significantly,
leaving only an equilibrium with halite. While the composition of the brine solution in
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the center of the cavernous structure shows great fluctuations during this time, samples
from the peripheral area prove that highly saturated potash solutions are still present
there (Figure 2.6b, red).

Since 1989, the brine solution has been extracted from a borehole below both potash
seams. Since then, only one time in 2001 the density increased again to 1.3g/cm?
and (super-) saturations with respect to schoenite and bloedite (SI = 0.14) occurred.
Otherwise, the density has since been about 1.21 g/cm?®, which corresponds to a NaCl-
saturated brine solution. The average composition of 1999-2018 shows that during
this period, only halite was in geochemical equilibrium with the solution. In addition,
the brine solution was almost always in equilibrium with anhydrite and /or gypsum or,
respectively, had slight supersaturations (SI < 0.3) with respect to these minerals.

Overall, most of the samples from a natural brine occurrence showed either no
or only slight supersaturations. However, a comparison of the saturations for 20°C
and 25°C has shown that even small temperature deviations can significantly affect
the saturation index. The difference is particularly large in cases of glaserite and
kainite (0 < AST < 0.3). For bloedite and leonite, AST was up to 0.13, for carnallite
and epsomite up to 0.11. Therefore, slight super- or undersaturations should not be

given too much importance, the absolute values of the ion concentrations are decisive.

2.4.2 Results of the Closed Titration Model

Figure 2.7 shows the chemical evolution of a saturated NaCl solution if potash salt is
gradually added. The first two are the potash salts in Figure 2.3 and the third one
is an hypothetical salt consisting of 30% of both sylvite and kieserite, 39% of halite
and 0.5% of both carnallite and anhydrite (all mole-%). The ion concentrations were
projected onto the side surface Ko—Mg—SO,.

The results show that salt point and reaction path differ significantly, depending on
the ratio between kieserite and sylvite. If the potash salt contains more kieserite than
sylvite, the salt point is located near the stability field of bloedite and the reaction path
leads along the points T, U, V, W, X and Y to the point R, where halite, kieserite,
carnallite, kainite and polyhalite are in equilibrium with the brine solution. If, on
the other hand, the kieserite content is lower than the sylvite content, the salt point
shifts in the direction of the stability field of sylvite and the reaction path leads along
the points M, N and P to point Q, where the brine solution is in equilibrium with
halite, sylvite, carnallite, kainite and polyhalite. The decisive factor here is the molar
proportion of kieserite and sylvite. Accordingly, from now on, all potash salts with a
higher molar fraction of kieserite than sylvite will be referred to as kieserite-rich and
the others as kieserite-poor.

In the case that kieserite and sylvite have almost the same molar fraction, a third
reaction path can occur. It progresses from the salt point via point T first through
the stability fields of schoenite and possibly leonite to point N or P and from there to
point Q (Figure 2.7c). For this to happen, the potash salt has to contain a little more
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Figure 2.7: Chemical evolution of a NaCl-saturated brine solution if potash salt with three different

ratios of kieserite and sylvite is added.

sylvite than kieserite or else carnallite as a minor constituent. In addition, if anhydrite

is contained or if the kieserite content in the presence of carnallite is slightly higher

than the sylvite content, the reaction path finally moves from point Q to point R.

The precipitations at the beginning are glaserite, bloedite, schoenite and leonite, later

kainite and carnallite. Because this case hardly occurs, it will not be considered here.

In principle, it should be noted that the transition point between the reaction pathways

in Figures 2.7a and 2.7b also depends on the anhydrite and carnallite content. However,

since both occur only as minor components, the influence is usually negligible.

The ratio between kieserite and sylvite is also affecting the ion concentrations and in

particular the precipitations. While glaserite, schoenite, leonite, kainite and polyhalite

always occur as conversion products, bloedite, epsomite and hexahydrite precipitate

only if kieserite-rich potash salts are dissolved (Figure 2.8b). The re-dissolution of some
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of these conversion products regularly results in periods of constant concentrations.
For example, at point W all the leonite must first be re-dissolved before the reaction
path can leave the point and proceed to point X (Figure 2.8a,b). During such periods,
significant amounts of potash salt are converted without a change in brine composition.

Even at point Q or R, the solution process of the potash salt does not come to an
end since there is still no equilibrium reached between all mineral components and the
brine. A look at the Jénecke projection shows that this is just not possible (at 22°C)
for potash salts containing sylvite as well as kieserite. Instead, both components are
converted to kainite until one of them is no longer available or there is no water left.
Since in the titration model steadily potash salt is provided, the solution process only
stops when the water is fully consumed due to the fact that the conversion products
kainite and polyhalite contain more water than the dissolved minerals (Figure 2.8a).
The amount of converted minerals is always similar and corresponds to about 4.3 kg of

kieserite, 2.3 kg of sylvite, 0.3 kg of carnallite and 0.2 kg of anhydrite (per kg of water):

Reaction equation for kieserite-rich potash salt:
31.4KCl + 34.2MgSO, - HyO + 117.2 NaCl + 1.35 KMgCls - 6 HoO + 0.81 CaSO4 +

2.34 kg sylvite 4.73 kg kieserite 6.85 kg halite 0.375 kg carnallite 0.111 kg anhydrite

1 kg 6-molal NaCl solution 7.39 kg kainite 0.482 kg carnallite

7.20 kg halite 0.44 kg kieserite 0.245 kg polyhahte

Reaction equation for kieserite-poor potash salt:
90.8 KC1 + 30.1 MgSOy4 - HyO + 599 7NaCl + 1.38 KMgCls -6 H,O + 2.18 CaSO, +

6.77 kg sylvite 4.17 kg kieserite 5.05kg halite 0.383 kg carnallite 0.297 kg anhydrite

1.74 KoMgCay[SOyls - 2 HoO + 55.5H,O + 6Na™ + 6C1° —

1.05 kg polyhalite 1kg 6-molal NaCl solution

6.99 K4Mg,Cly[SOyls - 11 HoO + 2.46 KMgCls - 6 HoO + 605.7 NaCl + 59.6 KC1 +

6.83 kg kainite 0.684 kg carnallite 35.4kg halite 4.44kg sylvite

2.83 KgMgCag [804]4 -2 HQO

1.71 kg polyhalite

The amount of potash salt that is required until the reaction stops differs: in case of
the kieserite-rich potash salt, 14.5 kg are necessary, while in case of the kieserite-poor
potash salt, it is 48 kg. This is due to the fact that they contain different amounts of
the limiting component — for kieserite-rich potash salts this is sylvite, for kieserite-poor
potash salts it is kieserite. This component is always completely dissolved, while the
others are only partially dissolved. For example, the halite remains almost completely
unaffected. If the limiting component makes up a smaller part of the rock, a larger
total mass of potash rocks must take part in the reactions to allow the reaction path
move forward. Accordingly, a larger rock mass is affected by the dissolution process.
It also has an influence on the structure of the remaining rock: while 48.5% by mass of
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Figure 2.8: Comparison of the a) brine compositions and b) precipitations over the reaction path for
kieserite-rich and kieserite-poor potash salt.

the kieserite-rich potash salt dissolve and recrystallize as secondary minerals, in case
of the kieserite-poor potash salt, it is only 14.8%.

Assuming thermodynamic equilibrium, anhydrite is completely dissolved as well.
The more anhydrite is contained in the salt rock in relation to kieserite or sylvite,
respectively, the more polyhalite is precipitated. This, in turn, binds water and other
ions, significantly changing the composition of the precipitated minerals compared to a
Ca-free system. For example, less kainite is precipitated, instead various Ca-containing
salts occur. Point Q or R is already reached with much lower solid-fluid-ratios, whereby
more carnallite is precipitated. In addition, more water is consumed, which means that
up to 25% less rock mass is affected by the dissolution process. Therefore, anhydrite
must always be considered as a minor component. Another important minor component
is carnallite as it significantly influences the reaction path. Calculations have shown
that without carnallite, the solution composition would remain at point W or P instead
of wandering to point R or Q, respectively. On the other hand, small amounts (<1%)
of langbeinite and kainite can be neglected without falsifying the results.

2.4.3 Results of the Open 1D Model

The dimensionless titration model represents a closed system, where no in- or outflow
takes place. By contrast, the 1D model allows for different exchange rates and deter-
mines the resulting brine solution and rock composition along a flow path. The latter
is shown in Figure 2.9 after five times of flow through the system. In the case of the
kieserite-rich potash salt, with each step 0.5kg of water (plus NaCl) flow in from the
left; in case of the kieserite-poor potash salt, it is 0.1 kg.
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In the case of the kieserite-rich potash salt, the first cells contain mainly halite,
glaserite and bloedite as well as small amounts of polyhalite. In the posterior cells,
the reaction path has progressed further, so that first schoenite, then leonite, kainite
and in the last cells possibly also epsomite and hexahydrite are formed (Figure 2.9a).
Sylvite, kieserite, carnallite and anhydrite have been completely dissolved. In the case
of the kieserite-poor potash salt, the same exchange rate would only cover the first
part of the reaction path; therefore, the rock composition was calculated for an inflow
of 0.1kg of water (plus NaCl) per step (Figure 2.9b). The mineralogy is different as
well: sylvite is not completely dissolved and instead of glauberite, syngenite is the first
Ca-containing precipitate. In relation to the other minerals, polyhalite accounts for a
significantly higher proportion.
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Figure 2.9: Composition of the transition zone after five flow throughs for a) kieserite-rich and
b) kieserite-poor potash salt.

The results show that the reaction path calculated with the titration model basically
transfers to the spatial level along the cells. The higher the exchange rate, the more
cells or larger amounts of potash salt are required to cover the entire titration path.
The same applies if a smaller amount of the limiting component, kieserite or sylvite,
is contained in the potash salt. This is due to the fact that an increase in exchange
rate results in a decrease of the solid-fluid-ratio. However, the reaction paths from
the titration model can not be linearly transferred to the 1D model. The evolution
along the flow path is more fluent and no periods of constant concentrations occur
anymore (Figure 2.10b), because conversion products such as glaserite or schoenite do
not have to be re-dissolved for the reaction path to move on. Instead, they now occur
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consecutively within zones which show different states of thermodynamic equilibrium.
It is important to notice that points such as U or V are not matched by the brine
composition anymore because e.g. schoenite, bloedite and leonite do not occur in the
same cell (Figure 2.9a). Therefore, the reaction path along the transition zone slightly
differs from that in the titration model (Figure 2.10a).
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Figure 2.10: a) Flow path and b) brine composition along the transition zone after five flow throughs.

The volume analyses show that at the beginning of the flow path, the volume of the
dissolved minerals is always higher than that of the precipitated ones (Figure 2.11).
However, if a certain point of the reaction path is reached and water-rich components,
such as schoenite, leonite and later kainite, are precipitated, the volume balance of a cell
becomes negative. This means that in this area, a larger volume of salt is precipitated
than it was previously dissolved. The reason for this is that the minerals dissolved in
the first cells are now precipitated again as secondary minerals. In the process, parts of
the existing water are incorporated into the precipitations as water of crystallization.



Chapter 2

Thus, the amount of water within the posterior cells decreases, while mass and volume

of the precipitated minerals increase.
a) . . I
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b) Volume analysis for kieserite-poor potash salt

—+—Dissolved volume ——-Precipitated volume amount of crystal water
900
800
700

600 \
500 L \ 00— g0
400 \

300 / \\

200
100 “

/

Volume change (cm?)

-100

1 2 3 4 5 6 7 8 9 0 11 12 13 14 15 16 17 18 19 20
Distance/cell no

Figure 2.11: Volume balance along the flow path after five flow throughs for a) kieserite-rich and
b) kieserite-poor potash salt.

2.5 Comparison between Model Results and Field Data

In the following, the calculated reaction paths from Figure 2.7 are compared with the
measured values shown in Figure 2.6. For this purpose, the absolute deviations between
the calculated ion concentrations for a closed system (Figure 2.8a) and the measured
ion concentrations are determined at each point of the reaction path. Where their
sum is the lowest, the measured brine composition is best described by the reaction
path. In Figures 2.12 and 2.13, the measured values are entered at the corresponding
location of the reaction path which showed a better match with the brine composition.
As mentioned in Section 2.4.1, the Ca*" concentration is not available for most of
the samples. Therefore, only very few measurements in Figures 2.12 and 2.13 include
Ca®" (grey).

Samples from the central part of the cavernous structure within the potash seam
‘Hessen’ (green) consistently show a better agreement with the reaction pathway for
kieserite-rich potash salt. All of these samples are quite far left; the solid-fluid-ratio
is only 0 to 2 (Figure 2.12a). Samples taken from 1958 to 1975 show a very high
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Figure 2.12: Comparison of the measured data with the reaction path for kieserite-rich potash salt
at a) small and b) high solid-fluid-ratios (labeling: date [year/month/day| of sampling).

level of agreement with the calculated ion concentrations. The relative deviations are
mostly well below 10%:; only in four cases does the K™ or SO,?  concentration differ
by 10-15%. The composition of the brine solution hardly changes during this time, the
solid-fluid-ratio for all samples is between 0.6 and 1.1kg potash salt per kgw. With
the increase of the inflow rate in July 1977, the solid-fluid-ratio initially decreases to
0.3kg/kgw and the deviations of the K and SO,*  concentrations increase to 25-
50%. In the following months, the solid-fluid-ratio increases again to over 1kg/kgw
and the deviations decrease. In December 1977, the solid-fluid-ratio reaches a peak
of 1.96 kg /kgw and for the first time, the deviations again fall below 10% for all con-
centrations. This condition is maintained until April 1978, when the composition of
the solution again changes significantly and the solid-fluid-ratio drops to 0.24 kg/kgw
within a few days, combined with deviations of up to 50% for K™ and SO,* . In 1983,
with 0.08 kg/kgw hardly any potash is contained in the solution. However, apart from
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Figure 2.13: Comparison of the measured data with the reaction path for kieserite-poor potash salt
(labeling: date [year /month/day| of sampling).

the Ca®" concentration, the composition is in good agreement with the reaction path
of kieserite-rich potash salt (maximum 11% deviation).

The increased deviations in 1977/78 in the central part of the cavernous struc-
ture are probably due to mixing effects, which can not be reproduced by the model.
The inflow rate increased sharply during this period and the system became dynamic:
NaCl solution from deeper layers mixed with the potash solution, which had previously
been in equilibrium with the surrounding rock, and so the solid-fluid-ratio dropped. On
the other hand, the increase in the solid-fluid-ratio in October 1977 indicates a com-
munication of the brine occurrence with other, previously isolated, highly concentrated
potash solutions within the potash seam. As a result of these effects, some solution
compositions do not match any of the reaction paths during this time (Figure 2.7b).
Only in 1983, when NaCl solution has completely displaced the original potash so-
lution and the system is again static, the high agreement with the reaction path for
kieserite-rich salt is observed.

However, in the peripheral zone of the cavernous structure, the fluctuations in
the inflow rate show little effect. Samples taken from this area within potash seam
‘Hessen’ (red) originate from dripping points or boreholes and their position on the
reaction path lies mostly far to the right (Figures 2.12b and 2.13). They are thus
highly saturated potash solutions. In most cases, there is a better agreement with
the reaction path for kieserite-rich salt. Only a dripping point in 1961 and a borehole
in February 1979 contained a brine solution located at point Q, which suggests a
contact with kieserite-poor potash salt. The deviations amount up to 13% (1979/2)
and 30% (1961) respectively. Two samples from October 1978 and March 1979 are
located close to the points W and P and can thus be assigned to both reaction paths.
In both cases, the deviations are low with a maximum of 14%. All other samples
from the potash seam ‘Hessen’ better match the reaction path for kieserite-rich potash
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salt. However, the measured Na' concentrations are significantly lower (30-600%)
than the calculated values, especially at the dripping points. This explains the partial
undersaturations with respect to halite. In addition, the K™ concentration deviates by
13 to 47% in three cases. These concentrations are calculated from the KCI and the
NaCl content of the samples, with the latter in particular being very low (3 to 8g/1)
at the dripping points. Accordingly, measurement inaccuracies can cause significant
deviations. Since sufficient amounts of halite are available both in rock salt and in
the potash salt, undersaturation is unrealistic and the high deviations can probably be

attributed to measurement inaccuracies.

The brine solution samples from the level of the potash seam ‘Thiiringen’ (magenta)
all stem from the peripheral zone of the cavernous structure. The samples from 1987
were taken from the same borehole with an interval of one week. The conformity with
the reaction path for kieserite-rich potash salt is quite high in both cases (maximum
15% deviation in 1987/4 and, respectively, 36% in 1987/5 for Na'). The second sample
is located further down the reaction path, suggesting new solution processes after the
first sampling. In 2017 and 2018, two more samples were taken from different boreholes.
While that of 2017 with maximum deviations of 19% for Na® and 49% for SO, is
more consistent with the reaction path for kieserite-poor potash salt, that of 2018
does not match either of the two. Especially the K™ and SO,*  concentrations show
100 to 300% deviation in comparison with both of them. This could be due to various
reasons: Besides mixing effects and measurement inaccuracies, inhomogeneities in the

rock composition may lead to a lack of consistency.

In 1989, the water level in the center of the cavernous structure was lowered and
since then the solution has been extracted from a borehole within the Lower Werra
rock salt below the two potash seams. The average composition of 1999-2018 indicates
no further contact with potash salt; the solid-fluid-ratio is 0kg/kgw. Only in 2001
did the water level rise again. The sample from this time (blue) indicates the solution
process of a kieserite-rich potash salt. The deviations amount up to 25%.

For all samples, the deviations of the Ca®" concentration are significantly higher
than for the other concentrations (up to 93%). As in the case of the Na™ concentration
at the dripping points, this is presumably due to measurement inaccuracies. The
measured values for CaSO,, from which the Ca*" concentration is calculated, are at
0 to 3g/1 and therefore even lower than the NaCl contents found there.

Overall, most of the samples are more consistent with the reaction path for kieserite-
rich potash salt. Thereby, compositions from the center of the cavernous structure,
where larger amounts of brine solution are present, mostly are located at the beginning
of the reaction path. In contrast, at the dripping points and boreholes that are located
in the peripheral zone and contain only small amounts of brine solution, the reaction
path has almost reached its end. Since, until 1977, the brine had enough time to equi-
librate to the surrounding rock, it can be concluded that these regions have different
mineralogical compositions. Within the transition zone between the center of the cav-
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ernous structure and dripping points, secondary minerals such as glaserite, schoenite,
leonite, bloedite and kainite were found. Epsomite and hexahydrite were observed as
efflorescence on the rock surface near dripping points. This matches the results of the
1D model, after which areas with the above-mentioned minerals arise along flow paths

within a potash seam.

2.6 Discussion

The titration model describes the development in a closed system where more and more
potash salt in the vicinity of a brine occurrence is converted into secondary minerals.
It can be assumed that the precipitations considerably hinder the access to further
kieserite and sylvite and possibly even stop the dissolution process. Additionally, Bach
(2010) mentions the inclusion of kieserite within carnallite as well as rock pressure
and the resulting creep deformation as reasons why the dissolution process in a closed
system can come to an end before the existing water is fully consumed. However, the
comparison with field data in Section 2.5 proves that the end of a reaction path can
indeed be reached. The amount of rock that is affected until then mainly depends on
the original composition of the potash seam. Model results show that solid-fluid-ratios
of up to 50 kg salt/kg water are necessary to deplete the water entirely.

In contrast to rock salt, where cavities are formed (Gechter et al. 2008), the potash
salt is only partly dissolved. Field investigations have shown that this results in a
sponge like structure inside the potash seam. Their porosity and permeability are de-
termined on the one hand by the proportion of dissolved minerals, on the other hand
by the conversion products formed from them. Laboratory experiments of Bach (2010)
have shown that in case of stratified potash salts, some salt beds are completely dis-
solved so that others may loose stability. However, since the mass balance in a closed
system must be zero, the formation of new cavities would only be possible with an
increase in rock density. Accordingly, the titration model is incapable of explaining
cavitation in potash seams. In order to simulate the progressive growth of the inves-
tigated natural cavern system, the model must be at least partially open to enable
NaCl-saturated brine to flow in and potash lye to flow out. Furthermore, the titration
model assumes all the converted rock to be in equilibrium with the brine and can not
explain zones of different mineralogical and brine compositions. Therefore, a 1D model
representing an open system was needed to further investigate the development of
transition zones between the central part of the cavern and the peripheral zone.

According to the 1D model, the ratio of available salt and water determines the
composition of the solution-influenced transition zone. In the close vicinity of geological
fault zones, where the solid-fluid-ratio is low, halite is almost exclusively to be found,
while along the further flow path within the potash seam more potash salt is dissolved
and precipitations occur. The volume analyses show that cavity formation stops as soon
as water-rich components, such as schoenite and leonite, are precipitated. However,
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as long as the brine solution has access to kieserite and sylvite, the conversion process
will continue. Brine and rock samples confirm this: the brine composition in the
central part of the cavernous structure, where large amounts of solution are present,
corresponds to the calculation results at the beginning of the reaction path. The brine
is saturated with respect to halite and anhydrite, possibly glaserite, schoenite and
bloedite. Conversely, in peripheral zones, where small amounts of brine face a large
amount of unaffected rock, the composition coincides with the results at the end of
the reaction path. It is in equilibrium with halite, polyhalite, kainite, carnallite and
kieserite or, respectively, sylvite. Thus, the mineralogical composition of the transition
zone between a cavernous structure and the unaffected rock can be estimated by using
the 1D model. The flow itself is probably density-driven (Anderson and Kirkland 1980)
as long as boreholes do not enforce convection.

The good agreement between the measurements and the model results assuming
thermodynamic equilibrium shows that kinetic processes do not play a significant role
in the system. However, it is not known how long the dissolution process takes. The
titration model can only reproduce the temporal evolution of the brine composition in
qualitative terms. For example, Bohn (2014) assumes a metastable state to take place
at point Q if carnallitite is dissolved. During that state, kainite is supersaturated and
it is not known when it precipitates so the composition can move further to point R.
Depending on the rates of dissolution and precipitation as well as the size of the sys-
tem, it may take days, months, or even (thousands of) years to reach thermodynamic
equilibrium (Bach 2010; Herbert 2000). Stiller et al. (2016) have shown that the disso-
lution rates of salt exponentially depend on the saturation index, the ratio of solution
volume to surface area and the flow conditions of the brine. The field samples taken
here proved that if large amounts of brine are extracted, for some minerals supersatu-
ration occurs. At which exchange rate this effect becomes relevant is not known yet.
Another important factor is the temperature; a difference of 5°C can already change
the saturation index by up to 0.3.

Spatially, the 1D model can only qualitatively describe the composition of the tran-
sition zone. For example, the analyses from dripping points and flooded mines (Herbert
2000; Stadler et al. 2012) show that point Q or R can indeed be reached, although the
volume balance seems to contradict this. In order to model this, chemistry and hy-
draulics need to be coupled so that mass transport and density layering within the
cavernous structure can be taken into account. Both of them are known to have sub-
stantial effect on the dissolution process (Anderson and Kirkland 1980; Bach 2010).
The formation of gas bubbles at the cavity roof (Gechter et al. 2008) and preferential
flow paths (Weisbrod et al. 2012) might be important factors as well.

Overall, it has to be conceded that the natural cavernous system considered here
is extremely complex. The mineralogy and fault zones are distributed in an inhomo-
geneous manner, so that no uniform, radial distribution of the cavernous structure
can be assumed, but a large number of independent systems, which are only partially
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in contact with each other. Whether these are closed or open systems depends on
many factors. This includes the pressure conditions, the distance to the next outflow,
the extraction volume and the characteristics of the flow paths. Therefore, to model
the cavernous structure considered here, 3D models are required which can also take
into account inhomogeneities in the rock and include them in the calculation of the

dissolution process.

2.7 Conclusions and Outlook

Overall, the titration models of the dissolution processes within potash seams show
that the contact with NaCl solution causes different reaction paths depending on the
ratio between sylvite and kieserite. Since equilibrium of the brine solution with both
components is impossible at 22°C - the ambient temperature of the investigated brine
occurrence -, the dissolution process continues until one of the minerals or the water
is fully consumed. Transferred to the mine scale, this means that in a solution-filled,
cavernous structure with no in- or outflow more and more of the surrounding potash
salt is converted over time. As a result, a transition zone with a porous sponge like
structure is formed. With increasing saturation of the brine precipitations occur, which
seal the previously formed cavities. However, as long as there is still access to unaffected
potash salt, the dissolution process continues and the transition zone expands into the
surrounding rock. In this regard, the model shows that one liter of NaCl solution can
affect several tens of kilograms of salt rock. During this process, precipitations often
have to be re-dissolved while, in return, other ones occur. In these periods, the solution
composition remains constant, although the dissolution process is still ongoing. This
might be an explanation why measurements show an apparent stop of the dissolution
process before the calculated final state is reached (Bach 2010). Another explanation

is that precipitations block the access to unaffected potash salt.

Formation of new cavities occurs only in open systems. Calculations with a 1D model
have shown that near an inflow of NaCl solution only halite remains. Then, along the
flow path, precipitations occur, forming zones of different mineralogy. The solution
composition along the flow path follows the reaction path. As soon as water-rich com-
pounds, such as schoenite and leonite, are precipitated, cavitation stops. Transferred
to the mine scale, this means that in contact with a geological fault zone, a cavernous
structure can only form if a minimum exchange rate is guaranteed. In this case, near the
fault, where NaCl solution enters, the center of the cavernous structure forms, where
all minerals except from halite are dissolved. At a further distance, the exchange rate
decreases so that the reaction path can progress further and precipitations occur. In
radial direction, a transition zone is formed, of which the temporal and spatial evolu-
tion can be qualitatively described using the 1D model. This makes it possible to draw
conclusions about the distance to the central part of the cavernous structure based on

the rock and solution composition within the vicinity of a brine occurrence. For exam-
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ple, if exploratory work reveals kainite, leonite and finally schoenite, this may suggest
approaching geological fault zones related to significant contact with saline solution.
Thus, it is possible to recognize the risk of brine inflow and to determine the location
of cavernous structures without directly drilling into the potential brine occurrence.
For the future, a spatial and temporal scaling of the models is planned. For this
purpose, the thickness of real transition zones in the mine is investigated. Furthermore,
a consideration in 2D and 3D is striven in order to determine the geometry of the
resulting cavernous system. In this context, not only the stratification of the rock
has to be considered, but also the distribution of mass within the cavernous structure
due to diffusion, free and forced convection. The associated coupling of chemistry
and hydraulics allows for a temporal scaling of the model based on the exchange rate.
In order to achieve these goals and to finally make detailed prognosis on the long-
term development of geogenic cavities, the presented reaction models provide a reliable

basis.
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3 | Spatial and Temporal Evolution of
Leaching Zones within Potash Seams
Reproduced by Reactive Transport

Simulations

Abstract

Leaching zones within potash seams generally represent a significant risk to subsur-
face mining operations and the construction of technical caverns in salt rocks, but
their temporal and spatial formation has been investigated only rudimentarily to date.
To the knowledge of the authors, current reactive transport simulation implementa-
tions are not capable to address hydraulic-chemical interactions within potash salt.
For this reason, a reactive transport model has been developed and complemented by
an innovative approach to calculate the interchange of minerals and solution at the
water-rock interface. Using this model, a scenario analysis was carried out based on a
carnallite-bearing potash seam. The results show that the evolution of leaching zones
depends on the mineral composition and dissolution rate of the original salt rock, and
that the formation can be classified by the dimensionless parameters of Péclet (Pe) and
Damkohler (Da). For Pe > 2 and Da > 1, a funnel-shaped leaching zone is formed,
otherwise the dissolution front is planar. Additionally, Da > 1 results in the formation
of a sylvinitic zone and a flow barrier. Most scenarios represent hybrid forms of these
cases. The simulated shapes and mineralogies are confirmed by literature data and can

be used to assess the hazard potential.

3.1 Introduction

The formation of leaching zones within potash seams represents a significant safety
risk in salt mining (Baumert 1953; Warren 2017) and the construction of technical
caverns (Edler 2010; Thoms and Gehle 1999). The latter are needed in the course of
the energy transition, for example for the storage of hydrogen (Welder et al. 2018). Due
to the increased solubility of potash salts, even NaCl-saturated solutions, if available,
can penetrate deeply into potash seams and initiate leaching processes that generate
fluid flow paths (Figure 3.1) and affect the mechanical stability (Hontzsch and Zeibig
2014; Warren 2017). In order to model the temporal and spatial evolution of leaching
zones, coupling of chemical reactions with density-driven species transport is required
(Dijk and Berkowitz 2000). One main difficulty is the description of transport and
chemical reactions within regions of strongly varying porosities, such as the dissolution
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front. If impermeable (dry) salt rock inhibits the inflow of solution, chemical reactions
cannot take place and the dissolution front is immobile. Accordingly, a sequential
coupling of transport and chemistry as described in Steefel et al. (2015) does not
suffice but an additional approach to describe the process interaction at the solid-liquid
interface is required. Reactive transport models dealing with rock salt often use a mass
transfer rate to overcome this limitation (Jinlong et al. 2020; Li et al. 2018; Zidane et al.
2014). Laouafa et al. (2015; 2019) introduced a local non-equilibrium diffuse interface

model to describe the dissolution of halite and gypsum at the interface. However,
these approaches have only been applied to binary systems yet. Furthermore, they
do not consider precipitations, which may inhibit the solution inflow into permeated
areas as well. Therefore, a more sophisticated approach is required when dealing with
potash salt, which consists of several minerals and causes the precipitation of secondary
minerals. So far, only simplified approaches (Velema et al. 2010) and benchmarks on
selected rocks (Xie et al. 2011) are available for the development of leaching zones

within potash seams.

a) b)
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Figure 3.1: Sketch of leaching zones a) in salt mining (symmetrical in x- and y-direction) and b) in the
construction of technical caverns (radially symmetrical).

The paper discusses a modeling approach, which allows to qualitatively reproduce
the temporal and spatial evolution of leaching zones within potash seams. For this
purpose, the TRANsport Simulation Environment (TRANSE) (Kempka 2020) was
coupled with the geochemical reaction module PHREEQC (Parkhurst and Appelo
2013), and extended by a new approach to describe the interchange of minerals and
solution at the water-rock interface. A carnallite-bearing potash seam is used in the
simulations to validate the results against literature data. Hereby, the present study
especially focuses on density-driven flow, which governs natural leaching processes and
cavern formation according to Anderson and Kirkland (1980). By means of scenario
analyses, the dissolution rate and the rock composition of the potash seam are varied,
and it is determined under which conditions the leaching zone growth is transport-
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or reaction-dominated, whether advection or diffusion dominates the transport and to

what extent the evolution of the leaching zone is affected in this way.

3.2 Materials and Methods

To simulate the spatial and temporal formation of leaching zones within potash seams,
a numerical reactive transport model has been developed in the present study and is
discussed in the following sections. An overview of all the calculation steps is shown
in Figure 3.2. At the beginning of each time step, the simulation of fluid flow and
transport of chemical species are carried out using TRANSE. Thereafter, saturation
and fluid density are updated in order to minimize mass balance errors in the chemical
reaction calculations. Saturation and fluid density as well as chemical reactions are
determined by using the PHREEQC simulation module with the THEREDA database
(Altmaier et al. 2011). Between them, an additional step called ‘interchange’ is per-
formed. Finally, the calculated concentrations, fluid densities, viscosities and porosities
are transferred back to the TRANSE simulator and used to calculate the fluid flow and
mass transport of the next time step (Figure 3.2).

The term ‘saturated’ is used in view of the chemical equilibration of the solution
with respect to certain minerals. The fluid saturation in the pore space is referred to
as ‘dry’ or ‘permeated’. This subdivision is necessary, since pores within unaffected

potash salt usually do not contain any water.

Calculation steps

!

Next time step

For cells with For cells with For cells with
permeability >0: water amount >0: water amount >0:
Fluid flow + Mineral Interchange Chemical
species transport saturation of minerals reactions
(TRANSE) (PHREEQC) and solution (PHREEQC)
Updated parameters
------------------------------- 1
[ 1 N | Mineral amounts, ' 1Concentrations, saturations,!
! Qx Qy, pressure, 1 Saturations, | ) ' 1 fluid density/viscosity, |
: | : fluid densit : 1 solutionamount, : solution amount !
concentrations ! uia aensity ! f ity | ' |
1 U li)(:ri)?t_y/_pizr_m_e?tillltz_l | porosity/permeability !

Figure 3.2: Flow sheet of the coupled reactive transport model: calculation steps in each time step
and associated output parameters.

3.2.1 Fluid Flow and Transport of Chemical Species

TRANSE is a fluid flow and transport code that is based on the Finite Difference
Method (Kempka 2020). Due to the fact that the solution crosses several rock salt lay-
ers before it reaches the potash seam (Figure 3.1), it is generally NaCl-saturated with
the consequence that halite is not dissolved during the formation of leaching zones.
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Hence, a porous medium is established within the potash seams (Velema et al. 2010)
and consequently, Darcy flow in a medium fully saturated with a single phase fluid (fur-
ther referred to as permeated) is applied in the present study. A fully-implicit numerical
scheme is used to solve the density-driven formulation of the Darcy flow equation, cou-
pled with the equations for transport of reactive chemical species. Therein, advective
and diffusive species transport are taken into account. Input parameters from the pre-
vious time step are the spatial distribution of minerals and species concentration, fluid
density and viscosity as well as porosity ® and permeability k;. Using these input
data, the numerical simulator computes the spatial distribution in flow velocities, fluid
pressure and species concentration for the current time step. The coupled modeling
results were thoroughly checked for any appearance of oscillations at locations with
sharp concentration fronts. The choice of strict convergence criteria for the solution
of both coupled partial differential equation systems, flow and transport, ensured that
flow velocity and concentration changes due to oscillations were negligible during the
entire simulation time. Alternative oscillation mitigation schemes such as artificial dif-
fusion terms, cross-wind streamline diffusion correction, etc., were neither required nor
applied. All details on the mathematical model and its numerical implementation are
provided in Kempka (2020).

3.2.2 Mineral Saturation and Fluid Density
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Figure 3.3: Comparison between observed and simulated densities.

When using the updated concentrations after the flow and transport calculation in the

chemical reaction calculations, an accurate fluid density is most important to mini-
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mize mass balance errors. For this purpose, the updated species concentrations are
transferred to the PHREEQC simulation module to update the fluid density and sat-
uration. In this regard, the THEREDA database was extended by molar volumes for
the involved species. Its validation showed a very good agreement with the PHREEQC
simulation results with more than 1,000 fluid density measurements from a potash salt
mine of K+S (Figure 3.3). If the updated fluid density differs by more than 0.1kg/m?
from the input value, the process is iteratively repeated until a deviation of <0.1kg/m?
is achieved. The saturation of the solution is needed for the interchange as well as for
the chemical reaction calculations representing the final two calculation steps in each

time step (Figure 3.2).

3.2.3 Interchange of Minerals and Solution at the Water-Rock Interface

Describing the water-rock interface represents a particular challenge in the simulation
of leaching zone growth. The porosity of dry, unaffected salt rock is negligible (<1%).
Even if completely permeated with brine, the result would be such a high solid-fluid-
ratio that all water present is converted into crystal water, while the very small existing
pore space would be sealed by secondary minerals (Steding et al. 2020; Xie et al. 2011).
Accordingly, further fluid flow into the salt rock and resulting chemical reactions would
cease. However, observations from the lab and the field prove that this is not the case
if adjacent open pore space contains undersaturated solution. In order to manage the
solid-liquid dissolution at the water-rock interface, a mineral and solution interchange
modeling approach was developed in the present study. It describes the processes of
mineral dissolution and transfer of solution between dry or permeated cells with very

low porosities and adjacent cells with high porosity (Figure 3.4).

Cell A interchange Cell B

Rock A S Rock B
Porosity 2%, Minerals a, b, ¢ Porosity 20%, Minerals a, d

+ < Minerald |+
Solution A Solution B
saturated with a, b, c Solution B saturated with a, d

Figure 3.4: Sketch of the implemented interchange approach. A defined amount of minerals according
to Equation 3.1 is dissolved into an adjacent cell if the solution present there is undersaturated with
respect to the minerals. To fill the newly formed pore space, solution is transferred into the cell with
the larger quantity of dissolved minerals (in this case Cell A).

In our approach, a pre-determined amount of the minerals in Cell A is dissolved
into Cell B, provided that solution is present in Cell A and that it is undersaturated
with respect to the corresponding minerals (Figure 3.4). This is also realized in reverse
direction and at each interface between two cells within the model. In order to keep
the volume of both cells constant, a corresponding fluid volume is transferred from the
cell with the lower quantity of dissolved minerals into the cell with the larger quantity
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of dissolved minerals (Figure 3.4). The maximum amount of minerals that can react
Ming, (mol) is given by a rate law, which considers the dissolution rate and also the
contact area between solution and rock. Between Cell A and Cell B the amount is

calculated by Equation 3.1:

Ming, =r-Mins/di- ®pg - dt (3.1)

The r (cm/s) represents the average dissolution rate of all minerals within the salt
rock. Miny, (mol) is the sum of minerals present in Cell A. Divided by the cell diameter
perpendicular to the dissolution front di (cm), it gives the affected amount of minerals
if 1cm rock from Cell A is dissolved. By multiplying this amount with the porosity in
Cell B @5 (-), the contact area between the rock in Cell A and the solution in Cell B
is taken into account. dt (s) is the length of the time step. The resulting amount of
minerals represents a sum that is split among all minerals present in Cell A according to
their molar fractions. This ensures that the different mineral densities are considered.
Only those minerals are dissolved which are undersaturated in regard to the solution
in Cell B. Based on the saturation calculation after the transport (Section 3.2.2) it is
deduced which minerals are added to Cell B. The excess minerals remain in Cell A,
so that the dissolution process is selective. After calculating the interchange, the rock
composition in each cell is updated accordingly (Figure 3.2). Chemical reactions are

calculated afterwards and are described in Section 3.2.4.

At the dissolution front, where permeated and dry potash salt are in contact, the
dissolution of minerals is only allowed in one direction (Figure 3.5a). After calculating
the interchange, the rock composition in each cell is updated. Again, the dissolution
front represents a special case: originally dry cells that received solution for the first
time are divided into a permeated and a dry sub-cell (Figure 3.5b). The permeated
one contains those minerals that remained in the cell due to selective dissolution at the
interface. Only this sub-cell is in contact with the solution transferred in the present
modeling approach. The other part of the cell remains dry and is not considered in the
subsequent calculation of chemical reactions. By this procedure, the immediate drying
out of cells due to the high solid-fluid-ratio, and thus the requirement for re-permeation,
are avoided. Dry and permeated sub-cells consist of different minerals. When the
interchange between a partly permeated cell and an adjacent cell is calculated, both
sub-cells are taken into account by weighting their volume fractions. However, mineral
dissolution and inflow of solution from an adjacent cell can only occur in the permeated
sub-cell.

In addition to the interchange between two cells, an internal permeation of the partly
permeated cells at the dissolution front is taken into account. Here, dry minerals are
gradually added to the permeated sub-cell, which may lead to the precipitation of new
minerals (Figure 3.5¢). The amount of minerals added Min,qq (mol) follows the rate
law in Equation 3.2:
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Figure 3.5: a) Interchange at the dissolution front leads to b) partly permeated cells; ¢) internal
dissolution of dry minerals causes further permeation of the cell as well as mineral precipitation.

Mingg =1 Ming.,/di - ®pe, - dt (3.2)

In this case Ming., (mol) is the sum of minerals present in the dry sub-cell and
.. (-) is the porosity in the permeated sub-cell. As a result, the permeated sub-cell
grows while the dry sub-cell shrinks. Only if a cell is fully permeated, a permeability >0
is assigned to it, so that fluid flow and transport of chemical species can take place.
The chemical reactions resulting from transport and interchange are determined in the

final calculation step (Figure 3.2) that is further described in the following section.

3.2.4 Chemical Reactions

If solution is transferred into a cell due to the interchange process (Figure 3.4), it is
first mixed with the pre-existing solution in that cell by means of the PHREEQC simu-
lation module. Thereafter, the occurring chemical reactions in each cell are calculated,
using the updated rock compositions after the interchange (Section 3.2.3). Based on
our previous results (Steding et al. 2020), it is valid to assume that salt rock and saline
solution quickly reach thermodynamic equilibrium. Therefore, within each permeated
(sub-) cell all minerals are added to the solution and both are equilibrated by using
the keywords ‘Reaction’ and ‘Equilibrium Phases’ in PHREEQC. The resulting solu-
tion and rock composition as well as fluid density are calculated using PHREEQC;
viscosity is calculated according to Laliberté (2007; 2009). Porosity and permeability
are updated in each cell following the chemical calculations. For this purpose, the
volume of the minerals is determined according to Table 3.1 to calculate its relation

40



3.2 Materials and Methods

to the cell volume. It may occur that the precipitated minerals exceed the available
volume within the respective cell (Xie et al. 2011). In such cases, the cell porosity is
set to zero, while potential excess solution is neglected. If the total mineral volume
is smaller than the cell volume, and the solution volume does not correspond to the
volumetric difference, its amount is adjusted accordingly. This ensures that the pore
space is always completely permeated, whereby the resulting errors in the mass bal-
ance are recorded. If the water in a permeated cell is fully consumed by the chemical
reactions, the cell dries out. In case of a previously partly permeated cell, the minerals
from the dry and the (formerly) permeated sub-cell are combined to form the updated
dry rock composition. A porosity-permeability relationship (Equation 3.3) introduced
by Xie et al. (2011) is applied.

ky=1.12-107%. % (3.3)

3.2.5 Example Case of a Carnallite-Bearing Potash Seam

For the application example, leaching processes in a carnallite-bearing potash seam
were simulated. Carnallitite is one of the most commonly occurring potash salts world-
wide; besides carnallite (KMgCls - 6 H,O) and halite (NaCl) it contains also sylvite (KCI)
and partly kieserite (MgSOy,-H,O) as well as anhydrite (CaSO,). The chemical pro-
cesses resulting from the contact with NaCl-saturated solution are well documented
(among others) by Koch and Vogel (1980). The authors consider vertical fault zones
as main cause for the reaction initiation (Figure 3.1a). Close to these, a porous matrix
of leached halite is formed, followed by a sylvinitic zone which may also contain kai-
nite. They state that both zones show an increased porosity compared to the original
potash seam. At further distance follows the dry, carnallite-bearing potash salt, which
does not belong to the leaching zone anymore. According to Koch and Vogel (1980),
the mineralogical boundaries between these three zones are often asymmetric, with the
leaching being more pronounced close to the hanging wall of the potash seam (Fig-
ure 3.1). However, in horizontal direction, the leaching zone geometry is symmetric
(Figure 3.1), so that 2D models are applied in the present study, making use of this

symmetry to reduce the computational time.

Table 3.1: Potash salt mineral densities and dissolution properties.

Mineral Density  Reaction equation (dissolution) log K
(kg/m®)

Carnallite 1,600 1KMgClz-6HoO — 3Cl + 6H20 + 1K™ + 1 Mg?" 4.33

Halite 2,170 1NaCl — 1Cl” + 1Na™ 1.586

Sylvite 1,990 1KCl — 1Cl” +1K™" 0.915

The aforementioned coupled reactive transport model was used to reproduce the
formation of leaching zones. With regard to the rock composition, the main compo-
nents carnallite, halite and sylvite with densities and dissolution properties according

41



Chapter 3

to Table 3.1 were taken into account. By their dissolution, the quaternary system
NaCl-KCl-MgCly—H50O was formed. The main overall reaction was the conversion
of carnallite into sylvite and potash brine associated with the precipitation of halite
(Equation 3.4):

KMgCl; - 6 HoO + brine (NaCl) —— KCI + NaCl (brine) + brine (MgCly, KCI1, NaCl)

(3.4)

The reactive transport model applied was designed with a height of 2m, based
on the general thickness of potash seams in Germany, and a width of 5m, and was
discretized by 101 x 41 cells (Figure 3.6). In its initial state, the entire model consisted
of dry, homogeneous carnallitite with a porosity of 0.1%. The left boundary represented
a fault zone with a continuous inflow of fresh NaCl solution and formed the starting
point of the leaching process within the carnallite-bearing potash seam. For that reason,
the cells at the left boundary contained 1% halite, while the porosity was 99%, filled
with a NaCl solution that was saturated with respect to halite. A Dirichlet boundary
condition was used to keep the solution composition. Transport and interchange with
adjacent cells were enabled, but precipitation was not permitted in these cells. Instead,
it was assumed that all minerals were immediately transported out of these cells by the
fluid flow present in the fault zone. This corresponded to a high exchange rate within
the fault zone and, therefore, represented one of the most critical cases in nature
with regard to its hazard potential (Héntzsch and Zeibig 2014). All the other model
boundaries were considered to be impermeable. A pre-defined pressure gradient was

not applied.

Dirichlet boundary

- 1% halite )

-0 =99% dry potash salt

- NaCl-saturated (composition variable) :
solution P Halite

66-90 vol.%

®=0.1%

x (m) no flow boundary

Figure 3.6: Initial and boundary conditions: the inflow region is prescribed by a Dirichlet boundary
(blue line); all other boundaries are impermeable (green lines); the models are initialized with dry,
homogeneous rock of varying mineral contents (following the scenario description).

The species diffusion coefficients in brines depend on the composition of the so-
lution (Felmy and Weare 1991). However, since leaching zones generally represent
advection-dominated systems, all diffusion coefficients were assumed to be equal and
constant in the present study for reasons of simplicity. Based on the investigations
of Yuan-Hui and Gregory (1974), an average value of Dy = 1.5- 10" m?/s was used
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for all four transported species. Fluid compressibility was set to ¢; = 4.6 - 1071°1/Pa
and the simulation was undertaken at isothermal conditions at a temperature of 25°C.
Dissolution rates of carnallitite were not available; however, it is known that they vary
depending on rock and solution compositions (Durie and Jessen 1964; Hoppe and
Winkler 1974; Roéhr 1981). For this reason, a sensitivity analysis for dissolution
rates of 7 = 1073 cm/s to 107%cm/s was performed. Furthermore, the carnallite
content of the potash seam was varied between 5wt.% and 25wt.%, corresponding
to 7vol.% to 31vol.% (Figure 3.6), to investigate the resulting flow velocities due to
strongly changing porosities in the leaching zone. The sylvite content was always set
to 3wt.%, while the rest of the potash seam consisted of halite with a corresponding
content between 72 wt.% and 92 wt.%.

3.3 Results

Shapes and growth rates of leaching zones differed significantly, depending on carnallite
content and dissolution rates. The evolution over time on the basis of the permeated
rock volume is presented in Figure 3.7. Simulations were terminated when the leaching
zone had (nearly) reached the right model boundary or the permeated rock volume did
no longer change considerably. The results show that for the same dissolution rate,
the leaching zone growth was faster with increasing carnallite content: the permeated
rock volume for a 25wt.% carnallite content was always three to six times larger than
that for a 5wt.% carnallite content. Furthermore, it was noticeable that the leaching
zone growth was almost linear and comparably slow for a dissolution rate of 1075 cm/s
(Figure 3.7a). After 10years, only 0.8-2.5m? of salt rock (depending on the carnallite
content) were permeated, while the affected volume was 1.8 m? to >6m? for higher
dissolution rates. If the dissolution rate was above 107%cm/s, the curves were quite
similar for identical carnallite contents, especially if these were below 15wt.% (Fig-
ure 3.7b-d). In contrast to the permeated rock volume evolution for a dissolution rate
of 107%cm /s, the curves flattened over time for higher dissolution rates, i.e., the growth
rate of the leaching zone stagnated. This development could be particularly observed
for high carnallite contents and becomes more pronounced with increasing dissolution
rates. For example, in case of 25wt.% carnallite and a dissolution rate of 1072 cm/s
(Figure 3.7d), the permeated rock volume within the first year was still as high or
higher than for a dissolution rate of 107*-10"%cm/s (Figure 3.7b,c). However, after
2-2.5 years the permeated rock volume was smaller than for the lower rates due to the
more pronounced flattening of the curve. Assuming a constant further development,
the permeated rock volume would even be smaller than that for a dissolution rate
of 107%cm/s and a carnallite content of 25 wt.% after 20-25 years (Figure 3.7a).

In general, two different shapes of the leaching zone could be observed in the present
simulations. The first exhibited a vertical, planar dissolution front, where the leaching
zone expanded uniformly across the entire potash seam thickness. The second one
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Figure 3.7: Comparison of the permeated rock volume over time for different dissolution rates (a-d)
and carnallite contents (line color) of the modeled potash seam. Curves that end before a simulation
time of 10 years indicate the leaching zone arrival at the right model boundary.

shows a funnel-type shape, where only the upper half of the potash seam was being
permeated. A slow leaching zone growth was usually associated with a planar dis-
solution front, while a fast growing leaching zone often penetrated the potash seam
preferentially close to the hanging wall. The Péclet (Pe) and Damkohler (Da) num-
bers (Equations 3.5-3.7) were determined to improve the process understanding and
to establish criteria that facilitate a leaching zone classification. These numbers pro-
vide information about the ratio between advection and diffusion rate and between
transport velocity and dissolution rate, respectively.

Pe=v-1/Dy (3.5)
Da=r/v (if Pe > 2) (3.6)
Da=r-1/(2-Dy) (if Pe < 2) (3.7)

The flow velocity v corresponds to the advection rate and is spatially and temporally
variable. Dy is the diffusion coefficient and [ is the characteristic length over which
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diffusion occurs in the model. The characteristic length was best described by using
the current width of the leaching zone, since the NaCl solution at the left model
boundary and the highly saturated potash brine at the dissolution front introduced a
concentration gradient which was mainly horizontal. The Damkohler number, which
describes the ratio of the dissolution rate to the transport velocity, depends on the
Péclet number. In an advection-dominated system with Pe > 2, the transport velocity
corresponds to the advection velocity v, whereas in a diffusion-dominated system with
Pe < 2 it corresponds to the diffusion rate 2- Dy /l. Therefore, Pe and Da were calculated
individually for each cell based on the local flow velocity v and individual horizontal
characteristic length [. Then, the median for all permeated cells was determined in
order to derive an indicator for the entire system in addition to the median for the cells

along the dissolution front.

The Péclet and Damkohler numbers allowed for a systematic classification of the dif-
ferent scenarios shown in Table 3.2. A Péclet number Pe < 2 indicated that the system
was diffusion-dominated during the entire simulation period, while Pe > 2 indicated a
permanently advection-dominated system. The term Pe sinking < 2 meant that the
system was advection-dominated in the beginning, but became diffusion-dominated
over time. If the dominating transport process changed more than once, the system
was called Pe alternating. In case of the Damkohler number, Da < 1 indicated that the
system is permanently reaction-dominated, while Da > 1 represented a permanently
transport-dominated system. Da rising > 1 meant that the system was reaction-
dominated in the beginning, but became transport-dominated over time. The results
showed that most systems were dominated by transport either right from the beginning
or at least in the long run. Only for a dissolution rate of 10~%cm/s and more than
15wt.% carnallite content, the system was permanently reaction-dominated. Regard-
ing transport, diffusion permanently dominated if the carnallite content was 5wt.%.
Otherwise, the system was usually advection-dominated in the beginning, while in the
long run diffusion dominated. Only for a dissolution rate of 107%cm/s and a carnallite
content of more than 10 wt.%, the system was permanently dominated by advection.
For a dissolution rate of 107cm/s and 10wt.% carnallite, both transport processes
alternated.

The classification based on Pe and Da (Table 3.2) correlated with different shapes
and mineralogies of the leaching zone. Figures 3.8 and 3.9 show the Mg*" concen-
tration distribution and mineralogy for two reaction-dominated systems where Pe was
permanently below and above two, respectively. The Mg?" concentration represents
the fluid density and the saturation of the solution with respect to the potash salts
carnallite and sylvite. While the NaCl solution at the left boundary, which did not
contain any Mg*", was maximally undersaturated with respect to sylvite and carnallite
and showed a density of 1,201 kg/m?, saturation and density increased with increasing
Mg?" concentration. First, the solution was saturated with respect to sylvite, and from
about 85¢g/1 Mg*" (at 25°C) on also with respect to carnallite. Thereafter, the solution
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Table 3.2: Classification of the scenarios into diffusion-dominated (Pe < 2) or advection-
dominated (Pe > 2) and reaction-dominated (Da < 1) or transport-dominated (Da > 1) systems
as well as hybrid forms (Pe alternating, Pe sinks < 2, Da rises > 1).

Dissolution Amount of carnallite (wt.%)

rate (cm/s) 5% 10% 15% 20% 25%

10-3 Pe < 2 Pe sinks < 2 Pesinks < 2 Pesinks < 2 Pe sinks < 2
Da > 1 Da > 1 Da > 1 Da > 1 Da >1

10— Pe < 2 Pe sinks < 2 Pesinks < 2 Pesinks < 2 Pe sinks < 2
Da > 1 Da > 1 Da > 1 Da > 1 Da >1

10-5 Pe < 2 Pe sinks < 2 Pesinks < 2 Pesinks <2 Pe sinks < 2
Da > 1 Da > 1 Darises > 1 Darises > 1 Darises > 1

10-6 Pe < 2 Pe alternating Pe > 2 Pe > 2 Pe > 2

Darises > 1 Darises > 1  Da rises > 1 Da <1 Da <1

was in equilibrium with the carnallite-bearing potash seam and showed a density of
1,273kg/m3. Figures 3.8 and 3.9 show that in a reaction-dominated system this kind
of solution (blue) was only present within the partly permeated cells at the dissolu-
tion front where transport was not considered. Within the fully permeated leaching
zone, saturation and fluid density were very low with a maximum concentration of
25g/1 Mg*". In the diffusion-dominated system (Figure 3.8a), the concentrations were
generally slightly lower compared to the advection-dominated system (Figure 3.9a), and
the growth of the leaching zone was considerably slower (Figure 3.7a). Moreover, the
concentration gradient within the fully permeated area of the diffusion-dominated sys-
tem was exclusively horizontal, whereas it was predominantly vertical in the advection-
dominated system. The latter resulted in a stronger concentration gradient between
fully and partly permeated cells at the dissolution front within the upper half of the
potash seam (Figure 3.9a). The flow field shows that the solution moved from the in-
flow region towards the dissolution front close to the hanging wall, from where it flowed
down and returned to the inflow region close to the footwall (Figure 3.9a). The observed
flow pattern corresponds to a typical convective flow system. Flow velocities close to
the dissolution front were 1-10~"m/s to 2.4-10~"m/s (in the diffusion-dominated sys-
tem 1-1072m/s to 2- 1072 m/s). Saturation with respect to sylvite was not reached at
any point, resulting in the absence of a sylvinitic zone (Figures 3.8b and 3.9b). Instead,
only halite was found with a volume fraction slightly higher than that in the initially
dry rock, suggesting that the mineral precipitated evenly throughout the entire leach-
ing zone. Therefore, a system that was reaction-dominated from the beginning always
showed a vertical and planar dissolution front, whereby the permeated rock consisted

entirely of halite.

In contrast to reaction-dominated systems, transport-dominated systems showed
very different leaching zone shapes, depending on whether advection or diffusion gov-
erned the transport. Figures 3.10 and 3.11 show the Mg?" concentration distribu-

tion and the mineralogy for both cases. It is noticeable that high Mg*" concentra-
tions (>60g/1) not only occurred within the partly permeated cells at the dissolution
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Figure 3.8: a) Mg?" concentration distribution and b) mineralogy for a reaction- and diffusion-
dominated system (scenario: dissolution rate 107¢ cm/s and 5 wt.% carnallite).
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Figure 3.9: a) Mg®" concentration distribution and b) mineralogy for a reaction- and advection-
dominated system (scenario: dissolution rate 107¢ cm/s and 20 wt.% carnallite).

front but within the entire right and lower half of the leaching zone, respectively. In
the case of the diffusion-dominated system (Figure 3.10a), the concentration gradient
was still horizontal as shown in Figure 3.8a, but the concentrations within the leach-
ing zone covered the entire range from 0-85g/1, and its growth was faster than in the
reaction-dominated case. With a maximum of 11072 m/s, flow velocities were very
low. The dissolution front was still almost planar. However, a sylvinitic zone was now
established in front of it, covering more than half of the leaching zone (Figure 3.10b).
The sylvite content within this area was higher than in the initially dry rock. Between
the sylvinitic zone and the inflow region, the rock matrix consisted exclusively of halite.
It should be noted that the halite content slowly increased towards the inflow region,
i.e., the porosity decreased there.

In an advection-dominated system (Figure 3.11), a concentration gradient in hor-
izontal and vertical direction occurred, resulting in a highly undersaturated solution
only in the upper left region of the potash seam. The shape of the leaching zone
corresponded to a funnel that ends approximately halfway up the seam. While the
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Figure 3.10: a) Mg?" concentration distribution and b) mineralogy for a transport- and diffusion-
dominated system (scenario: dissolution rate 107> cm/s and 5 wt.% carnallite).
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Figure 3.11: a) Mg®" concentration distribution and b) mineralogy for a transport- and advection-
dominated system (scenario: dissolution rate 1074 cm/s and 15 wt.% carnallite).

dissolution front hardly moved forward at all and remained planar in the lower half of
the seam, the width of the leaching zone increased evenly in the upper half and reached
its maximum at the hanging wall (Figure 3.11a). A zone with significantly increased
sylvite and slightly increased halite contents compared to the initial salt rock existed
left to the dissolution front (Figure 3.11b). Figure 3.12 shows that their widths varied
with height, whereby the sylvinitic zone corresponds to the yellow area with a porosity
of approximately 15%. According to this, the zone reached its maximum width at a
height of about 1.5m, corresponding to the midway of the funnel. Below 1.5m, its
width decreased due to the funnel shape, while the leaching zone became wider above
with the sylvinitic zone getting narrower, as a halite zone (20-25% porosity) of increas-
ing thickness formed between it and the inflow region. Particularly at lower dissolution
rates, its width increased much more towards the hanging wall than the width of the
funnel did (Figure 3.12b). It was also noticeable, with increasing dissolution rates,
that the funnel shape penetrated deeper into the potash seam and at the same time
ended at a slightly higher location (Figure 3.12a). Thus, shape and mineralogy of the
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leaching zone varied slightly, depending on the dissolution rate and carnallite content.
In principle, however, transport- and advection-dominated systems always resulted in
a funnel shape, where the dissolution processes were limited to the upper half of the

potash seam.
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Figure 3.12: Porosity distribution in a transport- and advection-dominated system with 20 wt.%
carnallite and a dissolution rate of a) 1073 cm/s and b) 10~*cm/s.

The flow within transport- and advection-dominated systems was mainly limited
to the upper part of the potash seam, where dissolution processes took place (Fig-
ures 3.11a and 3.12). Again, a convective flow could be observed close to the hanging

wall, where undersaturated solution flowed from the inflow region towards the dissolu-
tion front, down and then back towards the inflow region within the lower part of the
funnel. The flow velocities varied depending on the carnallite content of the original
rock: the higher its carnallite content, the higher the porosity and permeability of
the later leaching zone, and thus the flow velocity of the solution. In case of 15 wt.%
carnallite content, flow velocity was between 10~ m/s and 10~® m/s within the upper
part of the potash seam, while it was around 10~ m/s for 20 wt.% and even 10~°m/s
for 25 wt.% carnallite content. This resulted in a significantly faster growth of the
leaching zone (Figure 3.7). Compared to a reaction- and advection-dominated system
(Figure 3.9), the flow velocities were similar for a given porosity, but the leaching zone
growth was much faster.

The porosity distributions in Figure 3.12 also show that precipitation occurred
immediately next to the inflow region, reducing the porosity to almost zero, especially
within the lower half of the potash seam. Accordingly, the solution exchange between
the inflow region and the leaching zone was significantly restricted. The precipitations
consisted entirely of halite, which was repeatedly supersaturated within this area. In
the long run, the inflow of undersaturated solution and the outflow of saturated potash
brine was thus only possible via the upper 0.5-1m of the inflow region, since a flow
barrier was formed by mineral precipitation. This phenomenon was also present in
transport- and diffusion-dominated systems, but the precipitations were almost evenly
distributed along the entire height and less pronounced with the porosity next to the
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inflow region being only slightly reduced (Figure 3.10b). Barrier formation was not

observed in reaction-dominated systems (Figures 3.8b and 3.9b).

Most of the calculated scenarios represent hybrid forms of the four cases described
above (Table 3.2). For example, no system was permanently reaction- and diffusion-
dominated. Scenarios with a dissolution rate of 107%cm/s and a carnallite content of
5-10wt.% fell into that category for the first 10-15 years; after that, Da rose above
one and the system became transport-dominated. As a result, the dissolution front
remained almost planar, but the solution became more saturated with respect to sylvite
and carnallite creating a sylvinitic zone (Figure 3.10b) and a barrier immediately next
to the inflow region. The latter was limited to the lower half of the potash seam
and its porosity decreased continuously towards the footwall. Whether the growth
of the leaching zone would be affected by this in the long run was not clear since
simulation times of 100 years showed only a slight inclination of the boundary between
halitic and sylvinitic zone. In the scenario with 10wt.% carnallite, Pe additionally
alternated around two, i.e., advection gained influence, which was associated with
a stronger barrier formation within the lower potash seam area as well as with a
significant inclination of the dissolution front and the mineralogical boundary between
halitic and sylvinitic zone (Figure 3.13b). At a medium porosity (15wt.% carnallite),
the system was already permanently advection-dominated; however, Da would only
exceed 1 after about 10 years and would remain between 1 and 2 in the long run
(permanently below 1 at the dissolution front). As a result, an (inclined) sylvinitic
zone and a slightly inclined dissolution front were only formed within the lower part
of the potash seam as shown in Figure 3.13b. For a dissolution rate of 107%cm/s and
20-25 wt.% carnallite, the system was permanently reaction- and advection-dominated
as shown in Figure 3.9. Scenarios with a dissolution rate of 107%cm/s were thus
always reaction-dominated at the beginning. Over time, Da increased, but a transport-
dominated system only developed at low to medium porosities. Since diffusion was
typically stronger than advection in these cases, the dissolution front tended to remain
planar. Cases with an inclined dissolution front, as shown in Figure 3.13c, were the
exception at very low dissolution rates.

<)

oPorosity after 10 years Porosity after 100 years

1.5 2.0 2.5
x (m)

Figure 3.13: Porosity distribution within an a) initially reaction- and diffusion-dominated system;
b,c) in the long run transport-dominated and with an increasing influence of advection (scenario:
dissolution rate 1076 cm/s and 10 wt.% carnallite).
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Scenarios with a dissolution rate above 107% cm /s were usually dominated by trans-
port, independent of maximum porosity (Table 3.2). Only in case of a dissolution
rate of 107° cm/s and 15-25 wt.% carnallite (high porosity), a planar dissolution front
was present at the beginning without or only a partially existing sylvinitic zone (Fig-
ure 3.14a), which was characteristic for a reaction-dominated system (Figures 3.8
and 3.9). However, Da exceeded the threshold value of one after a short period of
time in all these scenarios. Since high porosities were present, the systems were all
advection-dominated at the beginning. Accordingly, the dissolution front quickly be-
came inclined and a funnel shape was formed, which, however, did not end at half
the thickness of the potash seam but extended down to the footwall (Figure 3.14b,c).
In addition, the inclination was not uniform as in systems that were dominated by
advection and transport right from the beginning (Figures 3.11a and 3.12), and the
sylvinitic zone did not extend to the hanging wall. On the other hand, the typical
barrier formation within the lower potash seam area next to the inflow region could be
observed here as well. The height of the barrier increased with simulation time (Fig-
ure 3.14), inhibiting the exchange of solutions between leaching zone and inflow region.
Especially at the dissolution front, Pe and flow velocities decreased significantly within

the lower potash seam area.
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Figure 3.14: Porosity distribution within an a) initially reaction- and advection-dominated system;
b,c) in the long run transport-dominated and with an increasing influence of diffusion (scenario:
dissolution rate 1075 cm/s and 25 wt.% carnallite).

All other scenarios with dissolution rates above 107%cm/s were permanently
transport-dominated. Diffusion dominated the transport if porosity was low (5 wt.% car-
nallite) (Table 3.2), resulting in a leaching zone geometry as presented in Figure 3.10. In
this case, the growth rate hardly differed for varying dissolution rates
(Figure 3.7b-d). If the porosity was slightly higher (10wt.% carnallite), advection
dominated at the beginning and the leaching zone developed a funnel shape, which was
about two to three times wider at the hanging wall than at the footwall. The higher
the dissolution rate, the more pronounced the funnel shape became; however, the bar-
rier next to the inflow region also extended further upwards. After a few years, Pe
regressed below two, and in case of high dissolution rates the dissolution front received
a curved funnel shape similar to that in Figure 3.14c. In case of lower dissolution rates
(107° cm/s), the dissolution front was steeper and more similar to that in Figure 3.13c.
The sylvinitic zone was present throughout the entire seam thickness and covered the
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whole leaching zone behind the barrier, while it made up about 40% of its width at the
hanging wall. The higher the barrier extended into the potash seam, the more the leach-
ing zone growth rate was reduced. Finally, diffusion replaced advection as the main
transport mechanism. If porosities were medium to high (>10wt.% carnallite) and
the dissolution rate was above 107° ¢cm/s, the system was always transport-dominated
with diffusion exceeding advection in the long run. During the first months or years,
high Pe numbers facilitated the formation of a funnel shape according to Figures 3.11a
and 3.12, which ended at a height of 0.5-1 m. However, this was also associated with
the formation of a flow barrier. Especially if the dissolution rate was 1073 cm/s, the
exchange of solutions was quickly inhibited up to a height of more than 1m and Pe
regressed below 2 at the dissolution front, while it remained above 2 for several years
in the overall system. As a result, the dissolution front developed in a curved funnel
shape (Figure 3.15) and the growth rate decreased while the lower part of the potash
seam remained unaffected. The higher the porosity, the faster and deeper the leaching
zone could penetrate into the potash seam before diffusion prevailed (Figure 3.15b).
A sylvinitic zone was always present for this hybrid form and reached its maximum
width slightly below the upper end of the barrier, which was constantly growing with
time and may completely prevent the exchange of solutions in the long run.
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Figure 3.15: Porosity distribution in an initially transport- and advection-dominated system, in the

long run diffusion-dominated (scenario: dissolution rate 1073 cm/s, carnallite content a) 15 wt.% and
b) 25 wt.%).

25 wt.% carnallite after 2.5 years

Porosity (-)

0.00

x (m) X (m)

3.4 Discussion

The simulation results show that a fundamental distinction must be made between
reaction-dominated and transport-dominated systems as well as between diffusion-
dominated and advection-dominated systems with regard to the formation of leaching
zones within potash seams. Depending on which of the four potential combinations
is given, differences in mineralogy as well as in spatial and temporal leaching zone
growth will occur. A classification is feasible using the Péclet and Damkohler numbers.
The scenario analyses have shown that Pe mainly depends on the amount of carnallite
within the potash seam, which is completely dissolved once it comes into contact with
undersaturated solution, and thus determines the resulting porosity of the leaching
zone. In contrast, Da mainly depends on the dissolution rate of the initially dry rock
(Table 3.2).



3.4 Discussion

Assuming the inflow of a NaCl-saturated solution, the fluid in reaction-dominated
systems (Da < 1) is neither saturated with respect to carnallite nor with respect to
sylvite along the entire dissolution front (Figures 3.8a and 3.9a). This state requires
a very low dissolution rate in combination with a minimum porosity, so that the dis-
solution rate determines the growth rate of the leaching zone. Since the dissolution
rate is constant in space and time, a planar dissolution front is formed moving slowly
but steadily forward. This results in a matrix of leached halite, with a porosity deter-
mined by the volume fraction of the dissolved minerals carnallite and sylvite, reduced
by a few percent due to halite precipitation. Since higher porosities correspond to a
larger contact area between solution and dry rock, the growth is faster for higher car-
nallite contents despite identical dissolution rates (Figure 3.7a). The porosity within
the leaching zone is homogeneous, whereby a sylvinitic zone does not exist due to the
low saturation (Figures 3.8b and 3.9b). Despite only small differences in concentra-
tion and fluid density, density-driven flow is established, inducing a mostly vertical
concentration gradient in advection-dominated systems (Pe > 2). On the contrary,
convection hardly has any influence and the concentration gradient is horizontal in
diffusion-dominated systems (Pe < 2). In both cases, the low saturation of the so-
lution with regard to potash salt is not sufficient to create halite precipitation next
to the inflow region. Therefore, barrier formation is not observed and leaching zone
growth is linear even for longer time periods (Figure 3.7a). However, it must be ques-
tioned whether the assumption of thermodynamic equilibrium in a reaction-dominated
system is sufficiently accurate. On the other hand, scenario analyses and available
field investigations (Koch and Vogel 1980; Steding et al. 2020) show that most systems
are dominated by transport and that the assumption of thermodynamic equilibrium is

generally reasonable in nature.

In transport-dominated systems (Da > 1), the ratio between advection and diffusion
is much more decisive. If the system is diffusion-dominated (Pe < 2), the horizontal
concentration gradient causes a uniform transport across the entire seam thickness, and
thus a planar dissolution front (Figure 3.10a). Here, the saturations are much higher
than in reaction-dominated systems, with sylvinite saturation reached after about 40%
of the distance to the dissolution front, resulting in the formation of a wide sylvinitic
zone (Figure 3.10b). Its porosity is always slightly lower than that of the halitic zone;
however, the latter shows a decrease in porosity especially near the inflow region and
the footwall. The halite precipitation occurring there can presumably be attributed
to the influx of NaCl solution. Its contact with potash salt naturally leads to halite
supersaturation (Koch and Vogel 1980), what can also be expected if it is mixed with
potash brine. Due to the weak but nevertheless existing convection, the saturation
with respect to potash salts is slightly higher within the lower potash seam area, and
hence more precipitation occurs here (Figure 3.10a). Since diffusion-dominated systems
require low porosities, even a few percent of additional halite can form a flow barrier.
A reduction of the growth rate can be observed over time, but this is mainly due to the
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increasing distance between the inflow region and the dissolution front, which causes
a decrease in the diffusion rate. In systems dominated by transport and diffusion, the
diffusion coefficient plays an important role in the evolution of the leaching zone, and
the assumption of a uniform and constant value for all transported species is a strong
simplification. However, most approaches to calculate diffusion coefficients depending
on the brine composition are not validated for multicomponent systems with high
salinities (Anderko and Lencka 1998; Tosca et al. 2011), especially if NaCl is not the
main component (Felmy and Weare 1991). Due to the very low porosities within these
systems (Table 3.2) and the very slow leaching zone growth (Figure 3.7), the risk
potential to mining operations is rather low and uncertainties in temporal scaling are

acceptable.

For transport- and advection-dominated systems (Pe > 2), a significant flow barrier
formation can be observed, which increasingly impedes the inflow of new NaCl solution,
and thus slows down the growth of the leaching zone (Figures 3.12 and 3.15). This is
on the one hand due to the full saturation of the solution with respect to potash salts
at the dissolution front, and on the other hand due to a much stronger density-driven
flow, which forces the saturated solution to flow towards the lower part of the potash
seam and the inflow region, creating particularly strong concentration gradients next
to it (Figure 3.11a). As a result of the flow barrier formation, the flow velocity de-
creases sharply and the transport becomes increasingly diffusion-dominated. Although
the leaching zone growth rate for this case is by far the fastest in the beginning, it is
conceivable that in the long run reaction-dominated systems will expand further, since
barrier formation will not impede or even stop the growing process (Table 3.2, Fig-
ure 3.7). Another characteristic of transport- and advection-dominated systems is the
funnel shape of the leaching zone, which also results from convective flow (Figures 3.11a
and 3.12). It causes the solution, which is undersaturated with respect to potash salts,
to arrive first at the upper part of the dissolution front, leading to maximum dissolu-
tion effects in this area. On its flow towards the model bottom, the solution becomes
more saturated until finally rock is not dissolved anymore. The higher the dissolution
rate, the earlier this state is reached. Hence, the funnel shape is more concentrated
in the upper part of the potash seam and the underlying part that remains unaffected
is more pronounced at higher dissolution rates. Within the latter, only the first 25-
50 cm next to the inflow region are permeated at the beginning, since convective flow
needs to develop first. Later, this area is located behind the halite barrier and contains
saturated potash brine and sylvinite. Even within the funnel, the solution is mostly
sufficiently saturated to create a sylvinitic zone. However, near the hanging wall its
width decreases due to the inflow of NaCl solution.

The simulation results reveal a high qualitative agreement with the field studies by
Koch and Vogel (1980), which deal with the formation of sylvinitic alteration zones
within carnallite-bearing potash seams. As in the present models, the point of leaching

zone initiation is a fault zone that enables the intrusion of saline solutions from the
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underlying bedrock. The observed sequence of leached halite, followed by a particularly
sylvite-rich alteration zone and finally the unaffected potash seam can be reproduced
and explained by using the presented models (Figures 3.10b and 3.11b). The special
case without the development of a sylvinitic zone is also mentioned by Koch and Vogel
(1980) and associated with large fluid inflow rates. No statements are made about
the shape and the dimensions of this special type of leaching zone, so that a compar-
ison with the simulation results achieved for reaction-dominated systems (Figures 3.8
and 3.9) is not feasible. On the other hand, leaching zones with a sylvinitic zone are
usually described by Koch and Vogel (1980) as being several meters wide and showing
a clear inclination of the mineralogical boundaries as well as a preferential leaching
near the hanging wall, which corresponds very well with the present findings. Many
field investigations do not show any leaching within the lower half of the potash seam,
resulting in leaching zone shapes as shown in Figure 3.15. The occurrence of narrower
leaching zones is explained by a low or relatively short solution inflow. The simulation
results further suggest that growth comes to a standstill if a lack of solution supply
occurs; however, the main cause for this is not a lack of ascending solution but the
precipitation of halite which leads to flow barrier formation. Whether this also occurs
in nature is not described by Koch and Vogel (1980). In the present simulations, high
concentration gradients are responsible for halite precipitation, whereby especially an
increase in Mg®" concentration induces a strong reduction of the halite solubility. It
is conceivable that the assumption of a constant solution composition at the model
boundary causes or at least artificially intensifies this phenomenon. The assumption of
constant, uniform diffusion coefficients may also falsify concentrations and saturation
within this area. However, the observations of Koch and Vogel (1980) basically support

the simulation results regarding the mineralogy and shape of the leaching zones.

The simulated leaching zone shapes have been observed on the laboratory scale as
well. For example, caverns with a nearly planar dissolution front were documented
by Field et al. (2019), whereby nearly saturated NaCl solution was pumped through
rock salt samples in vertical direction. On the other hand, caverns with more funnel-
like shapes as shown in Figures 3.11a and 3.12 were observed when artificial seawater
was used as leaching solution. The growth rate of the funnel-shaped caverns was
significantly higher, although the pumping rate was the same. According to Field et al.
(2019), the higher growth rate and the decreasing cavern width along the flow path are
mainly due to an increase in saturation and the resulting decrease in the dissolution
rates. For almost saturated NaCl solutions, this effect is smaller, with the cavern
width hardly changing along the flow path. On the other hand, Gechter et al. (2008)
and Weisbrod et al. (2012) observed funnel-shaped caverns as well when pumping
water horizontally through rock salt samples and explained this shape by density-
driven flow. Consequently, the different cavern shapes in Field et al. (2019) could
also result from different Pe or Da numbers. The caverns generated at laboratory-
scale conditions are cavities with presumably turbulent flow conditions, with diffusion

ot
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playing only a minor role in species transport. The high dissolution rates in case of
seawater are consistent with transport-dominated systems, and thus with the funnel
shape (Figure 3.12), which was observed by Gechter et al. (2008) as well for highly
undersaturated solutions. Conversely, highly saturated solutions reduce the dissolution
rate according to Field et al. (2019), what is consistent with a reaction-dominated

system and the resulting planar dissolution front (Figures 3.8a and 3.9a).

The results of the scenario analysis indicate that usually hybrid forms of the cases
discussed above can be found in situ (Figures 3.13, 3.14 and 3.15). The classifica-
tion highly depends on the flow velocity and therefore on the porosity-permeability

relationship. Only a few relationships are available for salt rock with medium or high
porosities (Miiller-Lyda et al. 1999; Spangenberg et al. 1998; Xie et al. 2011). However,
these relationships were derived from crushed rock salt samples that were compacted
by mechanical loading. In the medium to long run, deformations in rock salt reduce
the effective pore space (Munson 1997) but the main porosity changes in leaching zones
result from dissolution and precipitation processes. Several approaches are available to
describe the effect of chemical reactions on permeability (Zarrouk and Sullivan 2001),
but future investigations for leached potash salt are necessary to reduce the model
uncertainty. The same accounts for the dissolution rate of varying potash salt compo-
sitions. Taking the different solubilities and saturation indices of minerals into account
may result in a more selective dissolution process and different leaching zone shapes.
However, laboratory data allowing for more precise calculations are so far only partially
available.

The scenario analysis and the comparison with Koch and Vogel (1980) indicate
that most leaching zones in nature represent transport-dominated systems which are
advection-dominated in the beginning and diffusion-dominated in the long run. The
reactive transport model can be used for a qualitative description of their shape as well
as for a quantitative description of their mineralogy. The good agreement with liter-
ature data qualitatively confirms both, while for a fully quantitative model validation
further investigations on laboratory and field scale are required.

3.5 Conclusions and Outlook

The reactive transport model developed and presented here enables the temporal and
spatial reproduction of the formation of leaching zones for the first time. The scenario
analyses for a carnallite-bearing potash seam show that growth rate, resulting shape
and mineralogy mainly depend on the fluid flow velocity governed by density-driven
flow, which can be classified by the Péclet and Damkohler number. In principle, four
cases need to be distinguished: (1) reaction- and diffusion-dominated (Da < 1 and
Pe < 2); (2) reaction- and advection-dominated (Da < 1 and Pe > 2), (3) transport- and
diffusion-dominated (Da > 1 and Pe < 2) and (4) transport- and advection-dominated
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systems (Da > 1 and Pe > 2). Only in the latter case, density-driven flow has a
significant influence.

The first two cases occur if the dissolution rate is very low, impeding highly satu-
rated solution at the dissolution front. The leaching zone growth proceeds slowly and
evenly across the entire seam thickness and neither a sylvinitic zone nor a flow barrier
are formed. At low porosities, diffusion dominates (case 1), while at high porosities
advection prevails (case 2). The scenario analyses reveal that reaction- and diffusion-
dominated systems usually become transport-dominated over time (Da rises > 1) re-
sulting in the formation of a sylvinitic zone, while the dissolution front remains planar.
At dissolution rates >107%cm/s, the system is generally transport-dominated. Below
10% porosity, advection has almost no influence (case 3) and the dissolution front re-
mains planar; however, a sylvinitic zone and a weak fluid flow barrier with slightly
reduced porosities are formed. The latter consists of halite which is precipitated near
the inflow region, and thus inhibits the in- and outflow of solution from the leaching
zone. At porosities >10%, density-driven flow gains influence and a funnel-shaped,
rapidly growing leaching zone including a sylvinitic zone develops, while the lower half
of the potash seam remains practically unaffected (case 4). This is the most common
case in the scenario analyses. Due to the rapid barrier formation starting at the foot-
wall, in- and outflow of solution diminish and flow velocity decreases over time. As a
result, the system becomes diffusion-dominated (Pe sinks < 2) and the growth of the
leaching zone stagnates after a few years, especially in case of very high dissolution
rates.

Available laboratory and field data support the simulation results. Dissolution ex-
periments with water (Gechter et al. 2008; Weisbrod et al. 2012), seawater (Field et al.
2019) and almost saturated NaCl solution (Field et al. 2019) on rock salt samples also
yielded nearly planar dissolution fronts for low dissolution rates (NaCl solution), and
a funnel-shaped cavern for high dissolution rates (water, seawater). Natural leaching
zones within carnallite-bearing potash seams often show the same inclined shape of
the dissolution front as well as the same proportions and mineralogy that the present
models yield for initially transport- and advection-dominated systems (Figure 3.15)
(Koch and Vogel 1980). The reaction-dominated cases (1) and (2) provide an expla-
nation for the formation of leaching zones described by Koch and Vogel (1980), where
a sylvinitic zone does not occur. However, more detailed laboratory and field studies

are required to further validate the present models.

Regarding the hazard potential to subsurface mining operations, case (4) is most
critical in the short term since the leaching zone expands over several meters within
the potash seam in only a few years. However, as soon as the flow barrier inhibits
solution exchange, the leaching zone represents a closed system that remains stable
over time and can therefore be safely controlled. On the contrary, in case (1) and (2)
the slow expansion continues over long periods of time without a decrease in growth
rate. Additionally, the entire potash seam is affected instead of only the upper half and
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the porosity is higher compared to transport-dominated systems since no sylvinitic zone
occurs. Higher porosities reduce the mechanical stability of the halite matrix and raise
the amount of brine that could leak out of it. Accordingly, reaction- and advection-
dominated systems (case 2) may cause a higher hazard potential in the long term.

In the next step, it is planned to apply the model presented here to potash seams
that also contain kieserite (MgSO, - H,O) and anhydrite (CaSOy,), which are two other
important potash salts. Due to the resulting hexary system, which additionally contains
Ca*" and SO,*, a series of additional secondary minerals has to be expected, which
will probably lead to the formation of more complex transition zones (Steding et al.
2020). To control mass balance errors due to differences between the volume of the
pore and the solution within a cell, it is planned to include source and/or sink terms
in future source code developments. Furthermore, heterogeneities in the composition
of the potash seams will be taken into account, as these can have a strong influence on
the shape of leaching zones (Field et al. 2019; Koch and Vogel 1980). It is also planned
to adapt the model in order to include saturation-dependent dissolution rates. In doing
so, the formation of leaching zones and cavernous structures within potash seams can
be investigated in further detail in order to quantify their long-term behavior and to

assess their hazard potential.



4 | How Insoluble Inclusions and Intersecting
Layers Affect the Leaching Process within

Potash Seams

Abstract

Potash seams are a valuable resource containing several economically interesting, but
also highly soluble minerals. In the presence of water, uncontrolled leaching can occur,
endangering subsurface mining operations. In the present study, the influence of in-
soluble inclusions and intersecting layers on leaching zone evolution was examined by
means of a reactive transport model. For that purpose, a scenario analysis was carried
out, considering different rock distributions within a carnallite-bearing potash seam.
The results show that reaction-dominated systems are not affected by heterogeneities
at all, whereas transport-dominated systems exhibit a faster advance in homogeneous
rock compositions. In return, the ratio of permeated rock in vertical direction is higher
in heterogeneous systems. Literature data indicate that most natural potash systems
are transport-dominated. Accordingly, insoluble inclusions and intersecting layers can
usually be seen as beneficial with regard to reducing hazard potential as long as the me-
chanical stability of leaching zones is maintained. Thereby, the distribution of insoluble
areas is of minor impact unless an inclined, intersecting layer occurs that accelerates
leaching zone growth in one direction. Moreover, it is found that the saturation de-
pendency of dissolution rates increases the growth rate in the long term, and therefore

must be considered in risk assessments.

4.1 Introduction

The role of potash seams within salt deposits can be viewed from different perspectives:
on the one hand, they are a valuable resource that has been mined for many decades;
on the other hand, they represent potential risks for technical caverns and subsurface
waste repositories (Warren 2017). However, both perspectives consider the uncon-
trolled leaching of potash seams as highly critical. Whether water contact is enabled
by geological fault zones or mining activities: in both cases, the increased solubility of
potash salt causes a preferential expansion of leaching zones, jeopardizing the integrity
and mechanical stability of mines or technical caverns (Boys 1993; Keime et al. 2012;
Mengel et al. 2012; Prugger and Prugger 1991). In order to assess the hazard potential
of leaching zones in potash seams, their evolution has to be described in space and

time.
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Steding et al. (2021b) developed a reactive transport model complemented by the
‘interchange approach’ to reproduce the complex interplay between chemical reactions
and density-driven transport of species within potash seams. The authors showed that
leaching zones can be classified into four different groups based on the Péclet (Pe)
and Damkohler (Da) numbers, which indicate if a system is dominated by reactions
(Da < 1) or transport (Da > 1), and if species transport is dominated by diffusion
(Pe < 2) or advection (Pe > 2). However, only homogeneous potash seams have been
investigated thus far. Studies on technical cavern construction in rock salt reveal that
inclusions or intersecting layers of insoluble materials, such as mudstone, gypsum or
sandstone, lead to highly irregular cavern shapes (Jinlong et al. 2020; Li et al. 2018;
Thoms and Gehle 1999). Furthermore, inclined layers can cause an asymmetric expan-
sion of leaching zones (Fokker 1995). To investigate if similar phenomena occur within
potash seams, heterogeneous rock distributions need to be examined. In addition,
mineralogical heterogeneity and the associated variations in dissolution rate need to
be taken into account, because these can significantly influence dissolution structure,
especially at high Péclet numbers (Liu et al. 2017; Wei et al. 2019).

For this purpose, the reactive transport model presented by Steding et al. (2021b)
was extended by mineral-specific, saturation-dependent dissolution rates, and a sce-
nario analysis under density-driven flow conditions was performed. Thereby, six generic
mineral distributions were investigated, with insoluble areas ranging from several small
inclusions to one continuous layer. The main objective was to determine the influence
of insoluble layers and inclusions on the evolution and hazard potential of leaching
zones within potash seams, and if a risk assessment based on the Pe and Da numbers
is still feasible.

4.2 Materials and Methods

The concept of the applied reactive transport model is shown in Figure 4.1. Each
simulation time step starts with the solution of the partial differential equations for
the fluid flow and transport of chemical species using the TRANsport Simulation En-
vironment (TRANSE) (Kempka 2020). TRANSE is coupled with the geochemical
reaction module PHREEQC (Parkhurst and Appelo 2013), applied in combination
with the THEREDA database (Altmaier et al. 2011). In the second calculation step,
PHREEQC is used to update fluid densities and mineral saturations following trans-
port. After that, the ‘interchange’ step is performed, which describes the dissolution
of minerals from (nearly) dry into permeated cells and allows the dissolution front to
progress (Steding et al. 2021b). The terms ‘dry’ and ‘permeated’ are used in view of the
fluid saturation in the pore space, whereas the term ‘saturated’ refers to the chemical
equilibration of the solution with respect to salt minerals. In the final calculation step,
the chemical reactions resulting from transport and interchange are determined using
PHREEQC. Thereby, thermodynamic equilibrium is assumed within each cell. The
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updated concentrations and fluid properties, such as density and viscosity, are then
transferred back to TRANSE to calculate flow and transport in the next simulation
time step (Figure 4.1). More details on this procedure are presented in Steding et al.
(2021b). The interchange of minerals and solution has been extended in the present

study and will be described in detail in the following subsection.

Calculation steps
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Figure 4.1: Flow sheet of the coupled reactive transport model: calculations undertaken at each
simulation time step and associated output parameters (modified from Steding et al. (2021b)).

4.2.1 Extended Interchange Approach

In Steding et al. (2021b), constant dissolution rates were used to calculate the inter-
change of salt minerals. However, it is known that close to equilibrium, the dissolution
rates decrease considerably (Durie and Jessen 1964; Palandri and Kharaka 2004; Rohr
1981). Based on the results of Alkattan et al. (1997), a linear saturation dependency
is assumed:

rate = kg - (1 — Q) with Q = Q/K = 10% (4.1)

where k4, (cm/s) is the dissolution rate in an infinitely dilute solution. Q is the activ-
ity product and K the equilibrium constant. The saturation index SI (-) results from
log(Q/K). Leaching zones can contain several primary and secondary minerals that dif-
fer in maximum dissolution rate k., as well as in saturation state (Steding et al. 2020);
therefore, an average dissolution rate for the potash seam (Figure 4.2a) is not appli-
cable here. Instead, the dissolution rate according to Equation 4.1 and the amount of
minerals dissolved into an adjacent cell Ming, (mol) need to be calculated individually
for each mineral (Figure 4.2b). Thereby, rate (cm/s) always refers to the saturation
state of the solution into which the mineral is dissolved. Between Cell A and Cell B,
the amount of interchanged mineral n can be calculated with Equation 4.2:

Mingen = rate, - Ming,/di - (g — Pa)/(1 —P4) - dt (4.2)
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The amount of mineral n present in Cell A, Miny, (mol), divided by the cell
diameter perpendicular to the dissolution front di (cm) gives the affected amount of
mineral n if the width of 1 cm is dissolved from Cell A. To take into account the contact
area between the rock in Cell A and the solution in Cell B, this amount is multiplied
with the porosity difference between both cells (®5 — ®4) and divided by the volume
fraction of the rock in Cell A (1 — ®4). If &4 > Pp, the interchange is zero, i.e.,
minerals can only be dissolved into adjacent cells with higher porosity. dt (s) is the
length of the simulation time step. If the solution in Cell B is already saturated with
respect to n, rate, becomes zero and the mineral is not dissolved. The interchange
takes place at each interface between two cells within the model. The volumes of all
minerals dissolved at one interface are cumulated to determine the amount of solution

that is transferred in return to keep the volume of both cells constant (Figure 4.2).

saturated with Minerals 1,2,3 saturated with Mineral 1

a) Ce” A interchange Ce” B
Rock A . Rock B
Porosity 2%, Minerals 1,2,3 Minerals 2,3 Porosity 20%, Mineral 1
+ +
Solution A < solutionB | Solution B

b
) Cell A interchange Cell B
|
Rock A MliiEE 2 Rock B
Porosity 2%, Minerals 1,2,3 Porosity 20%, Mineral 1

+ m 5

Solution A Solution B
saturated with Minerals 1,2,3 Solution B saturated with Mineral 1

Figure 4.2: Sketch of the interchange approach with a) constant and b) variable dissolution rates.
A defined amount of each mineral according to Equation 4.2 is dissolved from a cell with low poros-
ity (Cell A) into an adjacent cell with higher porosity (Cell B). These amounts are cumulated, and the
solution is transferred into the cell with lower porosity to fill the newly formed pore space (modified
from Steding et al. (2021Db)).

At the dissolution front, the interchange approach enables originally dry cells to
receive solution for the first time from an adjacent cell (Figure 4.3a). The solution
needs to be undersaturated with at least one of the minerals from the dry rock; other-
wise, no interchange takes place. Newly permeated cells are divided into a permeated
and a dry sub-cell to avoid immediate drying out due to high solid-fluid-ratios (Fig-
ure 4.3b). In cases of constant dissolution rates, all minerals in the permeated part
were assumed to be in equilibrium with the solution of the cell, whereas minerals in
the dry part were not considered in the subsequent calculation of chemical reactions
(Steding et al. 2021b). However, as shown in Figure 4.3a, the varying dissolution rates
challenge the identification of a clear borderline between dry and permeated or equi-
librated and non-equilibrated parts, respectively. It can be seen that Mineral 2 has
the highest dissolution rate, and therefore limits the region of increased porosity where
mineral solution occurs (green). Within this region, it is reasonable to equilibrate the
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solution with regard to Mineral 2. However, Mineral 3 has a lower dissolution rate, and
can therefore only be equilibrated with the solution in the pink subregion. Following
this reasoning, one would end up with an additional subregion for each mineral, which
is of course not practical. Instead, the permeated part within each cell is split up
into minerals that are in equilibrium with the solution (equilibrated minerals Min.,)
and such that are not (non-equilibrated minerals Min,q; Figure 4.3b). Thereby, the
volume of the permeated part V., is determined by the most soluble mineral (Min-
eral 2, green area). Outside of this area, the salt rock is still dry and the composition
Ming,, corresponds to the originally unaffected potash seam. In contrast, minerals
within the permeated area V)., are surrounded by solution, whereby it is not yet in
equilibrium with all minerals. Minerals that remain undissolved during the interchange
due to their lower dissolution rates (Mineral 1 and parts of Mineral 3 within the green
area, Figure 4.3a) are assigned to the non-equilibrated minerals Min,,. In contrast,
precipitations from Solution B belong to the minerals equilibrated with the solution
Min.,.

a) b)
Cell A (dry) Cell B (permeated) Cell A (partly permeated)
dry permeated
I )
Mineral 2 Mingeq = 1,3
Rock A Rock B Bpeq < 1%
) o
Porosity 20%, Mineral 1 Mingy = 1,2,3 N
Porosity < 1%, + (1) »
) . Py < 1% @> Solution A
Minerals 1,2,3 | Solution B saturated with 2
saturated with Mineral 1 Mingg = 2
0<®p=1
Vier With @

Figure 4.3: Sketch of the interchange at the dissolution front a) resulting in a partly permeated
cell b). The permeated part V., contains minerals Min,, that are in equilibrium with Solution A
and minerals Min,., that are not. In addition to interchange with adjacent cells (1), the internal
dissolution of non-equilibrated minerals (2) and dry minerals (3) is considered following Equations 4.2,
4.4 and 4.5 (modified from Steding et al. (2021b)).

In the case of partly permeated cells, three different types of dissolution can occur
(Figure 4.3b): the first one is interchange with the (fully permeated) adjacent cells
according to Equation 4.2. For this, all three mineral compositions Ming,.,, Min., and
Ming,, are added together to determine Min,. ®, is the average porosity of the cell
calculated from the volume of Min 4 related to the cell volume. If the partly permeated
cell shows a higher average porosity than the fully permeated one, the interchange of
minerals is possible in the reverse direction as well. The dissolved amount of each
mineral is split among Ming,, Min., and Min,.,, according to their contribution to
the total amount of this mineral. The solution transferred in return is mixed with the
pre-existing solution in the permeated part. The chemical reactions resulting from the
mixing and the following equilibration with Min., are determined after the interchange
(Figure 4.1).
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In addition to the interchange, internal dissolution processes within cells containing
dry (Mingy,) or non-equilibrated (Min,,.,) minerals need to be taken into account (Fig-
ure 4.3b). The interface area between a dry part and the adjacent permeated part(s)
is assumed to be constant over time. At the beginning, when the cell is completely
dry, the adjacent permeated area is the neighbor cell and dry minerals can only be
dissolved via interchange. Accordingly, the interface area is the interface between both
cells, which is the cell width multiplied by its height. As V)., increases, Ming, makes
up a smaller part of the total mineral amount within the partly permeated cell and
its interchange amount decreases. At the same time, the interface area between the
dry and permeated parts within the partly permeated cell increases, enhancing the
internal dissolution of dry minerals. To account for that, the permeation state of the
cell Sper (-) is calculated referring to the volume of the permeated part V., in relation

to the cell volume V_.;:

Sper = ‘/per/‘/cell (43)

The higher S,.,, the more of the dry rock is dissolved into the solution of its own
cell (by internal dissolution) instead of the adjacent cell (by interchange). Equation 4.4
is used to determine the amount of mineral n dissolved from Ming,, into the solution

within the permeated part:

Mingo dryn = ratey, - Mmdry’n/(di (11— SpeT)) “D@per - Sper - dt (4.4)

Generally, Equation 4.4 is identical to Equation 4.2, but multiplied by the perme-
ation state Sper. rate is calculated from the saturation state within the partly perme-
ated cell using Equation 4.1. In order to determine the affected amount of mineral n if
a width of 1 cm of the dry part is dissolved, the present amount, Ming.,, (mol), is di-
vided by the diameter of the dry part perpendicular to the dissolution front. Therefore,
the cell diameter di (cm) is now multiplied by the volume ratio of the dry part (1—Spe).
The porosity within the dry part is nearly zero, simplifying the term (Pp—P,4)/(1—P4)
in Equation 4.2 to ®p, which equals the average porosity of the permeated part @,
The dissolved amount of each mineral Ming, 4, is added to Min.,. The same applies
to precipitations resulting from the equilibration after the interchange (Figure 4.1).
Similar to the interchange of dry minerals, the highest dissolution rate according to
Equation 4.1 determines the volume that is newly added to the permeated part V.,
(Figure 4.3). For minerals with lower dissolution rates, the difference between the
amount within this volume and the dissolved amount is added to Mi7n,,,.

Finally, the internal dissolution of non-equilibrated minerals (Min,.,) has to be
taken into account (Figure 4.3b). These minerals belong to the permeated part of a
cell and are already surrounded by solution. However, when the area is permeated for
the first time, their dissolution rate is too low to dissolve all minerals. Basically, there

are two possible reasons for this: either the maximum dissolution rate k,,q, is (much)
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lower than that of the other minerals, or the solution is already (nearly) saturated with
these. In the latter case, one could add them to Min,, without changing the solution
or rock composition of the permeated part. However, the solution composition changes
over time, and originally saturated minerals may become undersaturated. In this case,
an immediate equilibration could induce errors because the lower dissolution rates
would be neglected. To account for the variation of dissolution rates, Min,,, is added
stepwise to the solution. The dissolved amount Mingsy e, (mol) of each mineral is

determined by Equation 4.5:

Mingorneqn = 1ate, - Mingeg n/Vieq - contact _area - dt

4.5
= rate, - Minpeqn/Vieq - factor - di - 1m - @, - Spe, - dit (4.5)

The rate law is similar to those used for interchange (Equation 4.2) and the in-
ternal dissolution of dry minerals (Equation 4.4). Again, rate (cm/s) is calculated
from the saturation state within the partly permeated cell according to Equation 4.1.
Min,e, (mol) divided by the volume of the non-equilibrated minerals V., (cm?®) and
multiplied by the contact area between non-equilibrated minerals and solution (cm?)
gives the amount of mineral n if a width of 1cm of the non-equilibrated minerals is
dissolved. V)., is calculated from the mineral amounts and densities in Min,.,, ne-
glecting small porosities. However, the contact area between non-equilibrated minerals
and solution is hard to determine, because the pore structure and spatial arrangement
of the different minerals in the original rock are unknown. Therefore, a variable called
factor (-) is introduced. If it is set to 1, a rectangular contact area similar to that
between Ming., and the solution (Equation ﬁ) is assumed. This can be seen as a
minimum value. If precipitations do not block the access to Min,,,, the contact area
to the solution flowing between the non-equilibrated minerals should be several times
higher. Therefore, it can make sense to simplify the approach and to directly add
Minge, to Mine,. In this case, it is assumed that the contact area is large enough
to immediately equilibrate minerals and solution within an originally dry volume as
soon as the first mineral has been dissolved from it. However, this is only realistic if
the maximum mineral dissolution rates do not vary by several orders of magnitude.
Furthermore, the first mineral dissolved should make up more than a few vol.% of the
dry rock in order to create a sufficiently large contact area. If this is not the case,
the internal dissolution of non-equilibrated minerals has to be considered. For some
minerals, this may take much longer than the permeation of the cell, i.e., fully perme-
ated cells can still contain non-equilibrated minerals (Figure 4.4). For the interchange
according to Equation 4.2, Min., and Min,., are added up to determine Min, and
® 4 is defined as the average porosity of equilibrated and non-equilibrated areas.

Generally, it is assumed that minerals belonging to Min., are first dissolved if an
undersaturation occurs. As a result, the interchange or internal dissolution of minerals
present in Min,, is not possible. Chemical reactions resulting from the processes de-
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Cell A (fully permeated) Cell B (fully permeated)

MinA,neq Ming eq
Dpneg < 1% Dgreg < 1%
Ly, Rl
Solution A Solution B
Ming g Ming .,
0<Dpe=1 0<®g=1
VA,per (=Vcell) with cl:’A,per VB,per (=Vcell) with (DB,per

Figure 4.4: Fully permeated cells can still contain non-equilibrated minerals due to their lower dis-
solution rates. Internal dissolution (2) within a cell reduces the amount of non-equilibrated minerals;
additionally they are considered for interchange (1). The average porosity of the permeated part @,
corresponds to the average porosity of the cell and is used for interchange as well as for flow and
transport calculations.

scribed above are determined in the final calculation step of the simulation (Figure 4.1).
Thereby, thermodynamic equilibrium is assumed in every cell. The average porosity of

the cell is always used in the flow and transport simulation step.

4.2.2 Scenario Analysis

In order to study the influence of heterogeneities, leaching processes in a carnallite-
bearing potash seam containing insoluble layers or inclusions were simulated. Carnal-
litite is a very common, globally occurring potash salt whose leaching behavior was
studied for homogeneous rock compositions by Steding et al. (2021b). It was found
that transport- and advection-dominated systems (Da > 1 and Pe > 2) are most com-
mon and also most critical in the short term with regard to hazard potentials, whereas
reaction- and advection-dominated systems (Da < 1 and Pe > 2) become more crit-
ical in the long term. Both cases were investigated in this study to identify possible
differences in the effect of heterogeneities.

According to Steding et al. (2021b), 25 wt.% carnallite is a sufficiently high ratio to
produce Pe > 2 and low enough to ensure that Darcy flow is still maintained. Therefore,
a carnallite-bearing potash seam composition of 25 wt.% carnallite (KMgCls -6 H,O),
72wt.% halite (NaCl) and 3wt.% sylvite (KCl) was applied in all scenarios, corre-
sponding to the volume fractions shown in Figure 4.5. Mineral densities and dissolu-
tion properties are provided in Table 4.1. The dissolution rate k,,,, strongly depends
on the hydrodynamic boundary conditions: it increases with flow velocity (Yang et al.
2017) and reaches values under turbulent flow conditions that are at least one order of
magnitude higher than that for laminar flow (Alkattan et al. 1997; Durie and Jessen
1964). This is due to most salt minerals showing transport-controlled dissolution be-
havior, i.e., k. is controlled by the thickness of the diffusive boundary layer at the
mineral surface (Alkattan et al. 1997; De Baere et al. 2016; Hoppe and Winkler 1974).
The boundary layer thickness, and consequently k..., depend on the flow velocity,
diffusion coefficients and surface roughness (Ahoulou et al. 2020; Dreybrodt and Buh-
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mann 1991; Dutka et al. 2020; Raines and Dewers 1997). Based on the values of Réhr
(1981), an average kmqe of 5-107* cm/s was applied to all three minerals in Table 4.1.
However, this is an upper value because it refers to convection in open cavities. It
can be expected that convection within a porous leaching zone results in smaller flow
velocities, and therefore in smaller dissolution rates. Accordingly, a second k., of
5-107%cm/s was taken into account to ensure that both transport- (Da > 1) and
reaction-dominated (Da < 1) systems are investigated (Steding et al. 2021b).

Dirichlet boundary

- 1% halite

-0 =99%

- NaCl-saturated
solution . ®=0.1% Halite

66 vol.% Sylvite
3 vol.%

dry potash salt

0 1 2 3 4 5
x (m) no flow boundary
Figure 4.5: Initial and boundary conditions: the inflow region is prescribed by a Dirichlet boundary
(blue line); all other boundaries are impermeable (green lines); the models are initialized as dry with

homogeneous potash salt (red, mineralogical composition shown) and halite inclusions according to
Figure 4.6 (modified from Steding et al. (2021D)).

Table 4.1: Potash salt mineral densities and dissolution properties (modified from Steding et al.
(2021Db)).

Mineral Density (kg/m?) Reaction equation (dissolution) Log K
Carnallite 1,600 KMgClz -6 HoO — 3Cl + 6H,0 + K + Mg®™  4.33
Halite 2,170 NaCl — CI” +Na™ 1.586
Sylvite 1,990 KCl — Cl” + K* 0.915

The 2D model height was 2m, representing the typical thickness of potash seams
in Germany, whereas the model width was 5m with a discretization of 101 x 41 cells
(Figure 4.5). At the start of the simulation, the entire model consisted of dry potash
salt with a porosity of 0.1%. Natural caverns and leaching zones are commonly formed
in the vicinity of tectonic fault systems which enable fluid migration (Hoéntzsch and
Zeibig 2014). Due to the fact that the ascending solution has to cross several rock salt
layers before it reaches the potash seam, it is usually NaCl-saturated. To represent
such a fault zone, a Dirichlet boundary was used (Figure 4.5). It maintains a constant
solution composition and porosity at the left model boundary, assuming a high fluid and
mineral exchange rate within the fault zone. The other boundaries were considered as
impermeable without any pre-defined pressure gradient applied. The 2D model made
use of the horizontally symmetric expansion of leaching zones to be expected if a potash
seam has the same composition in both horizontal directions. Seen from the fault zone,
the starting point of the leaching process, only one direction was simulated by taking
advantage of the symmetry to reduce the required computational time.
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If carnallite-bearing potash seams come into contact with NaCl-saturated brine,
carnallite is always dissolved first, triggering the precipitation of sylvite and halite
(Koch and Vogel 1980). Equation 4.6 gives the overall reaction:

KMgCls - 6 HoO + brine (NaCl) — KC1 + NaCl (brine) + brine (MgCly, KCI, NaCl)
(4.6)
In contrast, halite is not dissolved from the potash seam (Koch and Vogel 1980;
Steding et al. 2021b), resulting in areas of pure halite (further referred to as halitic
areas), acting as barriers to fluid flow. To investigate their influence on leaching zone
evolution and hazard potentials, six generic rock distributions were considered. As
shown in Figure 4.6, the first three represented a potash seam (red) with intersecting
layers of halite (grey). These layers were 30 cm thick and showed inclinations of 0° or
+10°, respectively (Figure 4.6a-c). To ensure that boundary conditions are comparable,
the layers always started at the same height at the center of the fault zone. In the other
three cases, the potash seam contained halite inclusions ranging from 10cm x 10 cm
(Figure 4.6d) to nearly continuous, horizontal layers (Figure 4.6f). Their distribution
was created with GSTools (Miiller and Schiiler 2021), using correlation lengths of 2:1,
17:0.5 and 34:1 in the horizontal direction. In all six cases, the halitic area made
up between 13% and 15% of the potash seam and the surrounding potash salt was
homogeneous with the composition shown in Figure 4.5. For comparison, an additional
case without any halitic areas was considered.

a) b) <)

Figure 4.6: Heterogeneous rock distributions examined: The homogeneous potash salt (red) shown
in Figure 4.5 is veined by layers with a) 0°, b) 4+10°, ¢) —10° inclination or inclusions of pure halite
with correlation lengths of d) 2:1, e) 17:0.5 and f) 34:1 that make up 13-15% of the potash seam.

For flow and transport calculations, the porosity-permeability relationship presented
by Xie et al. (2011) was applied. Carnallite is dissolved first and makes up >30% of
the rock volume; therefore, a relatively large contact area between the solution and
remaining minerals, sylvite and halite, can be assumed. Both minerals show the same
maximum dissolution rate k,,., as carnallite, facilitating a quick equilibration in the
case of undersaturations. Therefore, non-equilibrated minerals were neglected in this
study. Instead, sylvite and halite were immediately added to the equilibrated part
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Min., as soon as the carnallite in their surroundings was dissolved. The diffusion
coefficients of all four transported species Na™ , C1~, K" and Mg®" were assumed to
be equal and constant: an average value of Dy = 1.5- 107" m?/s was chosen based
on the study by Yuan-Hui and Gregory (1974). The fluid compressibility was set to
¢y =4.6-1071°1/Pa. Temperature differences are negligible for a model height of 2 m;
therefore, all simulations were undertaken at isothermal conditions at a temperature
of 25°C. Accordingly, the density-driven convective flow exclusively occurred due to
dissolution and precipitation processes. The formation of leaching zones was simulated

until the right model boundary was reached by the reaction front.

4.3 Results

4.3.1 Leaching Zone Growth

Figure 4.7 shows the evolution of the ratio between permeated and total rock volume
(halitic areas not included). In cases of low dissolution rates (ke = 5-107%cm/s),
the leaching zone growth was nearly linear (Figure 4.7a,b). For all rock distributions,
it took 13-14 years for the simulations to meet the stop criterion with 96% of the (non-
halitic) rock being permeated. Only in the case of +10° inclination, the growth rate
started to decrease after approximately six years (Figure 4.7a), with only 85% of the
rock being permeated at the end. Halite inclusions led to a less regular growth rate
compared to the homogeneous case, but large deviations from linear growth were not
observed (Figure 4.7b).

In cases of high dissolution rates (kmee = 5 - 107*cm/s), the differences between
rock distributions increase (Figure 4.7c,d). Along a homogeneous potash seam, the
leaching zone expands to the right model boundary in two years, showing only a slight
decrease in growth rate. However, only 50% of the rock become permeated, whereas the
other half is not affected. In contrast, heterogeneous potash seams show permeation
ratios of 59% to 72%, taking up to 3.6 years until the right model boundary is reached.
Intersecting halite layers result in different evolutions depending on the inclination
(Figure 4.7c). In cases of a 0° inclination, the permeation speed is slightly faster than
for the homogeneous case, but the stop criterion is only met when 72% of the rock
is permeated. Therefore, it takes 3.6 years instead of the 2 years in the homogenous
case. In the case of a +10° inclination, the leaching zone growth is slower and only
60% of the rock is permeated within the same time period. An inclination of —10°
(Figure 4.6c) causes the highest permeation speed, with 2.6 years required to reach
a 67% permeation or the right model boundary. Potash seams with halite inclusions
show a very similar permeation speed compared to homogeneous ones (Figure 4.7d).
However, because 66% to 70% of the (soluble) rock is permeated (instead of 50%), it
takes the reaction front almost twice as long to arrive at the right model boundary.
Accordingly, heterogeneities slow down the leaching zone growth in horizontal direction
by a factor of 1.25 to 1.8 in cases of high dissolution rates.
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Figure 4.7: Ratio between permeated and total (soluble) rock volume over time for a), ¢) an inter-
secting halite layer and b), d) halite inclusions (c.l., correlation length) compared to the homogeneous
case.

4.3.2 Péclet and Damkohler Numbers

In order to determine whether the systems are transport- or reaction-dominated, and
if the transport is dominated by advection or diffusion, the dimensionless parameters
of Péclet (Pe) and Damkéhler (Da) can be used, allowing for a classification into four
different cases which show different temporal and spatial evolutions of the leaching
zone (Steding et al. 2021b). The Péclet number is determined from the flow velocity v,
the diffusion coefficient Dy and the characteristic length [, following Equation 4.7. Pe
has to be calculated individually for each cell, because v varies in space (and time). [
is approximated with the current width of the leaching zone, which varies over time in
the vertical direction.

Pe=v-1/Dy (4.7)

To determine if the system was dominated by advection (Pe > 2) or diffusion
(Pe < 2), the median of all permeated cells was determined. All homogeneous and
heterogeneous scenarios showed a median Péclet number which was clearly above two
over the entire modeling period, i.e., all systems were advection-dominated. This means
that diffusion was negligible as a transport process within the leaching zone, and the
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Damkoéhler number, which is defined as the ratio between reaction rate and transport
velocity, could be calculated from the flow velocity v according to Equation 4.8. To
calculate the reaction rate of each mineral, Equation 4.1 was used, considering the
saturations of the inflowing solution. The studies of Field et al. (2019) indicate that at
the same flow velocity, low saturations cause transport-dominated systems (Da > 1),
whereas high saturations result in reaction-dominated systems (Da < 1). The solution
at the left boundary was NaCl-saturated; therefore, the reaction rate for halite was zero.
In the cases of sylvite and carnallite, rate corresponds to k.. because the inflowing
solution is highly undersaturated with respect to both minerals. The transport velocity
corresponds to the flow velocity calculated by TRANSE.

Da = reaction rate / transport velocity = k. /v (if Pe > 2) (4.8)

A Damkohler number for the system can be derived from k,,,, and the median of all
flow velocities within the permeated area. The latter is divided into upper and lower
halves in cases of intersecting halite layers. Figure 4.8 shows that the median always
ranges between 107%m /s and 107® m/s. This means that for k., = 5-10"*cm/s, Da is
always above one, whereas for k., = 5-107% cm/s, Da falls below one if the flow velocity
is above 5-1078m/s. In the case of homogeneous potash seams, this holds true during
the first 2 years of simulation (Figure 4.8a,b). After that, the decrease in flow velocity
results in a Damkohler number slightly above one, eventually equaling 1.4. If the potash
seam is intersected by a horizontal halite layer, it takes 3 years to reach Da = 1 because
the average flow velocity is slightly higher at the beginning (Figure 4.8a). Later, its
decrease is stronger; thus, Da = 1.4 is eventually reached as well. Similar evolutions
can be observed within the upper half of the potash seam if the intersecting halite
layer is inclined. However, after 7-8 years, the flow velocity decrease becomes faster
and Da becomes higher. On the other hand, flow velocities within the lower half are
constantly lower for a +10° inclination and constantly higher for a —10° inclination. In
the latter case, Da rises above one only after 13 years. In the case of halite inclusions,
it partly takes more than 2 years to reach Da = 1, e.g., for the 17:0.5 distribution, and
the evolution of the average flow velocity is less regular, resulting in several crossings
of Da = 1 over time, e.g., for the 34:1 distribution (Figure 4.8b). However, the overall
evolution of flow velocities is relatively similar to the homogeneous case.

In contrast, ke = 5+ 107%cm/s leads to larger deviations in flow velocity (Fig-
ure 4.8c,d). Thereby, heterogeneous potash seams generally show smaller flow velocities
than homogeneous ones. In the case of a horizontal, intersecting layer, both halves show
the same decrease in flow velocity over time, and after 2 years, the flow velocity amounts
to approximately 50% of that in the homogeneous case (Figure 4.8c). The same evo-
lution can be seen within the upper half of potash seams with intersecting layers at
+10° inclination. After 3.6 years, the flow velocities have decreased to 1.5 - 1078 m/s,
which represents only 20% of the final flow velocity in the homogeneous case. How-
ever, for a —10° inclination, the velocity decrease is reduced after 2 years, and the right
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Figure 4.8: Median of flow velocities over time for a), ¢) an intersecting halite layer (solid line, below
layer; dotted line, above layer) and b), d) halite inclusions (c.l., correlation length) compared to the
homogeneous case.

model boundary is reached after only 2.6 years. Within the lower half of the potash
seam, the average flow velocity is smaller compared to the upper half if the inclination
of the intersecting layer is +10°. In contrast, it is generally higher in cases of —10°
inclination. Thus, flow velocities within the lower half show an increased dependency
on inclination. Heterogeneous potash seams with halite inclusions also show a clear
trend towards flow velocity decreases over time (Figure 4.8d). However, phases of in-
crease occur as well - especially for 34:1 distribution - which cannot be observed for

homogeneous potash seams or intersecting layers.

4.3.3 Leaching Zone Evolution for Low Dissolution Rates (Da ~ 1)

To evaluate the shift from reaction- (Da < 1) to transport-dominated (Da > 1) systems
in the case of ke = 5+ 107%cm/s, the distribution of Mg2+ after different time
periods is shown in Figure 4.9. The Mg?" concentration is a useful indicator for fluid
density and saturation: an absence of Mg?" usually represents a NaCl solution with a
density of 1,200 kg/m?, whereas a solution with >85g/1 Mg*" (at 25°C) has a density
of >1,270kg/m? and is fully saturated with respect to halite, sylvite and carnallite. In
cases of homogeneous potash seams (Figure 4.9), the solution is highly undersaturated
with regard to sylvite and carnallite along the entire dissolution front during the first
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two years. Accordingly, both minerals are fully dissolved and only halite remains.
In contrast to halitic areas, the rock is fully permeated and porosity is high (~30%)
within these zones (further referred to as halite zones). The dissolution front is planar
during that time, whereas concentration and density gradients are comparatively low.
However, the Mg®" concentration at the bottom increases, and after 2 years, when
Da = 1 is reached, the dissolution of sylvite and carnallite is significantly reduced at
the lower end of the dissolution front. As a result, a sylvinitic zone, consisting of halite
and sylvite (Figure 4.9d,e), is formed next to it and an inclination of the dissolution
front occurs. Over time, its upper end moves upwards (Figure 4.9b,c) and the sylvinitic
zone with lower porosity grows. Additionally, a small barrier is formed next to the lower
end of the inflow due to the precipitation of halite (Figure 4.9d).
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Figure 4.9: Convection cell of a system shifted from a reaction- to a transport-dominated one:
Mg?" concentration distribution after simulation times of a) 2 years, b) 5 years and c) 13.4 years;
d) porosity distribution and e) mineralogical composition after 10 years for a homogeneous potash
seam and Ky,q = 5+ 107 % cm/s.

In cases of halite inclusions, the leaching zone evolution is basically similar to the
homogeneous case. However, the more often the dissolution front is disturbed by inclu-
sions, the more irregular it becomes (Figure 4.10a-c). The same applies to the sylvinitic
zone within the lower area. Apart from that, sylvinitic zones now also occur above or
behind inclusions and are often re-dissolved as soon as the flow regime changes and
local Mg*" concentrations decrease. A slower growth rate, which is usually associated
with a sylvinitic zone next to the dissolution front, can now be observed within the
upper area as well (Figure 4.10c). Generally, the convection cell is increasingly divided
into smaller sub-cells, the broader the inclusions are. However, with regard to the shape
and penetration depth of the leaching zone, differences compared to the homogeneous
case are negligible.

In the case of an intersecting, insoluble halite layer, the system is split up into two
convection cells that evolve independently of each other. In the case of a horizontal
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Figure 4.10: Porosity distribution after a simulation time of 10 years for heterogeneous potash seams
with halitic inclusions for the distributions a) 2:1, b) 17:0.5, ¢) 34:1 and intersecting layers with d) 0°,
e) +10°, f) —10° inclination and ke = 5 - 1076 cm/s.

layer (Figure 4.10d), both convection cells show nearly the same evolution compared
to the homogeneous case (Figure 4.9). Although the sylvinitic zone is formed slightly
later - after about 3 years instead of 2 years - it quickly covers a larger part of the
dissolution front: after 10 years, approximately 50% of it, compared to 30% in the
homogeneous case (Figures 4.9 and 4.10d). However, the penetration depth at the
upper end of the dissolution front is approximately the same. In contrast, the con-
vection cells develop differently after some years if the intersecting layers are inclined
(Figure 4.10e,f). Although the upper halves show similar flow velocities as in case of
a horizontal layer during the first 7-8 years (Figure 4.8a), the sylvinitic zone is formed
carlier and grows faster if the height increases (Figure 4.10e), whereas it does not occur
at all if the height decreases (Figure 4.10f). The same applies to the formation of the
barrier next to the inflow. On the other hand, an increasing height within the lower
half results in the same sylvinitic zone and barrier formation, as in the case of a hori-
zontal layer (Figure 4.10d,f), although flow velocities are higher and it takes 13 years to
reach Da = 1 (Figure 4.8a). If the height within the lower half decreases, the sylvinitic
zone starts forming after about 2.5 years, but grows relatively slow. After 10.5 years,
it completely covers the dissolution front (Figure 4.10e), although it is only 1m wide
and 0.2m high. From that point in time, the growth rate of the lower half is reduced,
whereas flow velocities already show a significant decrease after 3 years (Figure 4.8a).
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4.3 Results

In all other cases, the maximum penetration depth is the same within the upper and

lower layer and the right model boundary is reached after 13.4 years.

4.3.4 Leaching Zone Evolution for High Dissolution Rates (Da > 1)

For kyae = 5-107% cm/s, the Damkéhler number is clearly above one during the entire
simulation time and a funnel-shaped leaching zone is formed, showing preferential
dissolution within the upper half of the potash seam (Figure 4.11). Its width decreases
nearly linearly from the top to the bottom. The lower part of the potash seam is
not dissolved, resulting in an increased flattening of the dissolution front over time.
As indicated in Figure 4.7c,d, the expansion becomes slower over time: although the
leaching zone penetrates 3m deep into the seam in the first year, it proceeds only two
more meters within the second year. The precipitation of halite next to the left model
boundary leads to the formation of a flow barrier within the lower half of the potash
seam. Close to the entire dissolution front, a sylvinitic zone is formed (Figure 4.11a,
yellow). Its maximum width in the horizontal direction is reached at the height of
the barrier top. Basically, two different solution compositions exist within the leaching
zone. The first one contains almost no Mg*" and can be found within the halite zone
(Figure 4.11a, blue), whereas the second one shows Mg®" concentrations of >70g/1
and is present within the sylvinitic zone (Figure 4.11a, yellow). The border reaches
from the upper end of the dissolution front to the top of the barrier and represents an
area with large concentration gradients. Thus, there is a large density gradient at the
border as well, representing the driving force of the free convection. Figure 4.11a shows
that above this border, fluid flow proceeds mainly from left to right, whereas below it,
the (highly saturated) solution is moving from the dissolution front back towards the
left boundary.

a) b)1 o Rock composition aty = 1.25 m
2.0 0.40
0.8
1.5 030 ~ =
Y
— > 5O
E1o0 020G g
> S Eoa
o 3
0.5 0108 3
0.2
0.0 0.00 Halite B Carnallite HEE Sylvite
00 05 10 15 20 25 30 35 40 45 5.0 < 0.05 — = 3 e :
x {m) x (m)

Figure 4.11: Convection cell of a fully transport-dominated system: a) porosity distribution and
b) mineralogical composition after a simulation time of 2 years for a homogeneous potash seam and
Emaz = 5-10"%cm/s.

In cases of small and medium-sized halite inclusions, the flow field becomes less reg-
ular but still shows one main convection cell with undersaturated inflowing solution,
mainly present within the upper-left area of the leaching zone, and highly saturated out-
flowing solution along the dissolution front and within the lower area (Figure 4.12a,b).
Accordingly, the shape of the sylvinitic zone and barrier remains basically similar to
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the homogeneous case. However, zones containing only halite now also occur within the
lower half of the leaching zone behind the barrier. In return, wide sylvinitic zones can
occur in the upper half, especially above inclusions (Figure 4.12b). Neither the inclina-
tion of the dissolution front nor of the border between the halite and sylvinitic zone is
linear anymore, and the lower end of the dissolution front is about 1 m away from the
inflow compared to 0.25m in the homogeneous case (Figures 4.11a and 4.12a,b). For
broader inclusions, the flow field shows three smaller convection cells after 10 years,
with each having its own barrier at the left (Figure 4.12c). The same applies to the
sylvinitic zone. The dissolution front is subdivided into 3-4 sections with different pen-
etration depths. Thereby, the upper one shows lower dissolution rates than the one
below, leading to a recess at 1.6 m height. However, this phenomenon quickly disap-
pears as soon as the upper half of the dissolution front is not subdivided anymore, and
the flow regime changes accordingly. Between large inclusions, the flow is not disturbed
and the dissolution front as well as the borders between halite and sylvinitic zones are
nearly as regular as in the homogeneous case (Figure 4.11a). However, the overall
inclination of the dissolution front is much steeper. As a result, the same permeation
speed leads to smaller penetration depths within the upper part of the potash seam
after 2 years, but higher permeation ratios at the end for all cases of halite inclusions
(Figure 4.7d). Here, the right model boundary is reached after 3.3 years (34:1) to
3.6 years (2:1).
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Figure 4.12: Porosity distribution after a simulation time of 2 years for heterogeneous potash seams
with halitic inclusions for distributions of a) 2:1, b) 17:0.5, ¢) 34:1 and intersecting layers with d) 0°,
e) +10°, f) —10° inclination and Kpq, = 5 - 10~ % cm/s.
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4.4 Discussion

The leaching zones above intersecting layers show nearly similar evolutions in pene-
tration depth regardless of the inclination (Figure 4.12d-f). If the height is constant or
increases, shape and flow velocities evolve similarly (Figures 4.12d,e and 4.8d), whereas
in cases of decreasing height, the dissolution front follows the intersecting layer (Fig-
ure 4.12f) and the penetration speed slightly decreases as the height falls below 0.25 m.
Compared to the homogeneous case, the width of the leaching zone shows a lower
decrease within the upper half and a greater decrease within the lower half, resulting
in higher permeation ratios (Figure 4.7c). Only if the height increases, a large area
of undissolved potash salt is maintained between the intersecting layer and the upper
leaching zone, leading to an overall permeation ratio of 59% (compared to >70% for
0° and —10° inclination) at the end of the simulation time (Figures 4.7c and 4.12e).
After 2 years, the barrier covers about half of the upper in- and outflow region and
the right model boundary is reached after 3.5 years. However, in the case of a —10°
inclination, the lower leaching zone grows faster than the upper one (Figure 4.12f).
Thus, the right model boundary is already reached after 2.6 years. In contrast, the
+10° inclination results in smaller growth rates within the lower half (Figure 4.12e¢).
Generally, layers with increasing height grow faster, whereas layers with decreasing
height show higher permeation ratios (Figure 4.12e,f). Compared to the homogeneous
case, sylvinitic zones (yellow) are slightly broader at the upper end of the dissolution

front in all cases of intersecting layers.

4.4 Discussion

The results show that the influence of insoluble inclusions and intersecting layers
strongly depends on the dissolution rate of the soluble minerals. In cases of low disso-
lution rates (Kmae = 5+ 107%cm/s), the evolution of the leaching zone is only slightly
affected (Figures 4.7a,b and 4.10), although local and average flow velocities are sig-
nificantly changed (Figure 4.8a,b). In contrast, heterogeneities lead to a reduction in
penetration depth (Figure 4.12) and higher permeation ratios (Figure 4.7c,d) if disso-
lution rates are high (K. = 5-107%cm/s). These differences can be explained by
a distinction between reaction-dominated and transport-dominated systems. A fully
reaction-dominated system (Da < 1) is given if the effective dissolution rates of sylvite
and carnallite according to Equation 4.1 correspond to the maximum dissolution rate,
i.e., if their saturation only shows a very slight increase along the dissolution front. In
this case, the dissolution front is planar and neither local nor overall changes in flow
velocity affect the growth rate of the leaching zone: it is entirely controlled by the re-
action speed. This case is given for ke = 5-107%cm /s at the start of the simulation.
However, after some years, the saturations along the dissolution front become high
enough to significantly reduce the dissolution rate of sylvite and carnallite, making the
system only partly reaction-dominated (Da & 1). The reason for that can be a decrease
in flow velocity or an increase in the length of the dissolution front. As a result, the
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dissolution front becomes inclined and a sylvinitic zone as well as a barrier are formed
(Figure 4.9). If the entire dissolution front is inclined and covered by a sylvinitic zone,
the system is fully transport-dominated (Da > 1), as given for k., = 5-10"%cm/s.
These systems are much more sensitive to changes in flow velocity. Therefore, they are
much more affected by heterogeneities influencing both the local distribution and the

average flow velocity (Figures 4.8, 4.10 and 4.12).

The Damkohler number is a useful indicator to determine if a system is dominated
by reaction or transport (Oltéan et al. 2013; Steding et al. 2021b; Weisbrod et al. 2012).
Generally, the simulation results show that an overall Da calculated from the average
flow velocity and the saturation-dependent dissolution rate of the inflowing solution
corresponds to the observed leaching zone shapes. In cases of kpe, = 5 - 1074 cm/s,
Da > 1 is given and a funnel shape can be observed, including a barrier at the left
and a sylvinitic zone along the entire dissolution front (Figure 4.11). These are typ-
ical indicators for a transport-dominated system (Steding et al. 2021b). In cases of
Fmaz = 5 -107%cm/s, the dissolution front is planar in the beginning when Da < 1,
whereas it becomes inclined as Da rises above one, with a sylvinitic zone and bar-
rier rising from the bottom (Figures 4.8a,b and 4.9a-c). However, insoluble inclusions
make it more difficult to identify this point in time, because the average flow veloc-
ity evolves less regularly (Figure 4.8b) and strong local deviations occur, resulting
in small sylvinitic zones near the inclusions and a more irregular dissolution front
(Figure 4.10a-c). In cases of intersecting layers, Da has to be determined for each
sub-system or convection cell, and if the layer is inclined, the time period in which
Da rises above one does no longer correlate with the formation of sylvinitic zones and
barriers (Figures 4.8a and 4.10d-f). From our point of view, the reason for this is a
change in the length of the dissolution front: if it increases, higher saturations can be
reached at the bottom without a change in flow velocity, and vice versa. All in all, the
larger the heterogeneities are in size, the less appropriate an overall Damkohler number
is to determine if the system is dominated by reactions or transport. Additionally, it
has to be noted that complex systems containing several minerals can be reaction- and
transport-dominated at the same time: if the maximum dissolution rate k,,q, or the
saturations of the inflowing solution vary a lot for different minerals, some of them will
show Da > 1, whereas others show Da < 1. Accordingly, the Damkohler number has
to be calculated individually for each mineral and an internal contact area between
equilibrated and non-equilibrated minerals has to be defined (Figure 4.4) to reproduce
the formation of several dissolution fronts, as observed by Ahoulou et al. (2020). In
this case, heterogeneities are expected to mainly influence the dissolution pattern of
minerals with Da > 1.

Heterogeneities also affect the hazard potential of leaching zones by influencing the
growth rate, shape and permeation ratio. In this context, higher growth rates are
associated with faster expansion of the leaching zone and an increasing risk of mine
flooding or integrity loss of a cavern. Higher permeation ratios or porosities also in-
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crease the hazard potential because they result in a lower mechanical stability as well
as larger solution amounts stored per meter leaching zone. The results show that for
Da > 1, insoluble inclusions mainly affect the shape: at the top, the dissolution front
is progressing relatively slowly, whereas at the bottom, dissolution rates are higher
compared to the homogeneous case (Figures 4.11 and 4.12a-c). As a result, the per-
meation speed is basically the same (Figure 4.7d), but the dissolution front is steeper,
and it takes 1.65-1.8 times longer until the right model boundary is reached. It is im-
portant to note that the distribution of insoluble inclusions does not have a significant
influence if their volume ratio is identical. Although broader inclusions increasingly
split up the convection cell into smaller ones and lead to a more irregular average flow
velocity, the overall evolution is always quite similar (Figures 4.7d, 4.8d and 4.12a-c).
Thereby, the leaching zone growth in the horizontal direction is slower compared to
the homogeneous case, but the permeation ratio is higher at the end of the simulation,
which can become more critical with regard to mechanical stability. In the case of one
continuous insoluble layer, the leaching zone consists of two independent convection
cells, showing the same regular dissolution front, sylvinitic zone and barrier as in the
homogeneous case. However, flow velocities and permeation speed are more similar to
those of insoluble inclusions (Figures 4.7c, 4.8c and 4.12d). Inclined, intersecting layers
particularly influence the flow velocity within the lower half (Figure 4.8c). Thereby,
negative inclinations increase the flow velocity, resulting in faster leaching zone growth
compared to the upper half (Figure 4.12f), and vice versa. The evolution of the upper
half is basically not influenced (Figure 4.12e,f). However, the amount of undissolved
potash rock is larger with increasing height, resulting in relatively small permeation
ratios (Figure 4.7c). In summary, an intersecting layer with negative inclination is
the most critical distribution of insoluble inclusions, leading to higher permeation ra-
tios and only slightly smaller growth rates in the horizontal direction compared to the

homogeneous case.

Field observations indicate that the formation of caverns and leaching zones in salt
rock is usually dominated by transport. According to Koch and Vogel (1980), the up-
per half of a potash seam is often preferentially dissolved, and natural leaching zones
within carnallitic rock are mostly divided into a halite zone near the inflow region and a
sylvinitic zone close to the dissolution front. These observations agree with the results
for a transport-dominated system (k0 = 51074 cm/s) of homogeneous rock compo-
sition (Figure 4.11). In the case of intersecting layers from pure halite, Koch and Vogel
(1980) assumed a split into several dissolution fronts with different penetration depths.
A similar phenomenon has been observed in solution mining: if several insoluble layers
cross the salt body, the resulting cavern shape resembles an inverted Christmas tree
(Thoms and Gehle 1999). The same shape is described by Fokker (1995) for techni-
cal caverns crossing different (potash) salt layers. Furthermore, Fokker (1995) implies
that inclined layers cause an asymmetric shape, whereby the growth rate is faster
in the direction of upward-directed inclination. These descriptions all correspond to
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the simulation results for a transport-dominated system with intersecting halite layers
(Figure 4.12d-f). However, time frames for the evolution of natural leaching zones are
not available. Regarding insoluble inclusions, laboratory experiments conducted by
Gechter et al. (2008) and Field et al. (2019) confirm that the cavern shape becomes
increasingly distorted, and notches occur at the dissolution front if insoluble lenses
impede regular fluid flow (Figure 4.12a-c). Additionally, findings that inclusions do
not reduce the amount of dissolved /permeated rock per time, but only its distribution
(Figure 4.7d), are consistent (Gechter et al. 2008). Reaction-dominated systems with
(nearly) planar dissolution fronts only occur if the inflowing solution is already highly
saturated with respect to the present salt minerals (Field et al. 2019). In this case,
significantly slower growth rates as well as an increased influence of rock fabric were
observed. The first finding agrees with our simulation results (Figure 4.7), whereas
the second one could not be reproduced (Figure 4.10a-c). Overall, there is a good
correlation between literature data and model results regarding the influence of het-
erogeneities. However, temporal scaling is still uncertain, and more data are required

for comprehensive quantitative model validation.

Finally, the results reveal how saturation-dependent dissolution rates affect barrier
formation and leaching zone shape. In the case of fully reaction-dominated systems
(Da < 1), there is no difference compared to constant dissolution rates because ky,q; is
always reached. In contrast, transport-dominated systems show a more linear decrease
in width from the top to the bottom, because the effective dissolution rate decreases
along the dissolution front. Therefore, a longer distance is required until the solution is
fully saturated and the transition from dissolved to undissolved sections of the potash
seam is less sharp compared to constant dissolution rates (Steding et al. 2021b). Ad-
ditionally, the barrier next to the inflow is smaller, resulting in a less decreasing flow
velocity and growth rate over time. Thus, saturation-dependent dissolution rates lead
to a wider extension, and therefore a higher hazard potential of the leaching zone in the
long term. Furthermore, they intensify the coupling between chemical reactions and
transport. Next to the dissolution front, where strong concentration gradients occur,
changes in advection, diffusion or dispersion immediately affect the saturations, and
therefore the effective dissolution rates. In return, the dissolved mineral amounts affect
transport parameters such as brine density, viscosity and diffusion coefficients. An even
stronger coupling would be achieved if k,,,, is treated as a function of flow velocities.
Several studies indicate that for fast-dissolving minerals, such as most potash salts, the
dissolution rate is controlled by the transport across a so-called diffusive boundary layer
which is formed at the mineral-fluid interface (Alkattan et al. 1997; De Baere et al.
2016; Dutka et al. 2020). Thereby, higher fluid flow velocities induce a decrease in
thickness of the boundary layer, and therefore higher dissolution rates of the minerals.
As a result, k., varies locally and heterogeneities may have a stronger effect. How-
ever, the approach uses input parameters, such as the reaction rate constant, which
are currently not known for many potash minerals. Furthermore, knowledge about
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the flow field at pore scale and the bulk concentrations outside the boundary layer are
required (Molins et al. 2012). Both are hard to determine by continuum-scale models
which cannot exactly reproduce the concentration distribution at the dissolution front.
By using average saturations to calculate the dissolution rates, artificial mixing is al-
ways generated, influencing the leaching zone shape or the fluid flow path until full
saturation is reached. Accordingly, a calibration of the model based on experimental
data is crucial. Overall, the simulation results show that the saturation dependency
of dissolution rates has a significant influence on the leaching zone evolution in cases
of partly or fully transport-dominated systems (Da > 1), and therefore needs to be
considered when investigating further scenarios.

4.5 Conclusions

The scenario analysis for a generic potash seam has significantly improved the under-
standing of the influence of insoluble inclusions and intersecting layers on the evolution
of leaching zones. It was shown that in the case of advection- and reaction-dominated
systems (Pe > 2 and Da < 1), growth rate, shape and porosity of the leaching zone
are basically identical in heterogeneous and homogeneous cases, meaning that hetero-
geneities can be neglected with regard to risk assessment. In advection- and transport-
dominated systems (Pe > 2 and Da > 1), the amount of potash salt permeated over
time is similar in both cases, but the shape of the leaching zones is different. As a
result, the upper end of the dissolution front(s) moves forward 1.8 times slower in the
heterogeneous case, regardless of the distribution of insoluble areas. Consequently, het-
erogeneities decrease the hazard potential. To account for this effect, only the volume
ratio of insoluble minerals has to be known, representing a major advantage in practice
because exact distributions are seldom known. Only in the case of intersecting layers
with negative inclination, a smaller reduction in growth rate and an asymmetric ex-
pansion of the leaching zone need to be considered. Neglecting heterogeneities usually
generates a safety margin in the overall assessment, unless the increase in permeation
ratio endangers the mechanical stability of the leaching zone. If insoluble layers and /or
large inclusions collapse, new fluid flow paths may be formed, significantly increasing

leaching zone growth rates as well as hazard potentials.

Literature data indicate that most natural systems are transport-dominated. How-
ever, the Damkohler number needs to be calculated individually for each mineral and,
in the case of intersecting layers, also for each separate leaching zone to reliably assess
the influence of heterogeneities and to predict further leaching zone evolution. Hetero-
geneities, especially inclined intersecting layers, influence local and average fluid flow
velocities; therefore, the validity of a global Damkoéhler number is reduced. Instead,
the occurrence of funnel shapes, barriers and sylvinitic zones (in the case of carnallitic
potash salt) should be used to determine if a system is dominated by reaction (Da < 1)
or transport (Da > 1).
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The extension of the reactive transport model by variable saturation-dependent
dissolution rates has improved its accuracy with regard to the leaching zone shape,
growth rate and barrier formation. It is shown that constant dissolution rates over-
estimate barrier formation, and therefore underestimate hazard potentials in the long
term. In the next step, it is planned to not only distinguish between insoluble and
highly soluble minerals, but to also include more slowly dissolving minerals such as
anhydrite (CaSOy) or kieserite (MgSO, - HyO) into the assessment by using individual
maximum dissolution rates. In doing so, the effects of mineral heterogeneity can be
investigated in further detail. However, for many secondary minerals occurring in these
complex quinary or hexary systems, k., is unknown. Furthermore, a dependency on
the local flow velocity is expected to intensify the coupling between chemical reactions
and transport. Therefore, laboratory and field measurement data are required to cal-
ibrate k... With these extensions, the reactive transport model can be principally
applied to any study area for prediction of the preferential expansion of leaching zones

along potash seams and assessment of their hazard potentials.
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Salt deposits host an important industrial raw material and provide storage capacities
for energy and hazardous waste. Uncontrolled cavern evolution can seriously endanger
each of these utilization types. If geological fault zones enable the contact with migrat-
ing groundwater, large natural cavern systems may evolve, leading to mine flooding,
land subsidence or contaminant transport (Warren 2017). In the event that natural
or technical caverns cross highly soluble potash seams, preferential expansion along
them has to be expected, increasing the risk of stability or integrity loss (Hontzsch and
Zeibig 2014). To facilitate a safe utilization of salt deposits, these risks need to be
evaluated in advance, necessitating a localization of natural cavern systems as well as
a comprehensive understanding of the coupled chemical and hydraulic processes that
govern cavern formation.

In this dissertation, numerical simulations are applied to understand and repro-
duce the preferential expansion of caverns along potash seams. Thereby, water-rock
interactions between saline solutions and potash rock are investigated first, using the
geochemical reaction module PHREEQC (Parkhurst and Appelo 2013) in combination
with the THEREDA database (Altmaier et al. 2011). By means of titration models
and 1D models, the dissolution and precipitation behavior of various rock compositions
is examined. For validation, results are compared with field data from a natural brine
occurrence in a German potash mine. Subsequently, PHREEQC is coupled with the
flow and transport code TRANSE (Kempka 2020), and a new approach called ‘inter-
change’ is added describing water-rock interactions at the solid-liquid interface. The
resulting 2D reactive transport model is then used to study cavern evolution in space
and time. Two scenario analyses are carried out based on a carnallite-bearing potash
seam: firstly, the influence of varying carnallite contents and dissolution rates on cav-
ern shape, growth rate and mineralogy is analyzed. Secondly, heterogeneous potash
seams containing insoluble inclusions or intersecting layers are examined. Thereby,
the interchange approach is extended by mineral-specific and saturation-dependent
dissolution rates. Both studies focus on natural, density-driven convection, which is
considered to be the main driving force in the formation of natural and technical cav-
erns (Anderson and Kirkland 1980; Velema et al. 2010). Finally, the results are used to
develop a classification scheme that enables a first assessment of the hazard potentials
of cavernous structures.

Results of the geochemical reaction models show that the water-rock interactions
within potash seams can generally be reproduced by assuming thermodynamic equi-
librium. Field data from a cavernous structure in a German potash mine indicate that
potash brines are saturated with respect to the minerals surrounding them unless forced
convection occurs (Chapter 2). Thereby, brine and rock composition vary significantly
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across the cavern: comparisons show that they cover the entire reaction path of the dry
potash salt, with the solid-fluid-ratio increasing towards the unaffected rock. These ob-
servations correspond to previous field and laboratory experiments (Bach 2010; Bohn
2014; Herbert 2000). However, volume balances also reveal that already at an early
stage of the reaction path, precipitated minerals use to have a larger volume than the
previously dissolved ones, indicating that higher solid-fluid-ratios can not be reached
because pores are fully clogged. To overcome this apparent contradiction, each tran-
sition line between regions of different porosity and mineralogy must be treated as
dissolution front. In doing so, minerals can be dissolved into an adjacent region of
higher porosity and lower saturation. Only then, dissolution fronts can progress and
caverns are enabled to grow. For this purpose, the interchange approach is developed
(Chapter 3). Because contact areas between regions of different porosity are small, it
takes dissolution kinetics into account. Furthermore, the interchange approach is ca-
pable of considering multiple dissolution fronts and thus of reproducing even leaching

zones with complex mineralogical compositions as they occur within potash seams.

Coupling the geochemical reaction models and the interchange approach explained
above with a flow and transport code yields a reactive transport model that is able to
describe the evolution of caverns within potash seams in space and time. According
to the scenario analysis conducted in Chapter 3, results can be classified based on the
dimensionless Péclet (Pe) and Damkéhler (Da) numbers. The first one represents the
ratio between advection and diffusion rate, providing information about the dominating
transport mechanism. The second one represents the ratio between dissolution rate of
the rock and transport velocity, providing information on whether cavern growth is
controlled by reaction or transport rate. In case of fully advection-dominated systems
(Pe > 2), the transport velocity equals the average flow velocity within the leaching
zone, whereas in fully diffusion-dominated systems (Pe < 2), Da has to be calculated
from the diffusion rate. In general, the dissolution rate, and therefore Da, must be
determined individually for each mineral, taking the saturation state of the inflowing
solution into account (Chapter 4). Furthermore, insoluble inclusions influence local
as well as average flow velocities and thus reduce the validity of a global Da. In case
of insoluble intersecting layers, Da needs to be calculated individually for each sub-
system or convection cell, respectively. If layers are inclined, its validity decreases
further, complicating a general classification. Nevertheless, simulation results from
Chapters 3 and 4 have shown that in principle, a strong correlation exists between Pe
and Da on the one hand, and shape, growth rate and mineralogical composition on the
other. This finding is consistent with the results of previous studies on density-driven
dissolution (Ahoulou et al. 2020; Oltéan et al. 2013). In general, four different types
of leaching zones can be observed.

Transport- and advection-dominated systems (Da > 1 and Pe > 2) are charac-
terized by a funnel shape, caused by density-driven convection. The undersaturated
solution entering the leaching zone flows towards the hanging wall, leading to max-
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imum dissolution rates in the upper part of the potash seam. Afterwards, it flows
down along the dissolution front(s), with saturation and density increasing, whereas
the dissolution rate(s) decrease and the leaching zone becomes narrower. Reaching the
footwall of the potash seam, the solution is maximally saturated with respect to all the
minerals where Da > 1 is given. Large density gradients induce high flow velocities
and thus very fast growth rates in the beginning. However, as the highly saturated
potash brine flows back towards the inflow region, it mixes with entering NaCl solu-
tion, causing a precipitation of halite. As a result, a flow barrier is formed next to the
lower part of the inflow region, reducing flow velocities and cavern growth in the long
term. Although this phenomenon might be artificially intensified by the assumption
of a constant solution composition at the model boundary, it matches the reaction
path of carnallitic and kieseritic potash salt: in both cases, halite is precipitated as
NaCl solution becomes more saturated with respect to potash minerals (Chapters 2
and 3). In case of insoluble inclusions or intersecting layers, the flow field is split up
into several convection cells, with each of them showing a flow barrier next to the inflow
(Chapter 4). Flow velocities and thus cavern growth are reduced to a varying extend,
depending on the volume ratio of insoluble inclusions. However, distribution only has a
minor impact unless an inclined, intersecting layer occurs. Compared to other types of
leaching zones, transport- and advection-dominated systems grow much faster initially,
showing a clear correlation between growth rate and height of the convection cell or

potash seam, respectively.

Conversely, transport- and diffusion-dominated systems (Da > 1 and Pe < 2) evolve
almost independently of density-driven convection. Instead, the concentration gradi-
ents between inflow region and dissolution front(s), where the solution is maximally
saturated, are similar across the entire height. As a result, planar dissolution front(s)
are formed, and brine and rock composition do not vary in vertical direction. Accord-
ingly, growth rates are neither affected by potash seam thickness nor by local variations
in flow velocity, e.g., due to heterogeneity. Barrier formation is much less pronounced
and uniform across height, leading to more steady growth rates in the long term. How-
ever, as diffusive transport takes significantly longer compared to advection, leaching
zone growth is generally slow. Over time, the increase in leaching zone width leads to a
further reduction in diffusion and growth rate. For a quantitative description, variable
diffusion coefficients depending on the brine composition need to be considered. How-
ever, most approaches are not validated for potash brines of high salinity (Anderko and
Lencka 1998; Felmy and Weare 1991). Fully transport- and diffusion-dominated sys-
tems are often a long-term result of barrier formation in the case of originally transport-
and advection-dominated systems. Furthermore, they can occur if potash seams con-
tain large amounts of insoluble minerals or if the solution entering is already saturated
with respect to most of the potash minerals. Both cases lead to low porosities (<10%)
or flow velocities, respectively, making diffusion the dominating transport mechanism.
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Besides that, porosities often decrease from the cavern center towards the unaffected

rock, resulting in a partially advection- and partially diffusion-dominated system.

Fully reaction-dominated systems (Da < 1) only occur if all minerals show low
dissolution rates in relation to the average transport velocity. In diffusion-dominated
systems (Pe < 2), this is usually not conceivable since the transport velocity is too
low. In contrast, advection-dominated systems (Pe > 2) can reach very high transport
velocities, e.g., due to forced convection. Besides that, reaction-dominated systems
may occur if the solution entering is already highly saturated with respect to all fast-
dissolving minerals from the potash seam. In any of these cases, the amount of minerals
dissolved is so small that the saturation state of the solution is only slightly increased
at the dissolution front(s), preventing any reduction in dissolution rate as well as any
precipitation of secondary minerals. As a result, dissolution front(s) are planar and
no barrier is formed next to the inflow region. Due to low dissolution rates, leaching
zone growth is very slow but steady (Chapter 3). Insoluble inclusions and intersecting
layers have a minor impact if Da < 1, but they can change the shifting point towards
a transport-dominated system (Da > 1) by reducing the average flow velocity (Chap-
ter 4). If this happens in an advection-dominated system (Pe > 2), the dissolution
front(s) become funnel-shaped (Chapter 3).

Regarding the mineralogical composition of leaching zones, the simulation results
reveal clear differences between transport- (Da > 1) and reaction-dominated (Da < 1)
systems. In the first case, large concentration gradients occur between the (upper)
inflow region, where the solution is maximally undersaturated, and the unaffected
rock, where the adjacent solution is maximally saturated. As a result, mineralogy
and porosity strongly vary across the leaching zone. The results from Chapter 2 show
that brine and rock composition generally follow the reaction path of the dry potash
salt with the solid-fluid-ratio increasing towards the unaffected rock. As soon as the
reaction path reaches a point where secondary minerals are precipitated, the porosity
starts decreasing and a transition zone is formed between cavern center and unaffected
potash seam. Its width depends on the concentration field: simulation results from
Chapter 3 reveal that in case of funnel-shaped leaching zones (Da > 1 and Pe > 2), only
a small transition zone exists near the hanging wall, because the inflowing solution is
maximally undersaturated and only the first part of the reaction part is covered towards
the unaffected rock. Close to the footwall, transition zones are small as well, because the
leaching zone is generally narrower and the solution shows higher saturations, meaning
that only the rear section of the reaction path is covered. The largest transition zones
can be observed at medium height of the funnel, covering the entire reaction path
and showing the most regular increase in solid-fluid-ratio between inflow region and
unaffected rock. In case of transport- and diffusion-dominated systems (Da > 1 and
Pe < 2), these transition zones are standard because concentrations evolve regularly
between both ends and do not vary across potash seam thickness. Heterogeneities
only affect the transition zones of funnel-shaped caverns, with lower flow velocities
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increasing the local saturation and thus the precipitation of secondary minerals and
vice versa. In case of insoluble inclusions, transition zones become less regular and occur
preferably behind these, whereas insoluble intersecting layers lead to the evolution of
an independent transition zone in each convection cell (Chapter 4). In sum, transition
zones are quite pronounced in case of transport-dominated systems, containing all

secondary minerals that occur along the reaction path.

In contrast, reaction-dominated systems (Da < 1) have such low dissolution rates
that the point where additional secondary minerals besides halite are precipitated is
not reached. Instead, all soluble minerals get fully dissolved at the same dissolution
front. As a result, a homogeneous leaching zone is formed, containing solely minerals
the encountering solution is already saturated with. Only if maximum dissolution rates
vary widely, but still Da < 1 is given for all the minerals originally present, several
planar dissolution fronts can theoretically evolve, leading to regions of different porosity
and mineralogy between inflow region and unaffected rock as well. However, the more
minerals have been dissolved from a region, the larger the contact area between solution
and remaining minerals becomes. It is expected that this reduces or even compensates
the effect of different maximum dissolution rates. Accordingly, transition zones usually

do not occur in reaction-dominated systems.

Differences in leaching zone shape, growth rate and mineralogical composition are
associated with different hazard potentials regarding the utilization of salt deposits.
Thereby, fast growth rates are generally critical because the further leaching zones
expand along potash seams, the higher is the risk of encountering a mine, a geological
fault zone or an aquifer. In each of these cases, a dynamic outlet is created, enabling
a significant increase in solution exchange, which in turn accelerates cavern growth.
Experiences from potash mining have shown that the inflow of brine into mines is
often small at the beginning, but if it can not be stopped, dissolution processes enlarge
fluid flow paths and the inflow increases until the mine finally gets flooded (Herbert and
Schwandt 2007; Prugger and Prugger 1991). In the vicinity of geological repositories,
fast growing cavern systems reduce the width of rock barriers and increase the risk of
contaminants being transported towards aquifers by means of advection (Mengel et al.
2012). In case of technical caverns, the quick preferential expansion along potash seams
leads to more irregular cavern shapes and increases the risk of hydraulic connections
between adjacent caverns (Thoms and Gehle 1999). In combination with high porosity,
the mechanical stability of technical or natural cavern systems can be endangered as
well. If they collapse, land subsidence and the formation of new fluid flow paths that
give rise to even larger cavern systems are potential consequences (Boys 1993; Johnson
2008; Zhang et al. 2019). Accordingly, fast growth rates continuing over long periods of
time and accompanied by a high porosity of the leaching zone cause the largest hazard

potential.

The occurrence of transition zones can generally be seen as beneficial with regard
to reducing hazard potentials. Secondary minerals such as kainite, leonite or recrys-
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tallized halite are already known as indicators for the presence of water, and regions
where they are encountered are usually not further mined (Boys 1993). The reactive
transport model developed in this thesis offers the possiblity to determine composition
and width of transition zones in greater detail. By calculating the distance between
current working faces and cavern center based on brine and rock samples, the localiza-
tion of cavernous structures can be improved. Furthermore, precise knowledge about
the minerals forming transition zones allows for a detection of leaching zones at the

earliest possible stage. In doing so, the risk of mine flooding is reduced.

The classification scheme described above allows for a first assessment of the hazard
potentials of leaching zones within potash seams. If Pe and Da are known, conclusions
can be drawn about the evolution of shape, growth rate and mineralogy. Thereby,
transport- and advection-dominated systems (Da > 1 and Pe > 2) are considered as
most critical in the short term as they expand very fast within the first few years
(Chapters 3 and 4). However, if the potash seam is homogeneous, only the upper
half is dissolved, and a transition zone with secondary minerals and lower porosity is
formed, enabling a better localization. Due to the funnel shape of the leaching zone,
it can be encountered first at the top of the potash seam. Nevertheless, exploration
drilling may be better done at medium height as the thickness of the transition zone is
expected to be the highest in this area. Heterogeneity in the form of insoluble inclusions
and intersecting layers reduces the growth rate but also leads to less regular shapes.
Furthermore, the permeation ratio of the potash seam is increased to significantly
more than 50%. Thus, heterogeneity is only beneficial if the mechanical stability is
maintained. In the long term, the system shifts towards transport- and diffusion-
dominated (Da > 1 and Pe < 2) due to barrier formation, accompanied by a significant
decrease in growth rate. This transformation is highly relevant with regard to risk
assessment. In the case that barrier formation does not occur, transport- and advection-
dominated systems can expand several tens of meters per decade, and would therefore
represent the most critical case not only in the short term but also in the long term.

Transport- and diffusion-dominated systems (Da > 1 and Pe < 2) are considered
as least critical regarding hazard potentials as they grow rather slow and show a rela-
tively thick transition zone across the entire height (Chapter 3). Heterogeneity can be
neglected as it does not affect shape or growth rate (Chapter 4). A disadvantage com-
pared to transport- and advection-dominated systems is that the entire potash seam is
permeated instead of just the upper half. However, since diffusion-dominated systems
only occur in case of low porosity, the mechanical stability should be maintained. In
contrast, reaction-dominated systems (Da < 1) do occur at high porosity as well, espe-
cially if advection dominates (Pe > 2), and a transition zone enabling localization is not
formed. Growth rates are rather slow but very steady without a barrier being formed,
and the potash seam is always entirely permeated. Heterogenities are of minor im-
pact regarding shape and growth rate. Therefore, reaction- and advection-dominated
systems (Da < 1 and Pe > 2) are considered as most critical in the long term.
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Pe and Da can be determined by means of reactive transport simulations if the
composition of the dry potash seam and the encountering solution are known. In turn,
brine and rock samples can be used to draw conclusions about the classification, e.g.,
if the information on rock composition is insufficient. It is important to note that
Pe and Da change over time and that heterogeneous rock compositions reduce their
validity, especially in case of inclined, intersecting layers. Accordingly, a combination
of reactive transport simulations and field measurements for calibration and valida-
tion is always necessary to predict the evolution of leaching zones and to assess their
hazard potentials. Thereby, the simulation results for carnallite-bearing potash seams
display a good agreement with the literature data available on cavern evolution in salt
deposits (Chapter 3 and 4): the funnel shape and mineralogy calculated for transport-
and advection-dominated systems correspond to the natural leaching zones described
by Koch and Vogel (1980). Similar shapes have been observed for technical caverns
(Fokker 1995; Thoms and Gehle 1999), indicating that Da > 1 and Pe > 2 is the most
common case in nature. Conversely, reaction-dominated systems (Da < 1) provide
an explanation for natural leaching zones without sylvinitic transition zones, which
are mentioned by Koch and Vogel (1980) as well. The formation of independent sub-
systems showing different growth rates in case of insoluble intersecting layers matches
the descriptions of all three studies. The findings that insoluble inclusions cause ir-
regular dissolution fronts and do not reduce the amount of potash salt dissolved per
time but only its distribution is confirmed by laboratory experiments for rock salt
(Field et al. 2019; Gechter et al. 2008). In sum’, the results are qualitatively validated
but for a comprehensive quantitative model validation, more data, especially on growth

rates, are required.

The case study from Chapter 2 provides lots of data on leaching zone evolution,
but the system is also highly complex. In particular, it contains varying amounts of
kieserite and sylvite as well as anhydrite, leading to a hexary system with different
reaction paths, depending on the ratio between the first two minerals. In contrast,
the potash seams in Chapters 3 and 4 represent quaternary systems. As a result,
transition zones with much more secondary minerals and strongly varying porosity
are formed (Chapter 2). During the first two decades, brine and rock samples con-
firm the existence of a transition zone that covers the entire reaction path, meaning
that the system must be mainly transport-dominated (Da > 1) during that period of
time. However, since the dissolution rates between minerals vary by several orders of
magnitude (Hoppe and Winkler 1974), it is conceivable that the system is partially
reaction-dominated (Da < 1) as well. Moreover, the dominating transport mechanism
is unclear, because the cavern shape is not exactly known. It is assumed that in the
central cavern, the transport is advection-dominated (Pe > 2), whereas in the transi-
tion zone, it is mainly diffusion-dominated (Pe < 2) due to much lower porosities. This
presumption is supported by the fact that after two decades, a borehole encountering
the cavern only reduces the saturations within the central part. Presumably, the dy-
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namic outflow does not affect transport processes within the transition zone, because
diffusion is dominating, and saturations remain stable. In contrast, the central cavern
represents an advection-dominated system, which is why higher flow velocities lead
to a shift from transport- towards reaction-dominated, resulting in considerably lower
saturations. However, systems with forced convection, as those caused by a dynamic
outflow, have not been studied in detail so far. Overall, one can conclude that clas-
sifying the flow and transport conditions in hexary systems, such as the case study
from Chapter 2, is much more challenging compared to quaternary systems, such as
the carnallite-bearing potash seams in Chapters 3 and 4.

Hexary systems are also more complex with regard to reaction behavior. For exam-
ple, large variations in porosity and flow velocity across the leaching zone are expected
to considerably influence the dissolution rates (Alkattan et al. 1997; De Baere et al.
2016; Dutka et al. 2020). Thus, a dependency not only on saturation but also on Pe
should be considered. Furthermore, brine samples from Chapter 2 showing supersatura-
tion, particularly with regard to Ca-containing minerals, indicate that the assumption
of thermodynamic equilibrium is not always accurate and that precipitation kinetics
may have to be taken into account as well. However, for many secondary minerals
that occur along the transition zone, dissolution kinetics are still unknown, not to
mention their precipitation kinetics. Another difficulty regarding the hexary system
from Chapter 2 is the fact that a solution can not be in equilibrium with kieserite and
sylvite (at temperatures around 25°C), i.e., the reaction path continues until no water
is left. Since PHREEQC (Parkhurst and Appelo 2013) shows convergence problems
at very high solid-fluid-ratios, an extrapolation of reactions is necessary near the unaf-
fected rock. This option has already been implemented so that in general, the reactive
transport model is capable of simulating kieseritic potash seams as those in Chapter 2
as well. Nevertheless, due to the increased complexity, comprehensive data on growth
rate, brine and rock composition are necessary to calibrate the model.

In sum, the first reactive transport model has been developed that is capable of
reproducing preferential expansion of natural and technical caverns along potash seams
in space and time. It is applicable to any potash salt and mineral distribution, provided
that the resulting leaching zone represents a porous structure where Darcy flow is
maintained. Once the model has been calibrated, thickness and composition of the
transition zone can be determined, facilitating an optimization of the early detection
systems currently existing in potash mining. Furthermore, a classification can be made
based on Pe and Da, which allows conclusions to be drawn about cavern shape and
growth rate and thus a first assessment of the hazard potentials.
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6 | Conclusions and Outlook

Preferential expansion of natural or technical caverns along highly soluble potash seams
is a considerable risk for salt mining, geological repositories and energy storage. Pre-
vious models are not capable of reproducing the complex interplay between chemical
reactions and fluid flow. Hence, the first objective of the accomplished research is
to systematically investigate the chemical reactions within different types of potash
seams. Based on that, transition zones between the center of cavernous structures
and unaffected salt rock can be described, facilitating the detection of natural cav-
erns at the earliest possible stage. In this context, it is found in Chapter 2 that
brine and rock composition can easily be determined by calculating the reaction path
of the dry potash salt. To do so, geochemical reaction models are applied assuming
thermodynamic equilibrium. Results can be transferred to the spatial scale, with the
solid-fluid-ratio increasing towards the unaffected rock. In case of kieseritic potash
seams, which contain all six major components of seawater, complex transition zones
consisting of various mineralogical regions are formed. The exact composition mainly
depends on the ratio between kieserite and sylvite. In contrast, potash seams with less
components, e.g., carnallitic ones, may only show one mineralogical region of interme-
diate porosity (Chapters 3 and 4). In general, the porosity is always decreasing from
the central cavern towards the unaffected rock. Comparing the simulation results with
field measurements enables to draw conclusions about the current position along the
transition zone and therefore facilitates a better localization of natural caverns.
Referring to the second objective in Chapter 1.3, geochemical reaction models are
subsequently coupled with a flow and transport code and complemented by an newly
developed approach called ‘interchange’. The result is a reactive transport model suit-
able to describe the expansion of caverns along potash seams in space and time. From
the scenario analyses in Chapters 3 and 4, a classification scheme is derived, based on
the dimensionless Péclet (Pe) and Damkohler (Da) numbers. Generally, four different
cases of leaching zone evolution are distinguished (with the initial growth rate tending

upwards from case 1 to 4):
1. dominated by reactions (Da < 1) and diffusion (Pe < 2)
2. dominated by reactions (Da < 1) and advection (Pe > 2)
3. dominated by transport (Da > 1) and diffusion (Pe < 2)
4. dominated by transport (Da > 1) and advection (Pe > 2)
Reaction-dominated systems (cases 1 and 2) are associated with low dissolution rates,

resulting in a slow but steady cavern growth that proceeds evenly across the entire seam
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thickness and only weakly depends on the Péclet number (Figure 6.1a,b). In contrast,
transport-dominated systems (cases 3 and 4) are associated with relatively high disso-
lution rates and the dominating transport mechanism is of great importance. Thereby,
small porosity causes diffusion to prevail (case 3), resulting in cavern shapes and growth
rates comparable to those of reaction-dominated systems (Figure 6.1c). In the case of
high porosity (>10%), advection is the dominating transport mechanism and density-
driven convection gains substantial influence (case 4). Hence, funnel-shaped caverns
evolve and growth rates are significantly faster at the beginning (Figure 6.1d). However,
strong concentration gradients also cause the precipitation of halite next to the lower
inflow region, leading to the formation of a barrier, which impedes solution exchange
after a few years. Consequently, these systems generally shift towards transport- and
diffusion-dominated (case 3) over time, associated with a significant decrease in growth
rate (Figure 6.1d). A transition zone is only formed in case of transport-dominated
systems, whereas reaction-dominated systems usually show a homogeneous leaching
zone, where all minerals the inflowing solution is undersaturated with are fully dis-
solved (Figure 6.1). It can be stated that Da and Pe depend on the composition of the
dry potash seam as well as on the solution encountering it. These framework conditions
determine dissolution rate and transport velocity, which in turn control shape, growth

rate and mineralogical composition of the leaching zone.

With regard to the third objective of this thesis, it is shown that insoluble inclusions
and intersecting layers only need to be considered in case of transport- and advection-
dominated systems (case 4). Close to the hanging wall, they cause caverns to advance
more slowly, whereas close to the footwall, more potash salt is dissolved. Consequently,
the cavern shape changes, depending on the distribution of insoluble inclusions: while
broad inclusions lead to a steeper dissolution front, intersecting layers cause the evo-
lution of several smaller funnel-shaped caverns. Inclined intersecting layers result in
asymmetric cavern shapes, with one half advancing considerably faster than the other.
However, except for the latter case, the reduction in growth rate is always similar. It
only depends on the volume ratio of insoluble inclusions and not on their distribution.
Heterogeneous rock distributions complicate a classification, because the convection
cell is disturbed or split up into several ones. Thus, using an average flow velocity is
not sufficient anymore, and especially the resulting shifting points (Da = 1 and Pe = 2)
must be interpreted with caution. Instead, the occurrence of transition zones and bar-
riers should be used to determine if a system is dominated by reaction or transport.
Regarding variations in dissolution rate, it is important to note that Da has to be
calculated individually for each mineral, considering its maximum solubility as well as
the saturation state of the inflowing solution.

Combining all of these findings finally allows for an assessment of the hazard poten-
tials of cavernous structures, which is also part of the second objective in Chapter 1.3.
Thereby, fast and stable growth rates in combination with high porosities and a miss-

ing transition zone can be seen as the most critical case: the cavern contains a large
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a) Case 1: reaction- and diffusion-dominated system (Da < 1 and Pe < 2)
Short term: Long term:

b) Case 2: reaction- and advection-dominated system (Da < 1 and Pe > 2)
Short term: Long term:

c) Case 3: transport- and diffusion-dominated system (Da > 1 and Pe < 2)
Short term: Long term:

d) Case 4: transport- and advection-dominated system (Da > 1 and Pe > 2)
Short term: Long term:

Figure 6.1: Overview of the four different cases of cavern evolution and their hazard potentials.
Reaction- and advection-dominated systems are considered as most critical in the long term (b),
whereas transport- and advection-dominated systems are more critical in the short term (d).

amount of brine, its mechanical stability is rather low, and the risk of encountering a
mine, a geological fault zone or an aquifer sooner or later is relatively high, whereas a
localization based on rock and brine samples from the transition zone is not possible.
Transport- and advection-dominated systems (case 4) can penetrate several meters
deep into a potash seam within only a few years and are therefore considered as most
critical in the short term (Figure 6.1d). However, only the upper half of the seam is
dissolved, and after the first few years, cavern growth nearly stops due to barrier forma-
tion. Furthermore, a transition zone with lower porosity is formed, facilitating an early
detection of the cavern. Insoluble inclusions or intersecting layers reduce growth rate
and hazard potential as well. To account for this effect, only their volume ratio has to
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be known. Neglecting them generates a safety margin in the overall assessment as long
as the mechanical stability of the leaching zone is given. In contrast, the collapse of
insoluble layers or inclusions can create new fluid flow paths or even cavities associated
with a significant increase in growth rates and hazard potentials. Reaction-dominated
systems show constant growth rates over long periods of time, and transition zones do
not exist (Figure 6.1a,b). Thereby, advection-dominated systems are associated with
higher porosity and growth rates than diffusion-dominated ones. Accordingly, case 2 is
considered as most critical with regard to long-term expansion, mechanical stability as
well as detectability (Figure 6.1b). Generally, the scenario analyses in Chapters 3 and 4
as well as the case study in Chapter 2 indicate that most systems in nature represent
a mixture of the four cases described above. Particularly in case of heterogeneous rock
compositions as well as potash seams containing all six major components of seawater,
Pe and Da vary in space, time and between minerals. For such complex systems, an
assessment of the hazard potentials is only feasible if extensive field data are available
for calibration and validation. The reactive transport model presented in this thesis
provides a reliable basis for doing so.

For a more comprehensive risk assessment, stability of the rock matrix has to be
taken into account. Thus, the reactive transport model must be coupled to a me-
chanical model that is able to describe partly dissolved potash seams. However, since
previous models focus on rock salt, this requires extensive laboratory experiments and
presumably the development of new constitutive laws. Additional laboratory and field
data are also necessary to properly describe the relationship between porosity and
permeability. Moreover, there is a need to learn more about the dissolution kinet-
ics within potash seams: first, for many secondary minerals occurring in quinary and
hexary systems, dissolution rates are still not available. Second, it is still unclear how
they generally depend on the local flow velocity. Both questions need to be addressed
by performing dissolution experiments for different minerals under various flow con-
ditions. Additionally, field measurements are required in order to calibrate reactive
transport models. Once this has been done, the evolution of caverns and transition
zones within any potash seam can be reproduced in space and time. Thereby, the
following scenarios should be analyzed as they frequently occur in practice:

e potash seams consisting of minerals with greatly differing maximum dissolution

rates

e heterogeneous potash seams consisting of several layers that principally contain

the same minerals but in varying proportions

e boreholes encountering a natural cavern leading to massive outflow and thus to

forced convection

Finally, the reactive transport model presented here might be extended or embedded
into a larger system, comprising rock salt layers and fault zones or technical caverns as
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well. In doing so, the boundary conditions at the inflow region of a potash seam can
be determined more precisely. Since this area is not accessible for field investigations,
only simulations can provide information about the circumstances that are necessary
to produce large cavernous structures. The results are not only useful with regard to
cavern localization and risk assessment, but may also enable to develop and evaluate
strategies that prevent preferential expansion along potash seams (Deppe and Pippig
2002; Keime et al. 2012; Ziegenbalg 2012).
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