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Partial Synchronization in Coupled Systems with Repulsive and
Attractive Interaction

by Erik Teichmann

Partial synchronous states exist in systems of coupled oscillators between full
synchrony and asynchrony. They are an important research topic because of
their variety of different dynamical states. Frequently, they are studied using
phase dynamics. This is a caveat, as phase dynamics are generally obtained in
the weak coupling limit of a first-order approximation in the coupling strength.
The generalization to higher orders in the coupling strength is an open problem.
Of particular interest in the research of partial synchrony are systems containing
both attractive and repulsive coupling between the units. Such a mix of cou-
pling yields very specific dynamical states that may help understand the tran-
sition between full synchrony and asynchrony. This thesis investigates partial
synchronous states in mixed-coupling systems. First, a method for higher-order
phase reduction is introduced to observe interactions beyond the pairwise one in
the first-order phase description, hoping that these may apply to mixed-coupling
systems. This new method for coupled systems with known phase dynamics of
the units gives correct results but, like most comparable methods, is computa-
tionally expensive. It is applied to three Stuart-Landau oscillators coupled in a
line with a uniform coupling strength. A numerical method is derived to verify
the analytical results. These results are interesting but give importance to sim-
pler phase models that still exhibit exotic states. Such simple models that are
rarely considered are Kuramoto oscillators with attractive and repulsive inter-
actions. Depending on how the units are coupled and the frequency difference
between the units, it is possible to achieve many different states. Rich synchro-
nization dynamics, such as a Bellerophon state, are observed when considering
a Kuramoto model with attractive interaction in two subpopulations (groups)
and repulsive interactions between groups. In two groups, one attractive and
one repulsive, of identical oscillators with a frequency difference, an interesting
solitary state appears directly between full and partial synchrony. This system
can be described very well analytically.
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Chapter 1

Introduction

Systems with complex rhythmical behavior can be modeled as networks of cou-
pled self-sustained oscillators. This approach is not just restricted to physics [1,
2], but is also applicable to biology [3, 4] or sociology [5, 6]. Examples of such
models are coupled Josephson junctions [7], power grids [8], neuronal popula-
tions [9], or the interaction of organs in the human body [10]. The widespread
usability of networks of coupled oscillators makes them an exciting and worth-
while topic to study.

Especially interesting in such systems of multiple units is the appearance
of a common mode. This phenomenon is called synchronization and was first
observed in two pendulum clocks, fastened to the same beam, by Huygens [11].
He observed entrainment of both clocks, where they swung with the same fre-
quency but in opposite directions. Nowadays, this is called synchronization in
antiphase. In systems with more than two units, it is possible to observe more
complex states that are not fully synchronized, i.e., do not have a common
behavior like the pendulum clocks but do not have random dynamics (asyn-
chrony). These states in between are called partial synchrony and usually fill
the biggest part of the possible parameter space. The importance of studying
such states is evident, yet they are harder to study than full and asynchrony.
One famous example of this is the chimera [12] state. A system in this state
exhibits both synchronous and asynchronous behavior simultaneously.

While there are many studies of partial synchrony, they are mostly restricted
to an attractive coupling between the oscillators [12–16]. There are few investi-
gations of repulsive coupling, even though it is undoubtedly observable in real-
world systems, as the first observation of synchronization by Huygens shows,
and has similarly interesting properties [17–19]. Even less research has been
dedicated to mixed systems, where both, attractive and repulsive interactions,
are present [20–26]. These systems show some interesting partial synchronous
states that are not easily achieved in more regularized coupling schemes, such
as the solitary state [24] or the Bellerophon state [26]. Studying these more
closely may reveal underlying principles of synchronization that are not acces-
sible by considering only one type of coupling. From a purely practical point
of view, it is necessary to investigate such systems more closely as one of the
most complex systems, the brain, contains just such a mix of different couplings
between the single units [27–30], which yields the phenomenal ability of thought
and consciousness as a result of synchronization.

To study partial synchronization, the networks of coupled oscillators have to
be investigated. They are described as coupled differential equations, where the
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number of equations scales with the number of units in the system N . In the
simples case of 1-dimensional dynamics, the system is N -dimensional, but in the
case of higher-dimensional units with dimension M , the number of equations
increases to M × N . Solving such a large number of coupled equations is no
simple task. So, a way to decrease the dimensionality is needed. The phase
reduction method [11, 13, 31, 32] is the most popular tool to achieve this. It
reduces the system’s dimensionality to the number of units N by introducing 1-
dimensional phase variables. This phase is 2π-periodic and has, in the uncoupled
units, a constant normalized frequency. This approach’s difficulties lie in first
finding the phase of the uncoupled oscillators and then the phase dynamics of
the coupled system. Even the first step is nontrivial, as there are only a few
oscillators with a known phase description.

The phase reduction of the whole system is mainly reduced to the weak
coupling limit, where only terms in the first order of the coupling strength are
considered. This yields systems, such as the seminal Kuramoto model [13, 33]
which is widely used for its analytical solvability [34–37]. However, it is known
that higher-order phase approximations are needed to explain some partial syn-
chronous states [38]. The extension to higher-order is non-trivial. Some meth-
ods achieve this [38–42], but they cannot be applied in every case. The use
of phase reduction is not just restricted to theoretical considerations but also
applies to laboratory experiments, where the phase reduction is used for its
simplicity [43–47] (having only N 2π-periodic variables is certainly preferable
to having M × N possibly non-periodic variables). It is used to find, e.g., the
links or connections between units. Even in this seemingly simple case of con-
nection reconstruction, the weak coupling limit may yield erroneous results.
While the first-order phase approximation only contains interactions that exist
as physical connections, this is no longer the case in higher-order phase ap-
proximations [48–50], where also non-structural terms may appear that could
influence the reconstruction. Considering all these points, it is crucial to study
partial synchronization not only in the context of the weak coupling limit of the
phase reduction, but also, beyond it.

This thesis is a cumulation of four papers [51–54] I was part of and is split
into four parts (albeit one of those papers is a review and does not correspond
to one of the chapters). The first chapter introduces the necessary tools and
equations of dynamical system theory. It gives a short overview of the theory
of phase dynamics and synchronization and concludes with the basic analytic
properties of the Kuramoto model.

The second chapter investigates higher-order phase reductions and presents
the results of Ref. [52]. First, a short literature review is given. Then, a new
method, based on a perturbation Ansatz, is introduced and applied to a simple
model of three Stuart-Landau oscillators coupled in a line. These oscillators
have a known phase dynamic, which is essential for the method. The phase re-
duction up to the second-order contains interesting non-structural terms, cou-
pling the two outer oscillators, and hypernetwork-like terms, containing the
phases of all three oscillators. To verify the new analytical results, a numer-
ical method based on a Fourier series representation is given. The analytical
and numerical methods both agree very well, and the numerical results give
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even higher-order phase reductions. A more general model of three van der Pol
(without known phase dynamic) oscillators is investigated using the numerical
method. The phase reduction describes the system very well, although it is
worse than for the three Stuart-Landau oscillators. Despite these good results,
the applicability is restricted, as these methods are computationally intensive.
A phase model is still preferred for the study of partial synchronization in bigger
systems.

The third chapter treats Ref. [54]. The chapter begins with a short descrip-
tion of the Bellerophon state [26], a non-stationary state with coherent clusters.
This state is observed in a Kuramoto model of two groups with independent
frequency distributions. Coupling between oscillators of the same group is at-
tractive, and coupling between oscillators of different groups repulsive. Such a
model is comparable to a Kuramoto model with a weaker coupling strength.
For a small coupling strength, the agreement is very good. After an increase
to moderate coupling strength, the attractive and repulsive system reaches the
Bellerophon state and deviates from the Kuramoto model’s synchronization be-
havior. A further increase in the coupling strength then transitions the behavior
to resemble an equally strongly coupled Kuramoto model, and the Bellerophon
state disappears. These observations show the richness of synchronization be-
havior in even comparably simple models with mixed couplings.

The final chapter contains the results of Ref. [51] and investigates a par-
ticular partial synchronous state, the solitary state. It is situated between full
and partial synchrony. After a short overview of the current literature about
the solitary state, a Kuramoto model with attractive and repulsive coupling of
two groups of identical oscillators is considered. This system can be analyzed
very well, and all important properties of the synchronous and the solitary
state can be calculated analytically. The difference to the model in which the
solitary state was discovered initially [24] lies in the difference of frequencies
between the groups. It is shown that this frequency difference stabilizes the
solitary state. Using the analytical solvability of the Kuramoto model, specif-
ically the Watanabe-Strogatz theory [34, 35], it is even possible to find good
analytical approximations of the common modes of the oscillators in the partial
synchronous regime. There the average dynamics of the repulsive oscillators
and their common mode differs, making it a self-consistent partial synchronous
state [55].
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Chapter 2

Dynamical Systems &
Synchronization

2.1 Dynamical Systems
One way to describe dynamical systems is by the use of ordinary differential
equation (ODE) for the state y as

dy

dt
= f(t,y) . (2.1)

The time dependence of f can result from, e.g., a time-dependent external forc-
ing or a stochastic noise. In the case of noise, the system loses its deterministic
nature while keeping it for external forcing. From here on, the ODEs are con-
sidered to be always deterministic and even autonomous f(t,y) = f(y), unless
explicitly specified. In general, using the same initial condition will always yield
the same time evolution, and a small change in the initial conditions often leads
to only a small change in the state after a long time. However, chaotic systems
exist where such a small deviation of the initial conditions grows exponentially
over time, leading to a vastly different trajectory. An example of such a chaotic
system is the first strike of a Billiard game. A slight change in force or direction
will lead to a vastly different position of the balls on the table. One famous
dynamical system exhibiting chaotic dynamics is the Lorenz system [56] (see
Fig. 2.1)

ẋ = σ(y − x) ,

ẏ = x(ρ− z)− y ,
ż = xy − βz .

(2.2)

This system exhibits a strange attractor, i.e., points outside of the attractor
will move onto it. However, any perturbation, even a small one, outside or on
the limit cycle, will change the trajectory dramatically [11, 57].

These types of systems are interesting to study but are not well suited for
the description of synchronization. A neutrally stable, attractive manifold is
more useful in this context. If this manifold Y is periodic with period T , i.e.,
Y (t+ T ) = Y (t) in the phase space, then it is called a limit cycle. Systems with
a limit cycle are dissipative, but they also include non-oscillatory sources. One
popular oscillator exhibiting such behavior is the van der Pol oscillator [3]. It
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Figure 2.1: A trajectory of the Lorenz system from Eq. (2.2).
The chosen parameters σ = 10, β = 8/3, and ρ = 28 were origi-
nally used by Lorenz. In (a) the phase space of all three variables
x, y, and z are shown, and in (b) a projection on the x-z plane.
A time series for y is plotted in (c). The green dot in (a) and
(b) shows the state at the time of a small perturbation in the
y-coordinate with y′ = y + 10−5; the unperturbed and perturbed
state 50 time-units after the perturbation are shown as red dots.
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Figure 2.2: The limit cycle of the van der Pol oscillator from
Eq. (2.3) with µ = 1.5. The limit cycle is depicted as a thick
black line and 20 different initial conditions as thin black lines.

All initial conditions reach the limit cycle.
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is given by a second-order differential equation as

ẍ− µ(1− x2)ẋ+ x = 0 . (2.3)

The limit cycle for µ = 1.5 is shown in Fig. 2.2, as well as different initial
conditions. It can be seen clearly that every initial condition relaxes onto the
limit cycle, regardless of whether it starts inside or outside it.

One way to characterize the stability of the system of differential equations
lies in the Lyapunov exponents λ. They are connected to the Jacobian J in the
linearized evolution of a point of Eq. (2.1) in the phase space

dy

dt
= J(t)y . (2.4)

The Jacobian J leads to N eigenvalues for an N -dimensional problem. In the
simplest case of a fixed point, the real parts of the eigenvalues are the Lyapunov
exponents λj. In more complex systems, the Lyapunov exponents are better
represented by their effect on the evolution of a perturbation δy

|δy(t)| ≈ eλt |δy(0)| , (2.5)

where λ is the biggest Lyapunov exponent. Reordered, this can also be written
as

λ = lim
t→∞

lim
|δy(0)|→0

1

t
ln
|δy(t)|
|δy(0)| . (2.6)

Equivalently, to find all Lyapunov exponents in this way, one considers per-
turbations in an N -dimensional hyper-sphere around the initial condition [58].
After some time, the sphere will be deformed into an ellipsoid, where each
principal axis pi’s length corresponds to a Lyapunov exponent as

λj = lim
t→∞

lim
|δy(0)|→0

1

t
ln
pj(t)

pj(0)
. (2.7)

By convention, they are ordered by their value, so λ1 ≥ λ2 ≥ . . . [11]. Each
Lyapunov exponent λj determines the stability in a direction. A negative ex-
ponent leads to a contraction in the phase space (or stability), a zero exponent
to the conservation of volume (or neutral stability), and a positive exponent to
expansion in the phase space (or chaos). The attractor in the Lorenz system
shown in Fig. 2.1 is a strange attractor. It is chaotic in one direction, λ1 > 0,
while λ2 = 0 and λ3 < 0. For the strange attractor to be attractive, the phase
space volume has to shrink, so

∑
j λj < 0. Limit cycles, on the other hand, are

also dissipative, so
∑

j λj < 0, but not chaotic, i.e., λ1 = 0.
The limit cycle is a closed trajectory inside a possibly high-dimensional phase

space. This trajectory can be parameterized to reduce the dynamics to just one
dimension. By convention, a 2π-periodic quantity, the protophase θ, is chosen
for the parametrization. In the simplest case of a 2-dimensional phase space,
this corresponds to the polar angle. To reduce the complexity even further, this
protophase θ is normalized to the uniformly growing phase ϕ, such that the
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Figure 2.3: The Stuart-Landau oscillator’s limit cycle from
Eq. (2.10) is shown with a thick black line. The isochrones for
α = 0.25 in (a) and for α = 2.5 in (b) are visualized with gray

lines.

frequency is constant via

ϕ =
2π

T

∫ θ

0

θ̇−1dθ . (2.8)

This phase rotates uniformly with the natural frequency ω = 2π/T . The phase
ϕ is only defined for a closed trajectory, i.e., a limit cycle in our case. With the
help of isochrones, it can be extended outside the limit cycle into the basin of
attraction. An isochrone describes the set of points that share the same phase
in the limit of t → ∞. The dynamical equation Eq. (2.1) can be written in
terms of the isochrones ϕ = Φ(y) as

ϕ̇ = ω =
∂Φ

∂y
f(y) . (2.9)

The phase is neutrally stable on the limit cycle, as the limit cycle itself is the
neutrally stable direction. Every perturbation of the phase will stay constant,
i.e., if ϕ′(t = 0) = ϕ(t = 0) + ∆, then ϕ′(t) = ϕ(t) + ∆ for all t ≥ 0.

A phase reduction is often only possible in a numerical way, but some os-
cillators exist where the phase is known analytically. One such an oscillator is
the Stuart-Landau oscillator

dA

dt
= (1 + iω)A− |A|2A− iαA(|A|2 − 1) . (2.10)

Here A is a complex amplitude and rewriting the ODE in terms of the magnitude
R and the polar phase θ yields

Ṙ = R−R3 ,

θ̇ = ω − α(R2 − 1) .
(2.11)

It is straightforward to check that the uniformly growing phase in this case is

ϕ = θ − α lnR . (2.12)
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The limit cycle of the Stuart-Landau oscillator is a circle with radius R = 1, and
some isochrones are shown in Fig. 2.3. For small α, the isochrones are nearly
straight (Fig. 2.3(a)), while for a big α, they resemble a spiral (Fig. 2.3(b)).
Because of this, α is called the non-isochronicity parameter.

2.2 Phase Response Curve
When describing phase dynamics, it is important to consider perturbations to
the limit cycle. Such a perturbed system may be given by

dy

dt
= f(y) + εG(t) , (2.13)

where G is a perturbation with strength ε. Then the dynamics can be written
in the first order of ε as the Winfree equation [59]

ϕ̇ = ω + εP (ϕ)p(t) +O(ε2) . (2.14)

Here p(t) describes the form of the perturbation and P (ϕ) the phase change of
the oscillator as a reaction to the perturbation. The P (ϕ) is called the phase
response curve (PRC) and contains information about the system, such as the
synchronization properties of the system [60,61] or the connectivity in a network
of oscillators [62].

2.3 Coupled Oscillators
When N oscillatory units are coupled, the dynamics of Eq. (2.1) change to

dyk
dt

= fk(yk) + εGk(y1,y2, . . .) , (2.15)

where every oscillator may be described by a different dynamical equation fk
and is coupled with strength ε and function Gk to the other oscillators. The
dimensionality of these coupled equations is the sum of the dimensionalities of
all fk and can be arbitrarily high, but again a reduction to phase dynamics
and N dimensions (1 for every oscillatory unit) is possible if the isochrones
ϕk = Φk(yk) are known. Then equivalently to Eq. (2.8)

ϕ̇k =
∂Φk

∂yk
fk(yk) + ε

∂Φk

∂yk
Gk(y1,y2, . . .)

=ωk + ε
∂Φk

∂yk
Gk(y1,y2, . . .) .

(2.16)

This is a hard problem to solve because the isochrones for the whole phase space
have to be known. However, in a first-order approximation of ε, the dynamics
stay close to the limit cycle, so yk ≈ Y k. Assuming the phases are known on
the limit cycles, this leads to the first-order phase reduction

ϕ̇k = ωk + εGk(ϕ1, ϕ2, . . .) +O(ε2) . (2.17)
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2.3.1 Synchronization

Two oscillators

In its most general form, synchronization describes the appearance of collective
dynamics. In the phase representation, this is the locking of frequencies. If we
assume the simplest possible model of two coupled phase oscillators ϕ1 and ϕ2,
with natural frequencies ω1 and ω2, then their mutual interactions are described
by some coupling functions G1(ϕ1, ϕ2) and G2(ϕ1, ϕ2) and some coupling con-
stant ε, as in Eq. (2.17), such that

ϕ̇1 = ω1 + εG1(ϕ1, ϕ2) ,

ϕ̇2 = ω2 + εG2(ϕ1, ϕ2) .
(2.18)

Reformulating the functions G as Fourier series yields

Gj(ϕ1, ϕ2) =
∑
k,l∈Z

ĝj;k,le
i(kϕ1+lϕ2) . (2.19)

If both frequencies are close, i.e., ω1 ≈ ω2, then these terms can now be split
into fast oscillating terms, where |k| > 1 and |l| > 1, slow resonant terms with
|k| = 1 and/or |l| = 1, and constant terms with |k| = |l| = 0. Averaging over
the fast terms leaves only the slow and constant terms. Assuming a rotational
invariance, the interaction depends only on the difference in phases, and using
the simplest possible coupling term, sin(·) then reduces Eqs. (2.18) to

ϕ̇1 = ω1 + ε sin(ϕ2 − ϕ1) ,

ϕ̇2 = ω2 + ε sin(ϕ1 − ϕ2) .
(2.20)

These equations should only be seen as a time average because of the averaging
over the fast oscillations. Still, it becomes clear now that the dynamics only
depend on the phase difference ∆ϕ and the difference in frequencies ∆ω

d∆ϕ

dt
= ∆ω − ε sin(∆ϕ) . (2.21)

This equation is called the Adler equation [63] and is usually derived for a forced
oscillator. This also shows the close connection between coupling and forcing.
A coupled oscillator is forced from its coupled units, although in difference to
an independent forcing, the oscillator now influences the force acting on it (in
the case of pairwise or similar interactions).

Eq. (2.21) shows that there are can be no stationary states, i.e., d∆ϕ/dt = 0,
for |∆ω| > ε. The system thus synchronizes for |∆ω| ≤ ε. This region is called
the Arnold tongue and is shown in Fig. 2.4. For the case of ∆ω 6= 0, synchro-
nization is not achieved by equal phases but only by equal frequencies. Possible
stationary states include anti-phase synchrony with ϕ2 = ϕ1 + π, while ϕ2 = ϕ1

is in-phase, and all other cases are called out-of-phase. These cases are for ε > 0.
If instead ε < 0, then the oscillators will be in anti-phase.
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Figure 2.4: The Arnold tongue for the Adler equation in
Eq. (2.21). The black lines show ε = |∆ω| and the gray region the
parameters for which the system synchronizes, i.e., d∆ϕ/dt = 0.

N Oscillators

Richer dynamics can be observed by considering more than 2 oscillators. For
a bigger ensemble of oscillators, it becomes viable to observe the macroscopic
dynamics generated by the average of the oscillators’ phases. The average be-
haves like one complex oscillator and can typically be observed easily in an
experiment. It is convenient to define synchronization with reference to this
macroscopic mean-field. Different states and their mean-fields are shown in
Fig. 2.5.

The simplest state is the fully synchronized one, where all phases and fre-
quencies are equal. Such a state can be seen in Fig. 2.5(a). A more complex
state, and the focus of this thesis, is the partial synchronous state. There are
different definitions of partial synchrony (cf. Fig. 2.5(b)), but the most common
one is the difference in phases and in instantaneous frequencies. The average
frequencies may coincide. Here we use a slightly different definition, in that
also states with an equal instantaneous frequency, but different phases (of at
least one oscillator) are also called partial synchronous. This then makes the
difference between full and partial synchrony observable in the mean-field. Full
synchrony then corresponds to a magnitude of the mean-field of 1, partial syn-
chrony has a magnitude between 0 and 1. These are just general guidelines,
as the symmetric 2-cluster state in Fig. 2.5(d) is a partial synchronous state,
according to the definition, but has a vanishing magnitude in the first order.
In the fully synchronous case, the macroscopic dynamics are phase dynamics
themselves, while the dynamics of the partial synchronous dynamics also need
to consider an amplitude.

The final macroscopic state is asynchrony, see Fig. 2.5(c). It does not have
any macroscopic dynamics and is characterized by a uniform distribution of
phases, the so-called splay state. It is important to discern between the splay
state and different states without macroscopic dynamics, such as the synchro-
nized 2-cluster state in Fig. 2.5(d). Any symmetric distribution of phases will
lead to vanishing macroscopic dynamics but may indicate different synchroniza-
tion phenomena.
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(a) (b)

(c) (d)

Figure 2.5: Different synchronization states for N phase oscil-
lators. Arrows indicate the mean if its magnitude is not 0. In (a)
all phases are equal — this is the fully synchronized state. Par-
tial synchrony is shown in (b). The states in (c) (splay state) and
(d) (symmetric 2-cluster state) have no first-order macroscopic

dynamics.

Some interesting partial synchronous states include the chimera state [12],
the Bellerophon state [26], the π state [26], or the traveling wave state [26].

2.3.2 Kuramoto Model

The Kuramoto model is a paradigmatical first-order phase model of coupled os-
cillators. It is used widely to study synchronization [64,65] and has been applied
to study the motion of pedestrians on a bridge [5] or the human brain [66]. The
model describes N coupled phase oscillators with coupling strength K using a
first harmonic

ϕ̇j = ωj +
K

N

N∑
k=1

sin(ϕk − ϕj + αj) . (2.22)

The natural frequency ωj follows some distribution g(ω), and a phase shift
parameter αj modifies the interaction. This is the simplest solvable model of
pairwise coupled phase oscillators and describes, e.g., the first-order approxi-
mation of diffusively coupled Stuart-Landau oscillators [38].

The model can be simplified with the introduction of a complex mean-field
Z = Reiθ = 1/N

∑
k e

iϕk to

ϕ̇j = ωj +KR sin(θ − ϕj + αj) . (2.23)

The magnitude of the mean-field R is called the order parameter and describes
the coherence of the state. An order parameter of 1 shows full synchrony,
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Figure 2.6: Synchronization transition in the Kuramoto model
with a Lorentzian frequency distribution with scale γ = 0.1,

according to Eqs. (2.24) and (2.27).

i.e., all oscillators have the same phase. A small order parameter indicates
a uniform distribution of phases, although it also describes uniformly spaced
clusters of oscillators. To discern between these states, it is necessary to use the
Kuramoto-Daido [39] order parameters Rm from Zm = Rme

iθm = 1/N
∑

k e
imϕk .

The disappearance of all Rm then indicates incoherence or asynchrony, while
m-cluster states correspond to Rm = 1, as well as higher resonant terms.

The transition from asynchrony to synchrony in the thermodynamical limit
for an unimodal symmetrical frequency distribution, and with αj = 0, happens
at a critical coupling strength Kc, which is determined by the frequency distri-
bution g(ω) [11] as

Kc =
2

πg(0)
. (2.24)

For a Lorenzian distribution of the frequencies with center ω0 and scale γ

g(ω) =
γ

π [(ω − ω0)2 + γ2]
(2.25)

it is possible to calculate the order parameter R [11] and the critical coupling
as

Kc =2γ , (2.26)

R =

√
1− Kc

K
. (2.27)

Such a well-formed transition, as in Fig. 2.6, is only expected in the ther-
modynamic limit with N →∞. In a finite-size system, the order parameter
depends strongly on the sampling of the natural frequencies. It is better to
use the minimal order parameter as a measure of synchronization [67] in such
circumstances.



14 Chapter 2. Dynamical Systems & Synchronization

Analytical Solvability

For systems with a common forcing H of the form,

ϕ̇j = ω(t) + Im
[
H(t)e−iϕj

]
(2.28)

it is possible to reduce the dynamics of systems with dimensionality N > 3
to just three dimensions and N − 3 constants of motion with the Watanabe-
Strogatz (WS) theory [34, 35]. For this, H must not depend on the oscillator
index j. This is the case for the Kuramoto model in Eq. (2.23) for αj = α,
with H = KZeiα. The reduction is based on the Möbius transformation [65]
and requires the reformulation in terms of eiϕj as

d

dt
eiϕj = iω(t)eiϕj +

1

2
H(t)− ei2ϕj

2
H∗(t) , (2.29)

where ∗ denotes the complex conjugate. The Möbius transformation changes
the N phases ϕj to N real variables ζj and a complex variable z with |z| < 1
with

eiϕj =
z + eiζj

1 + z∗eiζj
. (2.30)

Since a degree of freedom was added by introducing z, an additional, arbitrary
constraint of the average over the j being 0,

〈
eiζj
〉
j

= 0 (and hence also the

average over the time derivative
〈
ζ̇je

iζj

〉
) can be added

1

N

∑
k

eiζk = 0 ,

1

N

∑
k

ζ̇ke
iζk = 0 .

(2.31)

Taking the derivative of Eq. (2.30) with reference to the time yields

d

dt
eiϕj =

(
ż + iζ̇je

iζj

) (
1 + z∗eiζj

)
−
(
z + eiζj

) (
ż∗eiζj + iz∗ζ̇je

iζj

)
(1 + z∗eiζj)

2

=
ż +

[
żz∗ − zż∗ + iζ̇j

(
1− i |z|2

)]
eiζj − ż∗ei2ζj

(1 + z∗eiζj)
2 . (2.32)

Substituting this and Eq. (2.30) in Eq. (2.29) and reordering leads to

ż − iωz − H

2
+
H∗

2
z2

=
[
−żz∗ + zż∗ − iζ̇j

(
1− i |z|2

)
+ iω

(
1 + |z|2

)
+ (z∗H − zH∗)

]
eiζj

+

[
ż∗ + iωz∗ − H∗

2
+
H

2
z∗2
]
ei2ζj . (2.33)
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Averaging over j removes the first term on the right side because it only con-
tains terms of the form

〈
eiζj
〉
j
and

〈
ζ̇je

iζj

〉
j
and these disappear according to

Eq. (2.31). This leaves the equation

ż − iωz − H

2
+
H∗

2
z2 =

[
ż∗ + iωz∗ − H∗

2
+
H

2
z∗2
] 〈
ei2ζj

〉
j
, (2.34)

which is trivially fulfilled for

ż = iωz +
H

2
− H∗

2
z2 , (2.35)

yielding the ODE for the new quantity z. Inserting Eq. (2.35) into Eq. (2.33)
then also gives the ODE for the ζj as

ζ̇j = ω +
z∗H − zH∗

2i
= ω + Im [z∗H] . (2.36)

This solution does not depend on the index j, and hence the time evolution for
all ζj is equal, and their values only differ by some constants. Introducing now
the new variable χ and the constants ψj as ζj = χ+ψj yields the final equations
for the WS theory

ż = iωz +
H

2
− H∗

2
z2 ,

χ̇ = ω + Im [z∗H] .
(2.37)

The new variable z can be interpreted to be closely related to the mean-field
Z (but not equal). The more synchronized a state becomes, i.e., the bigger R
is, the bigger |z| will be. Moreover, the phase of z is close to the mean-field
phase θ. Finding an equivalent representation for χ is harder. It can be seen as
a description of the clustering, but this is not exact [68]. It is also important to
note that the WS theory cannot describe fully synchronized systems, as then
z = 1, and in the Möbius transformation |z| < 1.

While the WS theory describes some collective variables, it is possible to gain
information about the single oscillators, more precisely their average frequencies
νj [69]. The angle χ determines the shift between the oscillators and arg(z). A
growing in the phase ϕj leads to a decrease in the shift, i.e., if ϕj rotates once,
then χ decreases by 2π. From there, it follows that

〈ν〉 = ˙〈Θ〉 − ˙〈χ〉 . (2.38)

In the case of the thermodynamic limit, it is possible to further simplify the
system. The mean-field and the local mean-field Y in this case are

Y (ω, t) =

∫ 2π

0

w(ϕ, t|ω)eiϕdϕ , (2.39)

Z(t) =

∫ ∞
−∞

g(ω)Y (ω, t)dω , (2.40)

where w(ϕ, t|ω) is the density of the oscillators with frequency ω at phase ϕ. In
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the thermodynamic limit with a uniform distribution of the ψj, the mean-field
directly follows the WS theory z = Z [65,68]. If H is now independent of χ, as
is the case in the Kuramoto model, then the second equation of Eqs. (2.37) can
be dropped and

∂Y (ω, t)

∂t
= iωY +

H(ω, t)

2
− H∗(ω, t)

2
Y 2 . (2.41)

Because of the continuity equation for the phases and the ODE in the thermo-
dynamics limit

∂w

∂t
+
∂wϕ̇

ϕ
= 0 (2.42)

the derivative of the Kuramoto-Daido local mean-field Ym (compare Eq. (2.39))
can be written as

∂Ym
∂t

=

∫ 2π

0

∂w

∂t
eimϕdϕ = −

∫ 2π

0

∂wϕ̇

∂ϕ
eimϕdϕ . (2.43)

With the dynamical equation in the thermodynamic limit

ϕ̇ = ω + Im
[
He−iϕ

]
(2.44)

and integration by parts this is reducible to

∂Ym
∂t

=−
∫ 2π

0

∂wϕ̇

∂ϕ
eimϕdϕ (2.45)

=−
[
wϕ̇eimϕ

]2π
0

+ im

∫ 2π

0

wϕ̇eimϕdϕ (2.46)

=−
[
wϕ̇eimϕ

]2π
0

+ im

∫ 2π

0

w
(
ω + Im

[
He−iϕ

])
eimϕdϕ (2.47)

=−
[
wϕ̇eimϕ

]2π
0

+ imω

∫ 2π

0

weimϕdϕ+
m

2
H

∫ 2π

0

wei(m−1)ϕdϕ

− m

2
H∗
∫ 2π

0

wei(m+1)ϕdϕ (2.48)

=−
[
wϕ̇eimϕ

]2π
0

+ imωYm +
m

2
(HYm−1 −H∗Ym+1) . (2.49)

In the case of m = 1, so Y , the first term disappears. A particular real-
ization of this is called the Ott-Antonsen (OA) manifold, with the Ansatz
Ym = Y m

1 = Y m [36,37]. Then the infinite series of ODEs resulting from Eq. (2.49)
reduces to just one equation. This manifold is the only attractor [36], although
the relaxation onto it is not described by the OA Ansatz [70] and may be
slow [71]. In the special case of a Lorentzian frequency distribution g with cen-
ter ω0 and scale γ, as in Eq. (2.25), the integration from the local mean-field Y
to the mean-field Z can be solved analytically [37] and results in [37, 72,73]

Ż = (iω0 − γ)Z +
1

2

(
H −H∗Z2

)
. (2.50)
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M-Kuramoto Model

The Kuramoto model in Eq. (2.22) is generalized by splitting the system in
M groups. Oscillators with phases ϕσj belonging to group σ are coupled with
strength Kσσ′ to group σ′, according to

ϕ̇σj = ωσ,j +
M∑
σ′=1

Kσσ′

N

Nσ′∑
k=1

sin(ϕσ
′

k − ϕσj + ασσ′) . (2.51)

Here Nσ is the number of oscillators in group σ and ασσ′ the phase shift be-
tween the groups. Introducing a group mean-field, as in the Kuramoto model
Zσ = Rσe

iθσ = 1/Nσ

∑
k e

iϕσk allows for the reformulation

ϕ̇σj = ωσ,j + Im

[
M∑
σ′=1

Kσσ′
Nσ′

N
Zσ′eiασσ′e−iϕ

σ
j

]
, (2.52)

which yields the common forcing of group σ as

Hσ =
M∑
σ′=1

Kσσ′
Nσ′

N
Zσ′eiασσ′ . (2.53)

This form does not allow for a direct application of the WS theory, as there
is not the same forcing acting on all oscillators at the same time. But since
the forcing applies group-wise, it is possible to apply the WS theory to each
group separately [68], such that the dimensionality of the problem reduces from
N > 3M to 3M and N−3M constants of motion. The dynamics of every group
are then determined according to the WS equations Eq. (2.37).

2.3.3 Partial Synchronous States

The Kuramoto model is used widely for its analytical solvability, but by chang-
ing the coupling scheme, such as in the M-Kuramoto model, it is possible for a
plethora of different partial synchronous states to exist. The chimera state [12]
has gathered much attention in recent time [15, 74–76]. This state was first
observed in a system with nonlocal coupling and is characterized by the exis-
tence of two subpopulations, one phase-locked and one phase-randomized. Both
subgroups are coherent in their natural order, e.g., their spatial position in the
nonlocal coupling or their natural frequency.

Another similar, albeit different, state is the Bellerophon state [26]. It ap-
pears in a system with two populations of nonidentical oscillators. Oscillators
in each group act attractively on all other oscillators in the same group and
repulsively on oscillators belonging to the other group. The average frequencies
of this state exhibit clusters. Between the clusters exists a regime of incoherent
frequencies, leading to a step-like picture.

The M-Kuramoto model with two groups, one acting attractive and one
repulsive on all oscillators, yields the solitary state [24]. Here all attractive,
as well as all repulsive oscillators, except for one, cluster at the same phase,
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and a single solitary oscillator is phase-shifted by π. In the same system, a
Mercedes state appears [24], where all but two repulsive oscillators cluster at
the same approximate phase, and the remaining two oscillators are phase-shifted
by ±π/2.
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Chapter 3

Higher-Order Phase Dynamics

This chapter contains the results from the paper “Higher-Order Phase
Reduction for Coupled Oscillators” by Gengel, Teichmann, Rosen-
blum, and Pikovsky. It was published 2021 in J. Phys. Complex. 2
015005 [52].

As described earlier, phase dynamics are generally only applied in the weak
coupling limit, where the dynamics stay close to the limit cycle, as in Eq. (2.17).
However, this is not the case in all real-world systems; their coupling may very
well be strong. It has been shown that the weak coupling limit does not explain
all dynamical states in even rather relatively simple models of coupled Stuart-
Landau oscillators [38]. These shortcomings makes the description of higher-
order coupling an essential tool in studying synchronization.

3.1 State of the Literature
In the following, a short overview of the literature about higher-order coupling
will be given.

3.1.1 Kuramoto-Daido Model

One of the historically first ways to extend the weak coupling limit past the
Kuramoto model, was the generalization of it (Eq. (2.22)) by Daido [39]. The
Kuramoto-Daido model is averaged over fast oscillations, comparable to the
derivation Eq. (2.20) for the Adler equation, to only consider phase differences
and still only in the first-order in ε. The resulting coupling is pairwise

ϕ̇j = ωj +
ε

N

N∑
k=1

h(ϕk − ϕj) . (3.1)

The coupling function h is assumed to be 2π-periodic. All the other quantities
are the same as in the Kuramoto model. For the simplest case of h(ϕ) = sin(ϕ)
the Kuramoto-Daido model reduces to the Kuramoto model. Higher-order cou-
pling is realized by considering an arbitrarily complex function h instead of a
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simple trigonometric one, although higher-order coupling terms of the form of
non-pairwise connections are disregarded.

Since h is a real valued, 2π-periodic function, it can be written as a Fourier
series with coefficients ĥk = Ak/2 + iBk/2

h(ϕ) =
∑
k∈Z

ĥke
ikϕ =

∞∑
k=1

(Ak cos(kϕ)−Bk sin(kϕ)) . (3.2)

By changing the reference frame to an appropriate frequency, the term ĥ0 dis-
appears. Using this and the Kuramoto-Daido mean-field Zm = Xm + iYm =
1/N

∑
k e

imϕk , which are the Fourier coefficients of the phases, results in

ϕ̇j = ωj + ε
N∑
k=1

1

N

∑
l∈Z

ĥle
il(ϕk−ϕj) (3.3)

= ωj + ε
∑
l∈Z

ĥle
−ilϕj 1

N

N∑
k=1

eilϕk (3.4)

= ωj + ε
∑
l∈Z

ĥlZle
−ilϕj (3.5)

= ωj + ε
∞∑
l=1

([AlXl −BlYl] cos(lϕj) + [AlYl +BlXl] sin(lϕj)) (3.6)

= ωj + εH(ϕj, t) . (3.7)

The time dependence of H stems from the Kuramoto-Daido mean-field. Daido
called H the order function and hypothesized that in the thermodynamic limit,
this function will lose its time dependence, yielding a system of the form

ϕ̇j = ωj + εH(ϕj) = F (ϕj) (3.8)

for asymptotically large times. Then constraining the form of the function
H to only one maximum and one minimum separates the oscillators into two
populations, a phase-locked one and a freely rotating one. Considering then the
order parameters as a result of the phase distributions yields

H(ϕ) =

∫ 2π

0

w(θ)h(θ − ϕ)dθ , (3.9)

with w(θ) being the phase distribution. This form can be used for the analytical
treatment of a system.

The Kuramoto-Daido model was later picked up by Rosenblum and Pikovsky [77]
and generalized further to consider a nonlinear coupling function, i.e.,

ϕ̇j = ωj +
∑
k∈Z

ĥ
(1)
k Zke

−ikϕj +
∑
k,l∈Z

ĥ
(2)
kl ZkZle

−i(k+l)ϕj + . . . , (3.10)

thus increasing the possible solution space.
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3.1.2 Decomposition of External Forcing

A different approach to higher-order coupling is investigated in the context
of control theory. Here an external forcing acts on the system to achieve the
desired state. The phase description in such a case uses a PRC, which quantifies
the change of phase after a perturbation. This is, again, only valid in the weak
coupling limit. Kurebayashi et al. [40] extend this by using a decomposable
force. Consider a dynamical system similar to Eq. (2.1) with

dy

dt
= f(y(t), I(t)) , (3.11)

where I the time-varying parameter, i.e., the forcing. For a constant I(t), there
has to exist a limit cycle with a corresponding phase ϕ. Using the set P of all
possible perturbations I ∈ A, where A is some subset of Rm, the limit cycle is
embedded in the space Rn ×A, forming a cylinder (under the assumption that
the state y(t, I) is differentiable in this space). This then introduces isochrons
in this new space for each possible perturbation I.

Now the I becomes time dependent, but can be decomposed in a slowly
varying component q ∈ A and a weak fluctuation p ∈ Rm as

I(t) = q(µt) + σp(t) . (3.12)

The parameters µ and σ are small, such that q(µt) varies slowly in comparison to
the relaxation onto the limit cycle. So the oscillator stays close to its limit cycle.
The phase is then a function of the state and the slowly varying component

ϕ(t) = Θ(y(t), q(µt)) . (3.13)

The resulting phase reduction in the first order in µ and σ is

ϕ̇(t) = ω(q(µt)) + σP 1(ϕ, q(µt))q(t) + µP 2(ϕ, q(µt))
dq(µt)

dt
. (3.14)

The new phase response curves P 1 and P 2 describe the response to the weak
fluctuation of p and the deformation of the limit cycle along the set A, respec-
tively. It is important to note that the frequency depends on the form of the
limit cycle along the space of the perturbations. As can be seen in Eq. (3.14),
all terms depend on the slowly varying component, which may be arbitrarily big
and not the weak fluctuation. This extends the phase description far beyond
the weak perturbation (or, in our case, coupling) limit.

Pyragas and Novičenko [41] consider, based on the results by Kurebayashi
et al., a different kind of strong amplitude-modulated high-frequency (AMHF)
forcing. One example of such forcing is a function of the form sin(Ω0t) sin(Ω1t),
where the envelope frequency Ω0 is comparable to the natural frequency ω and
the carrier frequency Ω1 � ω. Additionally, it is assumed that Ω1/Ω0 ∈ N,
so that the forcing term is periodic with frequency Ω0. To accommodate the
application to neurostimulations, where no net charge can be inserted into the
tissue, the high-frequency term has to average to zero.
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The ODE for the AMHF perturbation has the form

dx

dt
= f(x) +Kψ(Ω0t)θ(Ω1t) , (3.15)

where ψ is the envelope vector and θ the scalar high-frequency carrier signal.
By replacing the high-frequency term with an antiderivative

Θ(s) =

∫ s

0

θ(s′)ds′ −
〈∫ 2π

0

ds

∫ s

0

θ(s′)ds′
〉

(3.16)

and changing the coordinates to y(t) = x(t)−Θ(ωt)Aψ(Ω0t) yields

dy

dt
= f(y + Θ(Ω1t)Aψ(Ω0t))−Θ(Ω1t)A

dψ(Ω0t)

dt
, (3.17)

where A = K/Ω1. There, it is possible to use the method of averaging. This
results in a decomposition of a slow envelope phase variable α = Ω0t and the
new coordinates. The envelope phase variable has a constant frequency and the
ODE for the new coordinates consist only of the average over the autonomous
equation f

d 〈y〉
dt

= f(〈y〉+ Θ(Ω1t)Aψ(α))−Θ(Ω1t)AΩ0
dp(α)

dα
,

α̇ = Ω0 .
(3.18)

The averaged derivative is now entirely described by the originally autonomous
function f . If the components of A are small, then the right-hand side of
Eq. (3.18) can be written as the first few terms of a Taylor series. This yields,
in up to the second-order in the components of A,

d 〈y〉
dt

= f(〈y〉) +
〈Θ2〉

2

∑
i,j

∂2f(〈y〉)
∂ 〈y〉i ∂ 〈y〉j

AiAjψi(Ω0t)ψj(Ω0t) . (3.19)

The first order term in Ai disappears, as it is compensated by the second term
on the right hand side of Eq. (3.18). Because the right hand side is small, this
can be solved using the traditional phase reduction methods.

3.1.3 Isostable Coordinates

The range for which the first-order phase approximation is correct depends
heavily on the system. For a limit cycle with a slow rotation but fast relaxation,
bigger coupling strength will yield more acceptable results than a system where
the time scales are switched. This is described by the Floquet multipliers,
which are the complex eigenvalues of the linearized system of a Poincaré section,
similar to Eq. (2.4). If the Floquet multipliers are close to 1, then even small
perturbations will significantly affect the dynamics. Wilson and Moehlis [42]
introduce a method to apply the phase approximation to these types of systems
by adding one additional isostable coordinate, which describes the distance
to the limit cycle. They consider a perturbed autonomous system with the
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perturbation function G(y, t)

dy

dt
= f(y) +G(y, t) . (3.20)

Isostable coordinates ψi are defined as

ψk(y) = eTkV
−1(yΓ − y0)e− log λktΓ/T . (3.21)

The limit cycle quantities are marked by Γ, where yΓ and tΓ are the location
and time when the trajectory first returns to the isochron of phase 0. V is a
matrix containing the eigenvectors of the linearized equation around the limit
cycle as columns, and the λ are the corresponding eigenvalues. Finally, ek is a
unit vector in the k-dimensions direction and y0 the coordinates of the ϕ = 0
on the limit cycle.

These new isostable coordinates ψk can be seen as an expansion of the
limit cycle tangentially to the neutral direction. Level sets of ψk indicate the
distance to the limit cycle, which decreases exponentially, determined by the
corresponding Floquet multiplier λk. Because the isostable coordinates result
from the linearized ODE, they are not universally valid but only relatively close
to the limit cycle. The level sets can be shown further by considering the
isostable coordinates in the first order of the distance to the limit cycle by

ψk(y(t+ T )) = λkψk(y(t)) . (3.22)

Considering the isostable coordinates together with the phase leads to the
equations

ϕ̇ =ω + P (ϕ)G(t) ,

ψ̇k =
log(λk)

T
ψk + P̂k(ϕ)G(t) .

(3.23)

Here P is the PRC of the autonomous system, and P̂k a corresponding isostable
response curve (IRC). They are both the gradients of their respective coordi-
nates on the limit cycle. This system has one more dimension than the original
one, but coordinates with |λk| ≈ 0 are dampened by the first term on the right-
hand side and can be disregarded, effectively reducing the dimensionality of the
dynamics. This method itself does not directly extend the validity of the weak
coupling limit but expands the possible systems on which to apply this method.

3.1.4 Perturbation Method

León and Pazó [38] applied the higher-order phase reduction to a specific system.
They consider a mean-field complex Ginzburg-Landau model, which consists of
Stuart-Landau oscillators (see Eq. (2.10) with ω = α) diffusively coupled to
their mean-field Ā = 1/N

∑
k Ak via a cross-coupling term c

Ȧj = Aj − (1 + iα) |Aj|2Aj + ε(1 + ic)(Ā− Aj) . (3.24)

This system is special, as the phase dynamics of the uncoupled oscillators are
known analytically. Furthermore, it was already known that the first-order
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phase reduction leads to the Kuramoto Model in Eq. (2.22). To extend this
to higher-orders, León and Pazó first rewrite it in terms of magnitude rj and
phase ϕ cf. Eqs. (2.11) and (2.12), as

ṙj =rj(1− ε− r2
j )

+
ε

N

∑
k

rk

[
cos

(
ϕk − ϕj + α ln

rk
rj

)
− c sin

(
ϕk − ϕj + α ln

rk
rj

)]
=f(rj) + εgj(r,ϕ)

ϕ̇j =ε(α− c)

+
ε

Nrj

∑
k

rk

[
(c− α) cos

(
ϕk − ϕj + α ln

rk
rj

)
+ (1 + αc) sin

(
ϕk − ϕj + α ln

rk
rj

)]
=εhj(r,ϕ) .

(3.25)
Because of the numerical observation that the ordering of the oscillators does
not change, they assume that rj is fully determined by the phases, i.e., rj =
rj(ϕ1, ϕ2, . . .) and further that the rj can be expanded in a power series as
rj = r

(0)
j + εr

(1)
j + ε2r

(2)
j + . . .. Now, ϕ̇j is also expanded in powers of ε as a

Taylor series around r(0). In the 0th order, this yields the Kuramoto Sakaguchi
model and at order ε

r
(1)
j =

gj(r
0,ϕ)

2
. (3.26)

This can then be inserted into the Taylor expansion again, to get the ε2-term
and so on. Up to the second order this yields then the phase dynamics

ϕ̇j =Ω + ενR sin(Θ− ϕj + β)

+
ε2ν2

4

[
RR2 sin(Θ2 −Θ− ϕj)−

2∑
m=1

(−R)m sin(m(Θ2 − ϕj) + γ)

]
.

(3.27)
Here R and Θ denote the mean-field values, and R2 and Θ2 the values of the
second Kuramoto-Daido mean-field. The first three terms on the right-hand
side are the Kuramoto model with ν =

√
(1 + α2)(1 + c2) and β = arg[1 +

αc+ i(c− α)] and a coupling strength-depended frequency Ω = −α+ ε(α− c).
A new phase shift is introduced in the second-order as γ = arg[1− c2 + 2ic].
It is interesting to note here the appearance of the second Kuramoto-Daido
mean-field, i.e., Z2, when written out in the last two terms, yields non-pairwise
coupling terms. This means that already in the second-order hypernetwork-
like terms appear. Later on, León and Pazó derive the cubic order in ε and
show that the higher-order terms are necessary to explain any states beyond
full synchrony and incoherence in this system.

Shortly before León and Pazó [38], Matheny et al. [48] designed an experi-
ment using eight nanoelectromechanical oscillators coupled in a ring. The model
of the oscillators resembles that of the Stuart-Landau oscillator from Eq. (2.10)
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and reads

Ȧj = −Aj
2

+
Aj

2 |Aj|
+ i
(
ωjAj + α |Aj|2Aj

)
− iεAj + i

ε

2
(Aj−1 + Aj+1) (3.28)

with Aj = Aj+N as a periodic boundary condition. Rewriting this equation in
polar coordinates yields

ṙj =
1− rj

2
− ε

2
[rj+1 sin(θj+1 − θj) + rj−1 sin(θj−1 − θj)]

θ̇j = ωj + αr2
j − ε+

ε

2rj
[rj+1 cos(θj+1 − θj) + rj−1 cos(θj−1 − θj)] .

(3.29)

The solution of rj = 1 is stable, as in the Stuart-Landau oscillator and by using
a similar Ansatz as León and Pazó the perturbation in rj can be written in the
first order of the coupling strength ε as

rj = 1− ε [sin(θj+1 − θj) + sin(θj−1 − θj)] . (3.30)

By inserting this relation for rj into the polar phase equation of Eq. (3.29), the
phase equation up to the second order in ε can be found. The phase equation
then reads

ϕ̇j =ωj + α− ε
− 2αε [sin(ϕj+1 − ϕj) + sin(ϕj−1 − ϕj)]
+
ε

2
[cos(ϕj+1 − ϕj) + cos(ϕj−1 − ϕj)]

+
ε2

4
[sin(ϕj+2 − ϕj) + sin(ϕj−2 − ϕj)]

− ε2

2
[sin(2(ϕj+1 − ϕj)) + sin(2(ϕj−1 − ϕj))]

− ε2

4
[sin(ϕj+2 − 2ϕj+1 + ϕj) + sin(ϕj−2 − 2ϕj−1 + ϕj)]

+
ε2

2
sin(ϕj+1 − 2ϕj + ϕj−1) .

(3.31)

The first three lines in Eq. (3.31) describe the first-order phase reduction, which
resembles the Kuramoto model with a phase-shift parameter. In the second
order phase reduction unexpected terms appear. Even though the system has
only coupling terms between neighbors, there appear non-structural coupling
terms between next-nearest neighbors in line four and triadic terms involving the
nearest neighbors and next-nearest neighbors in lines six and seven. The triadic
terms are unexpected, as they connect the phases of three oscillators instead of
the pairwise coupling. In line five, higher harmonics appear. Experimentally
they find many interesting dynamical states, which are verified by numerical
simulations. All observed states could be found using the phase model, but
only using the first order yields the wrong stability for, e.g., the splay state.
This work shows the importance of higher-order phase reduction in describing
more complex dynamical states.
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3.2 Higher-Order Phase Reduction for Coupled
Oscillators

Based on the observations by Matheny et al. in Ref. [48], we have investigated
a simple model of three Stuart-Landau oscillators coupled in a line [52]. In
difference to León and Pazó [38], the oscillators are not coupled to a global mean-
field but only to their nearest neighbors. This system exhibits non-structural
terms in the higher orders of the phase dynamics, meaning connections that are
not present in the coupling scheme, such as the triadic or next-nearest neighbor
interactions in Eq. (3.31). The method for the phase reduction is based on a
perturbation Ansatz, similar to León and Pazó’s [38], but it is better suited to
networks and non-identical oscillators. To verify the analytical results, we also
introduced a numerical method to reconstruct the phase dynamics. Finally, we
have applied the numerical method to coupled van-der-Pol oscillators, for which
there exists no analytical phase description.

3.2.1 Model

The model describes nonidentical, coupled Stuart-Landau-oscillators (cf. Eq. (2.10))
with the coupling function Gj of the form

Ȧj = (1 + iωj)Aj − |Aj|Aj − iαAj(|Aj|2 − 1) + εGj(A1, A2, . . .) . (3.32)

The natural frequencies of the single oscillators may differ, but they share the
same non-isochronicity parameter α, so the form of the isochrones is identical
across all oscillators. Reformulating this in terms of the amplitude Rj and phase
ϕj, as in Eqs. (2.11) and (2.12) yields

Ṙj =Rj −R3
j + εRe

[
e−i(ϕj+α lnRj)Gj(R1, ϕ1, R2, ϕ2, . . .)

]
, (3.33)

ϕ̇j =ωj +
ε

Rj

{
Im
[
e−i(ϕj+α lnRj)Gj(R1, ϕ1, R2, ϕ2, . . .)

]
−αRe

[
e−i(ϕj+α lnRj)Gj(R1, ϕ1, R2, ϕ2, . . .)

]}
. (3.34)

3.2.2 Perturbation Method

We assume that both Rj and ϕ̇j can be expressed as a power series in ε of the
phases (from a Taylor series)

Rj = 1 + εr
(1)
j (ϕ1, ϕ2, . . .) + ε2r

(2)
j (ϕ1, ϕ2, . . .) + . . . , (3.35)

ϕ̇j = ωj + εΨ
(1)
j (ϕ1, ϕ2, . . .) + ε2Ψ

(2)
j (ϕ1, ϕ2, . . .) + . . . . (3.36)

The constant values correspond to the quantities on the limit cycle. Finding
the unknown functions r(1), r(2), Ψ(1), Ψ(2), and so on, is achieved by inserting
the power series into Eqs. (3.33) and (3.34) and comparing the powers of ε.

In the leading order of ε this yields

Ψ
(1)
j = Im

[
e−iϕjGj(1, ϕ1, 1, ϕ2, . . .)

]
− αRe

[
e−iϕjGj(1, ϕ1, 1, ϕ2, . . .)

]
, (3.37)
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where only the 0th-order of Rj has to be considered. And equivalently for the
amplitude dynamics

ṙ
(1)
j = −2r

(1)
j + Re

[
e−iϕjGj(1, ϕ1, 1, ϕ2, . . .)

]
. (3.38)

To then find the coefficient r(1)
j (ϕ1, ϕ2, . . .), Eq. (3.38) can be expressed via the

partial derivatives, where only the 0th-order expansion of the phases has to be
accounted for. This yields

ṙ
(1)
j =

∂r
(1)
j

∂ϕ1

ϕ̇1 +
∂r

(1)
j

∂ϕ2

ϕ̇2 + . . .

=
∂r

(1)
j

∂ϕ1

ω1 +
∂r

(1)
j

∂ϕ2

ω2 + . . .+O(ε) . (3.39)

Equating Eqs. (3.38) and (3.39) and reordering

2r
(1)
j +

∂r
(1)
j

∂ϕ1

ω1 +
∂r

(1)
j

∂ϕ2

ω2 + . . . = Re
[
e−iϕjGj(1, ϕ1, 1, ϕ2, . . .)

]
=

∑
m1,m2,...

gj;m1,m2,...e
i(m1ϕ1+m2ϕ2+...) . (3.40)

The right side is 2π-periodic in all the phases and can be rewritten as Fourier
series with coefficients gj;m1,m2,.... Likewise, r

(1)
j is also 2π-periodic and is repre-

sentable as a Fourier series

r
(1)
j =

∑
m1,m2,...

%j;m1,m2,...e
i(m1ϕ1+m2ϕ2+...) . (3.41)

Inserting Eq. (3.41) into Eq. (3.40) and comparing the terms finally gives the
Fourier coefficients of r(1)

j as

%j;m1,m2,... =
gj;m1,m2,...

2 + im1ω1 + im2ω2 + . . .
. (3.42)

Finding r(1)
j is thus reduced to calculating the Fourier coefficients of the right

hand side of Eq. (3.40). Inserting this then into Eq. (3.34) yields the phase
dynamics up to O(ε2). To find the r(2)

j , in a similar way to r(1)
j , the terms ψ(1)

j

and r(1)
j are needed and so on.

3.2.3 Example: Three Stuart-Landau Oscillators in a Line

As the simplest possible model, we apply the perturbation method to three
Stuart-Landau oscillators coupled in a line. The oscillators j and k are coupled
with a modified strength εck,j and a phase shift βk,j in their complex ampli-
tudes. This coupling scheme preserves the rotational invariance of the system.
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c1,2

c2,1

c2,3

c3,2
A2 A3

Figure 3.1: A schematic representation of three Stuart-Landau
oscillators, coupled in a line, as described by Eq. (3.43). Repro-

duced from Ref. [53].

A visualization of the scheme is given in Fig. 3.1. The three ODEs are as follows

Ȧ1 = (1 + iω1)A1 − |A1|2A1 − iαA1(|A1|2 − 1) + εc2,1e
iβ2,1A2 ,

Ȧ2 = (1 + iω2)A2 − |A2|2A2 − iαA2(|A2|2 − 1) + ε
(
c1,2e

iβ1,2A1 + c3,2e
iβ3,2A3

)
,

Ȧ3 = (1 + iω3)A3 − |A3|2A3 − iαA3(|A3|2 − 1) + εc2,3e
iβ2,3A2 .

(3.43)
The corresponding amplitude and phase equations are

Ṙ1 =R1 −R3
1 + εc2,1R2 cos(θ2 − θ1 + β2,1) ,

Ṙ2 =R2 −R3
2 + εc1,2R1 cos(θ1 − θ2 + β1,2)

+ εc3,2R3 cos(θ3 − θ2 + β3,2) ,

Ṙ3 =R3 −R3
3 + εc2,3R2 cos(θ2 − θ3 + β2,3) ,

ϕ̇1 =ω1 + εc2,1
R2

R1

[sin(θ2 − θ1 + β2,1)− α cos(θ2 − θ1 + β2,1)] ,

ϕ̇2 =ω2 + εc1,2
R1

R2

[sin(θ1 − θ2 + β1,2)− α cos(θ1 − θ2 + β1,2)]

+ εc3,2
R3

R2

[sin(θ3 − θ2 + β3,2)− α cos(θ3 − θ2 + β3,2)] ,

ϕ̇3 =ω3 + εc2,3
R2

R3

[sin(θ2 − θ3 + β2,3)− α cos(θ2 − θ3 + β2,3)] .

(3.44)

It is important to note that the right-hand side does not contain the phases
ϕ, but the polar phases θ. If this was not the case, then the phase dynamics
would be fully known. This means that the relation between θj and ϕj has to
be solved up to some order of ε. Here it is shown up to the second-order

ϕj = θj − α ln(Rj)

= θj − α ln(1 + εr
(1)
j + ε2r

(2)
j + . . .)

= θj − α
[
εr

(1)
j + ε2r

(2)
j −

(εr
(1)
j + ε2r

(2)
j )2

2

]
+O(ε3)

= θj − α
[
εr

(1)
j + ε2r

(2)
j −

ε2

2
r

(1)
j

2
]

+O(ε3) . (3.45)

This yields the relation between the polar phase and phase

θj = ϕj + α

[
εr

(1)
j + ε2r

(2)
j −

ε2

2
r

(1)
j

2
]

+O(ε3) . (3.46)
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Specifically, the cosine and sine terms of the phase differences have to be known.
For simplicity’s sake, let hj = εr

(1)
j + ε2r

(2)
j − ε2

2
r

(1)
j

2
. Writing out the sine term

up to the second-order

sin(θk − θj + βk,j) = sin(ϕk − ϕj + βk,j + α[hk − hj]) +O(ε3)

= sin(ϕk − ϕj + βk,j) cos(α[hk − hj])
+ cos(ϕk − ϕj + βk,j) sin(α[hk − hj]) +O(ε3)

= sin(ϕk − ϕj + βk,j)

[
1− α2

2
(hk − hj)2

]
+ cos(ϕk − ϕj + βk,j)α(hk − hj) +O(ε3)

= sin(ϕk − ϕj + βk,j)

[
1− α2

2
ε2(r

(1)
k − r

(1)
j )2

]
+ α cos(ϕk − ϕj + βk,j)ε(r(1)

k − r
(1)
j ) + ε2

r(2)
k − r

(2)
j +

r
(1)
j

2 − r(2)
k

2

2


+O(ε3) . (3.47)

And similarly for the cosine

cos(θk − θj + βk,j) = cos(ϕk − ϕj + βk,j)

[
1− α2

2
ε2(r

(1)
k − r

(1)
j )2

]
− α sin(ϕk − ϕj + βk,j)ε(r(1)

k − r
(1)
j ) + ε2

r(2)
k − r

(2)
j +

r
(1)
j

2 − r(2)
k

2

2


+O(ε3) . (3.48)

Also the terms of the form Rm/Rj in Eq. (3.44) have to be calculated up to
some order in ε. For 1/Rj the second-order approximation is

1

Rj

=
1

1 + εr
(1)
j + ε2r

(2)
j + . . .

= 1− εr(1)
j − ε2r

(2)
j + ε2r

(1)
j

2
+O(ε3) . (3.49)

From this follows

Rm

Rj

= 1 + ε
[
r(1)
m − r(1)

j

]
+ ε2

[
r(2)
m − r(2)

j − r(1)
m r

(1)
j + r

(1)
j

2
]

+O(ε3) . (3.50)

Substituting the second-order approximations Eqs. (3.47), (3.48), and (3.50)
into the dynamics Eq. (3.44) gives the phase dynamics up to the third order in
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ε in terms of the amplitude expansion Eq. (3.35)

ϕ̇1 = ω1 + εc2,1[sin(ϕ2 − ϕ1 + β2,1)− α cos(ϕ2 − ϕ1 + β2,1)]

+ ε2c2,1(1 + α2) sin(ϕ2 − ϕ1 + β2,1)(r
(1)
2 − r(1)

1 )

+ ε3c2,1(1 + α2)
[ (
r

(2)
2 − r(2)

1 − r(1)
2 r

(1)
1 + r

(1)
1

2
)

sin(ϕ2 − ϕ1 + β2,1)

+ α
(

0.5r
(1)
1

2
+ 0.5r

(1)
2

2 − r(1)
2 r

(1)
1

)
cos(ϕ2 − ϕ1 + β2,1)

]
+O(ε4) ,

ϕ̇2 = ω2 + εc1,2[sin(ϕ1 − ϕ2 + β1,2)− α cos(ϕ1 − ϕ2 + β1,2)]

+ εc3,2[sin(ϕ3 − ϕ2 + β3,2)− α cos(ϕ3 − ϕ2 + β3,2)]

+ ε2c1,2(1 + α2) sin(ϕ1 − ϕ2 + β1,2)(r
(1)
1 − r(1)

2 )

+ ε2c3,2(1 + α2) sin(ϕ3 − ϕ2 + β3,2)(r
(1)
3 − r(1)

2 )

+ ε3c1,2(1 + α2)
[ (
r

(2)
1 − r(2)

2 − r(1)
1 r

(1)
2 + r

(1)
2

2
)

sin(ϕ1 − ϕ2 + β1,2)

+ α
(

0.5r
(1)
2

2
+ 0.5r

(1)
1

2 − r(1)
1 r

(1)
2

)
cos(ϕ1 − ϕ2 + β1,2)

]
+ ε3c3,2(1 + α2)

[ (
r

(2)
3 − r(2)

2 − r(1)
3 r

(1)
2 + r

(1)
2

2
)

sin(ϕ3 − ϕ2 + β3,2)

+ α
(

0.5r
(1)
2

2
+ 0.5r

(1)
3

2 − r(1)
3 r

(1)
2

)
cos(ϕ3 − ϕ2 + β3,2)

]
+O(ε4) ,

ϕ̇3 = ω3 + εc2,3[sin(ϕ2 − ϕ3 + β2,3)− α cos(ϕ2 − ϕ3 + β2,3)]

+ ε2c2,3(1 + α2) sin(ϕ2 − ϕ3 + β2,3)(r
(1)
2 − r(1)

3 )

+ ε3c2,3(1 + α2)
[ (
r

(2)
2 − r(2)

3 − r(1)
2 r

(1)
3 + r

(1)
3

2
)

sin(ϕ2 − ϕ3 + β2,3)

+ α
(

0.5r
(1)
3

2
+ 0.5r

(1)
2

2 − r(1)
2 r

(1)
3

)
cos(ϕ2 − ϕ3 + β2,3)

]
+O(ε4) .

(3.51)

To evaluate Eq. (3.51) the coefficients r(1)
j and r(2)

j have to be known. This
is achieved by finding the Fourier coefficients from Eq. (3.41) via Eq. (3.42) for
the first order and in a similar way for all higher-orders. For the first oscillator
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the first and second order terms are given in the 0th-order by

∂r
(1)
1

∂ϕ1

ω1 +
∂r

(1)
1

∂ϕ2

ω2 +
∂r

(1)
1

∂ϕ3

ω3 + 2r
(1)
1 = c2,1 cos(ϕ2 − ϕ1 + β2,1) , (3.52)

∂r
(2)
1

∂ϕ1

ω1 +
∂r

(2)
1

∂ϕ2

ω2 +
∂r

(2)
1

∂ϕ3

ω3 + 2r
(2)
1 = −3r

(1)
1

2

− αc2,1

(
r

(1)
2 − r(1)

1

)
sin(ϕ2 − ϕ1 + β2,1) + c2,1r

1
2 cos(ϕ2 − ϕ1 + β2,1)

+ c2,1 [sin(ϕ2 − ϕ1 + β2,1)− α cos(ϕ2 − ϕ1 + β2,1)]
∂r

(1)
1

∂ϕ1

+
[
c1,2 [sin(ϕ1 − ϕ2 + β1,2)− α cos(ϕ1 − ϕ2 + β1,2)] (3.53)

+ c3,2 [sin(ϕ3 − ϕ2 + β3,2)− α cos(ϕ3 − ϕ2 + β3,2)]
]∂r(1)

1

∂ϕ2

+ c2,3 [sin(ϕ2 − ϕ3 + β2,3)− α cos(ϕ2 − ϕ3 + β2,3)]
∂r

(1)
1

∂ϕ3

.

Similar calculations for r(1)
2 and r

(1)
3 yield the first-order terms as a Fourier

series, similar to Eq. (3.42), as

r
(1)
1 =

2c2,1

4 + (ω2 − ω1)2
cos(ϕ2 − ϕ1 + β2,1) +

(ω2 − ω1)c2,1

4 + (ω2 − ω1)2
sin(ϕ2 − ϕ1 + β2,1) ,

(3.54)

r
(1)
2 =

2c1,2

4 + (ω1 − ω2)2
cos(ϕ1 − ϕ2 + β1,2) +

(ω1 − ω2)c1,2

4 + (ω1 − ω2)2
sin(ϕ1 − ϕ2 + β1,2)

+
2c3,2

4 + (ω3 − ω2)2
cos(ϕ3 − ϕ2 + β3,2) +

(ω3 − ω2)c3,2

4 + (ω3 − ω2)2
sin(ϕ3 − ϕ2 + β3,2) ,

(3.55)

r
(1)
3 =

2c2,3

4 + (ω2 − ω3)2
cos(ϕ2 − ϕ3 + β2,3) +

(ω2 − ω3)c2,3

4 + (ω2 − ω3)2
sin(ϕ2 − ϕ3 + β2,3) .

(3.56)
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The second order phase dynamics are then given in a closed form by inserting
Eqs. (3.54) - (3.56) into Eq. (3.51)

ϕ̇1 =ω1 + εc2,1[sin(ϕ2 − ϕ1 + β2,1)− α cos(ϕ2 − ϕ1 + β2,1)]

+ ε2
[
a

(2)
1;0 + a

(2)
1;−2,2,0 cos(2ϕ2 − 2ϕ1) + b

(2)
1;−2,2,0 sin(2ϕ2 − 2ϕ1)

+ a
(2)
1;−1,2,−1 cos(2ϕ2 − ϕ1 − ϕ3) + b

(2)
1;−1,2,−1 sin(2ϕ2 − ϕ1 − ϕ3)

+ a
(2)
1;−1,0,1 cos(ϕ3 − ϕ1) + b

(2)
1;−1,0,1 sin(ϕ3 − ϕ1)

]
,

ϕ̇2 =ω2 + εc1,2[sin(ϕ1 − ϕ2 + β1,2)− α cos(ϕ1 − ϕ2 + β1,2)]

+ εc3,2[sin(ϕ3 − ϕ2 + β3,2)− α cos(ϕ3 − ϕ2 + β3,2)]

+ ε2
[
a

(2)
2;0 + a

(2)
2;2,−2,0 cos(2ϕ1 − 2ϕ2) + b

(2)
2;2,−2,0 sin(2ϕ1 − 2ϕ2)

+ a
(2)
2;0,−2,2 cos(2ϕ3 − 2ϕ2) + b

(2)
2;0,−2,2 sin(2ϕ3 − 2ϕ2)

+ a
(2)
2;−1,2,−1 cos(2ϕ2 − ϕ1 − ϕ3) + b

(2)
2;−1,2,−1 sin(2ϕ2 − ϕ1 − ϕ3)

+ a
(2)
2;1,0,−1 cos(ϕ1 − ϕ3) + b

(2)
2;1,0,−1 sin(ϕ1 − ϕ3)

]
,

ϕ̇3 =ω3 + εc2,3[sin(ϕ2 − ϕ3 + β2,3)− α cos(ϕ2 − ϕ3 + β2,3)]

+ ε2
[
a

(2)
3;0 + a

(2)
3;−2,2,0 cos(2ϕ2 − 2ϕ3) + b

(2)
3;−2,2,0 sin(2ϕ2 − 2ϕ3)

+ a
(2)
3;−1,2,−1 cos(2ϕ2 − ϕ3 − ϕ1) + b

(2)
3;−1,2,−1 sin(2ϕ2 − ϕ3 − ϕ1)

+ a
(2)
3;−1,0,1 cos(ϕ1 − ϕ3) + b

(2)
3;−1,0,1 sin(ϕ1 − ϕ3)

]
.

(3.57)

The coefficients a(k)
j;l , and b

(k)
j;l denote the coefficients of the sine and cosine

terms in the kth order, respectively, and the vector l = (l1, l2, l3) signifies the
coefficients before the corresponding phases in the trigonometric functions via
l1ϕ1 + l2ϕ2 + l3ϕ3. The concrete values of the coefficients are given in the Ap-
pendix in Tabs. A.1 and A.2. It can be seen that the first order coupling terms
correspond to simple pairwise coupling, as expected. However, new terms arise
in the second-order, while no corrections to the terms of the first order are
made. The newly appearing terms can be described as follows.

1. As the simplest expansion of the pairwise coupling, we find higher har-
monics, i.e., couplings of the form sin(2ϕ2 − 2ϕ1). These can be seen as
the squares of the first-order terms and are still pairwise.

2. New non-structural pairwise terms appear that are not present in the cou-
pling scheme. These have the form sin(ϕ3 − ϕ1). It is interesting to note
that the interaction has to be mediated by the middle oscillator ϕ2, but
the phase does not appear here. Such terms are often reconstructed nu-
merically but are seen as spurious. The result above provides justification
for the observations.

3. Non-pairwise connections appear. These combine the phases of all three
oscillators, like sin(2ϕ2−ϕ1−ϕ3). These resemble hypernetworks and can
appear with different coefficients to the phases. Because of the rotational
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symmetry of the coupling function and oscillators, the coefficients will
always have to sum to zero, i.e.,

∑
j lj = 0.

4. The first-order terms are independent of the natural frequencies. This is
no longer the case in the second order. Here the coefficients aj;l and bj;l
depend explicitly on the frequency differences.

An overview of modes that appear up to the 5th-order is given in Tables A.3
and A.4.

3.2.4 Numerical Method for the Phase Reduction

To verify the results for the three coupled Stuart-Landau oscillators, we develop
a numerical algorithm for the phase reduction. This can also be applied to more
general models where the phase of the uncoupled oscillators may not be known
analytically.

Numerical Calculation of the Phase and Instantaneous Frequency

Consider an oscillator with the state u = y(t) and v = dy(t)/dt. To find the
phase, we need to consider an uncoupled and autonomous copy of the oscillator
as

dw

dt
= f(w) . (3.58)

This copy has the initial condition of w(0) = u. Then, to find the phase, this
copy is evolved for a time nT , where n is a sufficiently big integer to reach the
limit cycle. This guarantees that the phase of the state w is the same as that
of u. To find the derivative of the phase, the evolution of the same copy with
the initial condition u+ vdt has to be considered. Because of the infinitesimal
time step dt, this can be achieved by using the linearized equation with the
Jacobian J . This then yields two points on the limit cycle, w̄ and w̄ + v̄dt
with the phases ϕ and ϕ+ dϕ. Now comes the main point, evolution of the
autonomous system on the limit cycle also leads to the same phase shift dϕ,
but in a generally different time interval d̄t. This interval is determined by

w̄ + v̄dt = w̄ + f(w̄)d̄t . (3.59)

From there follows the relation between the two time intervals as

d̄t =
v̄ · f(w̄)

|f(w̄)|2
dt . (3.60)

The phase grows uniformly with dϕ = ωd̄t, so the instantaneous frequency fol-
lows as

dϕ

dt
= ω

v̄ · f(w̄)

|f(w̄)|2
. (3.61)

This algorithm can be applied numerically, with an error of O(dt2) because of
the linearization, and, applied to every unit in the network, yields the phase
and instantaneous frequency of the whole system.
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Numerical Phase Reduction

Having calculated the phase and instantaneous frequency as described in the
previous section, we still lack a method for finding the phase dynamics of the
coupled system. The phase dynamics in Eq. (3.36) are 2π-periodic in all phases,
and accordingly, they can be written as a real-valued Fourier series

ϕ̇j = aj;0 +
∑
l6=0

[aj;l cos(ϕ · l) + bj;l sin(ϕ · l)] , (3.62)

where ϕ = (ϕ1, ϕ2, . . .) and the rest as in Eq. (3.57). The l can be further
restricted by considering the property of the real-valued Fourier coefficients
aj;−l = a∗j;l, where ∗ denotes the complex conjugate. So it is enough to consider
only one of the l and −l terms in the sum when fitting. The resemblance to
the phase dynamics can be seen already. By writing the coefficients as a power
series in ε as

aj;l =a
(0)
j;l + εa

(1)
j;l + ε2a

(2)
j;l + . . .

bj;l =b
(0)
j;l + εb

(1)
j;l + ε2b

(2)
j;l + . . .

(3.63)

the resemblance becomes perfect. Fitting the coefficients in Eq. (3.62) on L
datapoints yields L linear equations. Fitting these L equations restricts the
Fourier series to L terms, although in general only Fourier series with M � L
terms are needed. We have chosen to restrict the modes to lj ≤ m, which leaves

M =
N∑
k=1

m(2m+ 1)k−1 + 1 (3.64)

terms to be considered. The resulting complexity is O(mN), meaning this
method is better suited for small systems. The fitting itself can be done by
any method suited for linear systems; we chose singular value decomposition
(SVD). To differentiate between the analytical results and the numerical fits,
we call the approximated coefficients of the truncated Fourier series Aj;l and
Bj,l.

The success of the fit depends on the filling surface of the N -dimensional
torus of the phases ϕ. If only some small subset of the manifold is observed,
then it is not possible to fit the dynamics farther away from it. This is the case in
a synchronized system or in a short time series. Also, some initial transient has
to be integrated over to reach the invariant manifold. Choosing random initial
conditions may not start on the invariant torus, and fitting over these values
will yield the wrong coefficients. The chosen transient time has to be longer
than the relaxation time of the amplitude but shorter than the synchronization
time (should the system synchronize). Depending on the synchronization of the
system, different methods have to be applied to fill the torus.

Asynchronous Case. In the case of asynchronous dynamics, the torus will
be filled by one long trajectory. It is sufficient to integrate over some initial
transient and observe one long time series.
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Asynchronous Synchronous

ω1 −
√

5/2 -0.055
ω2 (

√
2− 1)/10 0

ω3 0.8 0.33

Table 3.1: Natural frequencies for the asynchronous and syn-
chronous dynamics.

Synchronous Case. Synchronous dynamics yield only one single periodic
trajectory on the torus, i.e., they do not yield enough data to fit the coefficients.
Instead, many random initial conditions should be chosen. After some transient,
they will settle on the invariant torus. Then a short time series is observed
until the phases fully synchronize. This can be done by simply stopping the
integration when the differences between all three phases become very small.
All the short trajectories together fill the torus, and fitting onto them yields the
desired Fourier coefficients.

Example: Three Stuart-Landau Oscillators in a Line

A numerical analysis of the Stuart-Landau system in Eq. (3.44) is performed
to verify the analytical results using the numerical method. Both types of
dynamics, asynchronous and synchronous ones, are analyzed. All systems share
the same parameters, except for the natural frequencies. The chosen parameters
are α = 0.1, β1,2 = 0.32, β2,1 = 0.44, β2,3 = 0.43, β3,2 = 0.18, and cj,k = 1 for all
present connections. The frequencies for both dynamics are given in Table 3.1.
The phase lags β are chosen randomly and do not represent any specific values.

For the simulation, a transient of ∆t = 20 time units is integrated over after
choosing random phases as initial conditions on the unit circle. Integration is
done with a time step of dt = 0.01, and, in the case of synchronous dynamics,
every 100 steps, a new system is generated to prevent synchronization. In total,
about 106 data points are generated for the synchronous and asynchronous
dynamics. Then the modes up to m = 4 are fitted onto the data. In Ref. [52]
the same method is also applied but only modes fulfilling rotational invariance
of
∑

k lk = 0 up to m = 8 are considered. This increases the precision and gives
the possibility to extend the numerical phase reduction to even higher-orders
than the method presented here. The more general method is considered here to
show its applicability, even without knowledge of the symmetries of the system.
Only the first and second oscillator dynamics are discussed and shown, as the
third oscillator shares the same dynamics as the first one. The results for the
third oscillator are of the same quality as for the two presented here.

In Fig. 3.2, it can be seen that the reconstructed modes behave as ex-
pected. The analytically predicted modes are the biggest, while coefficients
with

∑
k lk = 0 follow closely. Modes not fulfilling this condition are compara-

bly small. This verifies the numerical simulation for the studied system and the
reconstruction of its symmetries.

Based on the analytical second-order phase reduction in Eq. (3.57), there are
no second-order corrections to the first-order terms. So any corrections should
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Figure 3.2: An overview of the first oscillator’s coefficients, re-
constructed by the numerical method in the asynchronous case of
the Stuart-Landau model with ε = 0.13281. The coefficients are
ordered as follows. First, the red squares are modes predicted by
the analytical solution. Second, the green dots show modes with∑

k lk = 0, and finally all other modes as black triangles. Blue
crosses mark the coefficients from Table A.1. The coefficients in

each group are ordered by their magnitude.

be of third-order or higher. This is also found when comparing the analytical
coefficients with the numerically reconstructed ones for the asynchronous and
synchronous dynamics in Figs. 3.3(a) and 3.4(a). Deviations from a scaling of
ε3 starts slowly at around ε = 0.3 in the asynchronous case. In the synchronous
case, the deviation is bigger and starts earlier at around ε = 0.1. This may be
caused by the faster convergence to the synchronous solution. With a stronger
coupling, there is a stronger convergence to the synchronous solution, leading to
a sparser covering of the hypertorus far away from the synchronous trajectory
and hence a worse fit. A similar observation can be made for the second-order
corrections in Figs. 3.3(b) and 3.4(b). Here the corrections are in the fourth-
order. All in all, the differences between analytical and numerical coefficients
is very small.

Higher-order phase terms beyond the second-order are fitted numerically in
Figs. 3.5 and 3.6. The appropriate scaling is determined by fitting the coef-
ficients on a log-log scale to a linear function. The slope of this function is
then the exponent of the coupling. A coefficient is determined to be scaling
with a specific coefficient if the slope is within ±0.1 of an integer and has a
standard error of less than 0.01. A complete overview of all of the modes and
the analytical prediction can be found in Tables A.3 and A.4 in the Appendix.
In general, the modes are predicted correctly, although some are missing in the
synchronous dynamics. The single missing mode in the asynchronous dynamics
is the mode l = (3,−3, 0). When interpreting the figures, it has to be considered
that in the fifth-order phase approximation, modes start appearing with m = 5
which are not part of the fitted coefficients, as they are restricted to m = 4. In
general, there is a good agreement between the fitted order and the analytical
order; modes may be missing but are never attributed to the wrong order. The
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Figure 3.3: The difference between the second-order phase re-
duction for the Stuart-Landau system in Eq. (3.57) and the nu-
merically fitted coefficients in Eq. (3.62) for the asynchronous
dynamics. In (a) the first-order modes are shown, where the
red circles (blue triangles) depict the cosine-coefficients and the
green squares (magenta hexagons) the sine-coefficients of the first
(second) oscillator. The third oscillator is not shown, as its dy-
namics resemble that of the first oscillator. The dashed line gives
a scaling of ε3. In (b) the same is shown for the second-order

modes with the dashed line being a ε4 function.
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Figure 3.4: The same as Fig. 3.3 but for the synchronous dy-
namics.
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Figure 3.5: Scaling of the fitted modes’ magnitudes that do
not appear in the second order-phase approximation. The co-
efficients of both the first and second oscillator are shown for
the asynchronous dynamics. The colors correspond to third-
order (red dots), fourth-order (blue triangles), fifth-order (green
squares) and sixth-order (magenta pentagon). The dashed lines
of the same color show a function of the form εn. Gray crosses

mark all other coefficients.
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Figure 3.6: The same as in Fig. 3.5 but for the synchronous
dynamics. In this case no mode of sixth- or higher-order has

been found numerically.

missing modes may be influenced by a higher-order correction that shifts the
slope further than ±0.1 from an integer. This correction will have a bigger effect
the higher-order the modes are. The fit for the synchronous dynamics starts to
break down at around ε = 0.1 again, as in the figures before.

The quality of the fit can be determined by reconstructing the data points
with Eq. (3.62) and measuring the difference ζj between the numerical and re-
constructed ϕ̇j. This is shown in Figs. 3.7 and 3.8. As expected from the
missing modes with m = 5 that appear in the fifth-order, the error scales as
ε5. In the synchronous case, the scaling starts to break down at about ε = 0.07
and, interestingly, the difference falls instead of rises. This is the result of a
contraction of all observed trajectories close to the synchronized one, as pre-
dicted earlier. The coefficients then only need to describe the states close to
the synchronization manifold, but not the points far away. This explains the
difference between the analytical and numerical modes in the earlier figures and
the falling reconstruction error. Mitigation strategies, in this case, could be the
reduction of the initial transient or taking shorter time series for each system
by, e.g., stopping even when moderately close to the synchronized trajectory.

All of the observed quantities fit the analytical predictions, especially when
considering smaller and moderate coupling strength. In the asynchronous case,
even bigger ε may be used, but in the case of synchronous dynamics, great care
has to be taken to find all relevant coupling terms and their coefficients.

Example: Three van der Pol Oscillators in a Line

To test the numerical method on a system of oscillators without an analyti-
cal phase dynamic, we apply it to three nonidentical van der Pol oscillators (
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Figure 3.7: The mean reconstruction error ζj for the first and
second oscillator with asynchronous dynamics. It is determined
by reconstructing all data points from the fitted coefficients in
Eq. (3.62), and measuring the difference to the original phase
derivative. The red dots (blue triangles) show the differences for
the first (second) oscillator. The dashed line is a ε5 function.
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Figure 3.8: The same as Fig. 3.7 but for synchronous dynamics.
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Figure 3.9: Standard error of the fitted scaling exponent for the
first oscillator in the van der Pol system Eq. (3.65). The modes
are sorted randomly. Red dots mark modes fitted to within 0.1
of an integer, and blue crosses the other modes. In (a) the modes
that have a fitted scaling of between 0.5 and 1.5 are plotted and
in (b) between 1.5 and 2.5. The dotted line marks the cutoff

point to consider the scaling as an integer value.

Eq. (2.3)) coupled in a line

ẍ1 − µ(1− x2
1)ẋ1 + ω2

1x1 =εx2 ,

ẍ2 − µ(1− x2
2)ẋ2 + ω2

2x2 =ε(x1 + x3) ,

ẍ3 − µ(1− x2
3)ẋ3 + ω2

3x3 =εx2 .

(3.65)

The coupling in this system is not rotationally invariant, such that the con-
dition

∑
k lk = 0 no longer holds. The parameters are fixed at µ = 1, ω1 = 1,

ω2 = 1.324715957 and ω3 = ω2
2 as a solution to ω2

3 − ω2 − 1 = 0. The system
is asynchronous for these values up to at least ε = 0.3. For the numerical fit,
similar parameters were used as for the Stuart-Landau system, i.e., a time step
of dt = 0.01, m = 4, and a total of 106 data points after a transient of ∆t = 20.
Here, there are no analytical solutions, but the phase dynamics can be partially
reconstructed from fitting the scaling of the modes.
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Figure 3.10: The same in Fig. 3.10 but for the second oscillator.
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To determine which modes belong to a certain order, the modes were fitted
onto the data in a log-log representation as before. The standard error for the
slope is plotted in Figs. 3.9 and 3.10. The cutoff for determining the integer
slope to be the leading order and not numerical noise has been determined
by eye to split the population into two. This is easily done in the first-order
in Fig. 3.9(a) and 3.10(a). In the second-order, this becomes harder, and the
cutoff has been set to exclude all slopes that are not in the range [1.9, 2.1]. The
resulting modes and their leading order, beyond the constant l = (0, 0, 0), can
be found in the Appendix in Tab. A.5. The fitted modes and their scaling are
plotted in Fig. 3.11. Only values below ε = 0.13281 were considered for the fit,
as they start to diverge from the observed fitting behavior after that. A good
agreement between the fitting and the modes can be observed in the plot. Any
difference in the fitted modes to Ref. [52] results from a different cutoff point
for the modes or the range of slopes that are considered. For the third-order
fit, only ε ∈ [0.02603, 0.13281] were considered, as the numerical error was too
big for smaller values.

The reconstruction error plotted in Fig. 3.12 is not as nice as for the Stuart-
Landau system. The error seems to scale as ε, and not as ε2 or even better.
Two reasons for this come to mind: first, the differential equation’s linearization
to find the phase derivative. This already introduces an error that scales with
ε, as the distance to the limit cycle increases. The more plausible explanation
is the number of considered modes. While m = 4 was sufficient for the Stuart-
Landau system, there now appear terms up to m = 3 already in the first order
of the van der Pol system. It is possible that modes with m = 5 and higher
are already present in the first-order phase approximation, leading to the re-
construction error. It should still be noted that the error is comparably small
to the phase derivative, which is of the order of 100. Even for a strong cou-
pling, the reconstruction error is about two orders of magnitude smaller than
the phase derivative.

In this system, not only phase differences appear, like in the Stuart-Landau
system, but also phase sums. In the first-order in ε, they have very close
amplitudes, i.e., the amplitude of l = (1, 1, 0) is very close to the amplitude of
l = (1,−1, 0) for the first oscillator. This is reminiscent of the Winfree model
Eq. (2.14), where the dynamics are determined by the product of the oscillator’s
phase and of the driving for (in this case, the phase of the coupled oscillator).
This then agrees with the first-order phase approximation, which was not the
case for the Stuart-Landau system with only phase differences.

The variable x in the uncoupled van der Pol equation contains not only
even harmonics but also odd harmonics. This leads to the third harmonics with
m = 3 in the first-order in ε.

While the detected modes here are only up to the third-order, modes up
to the fourth-order could be detected in Ref. [52] with the same system and
integration parameters. This depends on the chosen parameter for the fit, which
have been set to a more conservative value here. This can already be seen in
the unexpected modes that were detected in the first-order in Ref. [52], but not
here. Still, there is a need for a longer data series or more modes that should
be fitted.
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Figure 3.11: The scaling of the magnitude of the coefficients
of the van der Pol system Eq.(3.65). In (a), the zeroth-order for
the first oscillator (red circle) and the second oscillator (green
square), as well as the first-order for the first (blue triangle) and
the second (magenta hexagon) oscillator are shown. The dashed
black line is a linear function in ε. In (b), the same is shown, but
for the second-order (red circles for the first and green squares
for the second oscillator). The dashed line is a quadratic function
in ε. The third-order is plotted in (c), with the same symbols as
in the second-order. All other modes are shown as blue crosses.

The black dashed line is a ε3 function.
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Figure 3.12: The mean reconstruction error ζ1 and ζ2 for the
first (red circles) and second oscillator (blue triangles), respec-

tively. The dashed line is a linear function in ε
.

3.3 Summary & Conclusion
The phase reduction of dynamical systems is a difficult problem and is usually
only possible in a first-order approximation of the coupling strength. There are
different methods to generalize the phase dynamics to higher-order, although
every method has some caveats, like only working for very specific systems.
We have developed a general method that can be applied to any system of
oscillators with known phase dynamics. The method is based on the expansion
of the phase derivative and amplitude as a power series in the coupling strength.
The phase dynamics can then be solved iteratively by comparing powers in the
coupling strength using a Fourier series.

This method has been applied to a system of the Stuart-Landau oscilla-
tors coupled in a line. Using the described method, it is possible to find the
second-order phase approximation. Even higher-order can be calculated, but
the number of terms increases sharply. In the second-order phase approxima-
tion, we already find some unexpected terms, such as hypernetworks terms,
connecting all three oscillators, or nonstructural terms, connecting oscillators
without a physical connection.

To verify the analytical results, we introduced a numerical method to find
the phase derivatives by comparing the time intervals on the limit cycle of the
uncoupled units and the coupled system. These phase derivatives can be fitted
using a Fourier series of the phases. As in the analytical method, this approach
is better suited to small systems, with Fourier coefficients that are not too big,
as the number of coefficients that need to be fitted, scale as the highest order
of the coefficients to the power of the number of oscillators.

Applied to the Stuart-Landau system, there was a very good agreement
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between the numerical and analytical results. The fitted coefficients behaved as
expected, and even with a limited number of modes, it was already possible to
find good agreement in the modes up to the fifth-order in the coupling strength.
The method yielded the best results for asynchronous dynamics, although it
could also be applied to the synchronous case with a slight decrease in accuracy.

When applying the same method to a system without ‘simple’ phase dynam-
ics, such as the van der Pol system, the obtained results still yielded the correct
phase dynamics up to the third order in the coupling strength. The reconstruc-
tion error indicates that some important modes are missing, but an increase in
computational resources by increasing the time series or the considered modes
should be sufficient to reach a higher accuracy. Even with the currently chosen
parameters, there is already a very good agreement between the actual phase
dynamics and the reconstructed one.

Although it is possible, using the introduced methods, to find higher-order
phase approximations with a high degree of confidence, they are still computa-
tionally expensive, even for small systems. To study systems beyond such small
sizes, it is still favorable to use simple phase models, such as the Kuramoto
model, even if they are only crude approximations.
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Chapter 4

Kuramoto with Attractive and
Repulsive Interactions

This chapter contains the results from the paper “Partial synchro-
nization in the Kuramoto model with attractive and repulsive inter-
actions via the Bellerophon state” by Teichmann and Medrano-T. It
is submitted [54].

4.1 The Bellerophon State

4.1.1 Conformists-Contrarian Model

The term Bellerophon state was first coined by Qiu et al. in Ref. [26]. They
consider a conformists-contrarians system, i.e., two groups of oscillators, where
one group acts attractively and one repulsively. The governing ODE resembles
the Kuramoto model in Eq. 2.22 and reads

ϕ̇j = ωj +
Kj

N

N∑
k=1

sin(ϕk − ϕj) . (4.1)

The coupling strength Kj depends on the oscillator and can take one of two
values, K+ > 0 for the conformists and K− < 0 for the contrarians. The
frequencies ωj are chosen from the Lorenzian distribution in Eq. (2.25) with
vanishing center ω0 = 0. They investigate the change in dynamics, depending
on the ratio between conformists and contrarians.

For certain ratios and |K−| ≥ |K+|, there exists an interesting partial syn-
chronous state. Multiple coherent clusters exist in a non-coherent state. Oscil-
lators in the same cluster share the same average frequency but have different
instantaneous frequencies and phases. They call this state the Bellerophon
state. The clusters have average frequencies equal to odd multiples of some
fundamental frequency, as shown in Fig. 4.1. Oscillators between the clusters
behave quasiperiodically. Qui et al. interpret this state as a weak form of
coherence.
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Figure 4.1: The Bellerophon state, as observed by Qiu et al.
The numbers indicate cluster with odd multiples of the funda-

mental frequency Ω1.

4.1.2 Model with Attractive and Repulsive Interactions

A similar state is also observed by Montbrió et al. in Ref. [14]. They investigate
an M-Kuramoto model, as in Eq. (2.51), with two groups, where the coupling
between groups has a different strength than the coupling in a group. Their
model reads

ϕ̇σj = ωσj +KpRσ sin(Θσ − ϕσj − α) +KRσ′ sin(Θσ′ − ϕσj − α) , (4.2)

with the mean-fields Zσ = Rσe
iΘσ and phase shift α. The internal coupling

strength in a group is Kp, and the coupling strength between groups is K. The
frequencies ωσj are distributed according to unimodal densities with equal widths
γ but different means ω̄1 and ω̄2. Their chosen coupling scheme allows both
attractive and repulsive interactions, but they restrict themselves to positive
coupling strengths.

They observe such a step-like Bellerophon state for different α, but the av-
erage frequencies differ between both groups. They understand the appearance
to be the result of the forcing of two mean-fields at the same time. The clusters
themselves are the main contributors to their group’s order parameter.

More general systems with a similar equation to Eq. (4.2) have been con-
sidered with both attractive and repulsive interactions [22,78–86]. Some of the
results include the comparability of the critical coupling strength in such sys-
tems to the Kuramoto model [22] and the reducibility of a two-group system
with two different frequency distributions to a Kuramoto model with a bimodal
frequency distribution and one additional bifurcation parameter [83].
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4.2 Partial Synchronization in the Kuramoto Model
with Attractive and Repulsive Interactions
via the Bellerophon State

4.2.1 The Model

Consider the M-Kuramoto model in Eq. (2.51). In a simple model with attrac-
tive and repulsive interactions, there are only two groups. To further simplify
this, we consider a system without phase shift α, equal intra- and inter-coupling
Kσσ′ = 2K if σ = σ′ and Kσσ′ = −2K else, respectively, and equally sized
groups N1 = N2. For the sake of analytical tractability, the oscillators’ natural
frequencies are chosen from a Lorentzian distribution g(ω), as in Eq. (2.25),
where both groups have different centers ω̄ = ω0 and widths γ. By rotating the
reference frame, the first group can be centered at ω̄1 = 0, and by scaling of
the time, the width of the first group can be set to γ1 = 0.1. Without loss of
generality, the first group is always chosen to be the narrower one, i.e., γ2 ≥ 0.1.

Introducing the mean field for each group Zσ = Rσe
iΘσ = (1/Nσ)

∑
k e

iθσk

and renaming θ1
j = ϕj and θ2

j = ψj yields the system

ϕ̇j =ω1,j +KR1 sin(Θ1 − ϕj)−KR2 sin(Θ2 − ϕj) ,
ψ̇j =ω2,j −KR1 sin(Θ1 − ψj) +KR2 sin(Θ2 − ψj) .

(4.3)

Note that K = Kσσ′/2, so the coupling strength of each group is halved com-
pared to the M-Kuramoto model. From there, the forcing H for each group can
be determined to be

Hσ = hσe
iΨσ = K(Zσ − Zσ′) , (4.4)

where σ′ denotes the other group. Both forcings are connected via H2 = −H1,
so their magnitudes are identical, h1 = h2 = h, and they are just shifted by a
phase Ψ1 = Ψ = Ψ2 − π. The forced equations for the oscillators are then

ϕ̇j =ω1,j + Im
[
H1e

−iϕj
]

= ω1,j + h sin(Ψ− ϕj) ,
ψ̇j =ω2,j + Im

[
H2e

−iψj
]

= ω2,j + h sin(Ψ− ψj + π) .
(4.5)

Thermodynamic Limit

The OA Ansatz is usable here, by applying it to each group separately. By
using the definition of the forcing in Eq. (4.4) and the OA Ansatz in Eq. (2.50)
this becomes

Żσ = (−γσ + iω̄σ)Zσ +
K

2
(Zσ(1−R2

σ + Z∗σ′Zσ)− Zσ′) . (4.6)

Calculating the derivative of the mean-field Żσ = Ṙσe
iΘσ + iRσΘ̇σe

iΘσ , multi-
plying Eq. (4.6) by e−iΘσ and splitting the real and imaginary part yields the



50 Chapter 4. Kuramoto with Attractive and Repulsive Interactions

dynamics of the order parameter and the phase of the mean-field as

Ṙσ =− γσRσ +
K

2
(1−R2

σ)(Rσ −Rσ′ cos(Θσ −Θσ′)) ,

Θ̇σ =ω̄σ +
K

2

Rσ′

Rσ

(1 +R2
σ) sin(Θσ −Θσ′) .

(4.7)

Both equations only depend on the difference between the mean-field phases,
as expected in a rotational invariant system. The 4-dimensional system (order
parameter and mean-field phase of each group) can then be reduced to a 3-
dimensional system of the order parameters and the phase difference Θ = Θ1−
Θ2 to

Ṙ1 =− γ1R1 +
K

2
(1−R2

1)(R1 −R2 cos Θ) ,

Ṙ2 =− γ2R2 +
K

2
(1−R2

2)(R2 −R1 cos Θ) ,

Θ̇ =− ω̄2 +
K

2
sin Θ

R2
1(R2

2 + 1) +R2
2(R2

1 + 1)

R1R2

.

(4.8)

Indicator oscillators can be used to study the system in the thermodynamic
limit. They are coupled to the OA mean-fields from Eqs. (4.7) but do not
create a mean-field themselves. From Eqs. (4.5), the same forcing acts on both
groups, so their dynamics will be equal for the same ωj up to the phase shift.
The dynamics of a single indicator oscillator depends only on the oscillator’s
frequency, not on the group it belongs to. To discern the phases of indicator
oscillators, they are marked as θ′j with their natural frequencies ω′j. They follow
the equations (we choose to consider them as part of group 2)

θ̇′j = ω′j −KR1 sin(Θ1 − θ′j) +KR2 sin(Θ2 − θ′j) . (4.9)

The R1,2 and Θ1,2 are calculated from Eq. (4.7), and the ω′ are chosen uniformly.
This method makes it possible to calculate the observed frequencies θ̇′ and the
phase distribution in the thermodynamic limit numerically.

4.2.2 Small Coupling Strength

In the Kuramoto model, i.e., Eq. (2.51) with M = 1, the critical coupling Kc

for the emergence of a nonzero order parameter and the function R̂(K̂) in the
case of a Lorentzian distribution of the phases are Eqs. (2.26) and (2.27). The
hat notation ,K̂, marks the quantities of the Kuramoto model.

In the considered model with M = 2, if both groups are identical, then the
critical coupling strength of each group corresponds to the Kuramoto model’s
one [22]. To compare the nontrivial order parameter between the Kuramoto
model in Eq. (2.27) and the model with attractive and repulsive interactions
in Eq. (4.6), the coupling constants have to be scaled, as Kσσ′ = 2K was
chosen and in the case of the Kuramoto model Kσσ′ = K̂, so K̂ = 2K. A
comparable critical coupling Kc for the M = 2 model would then correspond
to Kc = 2γ = 4γ̂, i.e., γ = 2γ̂. The order parameter will have the same form,
as Kc/K from Eq. (2.27) only depends on Kc.
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Figure 4.2: Average order parameters of group 1 〈R1〉 as circles
and group 2 〈R2〉 as crosses. The solid (dashed, dash-dotted)
black line shows the average order parameter in a Kuramoto
model with γ = 0.1 (γ = 0.2, γ = 0.05). In (a) γ2 = 0.1, so both
distributions have the same width but different centers, and in

(b) γ2 = 0.2. The width is ω̄2 = 1 in both cases.
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Figure 4.3: The difference in average frequencies of the mean
fields 〈Θ̇〉 for ω̄2 = 1. The red dashed line is the critical coupling
of a Kuramoto model with the same width of the frequency dis-
tribution γ̂ = γ as the second group in Eq. (2.26). The critical
coupling for group 1 is K = 0.2, below this the system is inco-
herent (R1 = R2 = 0). For any scaling of ω̄2, this image looks
identical, if K and γ2 scaled with the same factor (only the ab-

solute values of the frequency difference change).
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Figure 4.4: The average observed frequencies of indicator os-
cillators from Eqs. (4.7) and (4.9). The solid (dash-dotted) gray
line marks the average mean field frequency 〈Θ̇1〉 (〈Θ̇2〉) and the
dashed gray line the identity function 〈θ̇′j〉 = ω′j . For all three
subfigures ω̄2 = 1. In (a) γ2 = 0.1, K = 0.56 and identical order
parameters R1 = R2, in (b) γ2 = 0.2, K = 0.56 and R1 6= R2,
and in (c) γ = 0.2, K = 0.63 and R1 6= R2 but the mean field

frequencies are entrained.

For small coupling strength, both groups are incoherent. In Fig. 4.2, it
is shown that the critical coupling strength for the first group corresponds to
Kc,1 = 0.2, the same as in a Kuramoto model with γ̂1 = γ1 = 0.1, not the
expected γ̂1 = γ1/2. The effective coupling strength is only half as strong as
in the Kuramoto model. For K / 0.6, the first group follows the relation
in Eq. (2.27) with Kc,1 = 0.2 very well, regardless of γ2, as can be observed
from Fig. 4.2(a) and (b), when γ2 changes from 0.1 to 0.2. The second group
behaves somewhat differently. Its critical coupling follows a perturbed form of
Kc,2 = 2γ2, half as strong as in the Kuramoto model. For Kc,1 < K / Kc,2 this
group is not incoherent but becomes forced by group 1, as shown in Fig. 4.2(b).

Similar to the Kuramoto model, there exists a cluster of averagely entrained
oscillators, centered around ωj = 0 1 with a small shift in the direction of ω̄2.
They are entrained to the mean-field of group 1, and, as before, the observed
frequency only depends on the oscillator’s natural frequency ωj, not on the group
it belongs to 2. The difference in the groups’ mean-field frequencies can be seen
in Fig. 4.3. The mean-fields are entrained in their average and instantaneous
frequency since group 1 forces the, not yet self-synchronized, group 2.

4.2.3 Moderate Coupling Strength

With the increase of the coupling strength to K > Kc,2, new clusters begin to
form. These new clusters lead to a stronger synchronization of group 2, and
its order parameter better follows the relation Eq. (2.27) but is smaller than
expected, as group 1 perturbs it. The clusters are coherent regions in ω with

1The center of group 1.
2Oscillators of group 2 are shifted by π in reference to oscillators of group 1 in this case.
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Figure 4.5: The phases of the indicator oscillators. Approxi-
mate cluster borders are marked with black lines. The parame-

ters of (a) and (b) are the same as in Fig. 4.4 (a) and (b).

a common average frequency, as shown in Fig. 4.4. Oscillators between the
clusters behave quasiperiodically. The entrained clusters decrease in size the
further they are from the mean of the two distributions ω̄2/2

3, and the two
biggest clusters lock to the average frequency of the mean fields (if they are non-
entrained). In the case of non-entrainment of the mean-fields, the clusters have
an average frequency of uneven multiples of the difference in average mean-field
frequencies ∆Ω = 〈Θ̇〉/2 centered around their average mean Ω0 = (〈Θ1〉 +
〈Θ2〉)/2, i.e., the frequencies of the clusters Ωj are

Ω±(2n+1) = Ω0 ± (2n+ 1)∆Ω . (4.10)

The center frequency Ω0 is not constant but changes with the coupling strength
K and γ2.

The transition between the clusters with Ω−1 and Ω1 depends on γ2. If
both widths γ1 = γ2 are identical, then there is a sudden transition between
the states (Fig. 4.4(a)) while for γ1 6= γ2 the transition is smooth(Fig. 4.4(b)).
A similar state has also been observed in Ref. [14] for a system of attractive
and repulsive oscillators with frequency distributions of common width but
different means. The dynamics observed here differ from both, as Ref. [26] only
considers a conformists-contrarian model and finds only a case similar to the
one depicted in Fig.4.4(a). The difference to Ref. [14] lies in the perfect overlap
of the average frequencies of oscillators with the same ωj, regardless of their
group and the different width of the frequency distributions.

The clusters are stable in time, as seen in Fig. 4.5. While the clusters are fully
entrained, they do not share a common phase. The difference in frequency can
be seen very well by the additional rotation in the cluster with Ω1 in reference
to Ω−1. Again, there is a difference in the case of γ1 6= γ2, where the dynamics
have a more complicated phase dynamic.

3Note that ω̄1 has been chosen to be 0.
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The Bellerophon state comes into existence before the mean fields lose their
entrainment, but after Kc,2. The clusters lead to the fast transition between
entrainment and non-entrainment of the mean-fields in Fig. 4.6. In the case
of γ1 = γ2, the forcing H has a unique role. Its average frequency 〈Ψ̇〉 lies
precisely between the clusters at Ω0. For γ1 6= γ2 this is not the case, as
〈Ψ̇〉 = 〈Θ̇1〉 = Ω0 − ∆Ω. The increase of the difference in K and Kc,2 for
non-entrainment with γ2 is shown in Fig. 4.3.

4.2.4 Strong Coupling Strength

For strong coupling strength of K ≈ 0.6, the mean-fields entrain again. The
clusters from the Bellerophon state persist but begin to shrink and approach
a single big cluster, as shown in Fig. 4.4(c). The mean-fields are perfectly
entrained, not just in their average frequency, and shifted by about π. As soon
as both mean-fields entrain, the mean-field of group 2 adds a constant repulsive
forcing to the oscillators of group 1, which increases their coherence and leads
to a higher order parameter. In the case of a phase shift of π, both terms in the
forcing in Eq. (4.4) would be identical, and the oscillators are forced by 2K, and
resemble a Kuramoto model with K̂ = 2K (or a Kuramoto model with K̂ = K
and γ1 = 2γ̂1), as expected. The same effect also happens for group 2. The
phase shift between the two mean-fields is not π, so repulsion of the two groups
is not perfect, and the average order parameter only approaches the Kuramoto
model order parameter asymptotically. The closeness to the Kuramoto model’s
order parameter depends on the difference in the width γ1 and γ2. The closer
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they are (as in Fig. 4.2(a)), the better the approximation will be, and the closer
the phase shift will be to π for an equal K.

During the transition from non-entrainment to entrainment, the average
mean-field frequency of group 2 quickly drops, while the cluster with Ω1 persists
and changes its position only slightly. This is a rather remarkable observation
as there no longer exists a second-mean field frequency to entrain to. Instead,
it shows that the middle-frequency Ω0 and the step-like clusters are an intrinsic
property of the system that is not simply generated from the interaction of the
mean fields. Ω0 is also different from the middle of the two frequency distribu-
tions and depends explicitly on the coupling strength. After a further increase
in K, the distance between the clusters reduces even further in Fig. 4.4(c).
With an increase in K, the distance in ωj between the clusters decreases, and
the jump between Ω1 and Ω3 becomes discontinuous. A further increase in the
coupling strength finally asymptotically yields one entrained subpopulation, like
expected in the Kuramoto model for nonidentical oscillators. This again veri-
fies the connection between the M-Kuramoto model and the Kuramoto model
already seen in the order parameters.

4.2.5 Numerical Realization

The Bellerophon state can be observed numerically for moderately big systems
of the size of, e.g., 800 or 1000 oscillators. Their mean-field dynamics and
their average frequencies fit very well to the predictions of the OA theory. In
a few cases, a significant difference can be observed for non-entrained mean-
fields4. One such case is shown in Fig. 4.7. While the initial phase distribution
is of not much importance, the sampling of the frequencies is. In the shown
case, the frequencies of group 2 were oversampled close to Ω3, and group 1 was
undersampled in Ω1. This undersampling leads to a weaker order parameter
R1

5, which disturbs the oscillators that would normally form the cluster Ω3

in Fig. 4.7(b). This, in turn, leads to a significantly weaker order parameter
R2 ≈ 0.22 compared to the OA solution with R2 ≈ 0.36.

4.3 Summary & Conclusion
The Bellerophon state is an interesting state in systems with multiple coupling
strengths. Oscillators cluster in their average frequencies to odd multiples of
a fundamental frequency. Between the clusters exist quasiperiodicity. Oscilla-
tors in each cluster only share their average frequency, not their instantaneous
one. In a very simple model of two groups of Kuramoto oscillators with inde-
pendent frequency distributions, attractive coupling between oscillators of the
same group, and repulsive coupling between oscillator of different groups, the
Bellerophon state plays an important part in the synchronization.

For small coupling strength, the dynamics resemble a Kuramoto model with
a wider frequency distribution. With an increase in the coupling strength, the

41 case of about 100 observed systems with non-entrained frequencies
5The clusters are the main contributor to the order parameter
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Figure 4.7: Numerical sampling leads to instabilities of the
frequency distribution. This system uses the same parameters
ω̄2 = 1, γ2 = 0.2 and a similar coupling ofK = 0.48 to Fig. 4.4(b)
and Fig. 4.6 with N1 = N2 = 1000. In (a), the difference be-
tween the sampled cumulative distribution function (sCDF) of
ω1 and ω2 and the cumulative distribution function (CDF) of
the corresponding Lorentz distribution in Eq. (2.25) is shown.
In (b), the average frequencies are compared to the OA solution
(gray line). Group 1 is shown as black circles, and group 2 as

orange dots.
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system transitions into the Bellerophon state. There the dynamics start to
deviate from the Kuramoto model and are sensitive to noise in the frequency
distribution. A further increase of the coupling strength leads to a strong in-
crease in the synchronization. The synchronization is better described by a
Kuramoto model with an equal frequency distribution, although the solution
converges only asymptotically. These are not analytical results, but finding
these may be an interesting topic research.

The results show how the consideration of both attractive and repulsive
coupling in such a simple system as the Kuramoto model already yields rich
dynamics.
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Chapter 5

The Solitary State

This chapter contains the results from the paper “Solitary States and
Partial Synchrony in Oscillatory Ensembles with Attractive and Re-
pulsive Interactions” by Teichmann and Rosenblum. It was published
2019 in Chaos 29, 093124 [51] and has been chosen as a Featured Ar-
ticle.

5.1 Identical M-Kuramoto Model
Consider a simple model of oscillators, where there are two populations, one
repulsive and one attractive. In the weak coupling limit, they are reduced to
a two group Kuramoto model like in Eq. (2.51). Maistrenko et al. considered
such a system in Ref. [24], where they made some simplifications. First of all,
all oscillators are identical, i.e., they have equal natural frequencies ωσ,j = ω,
which disappears in a corotating reference frame. Further, they only considered
forces, where the coupling and phase shift depend on the oscillators they are
acting on, in other words, Kσσ′ = Kσ′ and ασσ′ = ασ′ . With an appropriate
time scale, the attractive interaction can be set to one, K1 = 1, and then a new
quantity e, the excess of repulsive coupling, is defined via K2 = −(1 + ε). After
these transformations, the ODEs for the oscillators of the attractive group ϕ
and the repulsive group ψ are

ϕ̇j =
1

N

Na∑
k=1

sin(ϕk − ϕj + α)− 1 + ε

N

Nr∑
k=1

sin(ψk − ϕj + β) ,

ψ̇j =
1

N

Na∑
k=1

sin(ϕk − ψj + α)− 1 + ε

N

Nr∑
k=1

sin(ψk − ψj + β) ,

(5.1)

here the phase shifts were renamed to α1 = α, and α2 = β, as well as the number
of oscillators in each group N1 = Na, and N2 = Nr.

The forcing from Eq. (2.53) can be used, which yields

H = heiΦ =
Na

N
eiαZa −

Nr

N
(1 + ε)eiβZr , (5.2)
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Figure 5.1: The solitary state, as found in Ref. [24]. The big
diamond represents theNr − 1 repulsive cluster, the circle theNa

attractive cluster and the small diamond the solitary repulsive
oscillator.

where Za and Zr are the mean-fields of the attractive and repulsive group. This
reduces the dynamics to

ϕ̇j =Im
[
He−iϕj

]
= h sin(Φ− ϕj) ,

ψ̇j =Im
[
He−iψj

]
= h sin(Φ− ψj) .

(5.3)

All stationary states necessarily fulfill h = 0 and from Eq. (5.2) it follows that

R1 = R2(1 + ε) . (5.4)

In this system, Maitrenko et al. found multiple partial synchronous states,
including the solitary state. The solitary state is a two cluster state, as shown in
Fig. 5.1. The first cluster consists of all attractive oscillators and all but one re-
pulsive oscillators. The leftover repulsive oscillator is phase shifted to the cluster
by π, hence solitary. This state is a realization of the Watanabe-Strogatz theory
in Eq. (2.37), where |z| = 1, but with one single oscillator having λj − χ = π
(the λj is here the constant of motion from the WS theory). They also note that
this is the only allowed cluster state, except for the fully synchronous state.

The solitary state can exist for

ε >
Na cos(α)

Nr cos(β)
− 1 , (5.5)

although the exact region of existence is determined by the total number of
oscillators. In the case of Na = Nr and without phase shifts, α = β = 0, the
existence is given by

0 < ε <
4

N − 4
. (5.6)

It turns out that even in this region, the solitary state does not have full measure.
The further away from ε = 0, the more probable it becomes that the forcing
disappears, h = 0, which yields only fuzzy clusters. The region of existence
scales as N−1, i.e., it exists even in the thermodynamics limit, although the
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Figure 5.2: The difference between a solitary state (a) and a
chimera state (b).

region of existence becomes very small.
While in the case of vanishing phase shifts, there exists a solitary state for all

N ≥ 4, in the more general case of nonvanishing phase shifts α, β 6= 0, there is
an upper limit for the number of oscillators to reach a solitary state. It becomes
a low-dimensional phenomenon.

5.2 Solitary States in Other Systems
The solitary state is a rather newly observed phenomenon, so there are different
definitions of the state. The strictest one is where one single oscillator exhibits
different dynamics than all other oscillators. A more general, and more often
observed, form resembles a chimera state. In a chimera state, there are some
coherent subpopulations in the natural order of the system. For nonidentical
oscillators, the order is determined by, e.g., their natural frequencies, while for
identical ones, it would be the order in the phases. The solitary state exhibits
different behavior for single oscillators, distributed over the whole population.
The difference between the two is visualized in Fig. 5.2. In the following para-
graphs about solitary states, the more general definition is used.

While most occurrences of the solitary state were found in numerical simula-
tions, some physical experiments have resulted in the solitary state. In Ref. [87],
20 metronomes were coupled in a ring to their nearest and next-nearest neigh-
bors. Depending on the initial conditions, the phases of the oscillator could be
in a chimera state or a chimera state with some solitary oscillators. Using a
one-dimensional array of magnetically coupled superconducting quantum inter-
ference devices in Ref. [75] also yielded a solitary state. Here the state was also
dependent on the initial condition, and some yielded a solitary state for the
phases. Because of the magnetic coupling, the interactions between oscillators
were non-local, but they fell off quickly with the inverse cube of the distance.

The solitary state has been numerically found in multiple systems, such as
nonlocally coupled Lorenz oscillators in Ref. [88]. While the Lorenz oscillator
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has a strange attractor, there are also limit cycle oscillators that exhibit soli-
tary states, such as a ring of coupled Stuart-Landau oscillators with symmetry
breaking long-range attractive and repulsive coupling in Ref. [89]. Even in neu-
rologically inspired multiplex networks of FitzHugh-Nagumo oscillators, there
exists a solitary state — in Ref. [90], two coupled rings with a small mismatch
in their intra-layer coupling solitary oscillators were observed.

There are only a few results about the emergence and stability of the solitary
state, despite its multiple numerical observations. In another generalization of
the Kuramoto model, a model with inertia has been investigated in Ref. [91].
There the solitary state appears in homoclinic bifurcation of a synchronized
state. In comparison to the solitary state in the M-Kuramoto model, the region
of existence becomes bigger with an increase in the system size. All of the
considered systems are time continuous, but there are solitary states to be found
even in coupled maps. Multiplex networks of nonlocally coupled maps with a
singular hyperbolic attractor, such as the Lozi map, transition from coherence to
incoherence via a solitary state [92,93]. The transition is characterized by more
and more solitary oscillators appearing. The number of oscillators grows nearly
linear with the decrease in the coupling strength, which is caused by the increase
of the basin of attraction’s size of the solitary set (of single oscillators). With
increased size, it becomes more probable that initial conditions will lie inside
it [94]. There is no solitary state in noiseless nonhyperbolic maps, although the
addition of multiplicative noise of the coupling constant will lead to them [95].

5.3 M-Kuramoto Model with Identical Groups
In Ref. [51], we investigate an extended version of the original solitary state
model Eq. (5.1) by Maistrenko et al. They assume the same dynamics for both
populations, i.e., no frequency difference between the two groups. Motivated
by a neurological model, we consider two groups with different dynamics [96].
In the brain, there are not only neurons, which interact electrically, but also
glial cells. They influence surrounding neurons not by an electrical input but
by changing the concentration of ions in the surrounding medium. Their inter-
action is purely chemical and some order of magnitude slower than the neurons’
interactions. Adding this consideration leads to the model

ϕ̇j =
1

N

Na∑
k=1

sin(ϕk − ϕj + α)− 1 + ε

N

Nr∑
k=1

sin(ψk − ϕj + β) ,

ψ̇j =ω +
1

N

Na∑
k=1

sin(ϕk − ψj + α)− 1 + ε

N

Nr∑
k=1

sin(ψk − ψj + β) .

(5.7)

Here ω is the frequency difference between the two, in themselves identical,
groups. The reference frame is chosen so that the attractive group has no
natural frequency. This additional parameter leaves the forcing in Eq. (5.2)
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untouched, but changes the reduced form to

ϕ̇j =Im
[
He−iϕj

]
= h sin(Φ− ϕj) ,

ψ̇j =ω + Im
[
He−iψj

]
= ω + h sin(Φ− ψj) .

(5.8)

The main interest of this investigation lies mainly in the solitary state, which
is only a low-dimensional phenomenon in the system with a phase shift (as
shown by Maistrenko et al.), so no phase shift is considered α = β = 0 here,
and Na = Nr = N/2. These constraints simplify the forcing H to

H = heiΦ =
1

2
[Za − (1 + ε)Zr] . (5.9)

In difference to the model without frequency difference, the WS theory can
only be applied to each group separately, see Ref. [68]. Each group then has
N/2− 3 constants of motion and the full system is 6-dimensional, consisting of
two coupled systems of WS equations.

5.3.1 Synchronous State

The simplest observable state is the synchronous state, where both groups fully
synchronize. This state is trivially reached for ε < −1, as both groups are
attractively coupled. For ε > −1, we define the fully synchronous state as a
two cluster state, where ϕj = ϕ and ψj = ψ for all j. Note that this state does
not need to be stationary, but only entrained ϕ̇ = ψ̇ = ν with the observed
frequency ν. Both groups are fully synchronized and have a constant phase
shift, i.e., ϕ = νt and ψ = νt+ ψ0, so also the forcing has the same observed
frequency ν as the oscillators, Φ = νt+ Φ0. Writing the real and imaginary
part of Eq. (5.9), we obtain

h cos(Φ0) =
1

2
− 1 + ε

2
cos(ψ0) ,

h sin(Φ0) =− 1 + ε

2
sin(ψ0) .

(5.10)

Condition of Existence Subtracting the two parts of Eq. (5.9) yields

ω = h[sin(Φ0)− sin(Φ0 − ψ0)] . (5.11)

Expanding the second term to sin(Φ0) cos(ψ0)− cos(Φ0) sin(ψ0) and replacing
h sin(Φ0) and h cos(Φ0) with Eq. (5.10) results in

sin(ψ0) = −2ω

ε
. (5.12)

Clearly, there can be no synchrony for ε = 0. For ε > 0 the repulsion will be
stronger than the attraction and an increase in repulsion can not lead to a
stronger synchronization, so there will be no synchronous state for ε > 0. For
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states are white. The dashed red line shows the calculated region
of existence in Eq. (5.13), and the solid green line the analytical

boundary for the stability in Eq. (5.21).

ε < 0 the region of existence is given by

|ω| ≤ −ε
2
. (5.13)

The observed frequency ν can be calculated by using the second part of Eq. (5.8),
Eq. (5.10), and Eq. (5.12)

ν =ω + h sin(Φ0 − ψ0)

=ω + h sin(Φ0) cos(ψ0)− h cos(Φ0) sin(ψ0)

=ω − 1 + ε

2
sin(ψ0) cos(ψ0)−

[
1

2
− 1 + ε

2
sin(ψ0)

]
sin(ψ0)

=ω − 1

2
sin(ψ0)

=ω +
1

2

2ω

ε
,

to
ν =

1 + ε

ε
ω . (5.14)

Since −1 < ε < 0, the observed frequency will have a different sign than ω. In
this regime, the attraction of the first group is stronger than the second group,
so it will dominate the dynamics and pull the system in the opposite direction
to the repulsive group. Numerical observations in Fig. 5.3 show that the state
is not observed in the whole region of existence.

Condition of Stability The clusters are perturbed to check the stability of
the synchronous state. First, consider a symmetric perturbation of the repulsive
cluster [74] as ψ± = νt+ ψ0 ± γ with γ � 1. In this case, the mean-field Zr



5.3. M-Kuramoto Model with Identical Groups 65

will not be changed in the first-order in γ. Stability is then determined by a
decrease in |γ| over time. The perturbed oscillators follow

ψ̇± =ω + h sin(Φ0 − ψ0 ∓ γ) , (5.15)
ν ± γ̇ =ω + h sin(Φ0 − ψ0) cos(γ)∓ h cos(Φ0 − ψ0) sin(γ)

=ω + h sin(Φ0 − ψ0)∓ h cos(Φ0 − ψ0)γ +O(γ2) . (5.16)

In the first-order in γ, the perturbation evolves with

γ̇ = −γh cos(Φ0 − ψ0) . (5.17)

The repulsive cluster is linearly stable for h cos(Φ0 − ψ)) > 0. Multiplying the
first part of Eq. (5.10) with cos(ψ0) and the second with sin(ψ0) and adding the
two yields

h cos(Φ0 − ψ0) =
1

2
cos(ψ0)− 1 + ε

2
. (5.18)

The condition Eq. (5.17) is then

cosψ0 − (1 + ε) > 0 . (5.19)

The border of stability is, accordingly, cosψ0 = 1 + ε. With Eq. (5.12) the
border of stability for the repulsive group is

cos2 ψ0 + sin2 ψ0 =(1 + ε)2 +
4

ε2
ω2 , (5.20)

0 =ω2 +
ε2(1 + ε)2

4
− ε2

4
,

ω =±
√
−ε

2 + 2ε3 + ε4

4
+
ε2

4
,

ω =±
√
−ε

3

2
− ε4

4
. (5.21)

The same approach applied to the attractive group gives its region of sta-
bility as

cosψ0 <
1

1 + ε
. (5.22)

This condition is always fulfilled, as ε < 0 in the region of existence.
The last mode to consider is the phase shift between the clusters. Rewriting

Eq. (5.7) for the synchronous case gives

ϕ̇ =− 1 + ε

2
sin(ψ − ϕ) ,

ψ̇ =ω +
1

2
sin(ϕ− ψ) .

(5.23)

With η = ψ − ϕ this is
η̇ = ω +

ε

2
sin η , (5.24)
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Figure 5.4: In (a), an illustration of the solitary state is shown.
The blue crosses denote the attractive cluster, and the big (small)
green triangles the repulsive cluster (solitary oscillator). The
phase shifts for δ1 and δ2 are shown in (b), for a system of
Na = Nr = 5 and ε = 0.212. The blue crosses (black dots) mark
the numerical observations for δ1 (δ2), and the red dashed line
and the green solid line the analytical results from Eq. (5.35).

which is just a special case of the Adler equation Eq. (2.21). There exists a
stable fixed point for |ω| < −ε/2, so in the whole region of existence.

Thus, the final border of stability is given by the stability of the repulsive
cluster in Eq. (5.21). This fits very well to the numerically observed region of
stability in Fig. 5.3.

5.3.2 Solitary State

The main interest in researching this system lies in the solitary state. Like the
solitary state found by Maistrenko et al., it is a rotating three cluster state, but
the phase shifts between the clusters depend on the frequency difference ω. It
can be written similarly to the synchronous state as ϕ = νt, ψ1,...,Nr−1 = νt+ δ1,
ψNr = νt+ δ1 + δ2, and Φ = νt + Φ0. This state is illustrated in Fig. 5.4(a).

Condition of Existence Inserting these conditions in Eqs. (5.8) and (5.9)
yields

heiΦ0 =
1

2
− 1 + ε

2Nr

[
(Nr − 1)eiδ1 + ei(δ1+δ2)

]
, (5.25)

ν =hIm
[
eiΦ0

]
, (5.26)

ν =ω + hIm
[
ei(Φ0−δ1)

]
, (5.27)

ν =ω + hIm
[
ei(Φ0−δ1−δ2)

]
. (5.28)

From the last two equations, it follows that Im
[
ei(Φ0−δ1)

]
= Im

[
ei(Φ0−δ1−δ2)

]
and

(assuming δ2 is between 0 and 2π) Re
[
ei(Φ0−δ1)

]
= −Re

[
ei(Φ0−δ1−δ2)

]
. From

there the phase shifts are connected via 2δ1 + δ2 = 2Φ0 − π. Multiplying
Eq. (5.25) with e−iΦ0 , taking the imaginary part and replacing Φ0 − δ1 − δ2 =
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Figure 5.5: The solitary state for different system sizes
Na = Nr = 5, 6, 7, 8 from left to right. The solitary state is
observed numerically in the gray region, while all other states
are white. The analytical region of existence, as a solution of
Eq. (5.33) is shown by the black line. The dashed black line
marks the approximate maximal width in ω for Na = Nr = 5 at

about ε = 0.212

−(Φ0 − δ1) + π gives

0 =
1

2
Im
[
e−iΦ0

]
− 1 + ε

2Nr

[
(Nr − 1)Im

[
e−i(Φ0−δ1)

]
+ Im

[
e−i(Φ0−δ1−δ2)

]]
=

1

2
Im
[
e−iΦ0

]
− 1 + ε

2Nr

[
(Nr − 1)Im

[
e−i(Φ0−δ1)

]
+ Im

[
e−i(Φ0−δ1)

]]
.

And finally

Im
[
e−i(Φ0−δ1)

]
=

1

1 + ε
Im
[
eiΦ0

]
. (5.29)

Using this relation and Eqs. (5.26) and (5.27) allows for the calculation of the
observed frequency ν. It follows the same relation as for the synchronous state
in Eq. (5.14) but now ε > 0, so ν is positive, and the state rotates in the same
direction as ω. Multiplying Eq. (5.25) next by e−iΦ0 , taking the real part and
making the same phase replacements

h =
1

2
Re
[
e−iΦ0

]
− 1 + ε

2Nr

[
(Nr − 1)Re

[
e−i(Φ0−δ1)

]
+ Re

[
e−i(Φ0−δ1−δ2)

]]
=

1

2
Re
[
e−iΦ0

]
− 1 + ε

2Nr

[
(Nr − 1)Re

[
e−i(Φ0−δ1)

]
− Re

[
e−i(Φ0−δ1)

]]
=

1

2
Re
[
eiΦ0

]
− (1 + ε)

Nr − 2

2Nr

Re
[
ei(Φ0−δ1)

]
.
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Finally, replacing Re
[
eiΦ0

]
=
√

1− Im [eiΦ0 ]2

h =
1

2

√
1− Im [eiΦ0 ]2 − (1 + ε)

Nr − 2

2Nr

√
1− Im [ei(Φ0−δ1)]

2

=
1

2

√
1− Im [eiΦ0 ]2 − (1 + ε)

Nr − 2

2Nr

√
1− 1

(1 + ε)2
Im [eiΦ0 ]2 ,

and moving (1 + ε) into the root

h =
1

2

√
1− Im [eiΦ0 ]2 − Nr − 2

2Nr

√
(1 + ε)2 − Im [eiΦ0 ]2 . (5.30)

Replacing h with Eq. (5.25), the observed frequency with Eq. (5.14), and sub-
stituting x = Im

[
eiΦ0

]
leads to

0 = x
√

1− x2 − Nr − 2

Nr

x
√

(1 + ε)2 − x2 − 2
1 + ε

ε
ω . (5.31)

Finding the solitary state’s region of existence is reduced to finding the range
of ω so that this equation can be fulfilled for a given ε. First, it is important to
note that Eq. (5.31) is invariant to the transformation x→ −x and ω → −ω.
One branch is given by x ∈ (0, 1], and the other, symmetric, branch can be
inferred by ω → −ω. To find the solution, consider the function f of the first
two terms of Eq. (5.31)

f(x,Nr, ε) = x
√

1− x2 − Nr − 2

Nr

x
√

(1 + ε)2 − x2 . (5.32)

The border of the region of existence is then the biggest possible value of w,
where f can fulfill Eq. (5.31), i.e., ω = ε

2(1+ε)
fmax(x,Nr, ε) (fmax denotes the

maximum of f(x)). The derivative has to be calculated to find the maximum
∂f/∂x = 0, i.e.,

(1− 2x2)Nr

√
(1 + ε)2 − x2 = [(1 + ε2)− 2x2](Nr − 2)

√
1− x2 . (5.33)

Squaring this equation and ordering by powers of x yields a cubic equation for
x2, which can be solved analytically. The expressions for the roots are quite
long, but the calculated ω are shown in Fig. 5.5 and fit very well to the numerical
observations. Just as in the system of Maistrenko et al., the size of the region
depends on the system size N , where an increase in N leads to a smaller region
of existence.

Phase Shifts To calculate the phase shifts δ1 and δ2, first the second equation
of Eq. (5.7) needs to be rewritten in terms of the phase shifts for the solitary
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oscillator and the repulsive cluster,

ν + δ̇1 =ω +
1

2
sin(−δ1)− 1 + ε

N
sin δ2 ,

ν + δ̇1 + δ̇2 =ω +
1

2
sin(−δ1 − δ2)− 1 + ε

N
(Nr − 1) sin(−δ2) ,

δ̇2 =ν + δ̇1 + δ̇2 − ν − δ̇1

=− 1

2
sin(δ1 + δ2) +

(1 + ε)(Nr − 1)

N
sin δ2 +

1

2
sin δ1 +

1 + ε

N
sin δ2

=
1

2
[sin δ2 ((1 + ε)− cos δ1)− cos δ2 sin δ1 + sin δ1] .

Rewriting this, similarly to Ref. [24], yields

δ̇2 = A[sin(δ2 − δ∗2) + sin δ∗2] , (5.34)

where tan δ∗2 = sin δ1/((1 + ε)− cos δ1) and A = sin δ1/(2 sin δ∗2). A stable state
has either the solution δ2 = 0 or δ2 = 2δ∗2 + π, with the first solution being
the two-cluster state and the second solution being the solitary state. With
the earlier relation of the phase shifts of 2Φ0 − π = 2δ1 + δ2, it follows that
Φ0 = δ1 + δ∗2. Using Eq. (5.29), the relation between δ∗2 and Φ0 can be written
as

sin δ∗2 =
1

1 + ε
sin Φ0, (5.35)

which allows for the calculation of δ∗2 and δ1 from Φ0. The phase of the forcing
Φ0 can be calculated numerically from Eq. (5.31). The resulting phase shifts
are plotted in Fig. 5.4 and coincide with the numerical observations.

Condition of Stability Using the same perturbation on the cluster as for
the synchronous state

δ̇2,± = δ̇2 ± γ̇ = A[sin(δ2 − δ∗2 ± γ) + sin δ∗2] . (5.36)

In the first-order in γ, this yields γ̇ = −A cos δ∗2γ and the condition for the
stability becomes A cos δ∗2 > 0. With the definition of A, this can be written as

sin δ1

2 tan δ∗2
> 0 . (5.37)

Using then the definition of tan δ∗2 the condition of stability for δ2 becomes

1 + ε− cos δ1 > 0 , (5.38)

which is always fulfilled, since the solitary state exists for ε > 0. Finding the
stability of δ1 is not as simple, as the equation for δ̇1 has the form

δ̇1 = sin δ1

[
−1

2
+

1 + ε

N
((Nr − 1) + cos δ2)

]
+ cos δ1

1 + ε

N
sin2 +ω− 1 + ε

N
sin δ2
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domain of the solitary state as a solution of Eq. (5.31).

and cannot be reduced to the same form as in Eq. (5.34). Instead a direct
substitution of δ1 ± γ yields in the first-order

γ̇ = γ

[
cos δ1

(
−1

2
+

1 + ε

N
((Nr − 1) + cos δ2)

)
− sin δ1

1 + ε

N
sin δ2

]
. (5.39)

Numerical evaluations of this equation using the computed values of δ1 and δ2

shows that δ1 is also stable in the whole stability region of δ2.
The biggest difference in the solitary state between this model and the model

by Maistrenko et al. is in the basin of attraction. In the case of ω = 0, the
solitary state does not have full measure, as it allows states with h = 0. The
numerical results for the state with ω 6= 0 indicate that this is not possible here.
The state with h = 0 and Ra, Rr 6= 0 is not a valid solution, as can be quickly
checked by using Eq. (5.8), and numerical studies indicate that the asynchronous
case Ra = Rr = h = 0 is unstable. Consequently, the solitary state is the only
attractor in its region of existence.

One may assume that, aside from the fully synchronous and the solitary
state, there may exist more clustered states, but this is forbidden by the WS
theory [97], as already noted by Maistrenko et al.

5.3.3 Self-Consistent Partial Synchronization

Numerical Analysis

Outside of full synchrony and the solitary state, there exists a partial syn-
chronous state, with 0 < Rr < 1. Numerical studies indicate that the attractive
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Figure 5.7: The average frequencies (a) and order parame-
ters (b) at the border of the solitary state for Na = Nr = 5 and
ε = 0.212. The green triangles in (a) show the average frequency
of the repulsive oscillators 〈νr〉 and the blue crosses (red pluses)
the average mean-field frequency 〈Ωr〉 (〈Ωa〉). In (b), the average
order parameter 〈Rr〉 is shown by black squares, and the mini-
mum order parameter Rr,min = mintRr(t) by cyan circles. The
dashed line marks the analytical boundary of the solitary state
from Eq. (5.21). Left of it, all values coincide, while on the right
of it, the minimum order parameter falls off quickly. Because of
this, the phase is not well defined. This leads to some discrep-
ancies between 〈Ωr〉 and 〈Ωa〉. The right border of this region is
(arbitrarily) shown by a dashed-dotted line. On the right side of

it, 〈Ωr〉 = 〈Ωa〉.

group always fully synchronizes, regardless of ε. This has been tested for val-
ues up to ε = 10. Analytically, the stability of the attractive cluster can be
extended from Eq. (5.22) in the case of full synchrony to a state with Rr ≤ 1 as
Rr cos(Θr −Θa) < (1 + ε)−1. This expression cannot be treated analytically, as
the dynamics of the mean-field are unknown. But the numerics indicates that
this is always fulfilled. Even in the case of very weakly non-identical oscilla-
tors, sampled from a normal distribution with a standard deviation of 10−3, the
attractive group fully synchronizes. This is a very strong indication that the
synchronization is not a numerical artifact. An overview of the average repulsive
order parameter 〈Rr〉 can be found in Fig. 5.6, where the regions of stability of
the solitary state and the fully synchronous state are marked separately.

The observed partial synchronous state can be seen as self-consistent partial
synchrony, SCPS (or a self-organized quasiperiodic state, SOQ) [55,77,98]. This
type of partial synchrony is characterized by a difference between the average
frequency of the repulsive mean-field 〈Ωr〉 and the average frequency of the
single oscillators 〈νr〉. Numerically, not only the average frequencies but also
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Figure 5.8: Observed frequencies for 100 random initial con-
ditions per ω for Na = Nr = 5 and ε = 0.5. The blue squares
denote the average frequency of the repulsive mean-field 〈Ωr〉
and the green dots the average frequency of the oscillators 〈νr〉.
The dashed red line is the solution of Eq. (5.43), and the solid

black line the solution of Eqs. (5.41) and (5.42).

the instantaneous frequencies differ nearly all the time. On the macroscopic
scale, both mean-field frequencies coincide 〈Ωa〉 = 〈Ωr〉 (see Fig. 5.7). This
explains the difference between 〈Ωr〉 and 〈νr〉, which increases with ω. Close to
the border of the solitary state, the order parameter reaches values approaching
0. This leads to the frequencies not being well-defined in this region. The
transient in the border region become very long, and the identification of the
dynamical states there may be an interesting problem to solve in the future.

Similar results but for a wider range of ω are shown in Fig. 5.8. First of
all, the increase in 〈Ωr〉 − 〈νr〉 with ω can be seen very clearly. But also the
multistability of the system. In this figure, 100 different initial conditions are
chosen per value of ω and, especially for small ω, lead to different average
frequencies. The whole range of the SCPS is multistable, as can also be seen
in Fig. 5.11. For all parameters and initial conditions, the mean fields of both
populations remains synchronized, and their phases are well defined.

The observed frequency ν changes direction between the fully synchronous
state and the solitary state. A similar change of the direction of rotation hap-
pens at the transition from the solitary state to the partial synchronous state.
Before the transition, the observed frequency ν is positive, while immediately
after the transition, all frequencies become negative, as can be seen in Fig. 5.7.
With a bigger ω, the frequency of the oscillators 〈νr〉 becomes positive until it
finally tends to ω. For large ω, the distribution of the phases is nearly uniform
with a slight perturbation caused by the attractive cluster.

One particular partial synchronous state is illustrated in Fig. 5.9. It appears
for intermediate values of about ω = 0.1. First, there exists a loose cluster of all
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t = 0.00 t = 5.90 t = 10.50 t = 21.70

Figure 5.9: One specific type of partial synchronous state for
intermediate values of ω around the solitary state. The figure
shows four snapshots of the repulsive oscillators in a system with
Nr = Na = 5, ε = 0.2 and ω = 0.1. Every oscillator is marked by
a different color and symbol. At times t = 5.9 and t = 21.7, a

single oscillator leaves the fuzzy cluster.

repulsive oscillators. Then, a single oscillator accelerates and leaves this cluster,
stays in antiphase for a short time, and then rejoins the group as the last one.
The cluster dissolves again and leaves a single oscillator. This oscillator was
the third oscillator in the original cluster. It stays in antiphase for a short time
and then rejoins the cluster. This can be seen as a transient solitary state, and
only every second oscillator undergoes this state. These dynamics seem to be
independent of the initial state and the exact system size. Like the solitary
state, it appears only for small systems but is not restricted to odd or even
numbers of oscillators Nr. This state somewhat resembles a state observed in
an ensemble of attractive and repulsive active rotators in Ref. [99].

A final investigation of the multistability is shown in Fig. 5.10. A big system
with Na = Nr = 1024 is illustrated. The different distributions are the result of
different initial conditions. In (a), a perturbed cluster is the initial condition,
and in (b), a random initial condition is used. The distributions differ in their
form and their dynamics. The distribution in (a) is bounded and bimodal. It is
time-dependent and changes its width, resulting in a ‘breathing’ motion. The
phase differences between the mean fields and the forcing vary over time. In
(b), the distribution is unbounded and unimodal. It does not change signif-
icantly over time, and the phase differences between the mean fields and the
forcing are nearly constant. The observed noise is probably caused by finite-size
effects. The different distribution also lead to different average frequencies of
〈νr〉 = 0.262 and 〈Ωr〉 = −0.196 in (a) and 〈νr〉 = 0.264 and 〈Ωr〉 = −0.181 in
(b).
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Figure 5.10: Phases of the repulsive group, and their his-
tograms for Nr = Na = 1024, ω = 0.75, and ε = 0.5. In (a), a
perturbed cluster was chosen as the initial condition, and in (b),
a random initial condition was used. The solid red (dashed green)
line is the phase of the repulsive (attractive) mean-field Θr (Θa)
and the dotted black line the phase of the forcing. The dis-
tribution in (a) changes in time while the one in (b) is nearly
stationary, except for some weak noise. Any motion is taken in

reference to the repulsive mean field’s phase.
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Theoretical Analysis

The simplest case to consider when analyzing the system is ω = 0. There, the
repulsive order parameter is given by Eq. (5.4). The repulsive order parameter
is Rr = (1 + ε)−1 since the attractive group always fully synchronizes. This is
expected to also approximate small values of ω sufficiently well. It will also be
the upper limit, as an increase in ω leads to a decrease in synchronization.

For the analysis of ω � 0, the WS theory allows the reduction to six equa-
tions for the collective variables. For the analytical tractability, the OA man-
ifold is considered (this corresponds to a uniform distribution of the constants
of motion, as discussed earlier). Then the dynamics are further simplified to
four equations for the mean-field variables Ra,r and Θa,r. Since Ra = 1 is always
the case, this is reduced to a three-dimensional system from Eqs. (2.37). The
mean-field dynamics then read [68]

Ṙr =
1−R2

r

4
[cos(Θr −Θa)− (1 + ε)Rr] ,

Θ̇r =ω +
1 +R2

r

4Rr

sin(Θr −Θa) ,

Θ̇a =
1 + ε

2
Rr sin(Θr −Θa) .

(5.40)

It is interesting to note here that only the phase shift η = Θr −Θa is of impor-
tance. This leads to the two-dimensional system

Ṙr =
1−R2

r

4
[cos η − (1 + ε)Rr] ,

η̇ =ω − 1 + [1− 2(1 + ε)]R2
r

4Rr

sin η .

(5.41)

A caveat of this equation is the usage of the OA manifold, as it is only valid
in the thermodynamic limit, which certainly does not describe small systems.
Hence, this is only a crude approximation, and Eq. (5.41) is only an estimate
and not an exact solution.

Stationary states are expected for a big difference in the frequencies. So
the assumptions of η̇ = 0 and a stationary order parameter Ṙr = 0 can be used.
Inserting them into Eq. (5.41) and reordering leads to

cos η =(1 + ε) 〈Rr〉 ,

sin η =
4ω 〈Rr〉

1 + (1− 2(1 + ε)) 〈Rr〉2
.

(5.42)

Because the stationarity will not be perfect, these equations use the average
order parameter 〈Rr〉. They can be solved easily by eliminating η and squaring.
The result is a cubic equation in 〈Rr〉2. The resulting expression for the roots
is, again, too long to print here. A comparison of the different possible solutions
is plotted in Fig. 5.11. There it can be seen that the ω = 0 solution is a good
approximation for small ω and the solution of Eq. (5.42) a good fit for large ω.

For a given 〈Rr〉, it is possible to calculate η from Eq. (5.42). This η can
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Figure 5.11: The average repulsive order parameter 〈Rr〉
(black dots) for 100 different initial conditions per ε with
Na = Nr = 5. The dashed red line shows (1 + ε)−1 and is the
upper limit for small ω. The solid green line gives the solution
of Eq. (5.42). In (a), ω = 0.02, and the upper limit fits the data

very well. In (b), ω = 0.6.

then be used in the second equation of Eq. (5.40) to calculate 〈Ωr〉. For any
known 〈Ωr〉, it is possible to calculate the average frequency of the oscillators
in the WS theory, using Eq. (2.38). Expressing 〈νr〉 via 〈Ωr〉 yields

〈νr〉 = 〈Ωr〉 −
1−R2

r

1 +R2
r

(〈Ωr〉 − ω) . (5.43)

The estimates 〈νr〉 and 〈Ωr〉 are shown in Fig. 5.8. The calculated 〈νr〉 fit very
well, even for intermediate ω. The 〈Ωr〉 are not as good for intermediate values
but also fit well for big ω, where the stationarity conditions are better fulfilled.

5.4 Summary & Conclusion
Following the rather recent discovery of the solitary state, it has been observed in
numerical, as well as experimental, setups. It appears in the transition between
full and partial synchrony, but not much is known about it. In the original model
of discovery, identical oscillators were split into two equally sized groups, one
with attractive coupling and one with repulsive coupling. We have extended this
model by allowing different dynamics of the oscillators, such that only oscillators
in each group are identical. In this case, a fully synchronous two-cluster state
can be observed, and its region of stability can be calculated analytically. The
size of the synchronous region depends on the ratio between attractive and
repulsive coupling and disappears when the repulsive coupling dominates or
when the frequency difference between the groups becomes too big.
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Outside of the fully synchronous state exists a partial synchronous regime,
where the attractive cluster stays fully synchronized, but the repulsive cluster
splits up. In this regime, the frequency of the repulsive mean-field differs from
the one of the single oscillators but its stays entrained to the attractive mean-
field. The order parameter of the repulsive group is between zero and one. Using
the OA manifold and the WS theory, it is possible to find approximations for
the frequency of the mean field as well as the order parameter that fit quite well
for big frequency differences.

For small frequency differences, this transition happens via the solitary state,
where a single repulsive oscillator leaves the repulsive cluster. The border of
this state has been found analytically, as well as the phase shift between the
oscillator and the clusters. It is important to note that, as in the original
model, the region of the solitary state shrinks with the number of oscillators. In
difference to the original model, the solitary state is stable and the only possible
solution in its region of stability.

The solitary state is an interesting transition state, close to the border of
synchrony and partial synchrony. We have shown that its stability depends
strongly on the difference between the oscillatory units and hope that it can be
useful for the study of neuronal populations of attractive and repulsive units.
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Chapter 6

Conclusion & Outlook

Partial synchronization describes the states between trivial full synchrony, where
all units of the system share the same dynamics, and asynchrony, where all oscil-
lators are uniformly distributed. This wide range of partial synchronous states
makes them an important topic to study in dynamical systems. The best way
to investigate them lies in the usage of phase dynamics as their reduced dimen-
sionality and regularity gives a more general and easier to handle abstraction
of the studied system.

The usual first-order approximation of the phase dynamics is not enough
to study all possible partial synchronous states. Higher-order phase approxi-
mations have also to be considered to reach more complex states. There are
different methods to find these higher orders, but none has been developed yet
to allow for a general and consistent calculation. We have developed a method
in Chapter 3 based solely on the assumptions of the representation of the am-
plitude and the phase derivative as a power series in the coupling strength and
known phase dynamics of the units. This method has been shown to give cor-
rect results in a simple model of Stuart-Landau oscillators, where modes up
to the second order in the coupling strength were recovered. The proposed
method is not restricted to just the second order, but the computational com-
plexity increases with each additional order. To verify the analytical results, we
also introduced a numerical way to calculate the phase derivative of a coupled
system. Both the analytical and numerical results agree very well, and with
the numerical method, it is even possible to find higher orders in the coupling
strength, even for systems without a known phase dynamic, such as coupled
Van der Pol oscillators. Again, the numerical method is not restricted to just
the second order. Increasing the number of modes to consider also indirectly
increases the possible order to reconstruct. However, as before, there is a great
computational cost in increasing the order and increasing the system size.

Even in the second-order approximation, already important terms appear in
the Stuart-Landau system that are necessary for the occurrence of some partial
synchronous states. They include hyper-network-like connections between all
units and pairwise coupling terms that do not appear in the coupling scheme.
So, even though the higher-order terms are necessary for the study of partial
synchronization, limited resources make it still advisable to use simpler phase
models to study partial synchronization.

An interesting project to expand the phase dynamics method may lie in a
programmatical application. The method itself is recursive and should be imple-
mentable in a computer algebra system. This would allow the easy calculation
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of phase dynamics for moderate to small system sizes to higher orders.
When considering phase dynamics, the research of dynamical systems is usu-

ally restricted to one kind of interaction (in, e.g., the Kuramoto model). Either
the coupling strength is constant or changes its magnitude in some predictable
manner between each oscillator to model distances. What is seldom considered
is the interaction of attractive and repulsive coupling. But this has been shown
to lead to some interesting partial synchronous states, such as the solitary state
or the Bellerophon state.

In an extension of the Kuramoto model, two groups with independent fre-
quency distributions are considered. The oscillators in each group are coupled
attractively and oscillators between groups repulsively. Systems of this type can
also be represented as a Kuramoto model with a bimodal distribution and an
additional bifurcation parameter. The model with two groups exhibits a rich
partial synchronous transition. The critical coupling strengths for both groups
are well described by a Kuramoto model with a double as wide frequency dis-
tribution. After the first groups’ critical coupling strength, the narrower group
forces the wider group and leads it to weakly synchronize. After the second
group’s critical coupling strength, clusters form at odd multiples of some fun-
damental frequency. Quasiperiodic regimes separate the clusters. Such a state
is called a Bellerophon state and has been observed in similar systems. It is nu-
merically observable for moderately sized systems but sensitive to noise in the
frequencies. As the clusters are the main contributors to the order parameter,
any reduction in their size leads to an immediate drop in the synchronization
strength.

After a further increase to a strong coupling strength, the Bellerophon state
begins to disappear, and the clusters contract. They asymptotically approach
one big cluster, as expected for the Kuramoto model. Here, the synchronization
behavior is better represented by a Kuramoto model with an equal width in
the frequency distribution, i.e., for the same coupling strength, the groups are
stronger synchronized than predicted before. These results show the enriching
of dynamics by considering mixed-coupling.

In a simple model of identical Kuramoto oscillators, split into two groups,
one attractive and repulsive, there appears an interesting solitary state, where
all oscillators cluster at the same point, except for one single repulsive oscillator
in anti-phase. We have extended this model to consider two groups of identical
oscillators with a frequency difference. It has a fully synchronous two-cluster
state, a solitary state, and a big partial synchronous region. The region of sta-
bility for both the fully synchronous state and the solitary state can be found
analytically, directly from the dynamical equations. The self-consistent partial
synchronous state, present outside of these two, is characterized by a differ-
ence in the frequencies of the repulsive mean-field and the repulsive oscillators.
In this regime, the attractive cluster still fully synchronizes and entrains the
repulsive mean-field. Using the Watanabe-Strogatz theory, the mean-fields of
both groups and the average frequency of the oscillators can be approximated
in the self-consistent partial synchronous state for big frequency differences and
strong coupling. The observed solitary state is a bit different in that the soli-
tary oscillator is not entirely in anti-phase, and the clusters of the groups do
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not overlap in their phase. It is also the only stable state in its region of sta-
bility, in difference to the model without a frequency difference, and this region
shrinks with an increase in the number of oscillators, like in the model with-
out a frequency difference. This solitary state describes the transition between
the fully synchronous state to the partial synchronous state for small frequency
differences.

These results indicate the importance of the difference in coupling strength
and the variety of units (in, e.g., their frequency) for rich partial synchronization
to be observed. And more importance should be given to such setups in future
research. In both cases that were considered here, only particular schemes of
identical size were considered. They are the most straightforward expansion
of the Kuramoto model to an attractive and repulsive setup. So researching a
wider variety of the coupling strength may be an interesting future topic. On
the experimental side, there were already a few observations of the solitary state
and none of the Bellerophon state. Building a system that exhibits such a state
may yield more information about the stability of the state in the presence of
noise. And finally, a general problem of these types of problems is the absence
of noise. Information about the stability of such ‘exotic’ partial synchronous
states may help in explaining the transition to and from full synchrony.
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Appendix A

Higher-Order Phase Reduction for
Coupled Oscillators

A.1 Second Order Coupling Coefficients for the
Stuart-Landau Oscillators

The coefficinets for the phase dynamics of the Stuart-Landau oscillators in
Eq. (3.57) are given in Tabs. A.1 and A.1. As a shorthand, the following
coefficients are used

Cm,k =
1 + α2

2

2cm,k
4 + (ωm − ωk)2

, (A.1)

Dm,k =
1 + α2

2

(ωm − ωk)cm,k
4 + (ωm − ωk)2

. (A.2)

The third oscillator has the same dynamics as the first oscillator, but with
switched indices.

A.2 Higher Order Terms for the Coupled Stuart-
Landau Oscillators

The terms beyond the second order are given in Tabs. A.3 and A.4.

A.3 Found Terms for the Coupled van der Pol
Oscillators

For both oscillators there is only one constant mode, l = (0, 0, 0). All other
fitted modes are given in Tab. A.5.
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a
(2)
1;0,0,0 c2,1

(
C1,2 sin(β1,2 + β2,1)−D1,2 cos(β1,2 + β2,1)−D2,1

)
a

(2)
1;−2,2,0 c2,1

(
C1,2 sin(β2,1 − β1,2) +D1,2 cos(β2,1 − β1,2)

−C2,1 sin 2β2,1 +D2,1 cos 2β2,1

)
b

(2)
1;−2,2,0 c2,1

(
C1,2 cos(β2,1 − β1,2)−D1,2 sin(β2,1 − β1,2)

−C2,1 cos 2β2,1 −D2,1 sin 2β2,1

)
a

(2)
1;−1,2,−1 c2,1

(
C3,2 sin(β2,1 − β3,2) +D3,2 cos(β2,1 − β3,2)

)
b

(2)
1;−1,2,−1 c2,1

(
C3,2 cos(β2,1 − β3,2)−D3,2 sin(β2,1 − β3,2)

)
a

(2)
1;−1,0,1 c2,1

(
−D3,2 cos(β2,1 + β3,2) + C3,2 sin(β2,1 + β3,2)

)
b

(2)
1;−1,0,1 c2,1

(
D3,2 sin(β2,1 + β3,2) + C3,2 cos(β2,1 + β3,2)

)
Table A.1: Coupling coefficients of the first Stuart-Landau os-

cillator.

a
(2)
2;0,0,0 C2,1c1,2 sin(β2,1 + β1,2)−D2,1c1,2 cos(β2,1 + β1,2)−D1,2c1,2

+C2,3c3,2 sin(β3,2 + β2,3)−D3,2c3,2 −D2,3c3,2 cos(β3,2 + β2,3)

a
(2)
2;2,−2,0 C2,1c1,2 sin(β1,2 − β2,1) +D2,1c1,2 cos(β1,2 − β2,1)

−C1,2c1,2 sin 2β1,2 +D1,2c1,2 cos 2β1,2

b
(2)
2;2,−2,0 C2,1c1,2 cos(β1,2 − β2,1)−D2,1c1,2 sin(β1,2 − β2,1)

−C1,2c1,2 cos 2β1,2 −D1,2c1,2 sin 2β1,2

a
(2)
2;0,−2,2 C2,3c3,2 sin(β3,2 − β2,3) +D2,3c3,2 cos(β3,2 − β2,3)

−C3,2c3,2 sin 2β3,2 +D3,2c3,2 cos 2β3,2

b
(2)
2;0,−2,2 C2,3c3,2 cos(β3,2 − β2,3)−D2,3c3,2 sin(β3,2 − β2,3)

−C3,2c3,2 cos 2β3,2 −D3,2c3,2 sin 2β3,2

a
(2)
2;−1,2,−1 D3,2c1,2 cos(β1,2 + β3,2)− C3,2c1,2 sin(β1,2 + β3,2)

−C1,2c3,2 sin(β3,2 + β1,2) +D1,2c3,2 cos(β3,2 + β1,2)

b
(2)
2;−1,2,−1 D3,2c1,2 sin(β1,2 + β3,2) + C3,2c1,2 cos(β1,2 + β3,2)

+C1,2c3,2 cos(β3,2 + β1,2) +D1,2c3,2 sin(β3,2 + β1,2)

a
(2)
2;1,0,−1 −D3,2c1,2 cos(β1,2 − β3,2)− C3,2c1,2 sin(β1,2 − β3,2)

−C1,2c3,2 sin(β3,2 − β1,2)−D1,2c3,2 cos(β3,2 − β1,2)

b
(2)
2;1,0,−1 (D3,2c1,2 sin(β1,2 − β3,2)− C3,2c1,2 cos(β1,2 − β3,2)

+C1,2c3,2 cos(β3,2 − β1,2)−D1,2c3,2 sin(β3,2 − β1,2)

Table A.2: Coupling coefficients of the second Stuart-Landau
oscillator.
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l Asynchronous Synchronous Analytical

(0, 1, -1) 3 3 3
(0, 2, -2) 4 4 4
(0, 3, -3) 5 5 5
(0, 4, -4) 6 - ?
(1, -5, 4) ? ? 5
(1, -4, 3) 4 - 4
(1, -3, 2) 3 3 3
(1, 1, -2) 3 3 3
(1, 2, -3) 4 4 4
(1, 3, -4) - - 5
(2, -5, 3) ? ? 5
(2, -4, 2) 4 4 4
(2, -3, 1) 3 3 3
(2, -1, -1) 3 3 3
(2, 0, -2) 4 - 4
(2, 1, -3) 5 - 5
(2, 2, -4) 6 - ?
(3, -5, 2) ? ? 5
(3, -4, 1) 4 4 4
(3, -3, 0) - 3 3
(3, -2, -1) 4 4 4
(3, -1, -2) 5 - 5
(4, -5, 1) ? ? 5
(4, -4, 0) 4 4 4
(4, -3, -1) 5 - 5
(4, -2, -2) 6 - ?
(5, -5, 0) ? ? 5

Table A.3: Fitted scaling for the higher order modes for the
first oscillator for both the asynchrnous and synchrnous dynam-
ics and the analytical modes up to the fifth order of the phase
reduction. Missing modes are indicated by a ‘-’. Modes that are
missing, because they could not be determines, i.e., with m = 5
for the numerical modes, or sixth-order modes of the analytical

phase reduction, are marked by a ‘?’.
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l Asynchronous Synchronous Analytical

(0, 3, -3) 3 3 3
(0, 4, -4) 4 4 4
(0, 5, -5) ? ? 5
(1, -5, 4) ? ? 5
(1, -4, 3) 4 4 4
(1, -3, 2) 3 3 3
(1, 1, -2) 3 3 3
(1, 2, -3) 4 4 4
(1, 3, -4) - - 5
(2, -5, 3) ? ? 4
(2, -4, 2) 4 4 4
(2, -3, 1) 3 3 3
(2, -1, -1) 3 3 3
(2, 0, -2) 4 4 4
(2, 1, -3) 5 5 -
(2, 2, -4) 6 - ?
(3, -5, 2) ? ? 4
(3, -4, 1) 4 4 4
(3, -3, 0) 5 3 3
(3, -2, -1) 4 4 4
(3, -1, -2) 5 - 5
(3, 0, -3) 6 - ?
(4, -5, 1) ? ? 5
(4, -4, 0) 4 4 4
(4, -3, -1) 5 - 5
(4, -2, -2) 6 - ?
(5, -5, 0) ? ? 5

Table A.4: Fitted scaling for the higher order modes for the
second oscillator for both the asynchrnous and synchrnous dy-
namics and the analytical modes up to the fifth order of the phase
reduction. Missing modes are indicated by a ‘-’. Modes that are
missing, because they could not be determines, i.e., with m = 5
for the numerical modes, or sixth-order modes of the analytical

phase reduction, are marked by a ‘?’.
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ε ε2

Oscillator 1 (1,−3, 0), (1,−1, 0), (1, 1, 0),
(1, 3, 0), (3,−3, 0), (3,−1, 0),

(3, 1, 0), (3, 3, 0)

(0, 2, 0), (0, 4, 0), (1,−4,−1),
(1,−4, 1), (1,−2, 1−), (1,−2, 1),

(1, 0,−1), (1, 0, 1), (1, 2,−3),
(1, 2,−1), (1, 2, 1), (1, 4,−1),
(1, 4, 1), (2,−4, 0), (2,−2, 0),

(2, 0, 0), (2, 2, 0), (2, 4, 0),
(3,−4,−1), (3,−4, 1), (3,−2,−1),

(3,−2, 1), (3, 0,−1), (3, 0, 1),
(3, 2,−1), (3, 2, 1), (4,−4, 0),

(4,−2, 0), (4, 0, 0), (4, 2, 0), (4, 4, 0)
Oscillator 2 (0, 1,−3), (0, 1,−1), (0, 1, 1),

(0, 1, 3), (0, 3,−3), (0, 3,−1),
(0, 3, 1), (0, 3, 3), (1,−3, 0),
(1,−1, 0), (1, 1, 0), (1, 3, 0),

(3,−3, 0), (3,−1, 0), (3, 1, 0),
(3, 3, 0)

(0, 0, 4), (0, 2,−4), (0, 2,−2),
(0, 2, 0), (0, 2, 4), (0, 4,−2),

(0, 4, 0), (1,−4, 1), (1,−2,−3),
(1,−2,−1), (1,−2, 1), (1, 0,−3),

(1, 0,−1), (1, 0, 1), (1, 2,−1),
(1, 2, 1), (1, 4,−1), (1, 4, 1),

(2,−4, 0), (2,−2, 0), (2, 0, 0),
(2, 2, 0), (2, 4, 0), (3,−2,−1),

(3,−2, 1), (3, 0,−1), (3, 2,−1),
(3, 2, 1), (4,−4, 0), (4,−2, 0),

(4, 0, 0), (4, 2, 0), (4, 4, 0)

Table A.5: All the modes that were determined to be scaling
with ε and ε2 in the van der Pol system. In the first order there
are 8 modes for the first oscillator and 16 modes for the second
oscillator. In the second order there are 31 for the first oscillator

and 34 for the second.
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