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Abstract

In this thesis I summarize my contribution to the research field of ultrafast structural dynamics in con-
densend matter. It consists of 17 publications that cover the complex interplay between electron, magnon,
and phonon subsystems in solid materials and the resulting lattice dynamics after ultrafast photoexcitation.
The investigation of such dynamics is necessary for the physical understanding of the processes in materi-
als that might become important in the future as functional materials for technological applications, for
example in data storage applications, information processing, sensors, or energy harvesting.

In this work I present ultrafast x-ray diffraction (UXRD) experiments based on the optical pump – x-ray
probe technique revealing the time-resolved lattice strain. To study these dynamics the samples (mainly
thin film heterostructures) are excited by femtosecond near-infrared or visible light pulses. The induced
strain dynamics caused by stresses of the excited subsystems are measured in a pump-probe scheme with
x-ray diffraction (XRD) as a probe. The UXRD setups used during my thesis are a laser-driven table-top
x-ray source and large-scale synchrotron facilities with dedicated time-resolved diffraction setups. The
UXRD experiments provide quantitative access to heat reservoirs in nanometric layers and monitor the
transient responses of these layers with coupled electron, magnon, and phonon subsystems. In contrast to
optical probes, UXRD allows accessing the material-specific information, which is unavailable for optical
light due to the detection of multiple indistinguishable layers in the range of the penetration depth.

In addition, UXRD facilitates a layer-specific probe for layers buried opaque heterostructures to study
the energy flow. I extended this UXRD technique to obtain the driving stress profile by measuring
the strain dynamics in the unexcited buried layer after excitation of the adjacent absorbing layers with
femtosecond laser pulses. This enables the study of negative thermal expansion (NTE) in magnetic
materials, which occurs due to the loss of the magnetic order. Part of this work is the investigation of
stress profiles which are the source of coherent acoustic phonon wave packets (hypersound waves). The
spatiotemporal shape of these stress profiles depends on the energy distribution profile and the ability
of the involved subsystems to produce stress. The evaluation of the UXRD data of rare-earth metals
yields a stress profile that closely matches the optical penetration profile: In the paramagnetic (PM) phase
the photoexcitation results in a quasi-instantaneous expansive stress of the metallic layer whereas in
the antiferromagnetic (AFM) phase a quasi-instantaneous contractive stress and a second contractive
stress contribution rising on a 10 ps time scale adds to the PM contribution. These two time scales are
characteristic for the magnetic contribution and are in agreement with related studies of the magnetization
dynamics of rare-earth materials.

Several publications in this thesis demonstrate the scientific progress in the field of active strain control
to drive a second excitation or engineer an ultrafast switch. These applications of ultrafast dynamics are
necessary to enable control of functional material properties via strain on ultrafast time scales.

For this thesis I implemented upgrades of the existing laser-driven table-top UXRD setup in order
to achieve an enhancement of x-ray flux to resolve single digit nanometer thick layers. Furthermore, I
developed and built a new in-situ time-resolved magneto-optic Kerr effect (MOKE) and optical reflectivity
setup at the laser-driven table-top UXRD setup to measure the dynamics of lattice, electrons and magnons
under the same excitation conditions.





Kurzdarstellung

In dieser Doktoarbeit sind meine Beiträge zum Forschungsgebiet der ultraschnellen Strukturdynamik in
kondensierter Materie zusammegefasst. Sie besteht aus 17 Publikationen, welche die Wechselwirkung zwi-
schen Elektron-, Magnon- und Phononsystem in Festkörpern, sowie die dadurch verursachte Gitterdynamik
nach ultraschneller optischer Anregung diskutieren. Die Untersuchung dieser Dynamik ist erforderlich
für das physikalische Verständnis der Prozesse in Materialien, die in Zukunft als Funktionsmaterialien
für technologische Anwendungen, z.B. in der Datenspeicherung und Informationsverarbeitung, sowie bei
Sensoren und der Energiegewinnung, wichtig werden könnten.

In dieser Arbeit präsentiere ich Experimente, welche ultraschneller Röntgenbeugung (UXRD) als Technik
nutzen. Sie basiert auf der Anrege-Abfrage-Technik: Die Dynamik in der Probe (hauptsächlich Dünnfilm-
Heterostrukturen) wird durch Femtosekunden-Lichtpulse im nahen Infrarot oder im sichtbaren Bereich
angeregt. Die Dehnung des Materials, welche die Spannung (Druck) der angeregten Teilsysteme hervorruft,
wird mit Röntgenbeugung als Abfrage gemessen. Während meiner Doktorandentätigkeit habe ich zwei Arten
von Aufbauten zur UXRD genutzt: lasergetriebene laborbasierte Röntgenquellen und Synchrotronstrah-
lungsquellen mit zugehörigen zeitaufgelösten Messinstrumenten. Mit den UXRD-Experimenten kann die
gespeicherte Energie unterschiedlicher gekoppelter Teilsysteme, wie Elektronen, Mangonen und Phononen,
einer nur wenige Nanometer dicken Schicht gemessen werden. Im Vergleich zu optischen Messtechniken bie-
tet UXRD den Zugriff auf materialspezifische Informationen, die für optisches Licht aufgrund der Detektion
mehrerer nicht unterscheidbarer Schichten im Bereich der Eindringtiefe nicht zur Verfügung steht.

Darüber hinaus lässt sich mit UXRD eine für optische Detektion verdeckte Schicht als schichtspezifische
Sonde nutzen, um den Energietransport zu untersuchen. Dieses Prinzip wurde dazu genutzt, um das treibende
Spannungsprofil mittels der Dehnungsdynamik in einer angrenzenden, optisch nicht angeregten Schicht zu
messen. Dies ermöglichte die Untersuchung der Dichteanomalie in magnetischen Materialen, die durch den
Verlust der magnetischen Ordnung entsteht. Ebenfalls Teil dieser Arbeit ist die Untersuchung von Spannungs-
profilen als Quelle von kohärenten akustischen Phononen (Hyperschallwellen). Das raumzeitliche Profil des
Spannungsprofils hängt von der Energieverteilung innerhalb der Teilsysteme und ihrer Fähigkeit ab, Energie
in Dehnung umzusetzen. Die Auswertung von UXRD Experimenten an Metallen der Seltenen Erden ergab
ein Spannungsprofil, dass dem Absorptionsprofil der optischen Anregung entsprach: In der paramagnetischen
Phase erzeugte es einen instantanen expansiven Druck, wohingegen in der antiferromagnetischen Phase
ein instantaner und ein auf einer 10 ps Zeitskala ansteigender kontrahierender Druck zusätzlich auftritt.
Die beiden charakteristischen Zeitskalen in der antiferromagnetischen Phase sind in Übereinstimmung mit
verschiedenen Studien der Demagnetisierungsdynamik in den Metallen der Seltenen Erden.

Einige Publikationen dieser Arbeit beschäftigen sich mit Feld der aktiven Dehnungskontrolle. Dies
ermöglich die Kontrolle von Funktionsmaterialen via Dehnung auf ultraschnellen Zeitskalen.

Im Rahmen meiner Doktorandentätigkeit habe ich den lasergetriebenen UXRD Aufbau optimiert, um
mit dem hohen Röntgenfluss Experimente mit nur einigen Nanometer dicken Schichten zu ermöglichen.
Diese Maschine habe ich um einen zeitaufgelösten Aufbau zur in situ Messung der Reflektivität und
Magnetisierungsdynamik mittels magnetooptischem Kerr-Effekt ergänzt. Dies ermöglicht die gleichzeitige
Messung von Gitter-, Elektronen- und Magnonendynamik unter derselben Anregebedingung.
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CHAPTER ONE

Introduction

FUNCTIONAL materials are the basis of our current live. Without them, computers, smartphones and
other electronic devices would not exist. The intrinsic properties such as (anti-)ferromagnetism,
ferroelectricity, or superconductivity make these materials useful for different technological

applications. These properties can be enhanced or suppressed by changing the geometrical shape or
the local environment of these materials, which allows engineering them for certain application [1–5].
Fundamental developments in this field lead to a huge progress e.g. in data storage and communication,
sensors, and energy harvesting [6–11].

The understanding of the underlying properties of functional materials are important for the development
of new technological applications. Especially for the optimization of data processing and storage speed, the
transient response of materials becomes more and more important. In many cases, the physical properties
are closely connected to the structural and chemical properties of the materials. This makes scattering
techniques using electrons, neutrons, or x-rays useful and sensitive probes of structural details [12–14].

Since their discovery in 1895 by Röntgen [15], x-rays offer insights in the structure of materials and
help to understand their nature. Their impact on science is reflected by 25 Nobel Prizes involving x-rays in
physics, chemistry, and medicine [14]. The penetrating capabilities of x-rays with short wavelengths give
access to x-ray imaging. Monochromatic x-ray radiation provides an element-specific study of the atomic
configuration of a material, which allows to infer structural quality, orbital order, magnetic properties, and
recently even phonon properties [13, 16–19].

Recent advances in ultrafast X-ray sources allow investigating the transient non-equilibrium atomic
configuration after ultrashort photoexcitation of the sample with an ultrafast laser pulse. Therefore,
a duration of the probe pulse which is on the order of time scales comparable with atomic motion is
required [14]. Synchrotron based sources generate x-ray radiation by acceleration of relativistic electrons
and have a typical pulse duration of 100 ps. Special modes (low-alpha) of operating the storage ring
provide less than 10 ps pulse durations. Due to the high x-ray flux and the good beam quality, synchrotron
sources have been the work-horse of the time-resolved x-ray community. The field of laboratory based
ultrafast x-ray sources has two successful approaches using high-power ultrafast lasers: high-order
harmonic generation (HHG) sources for generating coherent attosecond x-rays pulse trains in the soft
x-ray range [20, 21] and plasma x-ray sources (PXSs) for generating incoherent hard x-ray pulses in
the femtosecond regime [14, 22–27]. The advantage of laser-driven x-ray sources is a lack of timing
jitter due to the same laser pulse used for both photoexcitation of the sample and for producing x-ray
pulses [26–30].

Other methods used for further shortening the x-ray pulses are to manipulate the relativistic electron
beam in the synchrotron facilities [31–33], laser-driven x-ray switches based on the acoustic response
of a sample after photoexcitation [34, 35] and the transient surface modulations induced by ultrafast
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excitation [36, 37]. In the last decade x-ray free-electron lasers (XFELs) have been realized to generate
tunable x-ray pulses, orders of magnitudes brighter than synchrotrons with a pulse duration of several
femtoseconds and even less [38, 39].

Using any of these sources allow for studying the non-equilibrium dynamics of materials including their
coupling between electrons, magnons, phonons and their resulting structural dynamics, which determine
the main properties and the possible functions of materials [14, 24, 40–44]. Most of the time-resolved
experiments rely on the pump-probe technique: The material is excited from a defined state into a
non-equilibrium state with a pump pulse typically delivered by a femtosecond laser system. The sample
response is detected with a delayed x-ray probe pulse. Repeating the this procedure with different delays
from the same defined initial state reveals the complete dynamics with this stroboscopic technique.

In this work the ultrafast structural response of nanoscale metal multilayers is investigated in order to
understand the ultrafast energy flow between and within the layers due to conduction and interaction of
the subsystems in the sample. The energy flow in nanoscale heterostructures is of huge interest for further
improvements of functional materials. Especially the heat flow in magnetic materials is important for the
evolution of the materials’ magnetic state, which is highly relevant in technological applications based on
magnetic properties.

The energy flow and the resulting energy distribution inside the material becomes accessible because
of different contributions to the total lattice response depending on the Grüneisen coefficient. The
Grüneisen coefficient describes the efficiency of a system to produce stress from the deposited energy
density. This makes it possible to track the energy flux after excitation through different subsystems of the
heterostructure. For magnetic and ferroelectric materials or certain phonon modes negative Grüneisen
coefficients are observed [45–52]. Depending on the time-scale of the excitation and the coupling of
the subsystems, the induced lattice stress can generate coherent acoustic phonon dynamics, in particular
in multilayer structures. The analysis of these characteristic signals allows extracting the driving stress
profiles. The various interaction channels of the strain with optic [53], electronic [54], and magnetic
[55–58] degrees of freedom suggest functions in materials can be engineered to be triggered by coherent
strain as selective excitation. However, this requires control of the temporal and spatial shape, frequency,
lifetime, etc. of the strain wave. Several publications in this thesis show different realizations for generating
and controlling strain and use this as selective excitation for phonons and surface modes. Furthermore,
the use of controlled strain excitations as devices, i.e. ultrafast switches, is demonstrated.

The thesis consists of the following chapters: In chapter 2 a list of my articles is given. Chapter 3 presents
the main theoretical concepts that are the basis of these articles. In chapter 4 the experimental concepts
are briefly discussed and details of the ultrafast x-ray diffraction (UXRD) setup are presented including
various modifications, which I add step-by-step between different measurement series. This includes a
magneto-optic Kerr effect (MOKE) and optical reflectivity setup to measure the response of electronic,
phononic and magnetic systems under the same excitation conditions after ultrafast photoexcitation.
The scientific progress developed during my doctoral studies is presented in form of 17 published and
unpublished articles in chapter 5. At the end a short conclusion is given in chapter 6.

2



CHAPTER TWO

List of Articles

DURING my doctoral studies in the group ULTRAFAST DYNAMICS IN CONDENSED MATTER

headed by Matias Bargheer at the Institute of Physics and Astronomy at the University of
Potsdam I (co-)authored 17 published and unpublished articles. These articles are sorted by

content in the following list of articles. A short summary of the contents and descriptions of these articles
is given including my contribution for each manuscript.

The first three articles focus on heat transport in nano-structures: x-ray diffraction (XRD) experiments
provide access to the lattice temperature under equilibrium conditions and/or to the deposited energy in
non-equilibrium conditions. The depth sensitivity and chemical selectivity of XRD allows measuring
heat and energy transport across nanometer thin layers as well as buried layers capped with opaque
layers. In article I the structural response and the energy flow in the ultra-thin gold/nickel double-layer
system is discussed. The observed heat transport is two orders of magnitude slower than predicted by
the conventional heat transport equation. A modified two-temperature model is introduced to describe
the energy flow dictated by electron–phonon coupling. In article II the heat transfer by electrons through
a 100 nm copper layer in and out of equilibrium with the lattice is observed and modeled. Electron
and phonon pressures impose stresses scaled by the respective Grüneisen constants and the speed of
the energy flow between these subsystems is determined by the electron–phonon coupling constants. In
article III this behavior is used to measure the electron–phonon coupling constant of gold nanotriangles.
Furthermore, the thermal interface conductance between the gold nonotriangles and the substrate is
inferred. Such nanoparticles facilitate chemical reactions by illumination with high intensity laser-light.
In article IV the thermal limitation is investigated. By varying the laser-spots on the sample from small to
big spot sizes the heat transport changes its dimensionality from faster three-dimensional (3D) to slower
one-dimensional (1D) transport. This increases the particle temperature up to the melting point.

I Layer specific observation of slow thermal equilibration in ultrathin metallic nano-
structures by femtosecond x-ray diffraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

Jan-Etienne Pudell, Alexei Maznev, Marc Herzog, Matthias Kronseder, Christian Back,
Grégory Malinowski, Alexander von Reppert, and Matias Bargheer, Nature Communica-
tions 9, 3335 (2018)

I initiated the project and upgraded the plasma x-ray source (PXS) setup to achieve the
necessary high photon counts on the sample and detector to make the experiments possible.
I participated in processing and analysis of the experiments and also in performing the
simulations and the modeling. I also contributed to the writing of the manuscript.

https://doi.org/10.1038/s41467-018-05693-5
https://doi.org/10.1038/s41467-018-05693-5
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Jan-Etienne Pudell, Maximilian Mattern, Michel Hehn, Grégory Malinowski, Marc Her-
zog, and Matias Bargheer, Advanced Functional Materials 30, 2004555 (2020)

I performed the ultrafast x-ray diffraction (UXRD) experiments together with Maximilian
Mattern. I analyzed the data and performed the simulations and modeling. Marc Herzog,
Matias Bargheer and I led the interpretation of the experiments and prepared the manuscript.

III Watching the vibration and cooling of ultrathin gold nanotriangles by ultrafast x-ray
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In addition to electron and phonon subsystems, a significant part of energy can be stored in magnetic
subsystems. The related lattice expansion/contraction can be described by the Grüneisen coefficient. The
antiferromagnetic (AFM) rare-earth metals dysprosium and holmium have a large negative Grüneisen
coefficient caused by magnetic order, which leads to negative thermal expansion (NTE) by increasing
the magnetic entropy. In article V the energy distribution between magnetic and phononic systems and
their cooling behavior is discussed. A slow energy transfer from the magnetic to the phononic subsystem
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lattice and magnetic order is not only relevant for remagnetization, but also for demagnetization: The
magnetic stress generated by the photoexcitation of the magnetic system in holmium can be inferred
from the transient strain pulse in the sample as explained in article VI. We found the same time scales
for the stress generation process and the demagnetization process. A model considering the saturation
of the magnetic energy reservoir is presented in article VII where the lattice dynamics of a dysprosium
transducer is discussed as function of the excitation fluence and temperature. In article VIII strain pulses
are tracked in a sample: The interaction of the strain pulses in the ferrimagnetic terbium iron (TbFe2)
layer is measured using UXRD and magneto-optic Kerr effect (MOKE) techniques.
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saturation magnetization is reduced by heating of the material [9, 10]. With UXRD one can compare
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strain after laser excitation and observe coherent and incoherent phonons in the form of propagating
strain pulses and localized thermal expansion, respectively. Bi:YIG is excited with near-infrared light
corresponding to an energy below its band gap. A quadratic dependence of the lattice strain on the
excitation fluence is observed. The variation of the pump pulse duration yields an inverse proportional
dependence of the lattice strain on the pulse duration.
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The following publications are focused on coherent acoustic phonon wave packets (hypersound waves).
These hypersound waves are generated due to displacive electron or phonon stresses with a shape given
by the excitation profile as explained in article VI and article VIII. If the amplitude of such a strain
wave is sufficiently large, non-linear properties of the medium become relevant: the shape, as well as
the frequency spectrum of the hypersound wave changes with propagation. In article XII the second
harmonic generation of monochromatic longitudinal acoustic phonon wave packets is observed with
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optical methods and UXRD. In most cases solid optoacoustic transducers, typically metals or metallic
oxides, are used for hypersound wave generation. For applications, polymer materials are appealing
as optoacoustic transducers because of their cost-efficient non-invasive production. In article XIII the
amplitude of the hypersound wave generated by an azobenzene optoacoustic transducer was characterized
and quantified with UXRD. Due to the well-defined timings of such a hypersound wave with the involved
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x-ray pulses as shown in article XIV.
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Mathias Sander, Azize Koç, Christelle T. Kwamen, H. Michaels, Alexander von Reppert,
Jan-Etienne Pudell, Flavio Zamponi, Matias Bargheer, Jan Sellmann, Jutta Schwarzkopf
and Peter Gaal, Journal of Applied Physics 120, 193101 (2016)

I performed the UXRD experiments at the PXS to determine the switching time of the de-
vice.

In addition to the excitation of the hypersound waves that propagate perpendicular to the surface into
a sample, sound waves traveling parallel to the surface can be excited by an ultrashort photoexcitation.
In article XV time-resolved x-ray reflectivity (TR-XRR) is used to detect and quantify the absolute
periodic surface distortion caused by the incoherent lattice expansion and coherent hypersound waves
after laser excitation. Coherent control is applied to gate individual x-ray pulses from the synchrotron
pulse pattern. The TR-XRR signal can disentangle multiple coherent modes and incoherent phonon
excitation by frequency and wave vector as presented in article XVI. The coherent control technique is
useful to enhance or suppress coherent and incoherent modes on ultrafast time scales. In article XVII the
advantages of spatiotemporal coherent control are investigated and a detailed view on the setup, method,
and data interpretation is presented.
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During my thesis I developed and improved various setups. As already shown, I constructed an experi-
mental setup for the laser excitation of gold nanoprisms at the KMC3-XPP beamline at the synchrotron
facility BESSY II (article IV) and another for transient grating pump and x-ray probe experiments used
for the experiments at the ID09-beamline at the ESRF (article XVII). I also helped to improve the setup at
the KMC3-XPP beamline with a storage server, network infrastructure and a monitor and configuration
setup for the pump beam. In a long-term project I improved the PXS setup step-by-step among the
measurements in many aspects and performed a major upgrade to enable experiments that combine the
time-resolved measurements of the response of individual subsystems such as the electronic, phononic
and magnetic systems to ultrafast photoexcitation. These upgrades are presented in chapter 4 in detail.
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CHAPTER THREE

Energy and Expansion

IN this chapter I introduce the basic physical concepts relevant for my publications. The experi-
ments I performed are based on the pump-probe method: A sample is excited typically by an
ultrashort laser pulse and the system response is tracked by a probe, either x-ray diffraction or optical

transmission/reflection change.
In the first section 3.1 I describe how the electromagnetic energy of the laser light is absorbed in a

material. An important factor is the spatial energy distribution directly after the laser excitation. Models
such as the Bouguer–Lambert–Beer law give a simple exponential profile for the distribution in case of a
linearly absorbing medium. If the sample consists of layers with different optical properties, this approach
is not sufficient and a more complex transfer-matrix formalism, based on Maxwell’s equations, yields a
better description of the spatial energy distribution.

The laser excitation in my experiments typically deposits energy in the electronic degrees of freedom
of the absorbing material. This energy density is subsequently redistributed inside the sample by two
main mechanisms, which may or may not occur in parallel depending on the properties of the involved
materials. On the one hand, the energy may be redistributed among distinct coupled energy reservoirs
such as electrons, phonons and spins. On the other hand, spatial redistribution of energy may take place in
either reservoir via thermal transport. A physical description of the coupling between these systems and
their spatial transport is given in section 3.2.

The stored energy inside the reservoirs of the sample normally results in mechanical stress, which
is balanced by bonding forces of the lattice resulting in lattice expansion. The amount of stress per
energy density is specified by the Grüneisen parameter, which is introduced in section 3.3. Based on
the thermodynamic Maxwell’s relations between entropy, heat capacity, and pressure, i.e. stress, this
parameter can describe not only positive but also negative stress that occurs in some solids, for example
due to magnetic excitations, and results in a lattice contraction. A prominent example is Invar, a nickel-iron
alloy known for its very small linear thermal expansion coefficient over a wide temperature range around
room temperature. In this temperature range the regular lattice expansion due to phonon excitations
and anharmonic phonon interactions is counterbalanced by the contractive stress originating from an
entropy change in the magnetic system which results in a negative thermal expansion (NTE). I used
the Grüneisen parameter approach to quantify the contraction of the rare earth material holmium in the
antiferromagnetic (AFM) phase after laser excitation.

If the laser-excited stress sets in on time scales faster than the inverse phonon frequencies of the material,
these phonon modes are coherently excited. Consequently, quasi-instantaneous stress triggers longitudinal
acoustic (hypersonic) wavepackets that propagate across the layered structure of the sample. Due to the
acoustic impedance mismatch of the individual layers of the sample, multiple reflections of the excited
sound wave are created and can be observed by ultrafast x-ray diffraction (UXRD). An overview of the
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basics of sound-wave propagation is given in section 3.4.
A spatially inhomogeneous excitation along the sample surface generates sound waves propagating

on the sample surface, the so-called surface acoustic wave (SAW). In an experiment we used coherent
control of these excitations to amplify or suppress the excited surface after the excitation. This technique
can be used as ultra-fast switch, for example for x-rays or magnetization.

3.1 Absorption of Light

IN solid materials many excitations lead to the absorption of electromagnetic waves: electronic polar-
ization given by intraband and interband excitations described by Drude–Lorentz oscillators having

an imaginary part describing the absorption depending on the frequency. It may additionally result from
surface plasmons, magnetic excitations, and more [60, 61]. These physical processes can be described in
a macroscopic way by the complex refractive index n(ω) [60]. Experimental methods such as reflectivity,
transmission and absorption spectroscopy or ellipsometry provide access to the frequency-dependent
optical properties.

The distribution of absorbed energy inside a sample directly after the excitation of the material is given
by the absorption profile. An efficient way to calculate this profile is the Bouguer–Lambert–Beer law as
described in section 3.1.1. A more sophisticated way, which is also suitable for more complex sample
structures, is given by Maxwell’s equations and a matrix formalism. They describe the propagation of
light including reflection, transmission, and absorption in materials with the complex refractive index n.
In section 3.1.2 a closer view on energy-transfer from an electromagnetic wave to a macroscopic material
is given. The propagation of an electromagnetic wave through different materials and the impact of the
interface is described in section 3.1.3. To calculate the absorption of a stack of materials with different
refractive indices including multiple reflections, a matrix formalism is described in section 3.1.4.

3.1.1 Bouguer–Lambert–Beer Law
A simple approach to describe the attenuation of light in a one-dimensional (1D) model is the Bouguer–

Lambert–Beer law
dI(z)

dz
=−αI(z), (3.1)

where dI is the change of the radiant flux due to an infinitesimal slice dz of the linear absorbing material
with the attenuation coefficient α [62]. The 1D approach is substitutable for most pump-probe experiments.
This is only valid within an infinite medium without any interfaces [63]. This means any changes of the
refractive index n at interfaces, which scale the amplitude of the light flux and lead to reflections at these
interfaces, are neglected. If the light is completely absorbed in the first layer of a sample and the reflection
at the sample surface is known, the Bouguer–Lambert–Beer law gives the exponential absorption profile
inside this layer.

This model can be extended to describe multi-photon absorption processes [61, 64], for example the
two-photon attenuation

dI(z)
dz

=−αI(z)−β I2(z), (3.2)

with the two-photon attenuation coefficient β . In article XI this differential equation is used to describe
the observed strain with a two-photon process in a bismuth-substituted yttrium iron garnet (Bi:YIG).
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3.1.2 From Maxwell to an Absorption Profile
For multilayer structures, the Bouguer–Lambert–Beer law approach is not adequate due to different

optical constants of the various materials that result in multiple internal reflections, which may interfere
constructively or destructively [63, 65, 66]. To account for the interference of all reflections, a transfer-
matrix formalism based on the Maxwell equations is used to calculate the absorption while considering
the material-specific optical properties using the complex refractive index n [67–71].

The propagation of electromagnetic waves is described by the macroscopic Maxwell equations:

∇ ·D = ρ , (3.3)

∇ ·B = 0, (3.4)

∇×E+
∂B
∂ t

= 0, (3.5)

∇×H− ∂D
∂ t

= j, (3.6)

with the electric induction D, the electric field E averaged over microscopic regions, the magnetic
induction B averaged over microscopic regions, and the macroscopic magnetic field H. ρ represents
the (free) charge density and j the current density. The spatial partial derivatives are represented by
the three-dimensional (3D) vector differential operator nabla (∇). The effect of the material on the
electromagnetic field is described by two vector fields: the electric induction D and magnetic field H.
These vector fields are related to the electric field E and magnetic induction B by two phenomenological
equations:

D = ε0E+P = εE, (3.7)

H = 1/µ0B−M = 1/µB, (3.8)

where P is the dielectric polarization of the material and M the magnetization [72–74]. With the dielectric
permittivity ε = ε0εr and the magnetic permeability µ = µ0µr the linear response of the material is
described. For isotopic materials ε and µ can be represented by scalars, however, if the material is
anisotropic a tensor representation is necessary.

To describe electromagnetic waves in a macroscopic volume free of electric charges and currents the
Maxwell equations (3.5, 3.6) are transformed into two wave equations for the electric field

∆E− εµ
∂ 2E
∂ t2 = 0 (3.9)

and the magnetic field

∆H− εµ
∂ 2H
∂ t2 = 0 (3.10)

using Maxwell’s equations (3.3, 3.4) and the phenomenological equations (3.7,3.8) by elimination of D
and B and conversion of the nabla operator (∇) to the Laplace operator (∆) by an appropriate product
rule. The propagation speed of the electromagnetic wave can be identified with c = 1/√εµ and possible
solutions of the wave equations (3.9, 3.10) are plane wave eigenmodes:

E(x, t) = E0 e−i(ωt−k ·x), (3.11)

H(x, t) = H0 e−i(ωt−k ·x) (3.12)

with the angular frequency ω and the wave vector k. The real part of the solutions (3.11) and (3.12)
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represents the physical electromagnetic field. The electric and the magnetic field are connected by

k×E = ω µH, (3.13)

k×H =−ω εE (3.14)

resulting from equation (3.5) and equation (3.6), respectively. For their amplitude follows µH2 = εE2.
The relation between wave vector and the angular frequency is given by

k2

ω2 = εµ = n2 (3.15)

where n is the complex refractive index.
The energy flux of the electromagnetic wave is given by the Poynting vector [72, 73]

S = E×H. (3.16)

The Poynting vector represents the instantaneous rate of energy flow through a reference area due to
propagating electromagnetic waves. For the absorption the time-averaged energy flux 〈S〉t is of interest
in which the field oscillations are not considered. Separating the temporal evolution exp(−iωt) from
equations (3.11) and (3.12) allows for averaging over a full period of 2π/ω of the oscillation:

〈S〉t =
2π/ω∫

0

ℜ
(

E(x)e−iωt
)
×ℜ

(
H(x)e−iωt

)
dt

=
1
2

ℜ
(

E(x)×H∗(x)
)

,

(3.17)

where ∗ labels the complex conjugate. For the plane wave eigenmodes (3.11) and (3.12), the time-averaged
Poynting vector (3.17) can be simplified to

〈S〉t =
1
2

ℜ
(

1
µω

(
E(x) ·E∗(x)

)
k
)

= ℜ
(√εµ

µ
E0 ·E∗0 e−2ℑ(k) ·x

)
ku

(3.18)

using equation (3.13). Note that the Poynting vector is parallel to the unit wave vector ku and perpendicular
to the electric field E and the magnetic field B.

The absorption profile dA(z) is given by the spatial variation of 〈S〉t along the sample depth z

dA(z) =− ∂
∂ z
〈S〉t = ℜ

(√εµ
µ

ℑ(kz)E0 ·E∗0 e−2ℑ(kz) ·z
)

= ℜ(n)ℑ(kz) I(z)

(3.19)

where I(z) = E0 ·E∗0 e−2ℑ(kz)z is the intensity of the electromagnetic wave and kz the z-component of
the wave vector k. At frequencies of optical light µr = 1 is a good approximation in the macroscopic
picture [72, 74, 75]. A different ansatz using Ohm’s law shown in [60] gives a comparable result.

Comparing equation (3.19) with the solution of (3.1) the absorption coefficient is related to the refractive
index as

α = 2ℑ(kz) = 2ℑ(n)kz0 = 2ℑ(n)
2πc0

λ
(3.20)

where kz0 is the z-component of the wave vector k0 in vacuum and λ = 2πc0/ω is the wavelength of the
electromagnetic wave with the speed of light c0 in vacuum.
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Figure 3.1
A multilayer thin film sample with m layers on top of a substrate: The light arrives under an angle θ0 on the
sample surface where part of the incoming light is reflected and the rest is transmitted into the first layer under
an angle θ1 given by Snell’s law. In analogy to the first interface, the refractive angle θ j can be calculated for
every layer using this procedure. The amplitudes of the reflected and transmitted light are given by the Fresnel
coefficients r j and t j for each interface as well as for the substrate.

3.1.3 Propagation of Electromagnetic Waves
Most of the investigated samples consist of more than one material. Often a capping layer is necessary

to protect the sample from oxidation, also a substrate is necessary to handle the thin layers in a practicable
way. In some cases the substrate or an additional layer controls sample properties for example by strain
or other interface-driven effects like structural defects and the associated reordering of unit cells, or the
screening of charges or spins. If the penetration depth extends over more than one material layer, the
optical properties change at every interface. A sketch of a typical sample containing m layers and a
substrate is shown in figure 3.1 with θ0 incidence angle from the light to the sample and n0 is the refractive
index of the surrounding medium. Every interface dividing two layers will split an incoming light beam in
a transmitted and reflected part. At every interface between different materials, the boundary condition of
continuous electro-magnetic fields demands that the in-plane components of the wave vector must be the
same for the incoming, reflected and transmitted wave. The propagation directions of the waves lie in one
plane, i.e. the so-called plane of incidence (here the x,z plane). With equation (3.15) and the trigonometric
relations for the wave vector components kz, j =

∣∣k j
∣∣ cos(θ j) and kx, j =

∣∣k j
∣∣ sin(θ j) it follows that the

angle of the reflected beam to the surface is equal to the angle of the incident beam to the surface, which
is given by the law of refraction (Snell’s law):

sinθ j

sinθ j−1
=

n j−1

n j
. (3.21)

Note that the angle θ j can generally be complex if the refractive index is complex.
In addition to the incidence and transmittance angle, the amplitude of the reflection and transmission is

also relevant. In our measurement geometry we use parallel polarized light that means the electric field E
of the pump light oscillates parallel to the plane of incidence (p-polarized). Thus, the magnetic field H of
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the electromagnetic wave is perpendicular to the plane of incidence, the xz-plane. The boundary conditions
require continuity of Hy and Ex. Hence, the magnetic field amplitude in the first medium j, which is
the sum of the incident and reflected field, matches the amplitude of the transmitted field: Hi,y +Hr,y =

Ht,y, i.e. Hi +Hr = Ht. With the amplitude relations between magnetic and electric field resulting
from equations (3.13) and (3.14) we obtain for the electric field

√
ε j/µ (|Ei|+ |Er|)−

√
ε j+1/µ |Et|.

The continuity of Ex results in cosθ j (|Ei|− |Er|)− cosθ j+1 |Et| under consideration of the geometrical
conditions. Solving the equations gives the Fresnel equations for p-polarized light, here for the interface
of the jth and ( j+1)th layer:

Er, j = r jEi, j, (3.22)

Et, j+1 = t jEi, j (3.23)

with the reflection and transmission factor for the electric field

r j =
n j+1 cos(θ j)−n j cos(θ j+1)

n j+1 cos(θ j)+n j cos(θ j+1)
(3.24)

t j =
2n j cos(θ j)

n j+1 cos(θ j)+n j cos(θ j+1)
(3.25)

The reflectance R and the transmittance T of light are given by R = r2 and T = t2. It follows R+T = 1
which is a consequence of energy conservation. Note that µ = 1 is assumed for these equations, which is
a good approximation for optical light [72, 74, 75].

3.1.4 Transfer-Matrix Formalism
With the calculated angles θ j, the reflection and transmission amplitudes r j and t j at every interface, a

transfer-matrix method [67–71, 76] enables the calculation of the electric field amplitude as well as the
absorption profile in a sample containing multiple materials and taking interference effects into account.
The matrix formalism considers the amplitudes of the forward and backward propagating electric fields:

(
Et,0

Er,0

)
= S ·

(
Et,sub

Er,sub

)
(3.26)

where the propagation of the electromagnetic wave through the layer structure is represented by the
propagation matrix S. To derive the propagation matrix we have to consider the phase change during the
propagation of the electromagnetic wave through the layer with thickness d j which is changing by

L j =





(
1 0
0 1

)
j = 0

(
e−i k j,z d j 0

0 ei k j,z d j

)
j > 0

(3.27)

with

k j,z =
2π n j

λ
cos(θ j) . (3.28)

At the vacuum – sample interface ( j = 0) the phase of the electromagnetic wave is set to 0 for simplicity.
At every interface j the amplitudes of the forward and backward propagating electromagnetic waves are

14



SECTION 3.1 – ABSORPTION OF LIGHT

changed by

J j =
1
t j

(
1 r j

r j 1

)
. (3.29)

The resulting transfer matrix describing the complete multilayer structure is the matrix product of all
propagation and phase change matrices:

S = (L0 ·J0) · (L1 ·J1) · · ·(Lm ·Jm)

=
m

∏
k=0

Lk ·Jk.
(3.30)

With this transfer matrix, the reflection and transmission for the complete sample results in

Rsample =

∣∣∣∣
S(1,0)

S(0,0)

∣∣∣∣
2

,

Tsample = ℜ
(

n∗sub cos(θsub)

n0 cos(θ0)

)∣∣∣∣
1

S(0,0)

∣∣∣∣
2

(3.31)

where the index m+ 1 is labeled sub for substrate. To get the depth dependence of the absorbed light
intensity, we have to calculate the matrix for the intermediate field for every layer

Dsub =
1

S(0,0)

(
1 0
0 1

)
, (3.32)

D j =

(
m

∏
k= j

Lk ·Jk

)
·Dsub. (3.33)

The amplitude of the electric light field is given for the forward propagating beam and the backward
propagating beam by

Et, j(z) = D j,(0,0) ei k j,z z (3.34)

Er, j(z) = D j,(1,0) e−i k j,z z (3.35)

with the out-of-plane wave vector k j,z given by equation (3.28) for every layer. Note that the parameter z
is the depth of every individual layer j.

We can simplify the mathematical description by setting the amplitude of the electromagnetic field in x
direction to 0, due to the rotation symmetry. The electric field then reads

E j(z) =




0
Et, j(z)cos(θ j)−Er, j(z)cos(θ j)

−Et, j(z)sin(θ j)−Er, j(z)sin(θ j)


 (3.36)

With the electric field (3.36) the intensity is calculated as

I j(z) = ℜ
(
E j(z) ·E∗j(z)

)
(3.37)

and the related absorption profile of the jth layer in the sample is given by

dA(z) = 2ℜ
(

n j cos(θ j)

n0 cos(θ0)

)
ℑ(k j,z) I j(z) (3.38)

for every layer. Merging of all m layers results in the full absorption profile.
The necessary optical constants for the calculation can be found in databases [77], publications or can

be measured for example with ellipsometry [76, 78]. The thickness of the individual layers can also be
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inferred from ellipsometry data or measured directly with x-ray reflectivity (XRR) [79, 80] as exemplified
in articles I, II, IV, VI and IX.

3.2 Heat and Heat Transport

THE energy supplied by the laser excitation with a spatial profile (given by the rules of the electrody-
namic Maxwell equations as discussed in the last section) is absorbed in the material. Depending on

the excitation process, the energy is stored in electronic, lattice, or magnetic excitations of the material
and results in an increased energy density of the typically coupled systems.

The heat capacity relates the energy density ρQ in a system to the temperature T :

ρQ
e =

Te∫

0

Ce(T )dT =

Te∫

0

γST dT , (3.39)

ρQ
ph =

Tph∫

0

Cph(T )dT , (3.40)

ρQ
sp =

Tsp∫

0

Csp(T )dT , (3.41)

where Ce(T ), Cph(T ), and Csp(T ) are the electronic, lattice and magnetic heat capacity of the material
per unit volume, respectively. In the Sommerfeld model the electronic heat capacity increases linearly
with the temperature of the electronic system, Te. The proportionality constant is the Sommerfeld
constant γS [60, 81]. The phonon lattice heat capacity can be described by the Debye model [60]. Using
models for the electronic and lattice heat capacity allows for separating the magnetic heat capacity from
the measured total heat capacity, which was used in article V.

The redistribution of the light-induced energy in the material can occur by (thermal) transport within
the electronic, lattice and magnetic subsystems and by energy exchange between these subsystems. For
samples that consist of very thin layers where the mean free path of the energy transporting (quasi)-
particles, e.g. electrons, phonons, and magnons is larger than the thickness of the system, the heat transport
can be described by coupled heat baths for every subsystem, disregarding the spatial dependence. This
kind of model is introduced in the next section and is used in article I to describe the thermal energy (heat)
transfer from a combined system (electrons + nickel lattice) to the gold lattice on a 100 ps time scale.

For layers and layer structures larger than the mean free path the conduction of heat has to be accounted
for. In article II the measurement and a modeling of the non-intuitive heat transport from an excited
platinum layer to a nickel layer through 100 nm of copper are shown and discussed.

3.2.1 Exchange of Heat
The exchange of heat between N coupled subsystems is described by rate equations in form of

differential equations [82, 83]:

∂Tn

∂ t
= ∑

n′

gn,n′

Cn
(Tn′−Tn) , (3.42)
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Figure 3.2
Solution of a two-temperature model for the excitation of a 10 nm gold film: The electron temperature Te reaches
≈ 2000 K after a 30 fs laser excitation with an absorbed fluence of 130 µJ/cm2. (Note this is equivalent to an
incoming fluence of 3 mJ/cm2. With the transfer-matrix formalism from section 3.1.4 an absorption of 4% is
calculated: 28% are reflected and 68% transmitted). On a 3-ps time-scale the energy is transferred to the phonon
system (lattice). After ≈ 10 ps electrons and phonons are in equilibrium at 350 K.1

where n,n′ ∈ [1, . . . ,N] and n 6= n′. In this equation Tn is typically the electron or phonon temperature Te, Tph

with the respective heat capacities Cn =Ce, Cph and gn,n′ = ge,ph is the electron–phonon coupling constant,
describing the rate at which heat is exchanged between electrons and phonons. The solution to this
equation assuming temperature-independent heat capacities for a single unit cell or a single spatially
equilibrated thin film is an exponential temperature decay of one system and a simultaneous rise of
the other. The characteristic time scale of this process is the electron–phonon coupling time τe,ph =

CeCph/
(
ge,ph

(
Ce +Cph

))
. Note that τe,ph is only a constant, assuming temperature-independent heat

capacities.
Considering the temperature dependence of the electronic heat capacity (cf. equation 3.39) results in an

almost linear decay of the electron temperature in the first picoseconds. For a thin gold film this temporal
evolution of the electron and phonon temperatures are shown in figure 3.2.

In article III we investigate the transient lattice strain of laser-excited gold nanotriangles. The observed
transient strain is due to mechanical stress, which has two contributions: the electron and phonon
subsystems produce a different stress for the same amount of deposited energy, which is commonly
expressed by different Grüneisen parameters that are given by equation (3.51) and discussed in more detail
in section 3.3.1. A model for the strain and stress in a gold nanotriangle after laser excitation depends on
the ratio of the Grüneisen constants and an energy transfer time given by the electron–phonon coupling
constant. Fitting the model to the ultrafast x-ray diffraction (UXRD) data determines the ratio of the
Grüneisen constants and the electron–phonon coupling time of gold nanotriangles.

As already mentioned a model based on coupled subsystems is used in article I to describe the observed
lattice strains of a 5 nm gold and a 10 nm nickel layer. The heat exchange between a gold and nickel
layer is described by two coupled heat baths: (i) the gold lattice and (ii) the joint heat bath of directly
excited electrons in gold and nickel as well as the strongly coupled nickel lattice. Here the heat baths scale
with the phonon heat capacities times the layer thicknesses as the electron heat capacities are negligibly
small compared to the phonon heat capacities. This model describes only the coupling in gold, because
the nickel phonons are assumed to be already thermally equilibrated with the electrons. However the
electron–phonon coupling constant ge,ph in our model is scaled with the gold layer thickness.

1Calculated with the UDKM1DSIM toolbox [84]. Relevant parameters are taken from article I.
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3.2.2 Heat Conduction
If the layer thickness is larger than the mean free path of the heat conductors, the heat conduction can be

described by thermal diffusion. The speed of the diffusion process is given by the thermal conductivity κ ,
which specifies the amount of energy transported per time and length. In metals the heat is transported
mainly by electrons. In a microscopic picture the electrons carry the thermal energy given by the heat
capacity Ce at Fermi velocity vF through the unit volume of the material. These conduction electrons are
scattered multiple times with other electrons or the lattice, i.e. phonons, thus they can be described by a
diffusion process with a temperature gradient. The resulting thermal conductivity of the electrons for the
isotropic case is

κe =
1
3

Cev2
F

ν
(3.43)

where ν is the collision rate. In introductory textbooks the mean free path l = vF/ν is often used instead of
the collision rate [60]. The collision rate consists of two contributions: (i) the electron–electron collision
rate νe,e = AT 2

e and (ii) the electron–phonon collision rate νe,ph = BTph [85, 86]. With these equations and
the temperature-dependent electron heat capacity given by the Sommerfeld model (cf. equation (3.39)) an
electron and phonon temperature-dependent conductivity is given by

κe =
1
3

γSv2
F

Te

AT 2
e +BTph

. (3.44)

Only for extreme electron temperatures the electron–electron collision term AT 2
e becomes relevant. For

typical temperatures after laser excitation Te, Tph� 1 eV/kB and for the electron–electron collision rate
follows νe,e� νe,ph [85]. In this case, the simplified equation for the conductivity in non-equilibrium
condition, i.e. Te 6= Tph, is

κe =
1
3

γSv2
F

Te

BTph
= κ0

Te

Tph
(3.45)

where κ0 is the heat conductivity for electrons and phonons in equilibrium.
For example, the electron temperature after laser excitation rapidly increases to thousands of Kelvin

(cf. figure 3.2), which leads to a higher thermal conductivity, i.e. the amount of energy transported by
an electron is increased. When the phonon temperature increases on subsequent time scales (e.g. due
to electron–phonon coupling) the heat conductivity is reduced by a shorter mean free path of the heat
conducting electrons.

The heat diffusion is modeled by Fourier’s law, which connects the heat transfer to a temperature
gradient. In introductory textbooks the following equation is given [87]:

C
∂T
∂ t

=−κ
∂ 2T
∂ z2 . (3.46)

Considering the temperature dependence of the heat conductivity κ(T ), expanding this equation to N
subsystems and connecting them with the subsystem coupling constant gn,n′ gives a set of N equations
(N-temperature model (NTM)) [84, 88–90]:

Cn(Tn,z)
∂Tn(z)

∂ t
=

∂
∂ z

(
κn(Tn,Tn′ , ...,z)

∂Tn(z)
∂ z

)
+∑

n′
gn,n′(Tn,T ′n ,z)+Sn(z, t), (3.47)

where the heat transfer is the temporal change of the individual heat of the nth system, given by the heat
capacity Cn(Tn) at a temperature Tn. A source term Sn(z, t) describes the laser excitation of the material
that typically occurs in the electronic subsystem. The heat capacity, the heat conductivity, the coupling
term, and the source term are material-dependent. For a heterostructure these values depends on the

18



SECTION 3.3 – STRESS AND STRAIN

sample depth z in the model because of the different materials along the z coordinate.
We solved these equations for two coupled systems (electrons and phonons) with a numerical solver [84]

to calculate the transport from a thin laser excited platinum layer to a nickel layer though a 100 nm copper
in article II. For different copper thicknesses we found a linear increase of the arrival time, identified by
the rise of the electron temperature in nickel to 1%, 10% or 33% of the maximum electron temperature in
nickel. This linear increase could potentially be misinterpreted as ballistic electron transport that takes
place at the constant Fermi velocity.

3.3 Stress and Strain

AFTER laser excitation or heating of a material, an expansion of the material is typically observed.
This is related to an excitation of electrons or phonons by heating due to the deposited laser energy.

This energy is stored in kinetic energy of electrons or vibrations of the lattice (phonons) and can produce
an electronic or phononic pressure in the solid, the stress σ .

In figure 3.3 a typical anharmonic potential of an atomic bond is sketched: With increased temperature or
energy density the amplitude of the vibrations is increased. For this reason the equilibrium position (lattice
constant) is shifted to larger distances, which produces pressure (stress) in the system. In equilibrium,
the stress σ results in an expansion, i.e. strain η . In this section I will introduce a thermodynamic model,
which describes the generation of stress and strain by introducing the Grüneisen constant that relates
energy to stress or equilibrium strain.

3.3.1 Thermodynamics of (Negative) Thermal Expansion
A macroscopic view to describe thermal expansion is given by thermodynamics [45, 91, 92]: The

volumetric thermal expansion β is defined as the relative change of the volume V per temperature
change dT at constant pressure p:

β =
1
V

(
∂V
∂T

)

p
. (3.48)

Thigh

Tlow

r

φ(r)

Figure 3.3
A anharmonic potential φ(r) is sketched, as could describe the binding forces in dependence of the atomic
distance r of an atom: The minimum of the curve gives the lattice constant at 0 K. Increasing the temperature from
low temperature Tlow to high temperatures Thigh results in a larger amplitude of the atomic vibrations, indicated
by the arrows and in an increased mean position, representing a larger lattice constant. Thus, the anharmonic
potential leads to a positive thermal expansion [91].
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Using Maxwell’s relations for thermodynamic potentials, β can be expressed as

β =
1
V

(
∂V
∂T

)

p
=− 1

V

(
∂S
∂ p

)

T
=− 1

V

(
∂V
∂ p

)

T

(
∂S
∂V

)

T
= χT

(
∂S
∂V

)

T
, (3.49)

where χT is the isothermal compressibility. Hence, β is related to the entropy change of the material.
For example the entropy change in water below 4°C causes a negative thermal expansion (NTE). There

the break-up of the tetrahedral H-bonding causes an increase of entropy and a contraction of water, which
compensates the expansion due to thermal heating [91].

Another transformation of the equation (3.49) relates β to thermally induced stress (pressure) at constant
volume. This occurs directly after laser excitation of a solid due to the limitation of the expansion by the
sound velocity:

β = χT

(
∂ p
∂T

)

V
=

(
∂ p
∂T

)

V

(
−∂ lnV

∂ p

)

T
=

(
CV

V

)
Γ
(
−∂ lnV

∂ p

)

T
, (3.50)

where CV/V is the volumetric heat capacity and Γ is the Grüneisen parameter. The heat capacity determines
how much energy the material gains during a given temperature increase and the thermodynamic Grüneisen
parameter Γ determines how much stress is generated by this energy [91]:

Γ =
1

CV/V

(
∂ p
∂T

)

V
=

(
∂ p

∂ (U/V )

)

V
, (3.51)

where U is the internal energy of a system, the total energy contained within the system available for
thermodynamic transformations. From equations (3.50) and (3.51) follows:

Γ =
βV

χTCV
. (3.52)

For isotropic solids, the volumetric thermal expansion coefficient β is connected to the linear expansion
coefficient by β = 3α [45].

The internal energy U , just as the entropy S, can have different contributions for example from a
magnetic order and its change is related to NTE by a negative Grüneisen parameter. This is observed in
rare earth metals, e.g. holmium [46], and used for modeling of the ultrafast stress σ and the resulting
strain η in article VI:

σ = ΓρQ → η = σ χ = ΓχρQ. (3.53)

More common than the compressibility χ is the inversely related bulk modulus given as K = 1/χ . The bulk
modulus describes volumetric elasticity and for isotropic materials it is connected to Young’s modulus E,
which describes the tensile elasticity by K = E/(3−6ν), where ν is Possion’s ratio [87]. A more detailed
view on the impact of Poisson’s ratio on ultrafast experiments, where the in-plane dynamics is usually
frozen on the characteristic time scales of the experiments, is given in section 3.4.2.

The advantage of the Grüneisen parameter is its small variations over a wide temperature range. Because
of this, the Grüneisen parameter is also named Grüneisen constant [91–93]. Furthermore, the Grüneisen
parameter can be used in situations where no temperature can be defined, for example for phonons and
electrons. One Grüneisen parameter is not always sufficient to quantify the thermal expansion or stress for
all excitations and materials due to the possibility of different Grüneisen parameters for different phonon
modes introduced in the following section 3.3.2.
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3.3.2 Microscopic View on Stress Generation
After the optical excitation the energy may be stored in different subsystems according to the excitation

mechanism. A typical mechanism in semiconductors is the deformation potential, where the inter-atomic
forces are modified due to the absorption of a photon, which changes the electronic configuration of the
material. This relates to a change of the inter-atomic distances [81, 94, 95]. In metals the Sommerfeld
model describes the behavior of free electrons. The electronic pressure is driven by the kinetic energy of
the free electrons per volume and the variation of the energy δE per volume V can be described as the
electronic heat capacity Ce times the electronic temperature Te. This description already assumes that the
electronic system is thermalized and can be described by a Fermi distribution with temperature Te. The
stress of the electronic system is then given by equation (3.53) and the differential of equation (3.39):

σe = Γe
δE
V

= ΓeCeδTe, (3.54)

where Γe is the electronic Grüneisen parameter, which ist equal to 2/3 for spherical parabolic bands
within the Sommerfeld model [60, 94], but differs for real materials [45, 96].

A more general form considering different occupation density changes δne(k) of the energy states Ee(k)
of the electrons and their specific Grüneisen constants Γe(k) is

σe = ∑
k

Γe(k)Ee(k)δne(k), (3.55)

where k is the wave vector of the electrons [50, 94, 95, 97]. Note that under the assumption of equal
Grüneisen constants for all excited modes, for a non-thermal energy distribution the stress is proportional
to the variation of the energy δE. If this energy distribution is equilibrated, i.e. it is a Fermi-Dirac
distribution, it can be described by a single temperature value.

Another excitation mechanism is the thermoelastic stress. This mechanism describes the volume change
under temperature increase, i.e. thermal expansion [94]. Thermoelastic strain is caused by the thermal
expansion, which is in isotropic materials η = 3αδT , where α is the linear thermal expansion coefficient
and δTph the lattice temperature change. With increased phonon population the average lattice constant is
increased by the anharmonic lattice potential (see figure 3.3) [81]. A more general description comparable
to equation (3.55) takes into account different phonon modes and their occupation

σph = ∑
k

Γph(k)Eph(k)δnph(k) (3.56)

where Γph(k) are the lattice Grüneisen constants of the individual phonon modes, δnph(k)) the phonon
occupation density changes and Eph(k) the phonon energy states. Assuming a thermalized phonon system
above the Debye temperature simplifies this equation to

σph ≈ ΓphCphδTph, (3.57)

where the phonon system is determined by an averaged Grüneisen parameter Γph [94], the lattice heat
capacity Cph, and lattice temperature change δTph.

Equation (3.54) and (3.57) have now the same appearance: The stress is given by a unitless proportion-
ality constant, the Grüneisen coefficient and scales with the excitation energy.
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3.4 Coherent Phonon Excitation and Propagation

THE thermoelastic stress due to electron or phonon heating of a material initiates a strain change, which
results in expansion as explained in section 3.3. This ultrafast process creates a phonon wave packet

consisting of phonons with large periods, which are coherently excited by the driving phonon or electron
stress. This coherently excited wave packet is known as acoustic hypersound wave. Figure 3.4 depicts
the different types of excited sound waves by a point source at the surface of a semi-infinite material:
The longitudinal and transverse sound waves propagate inside the bulk material. The surface acoustic
wave (SAW), i.e. the Rayleigh mode and the surface skimming longitudinal wave (SSLW) exist on the
surface.

Focusing on longitudinal sound waves with wavelengths much larger than the atomic distances propa-
gating along one symmetry direction of a crystal, the acoustic dynamics after laser excitation are described
by a 1D wave equation, where the laser excitation is represented in the wave equation by the driving stress
gradient ∂σ/∂ z inside the sample [87]:

∂ 2u
∂ t2 − v2 ∂ 2u

∂ z2 =− 1
ρ

∂σ
∂ z

, (3.58)

where u, v and ρ are the atomic displacement field, the sound velocity and mass density. Therefore, sound
waves are generated only at positions of unbalanced stress as the surface, layer interfaces, or at stress
gradients due to the excitation profile.

3.4.1 Discretized Lattice Dynamics
A discretized solution of this problem for a crystal on an atomic level is given by the linear chain

model (LCM) based on Hooke’s law. In the limit of large wavelengths compared to the discretization
distance the solution is equivalent to the solution of the continuum model (equation (3.58)). For every

laser pulse

longitudinal wave

shear wave
SSLW

SAW vRt
vtt vltsurface

solid
x

θC

z

Figure 3.4
Generation of different types of sound waves by a point or line source in an isotropic solid. The longitudinal and
transverse sound waves travel with their respective sound velocities vl and vt, indicated by two semicircles. The
surface acoustic wave (SAW), i.e. the Rayleigh mode, is located at the surface and propagates with the speed vR.
The wavefront of the surface skimming longitudinal wave (SSLW) indicated by the dashed line exists under an
angle smaller than the critical angle θc = sin(vt/vl) because the solution of longitudinal wave does not satisfy the
boundary condition of a surface [98–100].
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atom or unit cell a differential equation

mn
∂ 2un

∂ t2 =−kn
(
un−un−1

)
− kn+1

(
un−un+1

)
+Sn(t) (3.59)

is given, where un is the displacement of the nth atom (unit cell) with a mass mn and a spring constant kn.
The atomic mass mn, the atomic distance (lattice constant) cn and the sound velocity vn determine the
spring constant kn = mnv2

n/c2
n. The thermal stress can be introduced in this model by the source term Sn(t),

which can be visualized as sticks tensioning the springs between the atoms. An instantaneous change of
the stick length releases a sound wave propagating through the linear chain because of the abrupt change
of length of the springs.

This system of equations can be solved with numerical methods, for example with the UDKM1DSIM

toolbox [84]. The solutions are used in articles I, II, VI–IX, XIII and XIV to compare the result from heat
exchange and heat transport models with UXRD data on time scales where the dynamics is dominated
by acoustic sound waves and their reflections from interfaces. Furthermore, the cover of this thesis is an
example of a spatiotemporal representation of the calculated strain in a thin film heterostructure calculated
with the UDKM1DSIM toolbox [84].

Assuming an instantaneous formation of the expansive thermal stress, its shape is transferred to the
excited sound wave as the leading compressive and following expansive part of the bi-polar sound wave.
When this sound wave travels in or out of a layer, the measured time-dependent strain change is given by
the integral over the shape of the sound wave, which gives full access to the excitation profile. Even if
the driving stress is time-dependent due to electron–phonon coupling, magnetic coupling, or transport
processes, the shape information can be extracted by simulations as shown in article VI and VII. The
individual acoustic timings due to the passages of the excited sound wave and their reflections through
interfaces allow for a precise layer thickness determination inside the sample. Article VIII shows that
this method is also applicable for non-crystalline layers, which are not observable with UXRD, using the
characteristic signal of the sound wave and its reflections observed in adjacent crystalline layers.

If the amplitude of the sound wave is sufficiently large, non-linear processes start to be relevant:
extending the LCM to an Fermi-Pasta-Ulam chain with non-linear springs (second-order terms and
damping) allows the description of the self-interaction of a sound wave [97, 101, 102]. In article XII we
observe non-linear phonon propagation, in particular, the second harmonic generation of a synthesized
monochromatic acoustic phonon wave packet. For long traveling distances these non-linear interactions
become relevant and new high frequency components of the sound wave are generated: First the bipolar
strain-wave changes in a self-steepening process to an N-wave and later the formation of a train of
ultra-short compressive sound waves (solitons) follows if the damping is small [97, 103, 104].

3.4.2 Poisson Effect in Ultrafast Strain Experiments
If out-of-plane strain observed in an ultrafast experiment is compared quantitatively with strain measured

due to a temperature change in an equilibrium experiment, for example to get the temperature of the lattice
at a specific time after excitation, an in-plane clamping of the lattice on the ultrafast time scale has to be
considered.

In an experiment where the sample is heated slowly, the heating creates a stress in all crystal directions,
which results in a strain along all crystal directions. This strain is described by the linear expansion
coefficient α or the volume change by the volumetric thermal expansion β (see section 3.3.1). In the
ultrafast experiment, the introduced energy also leads to stress in all crystal directions, but the stress
produces only strain if there is a stress gradient (see equation 3.58). For the out-of-plane axis the average
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strain rises in ≈ 20 ps for a 100 nm thick layer (assuming a sound velocity of 5 nm/ps). The in-plane
expansion time is given by the size of the excitation spot: assuming a 1 mm spot size leads to a expansion
time of 200 ns.

Thus, in an ultrafast experiment this can be considered as in-plane clamping, which leads to an increased
expansion. A thought experiment using the Poisson’s ratio relates the lack of in-plane strain to an increased
out-of-plane strain ηuf according to the elastic properties of the material:

ηuf =

(
1+

C13

C33

α1 +α2

α3

)
ηth, (3.60)

where Ci j are the elastic constants Ci j (in Voigt notation [60]), α j the linear expansion coefficients, and ηth

the strain measured in a static heating experiment [105, 106].
A more sophisticated way to describe the in- and out-of-plane dynamics of a thin film or small cubes

is obtained from the continuum elasticity theory. This describes the spatiotemporal variations of the
displacement ui with

∂ 2ui

∂ t2 =
1
ρ ∑

j

∂σi j

∂x j
, (3.61)

where ρ the mass density and

σi j = σ ext
i j +∑

kl
Ci jklηkl (3.62)

the total stress consisting of the introduced stress σ ext
i j and the dependence of the strain ηi j = 1/2(∂ui/∂x j +

∂u j/∂xi)[87], scaled by the elastic constant tensor Ci jkl (here with all indices). As shown in article X a
simplification of theses equations for a thin iron platinum (FePt) needle leads to the following equation
for the out-of-plane motion, which is typically measured in our UXRD experiments

ρ
∂ 2u⊥
∂ t2 =

∂
∂ z

(
C33η⊥+2C31η‖−σ sp

⊥ −σ e-ph
⊥

)
(3.63)

=
∂
∂ z

(
σ⊥+σPoisson

⊥ −σ sp
⊥ −σ e-ph

⊥

)
, (3.64)

where ‖ and ⊥ represent the in- and out-of-plane components of the stress and strain. For FePt also a
stress component σ sp

⊥ of the magnetic subsystem has to be considered that counteracts the phonon stress
component σ e-ph

⊥ due to the negative Grüneisen parameter of the magnetic subsystem. In equilibrium, i.e.
∂ 2u⊥/∂ t2 = 0, the out-of-plane strain is given by

η⊥ =−2
C31

C33
η‖+

σ sp
⊥

C33
+

σ e-ph
⊥

C33
. (3.65)

In this case, a negative out-of-plane strain η⊥ occurs if the negative spin-stress σ sp
⊥ and the elastic Poisson

stress −2C31η‖, which only exist due to the in-plane strain, overcompensate the expansive electron–
phonon stress σ e-ph

⊥ . Transfering this result to a slowly heated continuous thin film (slow enough to
circumvent the creation of sound waves), where an in-plane expansion is still absent on fast time scales,
i.e. η‖ = 0, results in an increased out-of-plane strain under the assumption of a small or no spin stress
contribution.

These considerations are highly relevant for the quantitative analysis of the observed lattice strain in
an ultrafast experiment. The direct mapping of lattice strain in an ultrafast experiment to the deposited
energy or a temperature change only results in the correct magnitude of the quantities if one considers the
Poisson contribution.
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3.4.3 Acoustic Waves on Surfaces
In addition to acoustic waves propagating in the bulk of a material, there are solutions of the wave

equation that are localized at the material’s surface, so called surface acoustic waves (SAWs). These
SAWs are similar to water waves, but in contrast to water waves the potential energy depends on elastic
resilience instead of gravity. SAWs are also named after their discoverer Lord Rayleigh [107]: Rayleigh
mode or wave. The SAW has a longitudinal component and a vertical shear component, so that they
can fulfill the boundary conditions at the surface. A fixed point on the surface follows an elliptical path
during the passage of a SAW. In figure 3.4 the SAW is sketched at the surface traveling with its sound
velocity vR.

In addition to the SAW other modes such as the SSLW also modulate the surface. The SSLW exists
due to the boundary conditions, which are not fulfilled by the bulk longitudinal sound waves at the
surface [98–100]. In comparison to the SAW, the SSLW has a higher sound velocity: on the surface it
propagates with the speed of the longitudinal sound wave [99]. Furthermore, the SSLW radiates energy
into the depth of the sample and therefore its amplitude is highly damped. The SSLW occurs in the region
below a critical angle (Θ > ΘC) as sketched in figure 3.4 [99]. Its wavefront is parallel to the dashed line.

In the experiments related to articles XV–XVII two counter propagating SAWs and SSLWs are excited
by a diffraction grating generated by two laser pulses tilted with respect to each other. The diffraction
grating selects the spatial period of the SAW and SSLW. After the ultrafast excitation, multiple modes
are excited (as sketched in figure 3.4). Measuring time-resolved x-ray reflectivity (TR-XRR) in a grazing
incidence geometry allows to decompose the excited modes as shown in article XVI from the measured
surface deformation.

This excitation method also allows us to implement a coherent control scheme for the spatiotemporal
acoustic dynamics and also allows for the spatial deformations excited by heat. In article XVII we explain
a method and a setup to perform coherent control of surface modes: This setup allows exciting the sample
with two spatiotemporally shifted diffraction gratings. With a spatial phase shift of π of the two temporally
delayed pulses the sample experiences no thermal transient grating, only an overall displacement of the
sample surface. If the excitation is performed without a spatial phase shift, the thermal transient grating is
enhanced. Changing the temporal delay of the two pulses cancels or amplifies the acoustic surface modes
depending on their frequency.

Furthermore, the method can be used as a thermal and acoustic switch on ultrafast time scales. In
article XV we show that the thermal and acoustic grating can be controlled on a time scale shorter than
the period of the SAW. In this way we implemented an ultrafast shutter in a grazing incidence x-ray
diffraction geometry. The limiting factor is the necessary high amplitude of the surface modulation to
achieve a high efficiency of such a switch or shutter. If only a fast switch is needed, for example to select
single x-ray bunches from a synchrotron pattern, the excitation can be changed from femtosecond to
nanosecond pulses. This allows the heat to flow into the sample depth during the optical excitation and
thus increase the damage fluence. This allows for building efficient x-ray switches as shown in article XVI.
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CHAPTER FOUR

Ultrafast X-Ray Diffraction (UXRD)

X-RAYS are used in many different experimental techniques in order to measure stoichiometric,
magnetic and structural properties of materials using the advantage of the wide energy range
of the x-rays between 30 eV and 500 keV [16, 19]. For time resolved experiments, short x-ray

pulses can be generated by synchrotron radiation facilities, such as the BESSY II operated by the Berliner
Elektronenspeicherring-Gesellschaft für Synchrotronstrahlung (BESSY) or the European Synchrotron
Radiation Facility (ESRF) or x-ray free-electron lasers (XFELs). Lab-based solutions are plasma x-ray
sources (PXSs), which have a time resolution comparable to XFELs.

The experiments presented in this thesis are performed in two different synchrotron facilities: BESSY
II operated by BESSY and ESRF, and also a lab based solution including a laser-driven table-top source
was used. The x-rays are used for structural analysis by (i) x-ray reflectivity (XRR) to investigate layer
thickness in a multilayer thin film sample and also surface deformations and (ii) x-ray diffraction (XRD),
which allows us to access the lattice parameters of the sample. Furthermore, XRD can be used to study
the strain inside a sample, which gives access to the temperature or energy density. In addition to a
temperature increase, for example due continuous wave (CW) laser heating, energy deposited by a laser
pulse is monitored by ultrafast x-ray diffraction (UXRD). The detected strain inside is a combination of
the induced stress by the energy stored in lattice vibrations, electrons, and magnetic excitations.

In this chapter, a closer view of the laser-driven table-top PXS setup and the upgrades and modification,
which I implemented during my PhD project are presented. Before the UXRD setup and its modifications
are described in section 4.2, I will give an overview of the XRD method and the data evaluation in
section 4.1. In section 4.3 the magneto-optic Kerr effect (MOKE) and optical reflectivity setup is
presented, which I built to enable measurements of the magnetic sample response at the PXS setup
simultaneously or under identical excitation conditions with the UXRD measurements.

4.1 X-Ray Diffraction (XRD)

THE samples studied in the context of this thesis consist of single crystalline layers. The periodic
arrangement of the atoms of the samples results in a constructive and destructive interference of the

diffracted x-rays. The samples used here are oriented with a high-symmetry axis perpendicular to the
surface and repeat their atomic structure with the inter-atomic lattice distance d or in reciprocal space
with |q|= 2π/d. The interference condition is given by the Laue condition

kin−kout = q, (4.1)

where kin is the wave vector of the incidence x-ray beam and kout is the wave vector of the diffracted
x-ray beam [60]. The length of the wave vector is related to the wavelength of the x-rays by |k|= 2π/λ ,
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Figure 4.1
Incoming and outgoing x-ray radiation represented by their wave vectors kin and kout in coordinate system of the
reciprocal space (qx, qz) including the real space angles between sample and x-ray radiation and an area detector.
Different types of scans through the reciprocal space are indicated by gray arrows [108].

and the direction of the wave vector is given by the geometrical conditions imposed by the conservation
of momentum. A special representation of the Laue condition is the Bragg condition

d =
nλ

2sinϑ
, (4.2)

which relates the distance of the lattice planes to the diffraction angle ϑ . If the diffraction occurs at a
periodic structure along an axis perpendicular to the surface, the diffraction angle ϑ is defined as the
angle between the surface of the sample and both the incident and diffracted x-ray beam. The maxima
of the diffraction intensity, so called Bragg reflections are observed in scans where the angle of the
incoming x-ray beam to sample ϑ is varied and the angle between the incident beam and the detector is
set to 2ϑ . From the angular position of Bragg reflections the related lattice constants are calculated using
equation (4.2).

Modern area detectors allow accessing not only specular but also non-specular reflections of x-ray
photons without performing time-consuming mesh scans. In order to analyze the recorded images of the
area detector, a transformation from real space to reciprocal space is used. The nonlinear transformation

q =

(
qx

qz

)
= |k|

(
−cosω + cosϑ

sinω + sinϑ

)
(4.3)

relates the angle of incidence ω and the angle of the diffracted x-rays ϑ to the scattering vector q [17, 108].
The geometrical relations between the real and reciprocal space quantities are illustrated in figure 4.1.

A Bragg peak appears in reciprocal space at a specific position: The qz component gives access to the
distance of the lattice planes with d = 2π/qz. For thin layers the peak width in qz is inversely related to
the layer thickness. However, structural imperfections of the samples and thermal effects may lead to
peak broadening qz and qx. Reciprocal space maps containing various Bragg peaks of different materials,
i.e. different layers, are shown in articles III, VI, VII and VIII. The results by means of integrating the
intensity in reciprocal space map along the qx direction yielding the material specfic Bragg peaks of a
sample are shown in articles I, III, VI, VII, VIII and IX. More detailed descriptions of this method are
given in [106, 108, 109]. For samples with broad peaks along the qx direction, it is useful to measure the
dynamics after excitation at a fixed detector angle. This method saves a lot of measurement time, resulting
in a better signal to noise ratio in comparison to measurements using angle scans. Depending on the peak
shape in reciprocal space and the measured angles it may be necessary to renormalize the measured peak
shift in order to extract the correct lattice strain [108, 110].
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4.2 Ultrafast X-Ray Diffraction Setup

THE laser-driven table-top UXRD setup is an optical pump and hard x-ray probe setup. The main
experimental component is a laser-driven plasma x-ray source (PXS) driven by the same laser system

providing the pump pulse. The hard x-ray generation is based on the excitation of a copper target, where
electrons are accelerated in the electromagnetic field of the femtosecond laser pulse. The recombination
of electrons with copper ions produces the characteristic x-ray emission lines, while the acceleration of
electrons gives a bremsstrahlung background. The copper target only emits x-ray radiation in presence of
electrons accelerated by the electric field of the laser pulse or scattering processes of hot electrons in the
copper target. This means the x-ray pulse duration is in the same order as the duration of the exciting
femtosecond laser pulse [24]. The x-ray radiation is subsequently monochromatized and focused onto the
investigated sample.

In the following I describe the optimized setup and the modifications, which I built during my doctoral
studies. In figure 4.2 an overview of the full setup is shown. A top view including the optical paths is
sketched in figures 4.3 and 4.4. The setup is built on two laser tables, each of them having the dimensions
of 1.5m×3m. On the first table, the laser system is placed: A laser oscillator (Coherent Mantis) provides
broadband femtosecond laser pulses, which are amplified in a Coherent Legend Elite regenerative amplifier
with a second single path amplifier. The Ti:Sa amplifier laser system provides 35 fs short pulses at a
central wavelength of 800 nm with an energy of 8 mJ at a 1 kHz repetition rate. I modified laser system
with an active beam stabilization system and an additional pulse compressor in order to independently
vary the pulse duration of the pump and probe pulses. For the x-ray generation about 70 to 90% of the
pulse energy is used depending on the selected beamsplitter. A detailed description is given in sections
4.2.1 and 4.2.2.

The pump and probe pulses are guided to the second table on which the PXS source and the exper-

laser system

delay line

laser housing lead shielding

PXS

goniometer

measurement hutch

Figure 4.2
UXRD setup: Femtosecond pulses are generated by the amplifier laser system on the left side. The laser beam is
transferred to the PXS setup that is inside a lead shielding (blue). X-rays produced by the PXS are focused onto
the sample on the goniometer. The pump beam path of the experiments is located at the front in the laser housing
to minimize the impact of air fluctuations. A closed-cycle cryostat and a MOKE and optical reflectivity setup is
mounted onto the goniometer. The outer circle of the goniometer carries an x-ray area detector and a flight tube.
Above the laser system a delay line is installed for measurements with long delays of up to tens of nanoseconds
between the pump and probe pulse.
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imental hutch are located. It contains the x-ray diffraction instrumentation, the sample environment
including a cryostat, an electromagnet, and an optical setup to measure time-resolved MOKE and transient
reflectivity. On the way to the PXS source, the probe beam is expanded twofold with two mirror telescopes.
Inside the PXS source the laser beam is focused onto a typically 15 µm thick copper tape in order to
produce the x-ray radiation [14, 23–27]. The x-ray spectrum is generated in the full solid angle and a
fraction of about 2◦× 2◦ is collected with a Montel optic which consists of two perpendicular curved
multilayer mirrors, optimized for Copper Kα radiation. The Montel optic monochromizes and focuses the
x-ray pulse onto the sample [30]. In addition to the main focus point, the Montel optic has a secondary
focus line irradiating a semiconductor x-ray detector behind the Montel optic to yield a single shot
reference for the generated x-ray intensity [111]. To enable a higher x-ray flux on the sample, I had a
motorized movable vacuum chamber with Kapton entrance and exit windows constructed and installed it
around the semiconductor x-ray reference detector. This increases the usable x-ray flux of the setup by a
factor of about 2.

To perform the angle scans (ϑ -2ϑ ) a goniometer is used for the sample positioning as well as the
sample and detector rotation. The goniometer also performs the 2ϑ rotation of the area detector (Dectris
Pilatus 100k) and supports the sample environment, which allows cooling the sample down to 15 K with
a closed-cycle cryostat. In section 4.3 more details of the sample environment are given and the setup
for MOKE and optical reflectivity measurements is presented. As part of an upgrade, the area detector
was mounted on a motorized platform for optimization of the vertical positioning, which is necessary if
the sample is slightly tilted. This is mostly relevant to the measurements performed at a long distance
between the sample and the detector. Evacuated flight tubes optimized for the default distances of 66.6 cm
and for long distances of 145 cm are used to further reduce the x-ray absorption in the air. This is shown
in green in figures 4.2 and 4.4.

As part of a major upgrade, I have renewed and expanded the optical pathways, as well as the devices
that are presented in the following sections. To achieve a mechanically stable setup all optomechanical
components are mounted on custom stainless-steel pedestal pillar posts. The complete laser beam path is
covered in order to minimize air fluctuations and to improve the laser safety.

The amplified laser pulse is separated into pump and probe pulse by a beam splitter which I added inside
the laser system in order to guide both pulses to individual grating compressors (see section 4.2.2). To
adjust the pump pulse energy, a half-wave plate in combination with a polarizer is used (in the following
called PEC device). A detailed description is given in section 4.2.3. This PEC device is placed at the
end of the first laser table after a second beam splitter with a reflection to transmission ratio of 5:95 that
provides the probe pulses for the MOKE and optical reflectivity setup. On the pump arm, an in-vacuo
setup for the 2nd harmonic generation can be installed. It delivers a pump pulse with the central wavelength
of 400 nm which performs the excitation for the experiments published in articles I, V, XI and XIII. The
delay stage is installed in the pump arm and includes a secondary setup for the generation of a pulse pair
with an adjustable pulse-to-pulse delay. The delay stage covers a temporal range of 8 ns and an optional
2nd pulse can be delayed up to 0.5 ns with respect to the first pulse. The optical path of the delay stage and
setup for the generation of double pulses are described in more detail in section 4.2.5.

After the delay stage, the excitation beam is lifted by a periscope to the sample height and is directed
onto the sample. Before a motorized lens telescope providing an adjustable beam diameter. The last
mirror before the sample is motorized and used to optimize the spatial overlap with the x-ray beam on the
sample. This is typically performed with a reference sample [106, 111–113].

A camera is located in the same distance as the sample with respect to the first mirror of the periscope
which is back side polished. It monitors the beam position and shape using the transmission through the
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back side polished mirror of the periscope and is used for stabilization of the beam with an active feedback
loop steering a motorized mirror in front of the periscope. During an experiment, this stabilization
compensates the spatial shift of the laser beam caused by mechanical inaccuracy of the delay stage and
the other optical components.

4.2.1 Beam Stabilization
A self-build beam stabilization system is installed in the experimental setup in order to improve mid-

and long-term stability of the laser. It compensates the drifts after turning on the laser system and the
drifts occurring over weeks, which would otherwise require daily realignment of the laser beam through
the apertures placed in the beam path after the amplifier is warmed up.

We use only one beam stabilization system for the pump and probe beams using two motorized mirrors
which are located before the beamsplitter that splits the main beam into pump and probe arms. Note that
due to the separate compressors, the splitting of the pump and probe beam takes place directly before
the compressor inside the laser system. The two mirrors routing the beam from the last telescope, that
increases the beam diameter after the single path amplifier to the final size are exchanged by motorized
Newport agilis piezo optical mounts providing a sufficient resolution. The mirrors are shown in figure 4.3
in the cut-out of the laser system. The feedback loop is based on two Basler acA1280-60gm GigE cameras
monitoring the beam. One is located inside the pulse compressor of the pump pulse (see figures 4.3
and 4.5) and monitors the transmission through the in-coupling mirror of the compressor. The second
camera takes the transmitted laser beam of a 45° reflecting mirror behind the compressor of the pump arm
(see figure 4.3) which is directed towards the measurement hutch and detected there by the 2nd camera
(see figure 4.4).

The software was written in Python by Lisa Willig [114, 115] and the algorithm works by aligning a
beam with the two mirrors onto two target position on the cameras. The distance of the detected beam
position to the target position in each camera is calculated. If this value reaches a threshold the software
starts the repositioning of the beam to the target positions on the cameras automatically. A benefit of the
beam stabilization is higher repeatability, accuracy and the opportunity to realign the laser beam during
measurements.

4.2.2 Separate Compressors for Pump and Probe Beams
The maximum x-ray flux per pulse [116–118] and the efficiency of the 2nd harmonic generation depend

strongly on the pulse duration of the laser. Therefore two different compressors are used for pump
and probe arms in order to adjust the optimal pulse duration for one arm independently from the other.
Furthermore, the linear chirp of the optical components can be compensated separately. Using two
compressors requires a compensation of the temporal shift between the pump and the probe arms every
time the pulse duration is slightly changed.

Figure 4.5 shows a schematic drawing of the 2nd compressor installed on the pump arm that changes
the pump pulse duration. The beam routing resembles a mirrored copy of the existing compressor inside
the laser system, which now affects the probe pulse duration. While in the probe compressor, the beam
enters on the lower level and leaves at the higher one, in the newly build compressor the beam enters the
higher level and leaves at the lower level. This results in a lower beam height of the pump beam compared
to the probe beam, which is required for the PEC device for the pump fluence adjustment described in the
next section.

The uncompressed laser pulse enters on the right side and is reflected by an in-coupling mirror on
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Figure 4.5
3D and top view of the pump pulse compressor including the beam path in red and the first reference camera of
the beam stabilization in the upper right corner. The laser pulse enters on the left side and is guided to the grating
where it is diffracted into the first order. The delay between red and blue wavelength components is adjusted with
the stage and the pulse is routed back to grating, where it diffracted onto the periscope. The periscope guides the
pulse to a lower level, where it follows the same way back and leaves at the bottom side as an ultrashort pulse.

a grating. The grating is optimized to diffract nearly all energy in the 1st order. The pulse starts to be
divergent because of the different wavelengths inside an ultrashort laser pulse. The next two mirrors are
mounted on a motorized stage and reflect the pulse back to the grating from where it is again diffracted as
an elliptically-shaped parallel pulse. A pair of mirrors act as a periscope and guide the pulse to the lower
level, where the pulse follows the same way back. The pulse exits from the compressor as a compressed
ultrashort pulse below the in-coupling mirror. The motorized stage adjusts the length of the divergent
beam path. Due to the different path lengths for red and blue wavelength components, the pulse can be
compressed or stretched by moving this stage.

The in-coupling mirror is back side polished to monitor the beam position with the reference camera of
the beam stabilization system. The full setup is placed in a closed box next to the laser and is filled with
nitrogen as the entire laser system in order to prevent drifts due to humidity changes inside the laboratory.

4.2.3 Pump Energy Change Device (PEC Device)
The pulse energy change (PEC) device consists of a zero-order half-wave plate in combination with

polarizers and is used for adjusting the pump pulse energy. The polarizers are broadband thin film
polarizers which separate the polarization by reflection. Two subsequent polarizers increase the contrast
and lead to a parallel incoming and outgoing beam. This setup has the advantage that the beam size is
not reduced and the linear and non-linear chirp is minimized. A solid aluminum stand was constructed
to mount two thin-film laser polarizers with a 70° angle of incidence. A rendering of the setup is shown
in figure 4.6. The zero-order half-wave plate for 780 nm is mounted in a rotation stage at the entrance
of the device and rotates the incoming p-polarized light. Two s-polarized light-reflecting mirrors are
positioned vertically to the laser table. This results in an outgoing upper p-polarized beam and a lower
s-polarized beam. The s-polarized light transmitted through the first mirror can be blocked or used to align
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half-wave plate
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70° mirror adapter

mirror holder

Figure 4.6
3D view of the PEC device: This device consists of a zero-order half-wave plate mounted in a motorized rotation
stage and two thin-film laser polarizers to allow changing the excitation energy of the pump pulse. The lower
s-polarized beam is blocked and the upper p-polarized beam is guided to the experiment.

the incoming laser beam. The solid construction prevents any serious displacement of the optomechanical
components, which is potentially dangerous especially due to the upward-directed laser beam.

Via calibration, the motorized wave plate position is directly related to the power at the sample position
and to a reference power measured by a second power meter behind a back side polished mirror. In
combination with the camera used for the stabilization of the spatial overlap of both pump and probe beams,
the fluence can also be controlled during the experiment. Furthermore, it is possible to automatically
correct the fluence changes occurring during a theta ϑ -2ϑ scan due to the different spot sizes on the
sample as ϑ is varied.

4.2.4 Second Harmonic Generation
An in-vacuo second harmonic generation setup can be inserted between the PEC device and the delay

stage if a 400 nm excitation is necessary. The setup is depicted in figure 4.4 at its position without the
additional focusing and the color change of the pump beam. Two convex lenses with 500 mm focal length
are installed as a Keplerian telescope in which a 100 µm beta-barium borate (BBO) crystal is placed
slightly in front of the focus point to realize frequency doubling with high efficiency. To prevent plasma
generation at the focus point due to the high intensity, the focus point and the BBO are located in a vacuum
chamber. To separate the 400 nm from the fundamental beam two exchangeable long pass dichroic mirrors
are used on the delay stage.

4.2.5 Delay Stage and Double-Pulse Generator
One of the main components of a pump-probe setup is a delay stage. The PXS setup uses a 600 mm

stage to achieve delay times between pump and probe pulses of a few femtoseconds up to 8 ns of delay.
The stage is mounted vertically on the table as shown in figure 4.7 to reduce mechanical instabilities during
the movement. Behind the delay stage, a double-pulse generator based on a Michelson interferometer is
located as seen in the lower part of figure 4.7.

The stage has four fixed apertures that allows checking the path of the in- and outgoing beams,
respectively. The four mirror holders on the movable part of the stage are top-mount mirror holders to
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Figure 4.7
3D and top view of the delay stage and double-pulse generator: the laser pulse reaches the device from the
lower-left corner and passes four times through the 600 mm delay stage, resulting in an 8 ns delay in total. Behind
the stage, the pulse can enter a double-pulse generator (a Michelson interferometer), which generates a sequence
of two pulses which have a delay of up to 0.5 ns. The interferometer is equipped with quarter-wave plates in each
arm acting as effective half-wave plate to adjust the pulse energy individually of both pulse.

achieve a high mirror density and easy access for alignment. The two fixed mirrors of the stage assembly
are mirror mounts with an exchangeable front plate. One pair contains 400 nm and 800 nm reflecting
mirrors and another pair long pass dichroic mirrors that separate 400 nm and 800 nm light. They are
exchanged if the excitation is performed with 400 nm instead of the fundamental 800 nm pulses.

Behind the 8 ns stage, two additional mirrors moved by a manual stage let the beam enter the double-
pulse generator or directly pass through, depending on the manual stage position. If the laser pulses
enter the interferometer two pulses with a variable temporal delay of up to 0.5 ns are generated. The
temporal delay of the generated pulses is set by a second stage. To compensate for different self-focusing
effects of the pulses in the beamsplitter, a beamsplitter compensation plate is used. The compensation
plate allows each pulse to propagate four times through a glass substrate of the same thickness. Each
interferometer arm also contains a zero-order quarter-wave plate, which effectively acts as a half-wave
plate due to the double pass of the laser pulse. This can be used in combination with a Glan-Laser calcite
polarizer to accurately adjust the fluence of each pulse individually. Due to the extended beam path of
the double-pulse generation, an additional delay of approximately 1.3 ns for the first laser pulse has to be
compensated using the main delay stage.
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Figure 4.8
3D and side view of the inner goniometer circle carrying the sample environment: A base plate holds the mount
of the cryostat located at the left side, which places the cryostat in the center of rotation of the goniometer. At the
bottom of the cryostat, the copper sample holder is located. In addition, the base plate carries the electromagnet,
consisting of a C-frame with a coil and a pole on each side. On the right side of the C-frame the MOKE and
optical reflectivity setup are mounted. The 400 nm probe beam of this setup is focused by a lens through the right
pole onto the sample.

4.2.6 Sample Environment
The recently extended sample environment consists of a goniometer, an electromagnet, a cryostat and a

heater with an extended temperature range. The sample environment allows the sample to be positioned in
the x-ray beam, to be heated and cooled and to be exposed to magnetic fields. For positioning the sample
the goniometer offers an x, y, z and ω axis. The vibration decoupled cold head of a closed cycle cryostat is
located on top of the goniometer. The cryostat can reach temperatures down to 15 K (see figure 4.8). The
copper sample holder provides two places for exchangeable blocks that simplifies changing the samples.
The second block is usually used for the reference sample. To provide the necessary thermal insulation,
a vacuum chamber with a small Kapton window for incoming x-rays, a wide Kapton window for the
diffracted x-rays, and a quartz glass window for the pump pulse is available. The maximum temperature
is limited to 350 K. To achieve higher temperatures a second heater is mounted inside the sample holder.
The thermal isolation of this heater to the cryostat is realized via a sapphire and a Kapton plate.

A 3 kW electromagnet is used to apply an out-of-plane magnetic field to the sample. The magnet is
based on a GMW 3480 dipole magnet with an extended C-frame. With a pole distance of 10 mm a field
of 1.6 T is achievable at the sample position: To use these fields in combination with the cryostat a slim
copper sample holder and a vacuum chamber with inlets for the poles has to be used. The electromagnet
also provides the magnetic field for the MOKE measurements where the C-frame supports the MOKE
setup.
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4.3 Magneto-Optic Kerr Effect (MOKE) and Optical Reflectivity
Setup

THE combination of different experimental techniques in one experimental setup allows tracking of
energy inside different energy reservoirs, i.e. different subsystems of one sample and therefore

enables the investigation of the coupling between these energy reservoirs. To perform such measurements
a setup is needed which combines time-resolved measurements of the strain by UXRD, the magnetic state
by magneto-optic Kerr effect (MOKE), and the electronic system by optical reflectivity measurements.
The experimental setup for measuring the MOKE is a miniaturized version of the one presented by Lisa
Willig [115, 119]. The setup was built in a polar MOKE geometry, with the external field and the probe
pulse incidence aligned perpendicular to the sample surface. This geometry is sensitive to the out of plane
component [120] and allows us to design an experimental setup preventing collisions between pump,
x-ray probe, optical probe, and mechanical devices. The probe pulse for MOKE measurements has a
center wavelength of 400 nm, which ensures a high magneto-optical contrast for many magnetic materials
and simplifies the separation of pump and probe. After reflection of this probe pulse on the sample, it
is detected by a balanced photodiode measuring the polarization change. To get access to the optical
reflectivity of the sample, another photodiode measures the reflectivity in combination with a reference
photodiode to normalize the signal to the probe beam intensity. The MOKE and optical reflectivity setup
is doweled to the setup mounts on the C-frame to recover its position and beam paths after reattaching the
setup (see figure 4.8).

The pump beam is the same pump beam used for the x-ray experiments (see figures 4.3 and 4.4). To
reduce noise of the optical detection, an optical chopper with a frequency of 500 Hz is used.

The probe pulse for the MOKE and optical reflectivity setup is reflected out of the pump beam with a

balanced
photodiode

Wollaston prism
half-wave plate

reflectivity diode

pole
sample

drilled pole

active mirror
for beam stabilization

reference diode

CC
D

CC
D

Figure 4.9
Sketched beam path of the MOKE and optical reflectivity setup. The 400 nm probe pulse enters through two
active steering mirrors (the 2nd is sketched). A part of the beam is used to detected a reference intensity and the
beam positions for the beam stabilization on the left side, while the other part is focused thorough a pole onto
the sample. The amplitude and the Kerr rotation of the reflection is measured by a photodiode and a balanced
photodiode on the right side.
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Figure 4.10
3D view of the MOKE and optical reflectivity setup mounted on two setup mounts of the C-frame of the
electromagnet. The schematic sketch shows the setup consisting of two perpendicular planes: The horizontal
plane directs the probe beam to the sample and back, whereas the vertical plane contains the detection diodes and
reference cameras.

beamsplitter, which is located in front of the PEC device as shown in figure 4.3. The probe pulse is guided
below the pump pulse path, where it is converted to 400 nm with a second BBO crystal. A motorized
25 mm stage is used to align the timing with the x-ray probe pulse. Next to the periscope for the pump
pulse, another periscope lifts the probe to the level of the x-ray beam, where it then enters the MOKE and
optical reflectivity setup, shown in detail in figures 4.10 and 4.9. The setup is structured in two planes
where the optical components needed for the detection are mounted on a plane perpendicular to the optical
table. The setup is constructed on a 180mm×180mm×160mm CNC machined aluminum base, which
is supported by two arms of the C-frame of the electromagnet as shown in figure 4.10.

The probe beam enters the setup via two motorized mirrors, which can actively realign the beam after a
movement is detected by two cameras (the same principle as used for the beam stabilization shown in
section 4.2.1). This is necessary when the inner goniometer circle is rotated during a ϑ -2ϑ scan. The next
mirror directs the beam through a 50:50 beamsplitter onto the sample. The reflection of the beamsplitter
is used on the left side of the vertical plane to observe the beam position by two cameras and for the
reference photodiode measuring the incident pulse intensity. The transmission through the beamsplitter
is focused onto the sample where the probe beam is reflected. The second reflection at the beamsplitter
guides the probe beam to the right side of the vertical part of the setup. For detection in a photodiode the
transmission of another beamsplitter is detected to measure the time-resolved reflectivity of the sample.
The reflection on this beamsplitter is guided through a zero-order half-wave plate and a Wollaston prism
to detect the Kerr rotation by a balanced photodiode. All signals are measured by boxcar integrators and
recorded by a National Instruments measurement card (for more detail see [115]).
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Layer specific observation of slow thermal equilibration in ultrathin metallic nanostruc-
tures by femtosecond x-ray diffraction
Jan-Etienne Pudell, Alexei Maznev, Marc Herzog, Matthias Kronseder, Christian Back, Grégory Mali-
nowski, Alexander von Reppert, and Matias Bargheer
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Ultrafast heat transport in nanoscale metal multilayers
is of great interest in the context of optically induced
demagnetization, remagnetization and switching. If the
penetration depth of light exceeds the bilayer thickness,
layer-specific information is unavailable from optical
probes. Femtosecond diffraction experiments provide
unique experimental access to heat transport over single
digit nanometer distances. Here, we investigate the
structural response and the energy flow in the ultrathin
double-layer system: gold on ferromagnetic nickel. Even
though the excitation pulse is incident from the Au side, we observe a very rapid heating of the Ni lattice,
whereas the Au lattice initially remains cold. The subsequent heat transfer from Ni to the Au lattice is found
to be two orders of magnitude slower than predicted by the conventional heat equation and much slower than
electron-phonon coupling times in Au. We present a simplified model calculation highlighting the relevant
thermophysical quantities.
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U ltrafast heating and cooling of thin metal films has been
studied extensively to elucidate the fundamentals of
electron–phonon interactions1–7 and heat transport at the

nanoscale8–13. The energy flow in metal multilayers following
optical excitation attracted particular attention in the context of
heat-assisted magnetic recording14,15 and all-optical magnetic
switching16–18. The role of temperature in optically induced
femtosecond demagnetization is intensely discussed, particularly
with regard to multipulse switching scenarios19. Two- or three-
temperature models (TTMs) are often used to fit the experimental
observations20. The microscopic three-temperature model
(M3TM)20, which uses Elliot–Yafet spin-flip scattering as the
main mechanism for ultrafast demagnetization is often contrasted
against superdiffusive spin transport21. Such electron transport is
closely related to ultrafast spin-Seebeck effects22,23, which require
a description with independent majority and minority spin
temperatures. The heat flow involving electrons, phonons, and
spins has been found to play a profound role in ultrafast mag-
netization dynamics24,25. The description of the observed
dynamics in TTMs or the M3TM are challenged by ab initio
theory which explicitly holds the nonequilibrium distribution
responsible for the very fast photoinduced demagnetization26,27.
The presence of multiple subsystems (lattice, electrons, and
spins), e.g., in ferromagnetic metals5,28, poses a formidable
challenge for experimental studies of their coupling and thermal
transport on ultrafast time scales when these subsystems are
generally not in equilibrium with each other26,27,29. Temperature
dynamics in metal films are typically monitored using optical
probe pulses via time-domain thermoreflectance (TDTR)12. This
technique has been a workhorse of nanoscale thermal transport
studies, but experiences significant limitations when applied to
ultrathin multilayers with individual layer thicknesses falling
below the optical skin depth, which are in the focus of ultrafast
magnetism research22–24,30–32. Optical probes are generally sen-
sitive to electronic and lattice temperatures, although in some
cases the lattice temperature13 or the spin temperature24 may be
deduced. In order to understand the thermal energy flow, it is
highly desirable to directly access the temperature of the lattice,
which provides the largest contribution to the specific heat.
Ultrafast X-ray diffraction is selectively sensitive to the crystal
lattice, and material-specific Bragg angles enable measurements
of multiple layers even when they are thinner than the optical
skin depth and/or buried below opaque capping layers33–35. The
lattice constant variations of each layer can be measured with
high absolute accuracy, making it possible to determine the
amount of deposited heat in metal bilayers that was debated
recently30–32. The great promise of ultrafast X-ray diffraction
(UXRD) for nanoscale thermal transport measurements and
ultrafast lattice dynamics has already been demonstrated in
experiments with synchrotron-based sources33–36. However,
limited temporal resolution of these experiments (~100 ps) only
allowed to study heat transport on a relatively slow (nanosecond)
time scale and over distances >100 nm. Ultrafast nanoscale
thermal transport research will greatly benefit from femtosecond
X-ray sources. While free electron laser facilities are in very high
demand, an alternative is offered by laser-based plasma sources of
femtosecond X-rays37,38, which lack the coherence and high
flux of a free electron laser but are fully adequate for UXRD
measurements6,39,40. As an example, a recent experiment on
6 nm thick Au nanotriangles39 confirmed the τ0Au = 5 ps
electron–phonon equilibration time generally accepted for high
fluence excitation of Au3,6,41,42. For similar fluences ultrafast
electron diffraction reported τ0Ni = 0.75 to 1 ps for Ni thin films
between room temperature and Curie temperature TC

7,43.
In this report, we demonstrate that the use of a femtosecond

X-ray probe enables thermal transport measurements over a

distance as small as ~5 nm in a Au/Ni bilayer with thickness
dAu= 5.6 nm and dNi= 12.4 nm grown on MgO. By monitoring
the dynamics of the lattice constants of Au and Ni, we find that
the Ni lattice fully expands within about 2 ps, while the Au lattice
initially remains cold even if a significant fraction of the excita-
tion light is absorbed by the electronic subsystem in Au. The Au
lattice then heats up slowly, reaching the maximum temperature
about 80 ps after the optical excitation. The observed thermal
relaxation of the bilayer structure is two orders of magnitude
slower than 1 ps predicted by the heat equation and also much
slower than the usual electron–phonon equilibration time τ0Au =
1–5 ps (see Table 1)3,41,42. We explain this surprising result in a
model (see Fig. 1) based on the keen insight into the physics of
the thermal transport in Au–Pt bilayers offered in recent
studies11,13, which showed that nonequilibrium between electrons
and lattice in Au persists for a much longer time in a bilayer than
in a single Au film. We find, furthermore, that on the spatial scale
of our experiment thermal transport by phonons in metals can no
longer be neglected. Our results underscore challenges for ther-
mal transport modeling on the nanometer scale. On the other
hand, they demonstrate the great potential of the UXRD for
monitoring thermal transport under experimental conditions
typical for studies of ultrafast magnetism20,44.

Results
Experiment. We use femtosecond laser pulses at 400 and 800 nm
to excite the electron system of Au and Ni through the Au top
layer. The sample structure and the calculated absorption profiles
are shown in Fig. 1. We note that for 400 nm pulses the absorbed
energy density ρQAu;Ni in Au and Ni is similar, whereas for 800 nm
almost no light is absorbed in Au. The much higher absorption of
400 nm light in Au is a result of the larger real part of the
refractive index31,32. For our 5.6 nm thick Au film, the destructive
interference of light reflected at the interfaces additionally con-
tributes to the suppressed absorption at 800 nm.

The strains εAu,Ni determined via Bragg’s law from UXRD
data (Fig. 2b, c) can be converted to lattice temperature changes
ΔTAu,Ni and energy density changes ρQAu;Ni via

εAu;Ni ¼ αufAu;NiΔTAu;Ni ð1Þ

εAu;Ni ¼
αufAu;Ni
CAu;Ni

ρQAu;Ni ð2Þ

Table 1 Thermophysical parameters of Au and Ni

Parameter Gold Nickel

Lattice specific heat, Cph (106 Jm−3 K−1) 2.554 3.855

Sommerfeld constant, γS (Jm−3 K−2) 67.52 10742

Electron–phonon coupling constant,
g (1016Wm−3 K−1)

1–42 36–1052

e–ph coupling time isolated layers
@1000 K, τ0 (ps)

1.7–6.7 1–3

e–ph coupling time equilibrated
electrons @1000 K, τ (ps)

26–107 1–3

Thermal conductivity, κ (Wm−1 K−1) 31856 9056

Thermal conductivity (lattice),
κph (Wm−1 K−1)

556 9.656

Expansion coefficient with Poisson
correction, αuf (10−5 K−1)

3.1657 2.857

Literature values for material parameters relevant for modeling the heat transfer after laser
excitation. For Cph we use the parameters at room temperature. The e–ph coupling time ranges
are calculated for 1000 K to show that for an equilibrated electron system, the e–ph coupling
time in Ni is much shorter than in Au
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using effective out-of-plane expansion coefficients αufAu;Ni and
specific heats CAu,Ni, which are generally temperature dependent.
For our experimental conditions temperature-independent
coefficients are good approximations. The effective expansion
coefficients αufAu;Ni take into account the crystalline orientation
of the films and the fact that on ultrafast (uf) timescales the
film can exclusively expand out-of plane, since the uniform
heating of a large pump-spot region leads to a one-dimensional
situation, as in-plane forces on the atoms by the thermal stresses
vanish. For details about αufAu;Ni and a description how heat in
electrons and phonons drive the transient stress via macroscopic
Grüneisen coefficients see the Methods section.

We now discuss the information that can be directly inferred
from the measured transient strains (Fig. 3) in the laser-excited
metallic bilayer without any advanced modeling. For conveni-
ence, we added two right vertical axes to Fig. 3a, b showing
the layer-specific temperature and energy density according to
Eqs. (1) and (2). Initially Ni expands, while the Au layer gets
compressed by the expansion of the Ni film. Around 3 ps Au
shows a pronounced expansion, when the compression wave
turns into an expansion wave upon reflection at the surface. Less
pronounced signatures of the strain wave are observed in Ni as
well. A surprisingly long time of about 80 ps is required to reach
the maximum expansion of Au by transport of heat from the
adjacent Ni until TAu ≈ TNi. For times t > 100 ps, cooling by heat
transfer to the substrate dominates the signal. In Fig. 3c we show
the heat energy ΔQMgO flowing through a unit area A into the

0 5 10 15 20 25
0

1

2

3

Sample depth (nm)

A
bs

or
pt

io
n 

(%
nm

–1
)

400 nm
800 nm

Au Ni MgO

Au MgONi

5.6 nm 12.4 nm

Electron Electron

Lattice Lattice Lattice

Ni

�

� �

a

b

Au

Fig. 1 Schematic of heat reservoirs in the sample structure. a Layer
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indicates the axis break from linear to logarithmic time scale
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ε in the Au film (a) and the Ni film (b) as measured by UXRD after
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label the temperature change ΔT and the energy density ρQ calculated from
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substrate, which we can directly calculate from the measured
energy densities via

ΔQMgOðtÞ=A ¼ �dAuΔρQAuðtÞ � dNiΔρ
Q
NiðtÞ: ð3Þ

ΔρQNi;AuðtÞ= ρQNi;AuðtÞ � ρQNi;Auð0Þ are the changes of the energy
densities ρQNi and ρQAu with respect to the initially deposited energy
densities. Even when the temperatures are equilibrated at t > 100
ps, ρQNi and ρQAu differ strongly because of the different specific
heat of Au and Ni. Figure 3c confirms that within the first 20 ps
the heat energy ΔQAu= dAuΔρ

Q
Au flowing from Ni into Au is

similar to the amount ΔQMgO transported into the substrate.
At about 150 ps half of the energy deposited in the film has
been transported into the substrate. However, leaking a fraction
of the thermal energy to the insulating substrate does not explain
why the ultrathin Au layer is not much more rapidly heated via
electronic heat transport typical of metals.

Modeling. Inspired by the recent studies using TDTR11,13 we
set up a modified two-temperature model graphically represented
in Fig. 1b to rationalize the slow Au heating observed in Fig. 3a.
We first justify this simplified modeling. The high electron con-
ductivity—potentially including ballistic and superdiffusive elec-
trons—rapidly equilibrates the electron systems of Ni and Au.
The fact that the Au layer is equally compressed in the first 2 ps
irrespective of the excitation wavelengths is an experimental proof
of the rapid equilibration of electron temperatures. Otherwise the
high electron pressure in Au after 400 nm excitation (cf. Fig. 1c)
would counterbalance the compression caused by the Ni expan-
sion6. As Ni has a much larger Sommerfeld constant (Table 1)
the electronic specific heat Ce= γST is dominated by Ni and
the ratio of energy densities ρQNi=ρ

Q
Au ≈ 10 is large at 1 ps. A sig-

nificant electronic interface resistance45 that would prevent
a rapid equilibration of electron temperatures in Au and Ni is
clearly incompatible with our measurements at 400 nm. If the
electrons did not equilibrate much faster than 1 ps and effectively
remove the heat deposited in the electron system of Au, we
would not observe the same strong compression of the Au lattice,
since electronic pressure would instantaneously force the Au to
expand6,7,40,43. In the diffuse-mismatch model, the electronic
interface conductance of metals increases linearly with the tem-
perature and can be calculated from the Sommerfeld constant and
the Fermi velocity45. Immediately after excitation, the electron
temperature reaches several thousand Kelvin, which leads to a
subpicosecond thermalization of the electrons in simulations,
including the interface resistance.

The electron–phonon coupling constant in Ni is much larger
than in Au (Table 1). Consequently, nearly all photon energy
initially absorbed in the electronic system is funneled into the
Ni lattice, even when one third of the absorbed energy is
initially deposited in the electronic system of Au with 400 nm
excitation. In contrast, the electron–phonon coupling times
τ0Au;Ni = Ce

Au;Ni=gAu;Ni for Au and Ni are not very different if the
films are not in contact, because the large electronic specific heat
Ce
Ni of Ni cancels its large electron–phonon coupling constant gNi

(see Table 1). However, in the bilayer, the electrons in Au and Ni
rapidly form an equilibrated heat bath with Ce

tot � Ce
Ni. Now only

the electron–phonon coupling constant determines the coupling
time: τNi= Ce

tot=gNi � Ce
tot=gAu = τAu.

We start the numerical modeling when a quasi-equilibrium
temperature in the combined system Ccom= Ce

Au þ Ce
Ni þ Cph

Ni �
Ce
Ni þ Cph

Ni ≈ CNi is established after electron–phonon equilibra-
tion in Ni around τNi= Ce

tot=gNi � Ce
Ni=gNi ≈ 1 ps. Since Cph

Ni �
Ce
Ni � Ce

Au and dNi > dAu, we refer to the combined system as CNi

in the equations. Since the energy stored in each layer is
proportional to their thickness and the energy transfer rate from
electrons to phonons in Au is proportional to the Au volume
VAu∝ dAu, the differential equations describing this special TTM
represented in Fig. 1b read

dAuC
ph
Au

∂Tph
Au

∂t
¼ dAugAu TNi � Tph

Au

� � ð4Þ

dNiCNi
∂TNi

∂t
¼ dAugAu Tph

Au � TNi

� �
: ð5Þ

Note that the two temperatures in this model are the
temperature of the Au lattice, Tph

Au and the temperature of the
combined system, which is denoted as TNi, keeping in mind that
this Ni temperature equals the Au electron temperature. For small
temperature changes over which the specific heats are approxi-
mately constant, the solution to this system of equations is an
exponential decay of TNi ~ e−t/τ and a concomitant rise of the Au
lattice temperature TAu ~ (1− e−t/τ) on the characteristic time-
scale

τ ¼ 1

gAu
1

CAu
þ dAu

dNi
1
CNi

� � : ð6Þ

Due to the small film thickness and the rapid electronic heat
diffusion, we do not assume any gradient in the temperatures of
each film. At about 1 ps after excitation we define the initial
conditions as TNið1psÞ ¼ T i

Ni and T i
Au � 0. The final temperature

after equilibrating the temperatures of the two thin films,
neglecting heat transport to the substrate is

T f ¼ T i dNiCNi

dAuC
ph
Au þ dNiCNi

: ð7Þ

This very simple model (dashed lines of Fig. 4a) for the
transient quasi-equilibrium temperatures agrees very well with
the data. In particular, the exponential rise of TAu and the
exponential decay of TNi converge around 80 ps. Deviations at
longer times originate mainly from heat transport into the MgO
substrate, which is not included in the model (dashed lines).

The only fitting parameters of our model are the initial
temperature Ti and the electron–phonon coupling constant of
Au. With our simple model we get the best fit using gAu= 6.5 ×
1016Wm−3 K−1, which is somewhat larger than the range from
1 to 4 × 1016Wm−3 K−1 reported in the literature2,3. If—as an
example—we reduce the electron–phonon coupling constant
to the value of 4 × 1016Wm−3 K−1, the calculated equilibra-
tion of TAu and TNi is much too slow. Including electronic
interface resistance would make it even slower. The missing
energy transfer rate, however, can be easily rationalized by
phonon heat conductivity κph. If we fully disregarded electronic
heat conduction in Au, the literature value for κphAu given in
Table 1 would lead to an equilibration of Au and Ni temperature
exclusively via phonons three times faster than we observe.
The phonon heat transport is probably much less efficient
than this prediction because of additional interface resistances
for phonon heat transport and because the mean free path of
phonons is on the order of the layer thickness8,10. However,
we do not attempt to quantify κph and gAu here. We only
note qualitatively that to conform to the expected values of
electron–phonon coupling in Au, the phonon heat conduction
must become important in nanoscale multilayers, even though
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normally the heat conduction in metals is dominated by electrons
(κ� κph see Table 1). Phonon heat transport is not included
in our numerical calculations, because in fact the heat diffusion
equation is not valid at such small length scales below the phonon
mean free path. Similarly, a complex theoretical modeling would
be required to simulate the heat transport to the substrate, e.g.,
by heat transfer from Ni electrons to MgO phonons at the
interface46. Figure 3c provides a benchmark of the experimentally
determined phonon heat transport into the substrate.

Discussion
In summary, the modified TTM model (Eqs. (4) and (5)) captures
the essence of heat transport between ultrathin metal films: the
electrons in Au and Ni are rapidly equilibrated. This is evidenced
by the fact that 400 and 800 nm excitation both initially only heat
Ni, regardless of the energy absorbed in Au. For 400 nm excita-
tion we showed an intricate process of shuttling heat energy back
and forth between the layers: the electrons first rapidly transport
energy from Au into Ni (e–e equilibration � 1 ps) before they
transport some of the heat back from the Ni phonons to the Au
phonons. Finally, the heat flows back through Ni toward the
substrate. Heat transport by phonons can account for a fraction
of the Au heating. The energy transported from the Ni phonons
via Ni and Au electrons into the Au lattice is throttled by the
weak electron–phonon coupling in Au. We believe that our
results will have an important impact on ultrafast studies of the
spin-Seebeck effect, superdiffusive electron transport as well as
optical demagnetization and remagnetization. Precise measure-
ments of the total heat in the system after few picoseconds will
help to determine the actually required laser fluence in ultrafast
demagnetization studies, which currently diverge by an order of
magnitude in the literature44,47. The lattice is not only discussed
as the sink of angular momentum in the ultrafast demagnetiza-
tion: with its dominant heat capacity the lattice constitutes the
heat bath which controls the speed of reordering of the spin

systems at high fluence20,44. Our detailed account of heat flow in
Ni after photo-excitation must influence the interpretation of
MOKE data, which were fitted in previous studies20,48 by using a
value for the specific heat of the Ni phonon system which is a
factor of two below the Dulong–Petit value.

We have demonstrated the power of UXRD in probing
nanoscale heat transport in an ultrathin metallic bilayer system
which is relevant to current magnetic recording developments
such as heat-assisted magnetic recording. To understand the all-
optical-15 and helicity-dependent49 switching in ferrimagnets
and two different timescales observed in the demagnetization
of transition metals20,44 or rare earths50,51, precise calibration of
the lattice temperature is crucial. We are convinced that the
direct access to the lattice, the layer-specific information for layers
thinner than the optical skin depth, the conceptual simplicity of
the arguments and the experimental geometry make the paper
particularly useful for comparisons to previous20,30–32,44 and
future work on optical manipulation of spins.

Methods
Sample growth and UXRD. Ni/Au stacks with different Ni and Au thicknesses
were grown by molecular beam epitaxy onto a MgO(001) substrate at 100 °C. The
MgO(001) substrates were degassed at 350 °C for 10 min. The pressure during
growth never exceeded 6−10 mbar. We measured the layer thicknesses dAu=
5.6 nm and dNi= 12.4 nm of the investigated sample by X-ray reflectivity. The 24
lattice planes of Au yield a symmetric (111) Bragg reflection (Fig. 2a) at ϑ= 19.29°,
well separated from the symmetric (200) Ni peak at 25.92° originating from 70
lattice planes. The lattice strains εNi,Au(t)=−cot(ϑ(t))Δϑ(t) perpendicular to the
sample surface are directly retrieved from the time-resolved Bragg-peak positions ϑ
(t) (Fig. 2b, c)5839,40. These UXRD data were recorded at our laser-driven plasma
X-ray source at the University of Potsdam, that emits 200 fs X-ray pulses with a
photon energy of 8 keV. The sample was excited by p-polarized 400 and 800 nm
laser pulses of about 100 fs duration with a pulse energy of 0.3 mJ and a diameter of
1.5 mm (FWHM). Since the angle between the pump pulse and the Bragg-reflecting
X-ray probe pulse is fixed in the setup, we take into accout the modified angle of
incidence of the optical pulse of 44° (51°) with respect to the surface normal for the
Ni (Au) reflection to calculate the incident fluence of 9 (8) mJ/cm2 and an absorbed
fluence of 3 (2.9) mJ/cm2 for our bilayer system using a matrix formalism, which
also yields the absorption profiles at 400 and 800 nm excitation shown in Fig. 1c52.
The above values are for 800 nm excitation, and the 400 nm data in Fig. 3 are scaled
up for better comparison of the two different excitation conditions.

Correction of the thermal expansion coefficient. The effective expansion coef-
ficient αufAu;Ni valid for heating a thin epitaxial layer is based on the lattice constants
and strains predicted from equilibrium thermal expansion coefficients, corrected
according to the Poisson effect53. In cubic materials with (100) surface orientation
the ratio of the observed ultrafast (uf) strain and the strain εeq= αeq(T)ΔT along
the (100) direction calculated from equilibrium value (eq) is ε/εeq= αuf(T)/αeq

(T)= 1+ 2C12/C11= 2.2 for Ni and would be 2.6 for Au. For the Au (111) cubic
crystal surface, the above equation is still valid if the elastic constants are calculated
in the rotated coordinate system, in which the x-axis is [111]. We find that the
newly obtained C11 and C12 coincidentally yield the same correction factor of 2.2
for Au (111) as for Ni (100).

Strain waves prove ultrafast electron-equilibration. The pronounced com-
pression and expansion of the Au layer (see Fig. 4a) clearly originates from the
laser-induced stress generated in Ni. In order to show that our modified TTM
predicting negligible energy density in Au immediately after the excitation can
quantitatively explain the signal oscillations, we have used the transient tempera-
tures TNi,Au(t) from our TTM as input parameters for a full thermo-elastic simu-
lation using the udkm1Dsim toolbox, which are represented as solid lines in
Fig. 4a59. For convenience, Fig. 4b shows the spatio-temporal strain map from
which the solid lines in Fig. 4a are calculated by spatial averaging over the layer for
each time delay. Multiple reflections of strain waves at the interfaces are strongly
damped by transmission to the substrate.

Macroscopic Grüneisen coefficients. Several recent ultrafast X-ray diffraction
and electron diffraction experiments on thin metal films have highlighted two
contributions of electrons and phonons to the transient stress σ, which drives the
observed strain waves. A very useful concept uses the macroscopic Grüneisen
coefficient Γe and Γph, which relate the energy densities ρQ to the stress σ= Γρ.
While in Au the electronic Grüneisen constant ΓeAu = 1.5 is about half of its phonon
counterpart ΓphAu = 3.0, in Ni ΓeNi = 1.5 is only slightly different from ΓphNi = 1.76,7.
For our analysis the distinction of the origin of pressure in Ni is not very relevant,
since the redistribution of energy from electrons to phonons only increases the
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Fig. 4 Comparison of models with the experimental data. a Dots indicate
the measured strain ε. The dashed lines represent the strain calculated
from the average heating of the layers according to the model visualized in
Fig. 1b. Solid lines are simulations, which are based on this model and
additionally include the strain waves triggered by the impulsive excitation
(see Methods section). Heat transport to the substrate is not included.
b Color-coded strain ε as a function of sample depth and time t, which is
simulated assuming a spatially homogeneous transient thermal stress in
each layer which is proportional to the dashed lines in (a). Spatial averaging
of the strain ε(t) in each layer yields the solid lines in panel (a)
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stress by 15%. In Au the electron pressure is negligible in our bilayer system, since
due to the large electronic specific heat of Ni and the subpicosecond equilibration
among the electrons, all the energy is accumulated in Ni. The ab initio modeling
discussed in connection to the recent UXRD study on Fe points out that both
electron–phonon coupling parameters and phonon Grüneisen coefficients depend
on the phonon mode5,29. While in that study the scattering of X-rays from indi-
vidual phonon modes selected by the scattering geometry may require a mode-
specific analysis, we believe that measuring the lattice expansion via a Bragg-peak
shift looks at an average response of the lattice to all phonon modes, and hence a
mode-averaged analysis is reasonable if there is no selective excitation of modes
with extraordinarily different Grüneisen coefficients.

Data availability. The data that support the findings of this study are available
from the corresponding authors on reasonable request.
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Pt Cu NiWhen the spatial dimensions of metallic heterostructures shrink
below the mean free path of its conduction electrons, the transport
of electrons and hence the transport of thermal energy by electrons
continuously changes from diffusive to ballistic. Electron-phonon
coupling sets the mean free path to the nanoscale and the time for
equilibration of electron and lattice temperatures to the picosecond
range. A particularly intriguing situation occurs in trilayer het-
erostructures combining metals with very different electron-phonon
coupling strength: Heat energy deposited in few atomic layers of Pt
is transported into a nanometric Ni film, which is heated more than
the Cu film through which the heat is released. Femtosecond pump-probe experiments with hard X-ray pulses
provide a layer-specific probe of the heat energy. A purely diffusive two-temperature model with increased
thermal conductivity of hot electrons excellently reproduces the observed signals from all three layers. At the
time when the Ni lattice is maximally heated, no significant heat has entered the Cu lattice. This phenomenon
would be enhanced in thinner layers where ballistic transport dominates. In this context it is shown that purely
diffusive transport can lead to a linear time-to-length dependence that must not be misinterpreted as ballistic
transport.
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and the non-equilibrium between these 
two subsystems has to be taken into 
account at short time and length scales.  
Ab-initio modeling of this complex 
problem is an active field of theoretical 
physics.[4–7] While the electrons rapidly 
acquire a Fermi-distribution, the tempera-
ture of the lattice may not be a well defined 
quantity for hundreds of picoseconds.[8] 
The non-thermal occupation of phonon 
modes can be described by mode-specific 
temperatures.[5] When the length scale 
of the system falls below the mean free 
path of the heat carrying quasiparticles, a 
superdiffusive and finally ballistic regime 
of energy transport is reached as the 
number of scattering events per quasipar-
ticle approaches zero (cf. Figure  1a).[9–11] 
For timescales beyond the thermalization 
of the electron system, which is typically 
much faster than electron-phonon (e-ph) 
coupling, thermal transport within each 
subsystem can be approximated within a 
diffusive two-temperature model (TTM). 

Remarkably, if electrons injected into a metal layer from one 
side traverse it ballistically at the Fermi velocity, the electronic 
energy is transported through the layer without heating it. In a 
superdiffusive regime only a small part of the electron energy 
dissipated by few scattering events remains in the layer. In 
magnetic metals, the spin degree of freedom not just com-
plicates the problem by offering additional scattering chan-
nels.[9] The controlled manipulation of spins by hot electrons 
or lattice strain is a growing field of active research as it may 
revolutionize data processing and storage.[12–16] Superdiffusive 
electrons excited by femtosecond light pulses have been shown 
to lead to demagnetization, spin precession, and magnetization 
switching both in experiment and theory.[9,17–19] Electronically 
controlled heat pulses highlighted the potential for embed-
ding these phenomena in modern CMOS technology.[20,21] 
Time-domain thermoreflectance is becoming an increasingly 
useful tool in material science for determining thermal conduc-
tivities of the constituents and interfaces in heterostructures.[2] 
However, for metal layers thinner than their skin depth the 
analysis is complicated. The optical response mixes contribu-
tions of adjacent layers. Thus, layers sandwiched between two 
metals cannot be independently analyzed. Femtosecond pump-
probe experiments using X-rays can yield important additional 
insights, particularly when probing specific subsystems con-
taining the heat energy.[22–27] Recently, ultrafast X-ray diffraction 
(UXRD) experiments revealed the unconventional heat trans-
port in a bilayer of 5 nm Au and 10 nm Ni. It does not matter 

1. Introduction

In macroscopic engineering contexts, heat transport in metals is 
well described by the heat equation using macroscopic thermo-
physical parameters of the constituent materials and additional 
interface thermal resistances.[1,2] This differential equation is 
analogous to the diffusion of quasiparticles carrying heat.[3] 
In metals both conduction electrons and phonons contribute, 

© 2020 The Authors. Published by Wiley-VCH GmbH. This is an open 
access article under the terms of the Creative Commons Attribution  
License, which permits use, distribution and reproduction in any medium, 
provided the original work is properly cited.
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if the optical absorption occurs in Au or Ni—the electronic heat 
energy is very rapidly (≲1  ps) captured by the electrons and
phonons in Ni, whereas the Au lattice heats up surprisingly 
slowly on a 100 ps timescale. This observation can be rational-
ized by a modified TTM.[25]

Here we show that electronic heat energy deposited in 
a 6  nm Pt film is very rapidly transported by hot electrons 
through a 100 nm thick Cu layer without significantly heating 
it. The electronic heat energy is rapidly extracted by a 20  nm 
thick Ni layer at the backside of the Cu layer, because Ni offers 
a large electronic heat capacity, which is proportional to the 
electronic density of states at the Fermi level.[28] Rapid e-ph 
coupling in Ni cools down the Ni electrons, preserving a large 
temperature gradient between the electron systems in Cu and 
Ni. We experimentally confirm this model by measuring the lat-
tice expansion of Pt, Cu, and Ni by UXRD with sub-picosecond 
time resolution in a laser-based laboratory setup. Directly after 
laser pulse excitation of the Pt layer, the buried Ni layer shows 
a very rapid expansion, whereas the Cu layer is initially com-
pressed before it slowly expands. A fully diffusive TTM of the 
coupled phonon and electron heat transport excellently repro-
duces the data simultaneously for all three layers and for several 
excitation conditions with one set of parameters. The model 
shows that the Ni lattice is heated by hot electrons much faster 
and to higher temperatures than the Cu lattice. Although our 
modeling clearly simplifies the analysis by neglecting ballistic 

or superdiffusive transport and non-thermal distributions in 
the phonon system,[5,6] the observed phenomenon of counter- 
intuitive heating of the back-end of the heterostructure is 
described correctly. In fact, it is underestimated, since ballistic 
or superdiffusive motion of electrons would even increase the 
heating of the distant Ni layer.

Moreover, the conceptually simple diffusive modeling made 
us aware of a potential pitfall in deducing the transport mecha-
nism in photoexcited metal layers from pump-probe experi-
ments: Our model surprisingly predicts that the rise time τ10% 
of the Ni electron temperature to the 10% level of its maximum 
temperature change depends linearly on the Cu layer thickness 
d. Given the exclusively diffusive character of our model, our
finding implies that an interpretation of similar experimental 
signatures as a manifestation of ballistic transport may be ille-
gitimate. In contrast, the rise time by an absolute temperature 
change ΔT of the Ni layer shows the dependence τΔT ∝ d2, 
which is characteristic of diffusion.

2. UXRD Experiment

We excite a metal heterostructure with a femtosecond laser 
pulse which is essentially absorbed in the 6  nm thick Pt cap 
layer (see experimental section). Figure  1 shows the transient 
average lattice strain of Pt (Figure 1b), Cu (Figure 1c,d) and Ni 
(Figure 1e) measured by UXRD for two different excitation flu-
ences. The Pt layer expands immediately after the optical exci-
tation. The maximum expansion is observed at t  = 1.5  ps, as 
expected from the propagation of the expansion wave through 
the Pt layer at the sound velocity vPt.[29] The pronounced min-
imum at t = 3 ps indicates the back-reflection of the expansion 
wave at the sample surface leading to a strongly damped oscil-
lation of the Pt layer thickness with period TPt = 3 ps. Within 
25  ps the Pt strain decreases to a nearly constant level of 
ηPt = 1 · 10−3 by thermal transport to the Ni and Cu layer. Sur-
prisingly, it is the buried Ni layer that expands right after the Pt, 
reaching a maximum expansion around 6 ps. The asymmetry 
of the maximum is due to the reflection of the Ni expansion 
wave at the interfaces of the Ta buffer layer and the glass sub-
strate (see Section  3 for a thorough modeling). The Ni signal 
modulation in the 20–30 ps range is caused by the pronounced 
acoustic strain pulse launched by the Pt layer and its reflections. 
Thermal expansion of the Cu layer, through which the heat was 
conducted to the Ni layer, occurs later and triggers a Cu thick-
ness oscillation with 60 ps period, which results from acoustic 
reflections at the sample surface and the glass interface.

The delayed slow heating of the Cu layer is directly evidenced 
by the initial compression of Cu prevailing for more than 5 ps 
(Figure 1c). Only the first t = 3 ps can be explained by the com-
pressive leading part of the bipolar strain wave launched by the 
Pt expansion. After this time, even the expansive part of this 
bipolar strain pulse has completely entered the Cu layer.[26,27] The 
additional prolonged compression of Cu must originate from the 
leading part of a bipolar strain wave generated in the buried Ni 
layer that is almost four times thicker than the Pt. The combined 
experimental data of Figure  1 directly show that the Ni layer 
expands much faster and stronger than the Cu layer, through 
which the heat is conducted toward the Ni layer in the first place.

Figure 1.  Layer specific UXRD data. a) Sketch of the heat transport from 
the exited Pt layer (blue) by electrons through a Cu layer (orange) to a Ni 
layer (gray). b–e) Transient lattice strains ηPt/Cu/Ni for two different excita-
tion fluences (6.5 mJ cm−2 [faint colors] and 20 mJ cm−2 [bright colors]) of 
Pt, Cu, and Ni, respectively. The continuous lines originate from a simu-
lation considering diffusion according to a TTM with the temperature-
dependent electron heat conductivity according to Equation (2).
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3. Modeling

In the previous section we have implicitly used the lattice 
expansion as a layer-specific thermometer. Indeed, the thermal 
strain η ∝ σ is proportional to the driving stress σ = ΓρQ, which 
is in turn proportional to the energy density ρQ. Here, Γ is the 
macroscopic Grüneisen constant. In metals, at least two contri-
butions to the stress must be distinguished, namely, electrons 
and phonons. At room temperature the specific heat of the pho-
nons Cph is nearly constant in the Dulong-Petit limit. There-
fore, the change of the phonon energy density ρ∆ = ∆C TQ

ph ph ph

due to the laser excitation is proportional to the phonon tem-
perature rise ΔTph. This makes our X-ray thermometer simple 
to read at timescales beyond 1  ps, when the energy in the 
electron system can be neglected. In this limit, the measured 
strain is directly proportional to the phonon temperature rise, 
η ∝ ΔTph. In contrast, the energy density change in the electron 
system ρ∆ = ∆C T TQ ( )e e e e  has a quadratic contribution in ΔTe 
due to the Sommerfeld model of the electronic heat capacity 

γ= + ∆C T T T( ) ( )e e
S

e
0

e  where γ S is the Sommerfeld constant 
and Te

0  is the starting temperature. The electronic stress contri-
bution σ ρ= Γe e e

Q  is only present in the first picosecond, but it 
strongly influences the shape and size of the strain waves.

The timings of the three measured strain transients in 
Figure  1 already indicate that Ni heats up strongly before Cu 
even gets warm. In the following we lay out a more quantitative 
analysis using a diffusive 1D TTM.[30] The model describes the 
evolution of the electron and lattice temperatures due to diffu-
sion and mutual coupling using the classical TTM:
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The laser pulse heats the electrons via the source term Se(z, t),  
κe/ph are the electron and phonon thermal conductivities, 
respectively, and g is the e-ph coupling parameter. The spatial 
coordinate z is directed perpendicular to the sample surface.

The phonons contribute to heat transport; however, already 
in thermal equilibrium the electron heat conductivity domi-
nates by far.[28] For a correct description of the non-equilibrium 
transport, it is vital to include the dependence of the electron 
heat conductivity κe on the phonon and electron tempera-
tures.[31–34] In the relevant temperature range the electronic 
specific heat can be approximated by Ce = γ STe and the mean 
scattering time of the electrons τe ∝ 1/Tph is dominated by 
e-ph scattering.[31–34] For the conduction band electrons of Cu, 
kinetic gas theory yields

κ τ κ= = =T T C v l C v
T

T
( , )

1
3

1
3

e e ph e F e F
2

e e
0 e

ph

(2)

The empirical equilibrium conductivity κ e
0  encodes γ S, the 

Fermi velocity vF and the proportionality constant in τe ∝ 1/Tph. 
The mean free path τ=l vF e  is independent of Te and only 
depends on Tph. This text-book model was recently applied 
to model the in-plane heat transport in a nanometric metal 
film.[35]

The thermophysical parameters used in our modeling 
are listed in Table  1. For an incident excitation fluence of 
20  mJ  cm−2 we obtain the spatio-temporal temperature maps 
Te/ph(z, t) of the electron and phonon systems shown in 
Figure 2. For convenience, the heterostructure is shown at the 
top of Figure 2. We find that the hot electrons (Figure 2a) very 
rapidly (few 100 fs) diffuse from the Pt through the Cu into the 
Ni layer. Due to the strong e-ph coupling in Ni, the electron 
energy is rapidly dissipated to the Ni lattice, thus preserving a 
large temperature gradient between the electron systems in Cu 
and Ni. The electron temperature equilibrates throughout the 
heterostructure within 1.4  ps. Figure  2c emphasizes the deci-
sive role of the large electronic heat capacity of Pt and Ni, which 
originates from the large electronic density of states at the 
Fermi level. The Ni layer is buried far beyond the skin depth of 
the metal heterostructure and can only be heated by transport 
through Cu. Figure  2b reveals that the lattice temperature of 
the Ni layer rises within 1–2 ps. The Pt lattice gets heated on a 
similar timescale to even higher temperatures, because the Pt 
layer directly absorbs the photon energy. The rapid diffusion of 
hot electrons competes with the strong e-ph coupling in Pt. The 
energy density of the phonons in Figure 2d is nearly identical to 
the temperature map in Figure 2b since the lattice heat capacity 
is constant close to the Dulong-Petit limit. Note that the exist-
ence of interfaces between different metals may give rise to 
thermal interface resistance. The fact that we do not need to 
take interface resistances into account in order to obtain agree-
ment between experiment and calculations suggests that such 
interface effects are negligible here.

After e-ph equilibration the phonons carry the vast majority 
of energy density. Thus they dominate the reading of our ther-
mometer. In order to compare the calculated lattice temperature 
to the measured strain at short timescales, we must include a 
modeling of the strain waves launched in the heterostructure, 
which are considerably driven by the electronic stress. There-
fore, the spatio-temporal electron and phonon temperature 
maps in Figure  2 are used as input to calculate the transient 
strain by integrating a one dimensional masses-and-springs 
model.[36] It takes into account the absence of in-plane strains 
and the concomitant out-of-plane contraction.[37] The spatio-
temporal strain η(z, t) (Figure 3) is used to calculate the X-ray 
diffraction pattern by dynamical X-ray diffraction theory.[26,30,38] 

Table 1.  Thermophysical parameters of Pt, Cu, Ni, Ta, and the glass 
substrate taken from the indicated literature. Values in brackets are opti-
mized values for the simulation.

Pt Cu Ni Ta Glass

γ S (mJ cm−3 K−2) 0.74[33] 0.10[33] 1.06[33] 0.38[51] –

Cph (J cm−3 K−1) 2.85[52] 3.44 3.94 2.33[51] 1.80[53]

κ 0
e  (W m−1 K−1) 66[54] 396[33] 81[33,55] 52 –

κph (W m−1 K−1) 5[54] 5 9.6[55] 5 1[53]

g (PW m−3 K−1) 400[56] 63[56] 360[56] 100 –

ρ (g cm−3) 21.45 8.96 8.91 16.68 2.54[53]

vs (nm−1 ps) 4.2[57,58] 5.2[56,90] 6.3[61] 4.2 5.7[53]

Γe 2.4[62] (0.9) 0.9[62] (1.1) 2.0[62] 1.3[62] –

Γph 3.0[62] (2.5) 1.7[62] (2.1) 1.65[62] 1.5[62] 0.3[53]
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The evaluation of the simulated Bragg peak shifts is plotted as 
continuous lines in Figures 1 and 4.

Figure 4 compares two limiting cases calculated in the TTM 
to the continuous lines reproduced from Figure 1. The calcula-
tions leading to the dotted lines depict the dynamics that follow 
an instantaneously thermalized electron system that adopts a 
spatially homogeneous electron temperature throughout the 
heterostructure. This mimics the fastest possible electron trans-
port that one would expect for approximate ballistic motion. 
We note, however, that homogeneous heating of the electron 
system necessarily would require also efficient scattering events 
within the Cu film. It strongly overestimates the expansion of 
the Ni layer and the relative amplitude of the Cu compression. 
As an opposite limit of slow transport, the modeling that yields 

the dashed lines assumes a temperature-independent electron 
heat conductivity. This leads to slower heat transport exag-
gerating the expansion of the Pt layer and underrating the Ni 
expansion, since the e-ph coupling dumps the energy to the Pt 
and Cu lattice before propagation to Ni. In this case also the ini-
tial compression of Cu is too short-lived because it now exclu-
sively results from the Pt expansion.

We emphasize that only the TTM with temperature-
dependent electron heat conductivity (continuous lines) can 
model the fluence dependence shown in Figure 1 with a fixed 
set of parameters. Figure  4d–f shows the simulated fluence 
dependence for the strain in all three layers normalized by the 
excitation fluence. The increased relative energy transport can 
be identified by the disproportionally increasing strain of the 

Figure 2.  Result of the diffusive TTM of heat transport with temperature-dependent electron heat conductivity: a) Electron temperature, b) phonon tem-
perature, c) change of electron energy density, and d) change of phonon energy density of the hetero-structure after excitation with an incident fluence of 
20 mJ cm−2. In the buried Ni film the energy density of the electron system and the lattice temperature rise faster than in the heat-conducting Cu layer.

Figure 3.  Calculated spatio-temporal strain η(z, t) for an incidence fluence of 20  mJ  cm−2. After the excitation, the lattice starts to expand at the 
interfaces sending strain waves through the heterostructure. As indicated by the blue color, the Pt and Ni layers compress the Cu layer directly after 
excitation.
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Ni layer with increased excitation fluence. The heat capacity 
of conduction electrons increases with temperature. Hence, 
for a temperature-independent e-ph coupling constant, the 
relaxation time in Pt is shorter at low fluence. This drives the 
high-frequency coherent oscillations originating in Pt more 
efficiently. Accordingly, at 22 ps the leading compression of the 
bipolar strain pulse originating from Pt strongly compresses 
the Ni layer. Normalized to the deposited energy, this compres-
sion is larger at low fluence. At high fluence, the increased 
electron heat conductivity in Cu (Equation (2)) and in parts also 
the longer e-ph coupling time in Pt facilitate a more efficient 
energy transport toward Ni. This causes the enhanced initial 
expansion of the Ni layer.

4. Discussion

Our diffusive model predicts that on a time scale of several tens 
of picoseconds heat is transported from Ni into the Cu lattice, 
that is, in the opposite direction of the initial heat flow in the 
electron system. This can be clearly seen in the temperature 
map at the Cu/Ni interface in Figure 2c. The inclusion of bal-
listic and superdiffusive aspects would even increase the elec-
tronic transport out of Pt through Cu into Ni and therefore 
enhance this backward heat transport.

In this article we do not take the challenge to fully model 
superdiffusive transport in this heterostructure, which would 

require a precise description of the band structures and all 
possible scattering processes of electrons and phonons of 
each material. Modeling the role of the interfaces would add 
yet another level of complexity. The mean free path ξ ≈ 25 nm 
of electrons excited in Cu by 800  nm photons is considerably 
shorter than in noble metals,[39,40] making diffusive transport 
a reasonable approximation for 100  nm films. Therefore, we 
compare the diffusive to the ballistic limit in a simple manner. 
Figure 5a shows the normalized electron and lattice tempera-
ture evolution in Ni for different Cu layer thicknesses according 
to our fully diffusive model with temperature-dependent elec-
tron heat conductivity.

In order to illustrate that certain evaluations of experimental 
signatures may lead to erroneous conclusions regarding the 
mechanism of heat transport, we show different evaluations of 
the rise time of the Ni electron temperature in the first 6 ps in 
Figure  5b. The blue lines indicate the time at which the elec-
tronic temperature rises by selected absolute values ∆Te

Ni. They 
show the expected depth dependence ∝z t  for diffusive trans-
port. Note that, for example, for d ≳ 400 nm the 10 K threshold
in Ni is not overcome on the time scale of non-equilibrium 
electron conduction according to Equation  (2). Instead, Ni is 
heated up by 10  K much later at about 1.5  ns (c.f. Figure  5a) 
via transport of locally equilibrated electrons and phonons. In 
contrast, the orange lines in Figure 5b report the time it takes 
the electron temperature in Nickel to rise to f  = 1%, f  = 10% 
and f  = 33% of the maximum electronic temperature in Ni 

Figure 4.  Limiting cases of electron transport and fluence dependence: Simulations of the UXRD data in comparison with the 20 mJ cm−2 UXRD 
data for a) Pt, b) Cu and c) Ni. The continuous lines originate from a simulation considering the temperature-dependent electron heat conductivity 
according to Equation (2). The dashed lines assume a constant electron heat conductivity with Te = Tph in Equation (2) and the dotted lines result 
from an approximate ballistic model, which assumes a homogeneous initial electron temperature throughout the metal layers. The simulated fluence 
dependence with temperature-dependent electron heat conductivity reveals characteristic features: The strain of d) Pt and e) Cu normalized to the 
excitation fluence decreases with increasing fluence, whereas it increases for f) Ni. This is a manifestation of the enhanced thermal conductivities at 
elevated electron temperatures.
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within the first 6 ps for the respective Cu thickness. This rise 
to a certain percentage of the maximum is analogous to nor-
malizing transients to their respective maximum and infer-
ring the time-thickness relation by reading the crossing time 
for a given threshold f as reported in many studies.[12,41–43] This 
approach was first presented in the seminal paper by Brorson 
et al. on Au films[44] which are much thicker than the Cu films 
in similar early experiments.[45] The linear time-thickness rela-
tions found in those studies were interpreted as a manifesta-
tion of ballistic electron transport. Despite the purely diffu-
sive character of our model, the analysis considering the rise 
time to a relative threshold f (orange lines in Figure  5b) also 
yields a linear dependence z ∝ t which is therefore obviously 
not a sufficient observation to conclude ballistic electron trans-
port.[46] For comparison, the black dashed line in Figure  5b 
depicts the arrival time of ballistic electrons with Fermi velocity 
vF = 1.57 × 106 m s−1[28] at the backside of a Cu layer of thickness 
d. For very thin Cu films and small relative temperature thresh-
olds the diffusion appears to be faster than the ballistic motion. 
This is partially caused by the slight direct optical excitation of 
the Cu layer (see experimental section and arrows in Figure 5b). 
However, generally the diffusion approximation may yield 
heat transport that is faster than the group velocity of the heat 
carrying particles, that is, inconsistent with underlying con-
cepts of the specific heat and heat transport by quasiparticles. 

Several approaches can be taken to cure this property  
of the heat equation,[3,10,47] which occurs when the length scale 
of the system is below the mean free path of the heat-carrying 
particles. The blue arrows in Figure 5b indicate, however, that 
the direct heating of Cu in a depth of 100 nm by the absorption 
of photons cannot be neglected when discussing tiny tempera-
ture changes (see figure caption for further details).

In the following, we investigate the origin of the surprising 
linear time-thickness relation from a fully diffusive model in 
more detail. For that purpose, we derive an analytic expression 
for electronic heat diffusion in the presence of e-ph coupling by 
solving the diffusive TTM (Equation  (1)) for an isolated semi-
infinite surface-heated Cu layer. For simplicity, we assume 
a constant phonon temperature =T Tph e

0, approximating 
Cph ≫ Ce, and a temperature-independent electron heat con-
ductivity κe. This results in an uncoupled heat equation with a 
term accounting for the loss of heat from electrons to phonons:

κ∂∆
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∂
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which is a product of the Gaussian textbook solution of the heat 
equation and an exponential damping term due to e-ph cou-
pling. At a distance z = d from the heated surface, the electron 
temperature attains its maximum at time

κ
= + −
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de

e4
1

4
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This expression is asymptotically linear for thick Cu layers 
with thickness  κ ≈d g/4 40e   nm which is consistent with 
our numerical solutions presented in Figure  5. The e-ph cou-
pling strength g is crucial for the existence and timing tmax of 
the maximum electron temperature, and hence for the linear 
asymptotic dependence of Equation  (5). We note that the 
numerical modeling including a temperature-dependent elec-
tron heat conductivity according to Equation (2) yields the same 
asymptotically linear behavior.

In summary, we emphasize the relevance of the non-equi-
librium heat transport at small lengths scales as illustrated in 
Figure  5a: The normalized transient electron temperature rise 
in Ni is the decisive parameter, since it is the large electron heat 
capacity of Ni together with the large e-ph coupling in Ni which 
dominates the counter-intuitive phenomena. For thin Cu transport 
layers the maximum electron temperature in Ni is reached within 
the first 2 ps. For d ≳ 400 nm, the electron temperature has its
maximum three orders of magnitude later, as the transport now 
occurs dominantly close to thermal equilibrium (cf. Figure 5a).

5. Conclusion

In conclusion, we presented ultrafast X-ray diffraction experi-
ments that unveil unconventional heat transport by hot 

Figure 5.  Dependence of the temperature evolutions in Ni on the thick-
nesses of the Cu transport layer. a) Transient layer-averaged electron and 
phonon temperature in Ni normalized to the respective maximum elec-
tron temperature for various thicknesses of the Cu layer. Up to approx. 
400  nm the maximum temperature is reached within 2  ps by non- 
equilibrium heat transport according to Equation (5). Beyond this thick-
ness near-equilibrium transport yields the maximum in the ns range.  
b) Rise time of the electron temperature in Ni to various absolute tem-
perature thresholds ∆ e

NiT  in blue color code, together with arrows indi-
cating up to which depth e

CuT  has reached this threshold immediately by 
direct absorption of photons. Red color code for the rise time to various 
fractions f of maximum electron temperature, f. The time-length relation 
is linear for the relative threshold, whereas the absolute threshold yields 
the expected quadratic behavior.
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electrons in a metallic heterostructure. After laser-heating the 
front end of the structure, the lattice of the back end is heated 
much more rapidly and efficiently than the part through which 
the heat is transported via conduction electrons. We highlight 
the crucial role of the high density of states at the Fermi level 
of the Ni layer at the back end of the structure. It attracts the 
heat energy ultrarapidly into its large heat reservoir and dumps 
the energy into lattice vibrations of Ni owing to its strong e-ph 
interaction. Subsequently, the lattice of the intermediate Cu 
layer is even heated from the backside. Our modeling approach 
considering purely diffusive transport reproduces our data very 
consistently, although partially ballistic or superdiffusive heat 
transport definitely occurs in Cu. The conceptual simplicity of 
our approach, however, also brings to light that the mere exist-
ence of a linear space-time relationship in the experimental 
data is not sufficient to identify a ballistic transport mechanism.

6. Experimental Section
Sample Growth: The metal heterostructure (Figure 1a) was sputtered

onto a glass substrate (Corning 1737 AMLCD) in the following layering 
sequence: 6.6 nm Pt on 104 nm Cu on a 22 nm Ni on a 5 nm amorphous 
Ta adhesion layer. As described below, static X-ray diffraction reveals a 
(1 1 1)-orientation of the relaxed Pt, Cu and Ni layers.

UXRD Measurement: A reciprocal space map of the multilayer sample 
is obtained by detecting the symmetrically and asymmetrically diffracted 
X-rays on an area detector (Dectris PILATUS 100K) while sample and 
detector are rotated in a classical θ − 2θ scheme. The reciprocal space 
map shows three material specific (1  1  1)-oriented Bragg peaks, which 
are located at θPt = 19.75°, θCu = 21.65°, and θNi = 22.25°. The sample 
was excited with p-polarized 100  fs laser pulses at 800  nm having an 
incident laser power of 330 mW or 110 mW at 1 kHz repetition rate. The 
footprint of laser beam was approximately 1.1 × 0.9  mm2 (major and 
minor FWHM-diameter). For the 330  mW measurement the incidence 
angle of the laser was 50° (47.5°) with respect to the surface normal 
for the measurements on the Pt (Cu and Ni) Bragg reflection(s), which 
results in an incident fluence of 19 (20)  mJ  cm−2. For the 110  mW 
measurement the incidence angle was 47.5° resulting in an incident 
fluence of 6.5  mJ  cm−2. The optical absorption profile calculated from 
the respective dielectric functions by a matrix formalism[25,48] reveals that 
over 86% of the absorbed energy of the near-infrared pump (800  nm) 
deposited inside the Pt layer and 14% are deposited in the first 12 nm 
(1/e) of the Cu layer. The sample was probed under a fixed angle with 
200 fs X-ray probe pulses at a wavelength of 1.54 Å(Cu Kα) derived from 
the laser-driven plasma X-ray source (PXS)[49] and detected by an area 
detector at a fixed position. For each layer, the strain derived from the 
transient shift Δθ of the Bragg peak (center of mass) was used as a 
proportional measure of the average energy density in each layer.[25,26,50]

Simulation Methods: The TTM, strain, and X-ray diffraction simulations 
are carried out using the udkm1Dsim MATLAB toolbox.[30] For each 
material, values for the heat conductivities κe,ph, the specific heats Ce,ph,  
the Sommerfeld constants γ  S, and the electron-phonon coupling 
constants g are taken from the literature as given in Table  1. Constant 
values were applied for the specific heat and heat conductivity of the 
phonon system. Also the e-ph coupling parameter g was assumed to 
be temperature-independent, which is a reasonable approximation in the 
temperature range of the study. The electronic specific heat Ce(Te) = γ  STe 
depends on temperature according to the Sommerfeld model, and 
the temperature dependence of the non-equilibrium electron heat 
conductivity is given in Equation  (2). The laser excitation is accounted 
for by the source term Se(z, t) whose spatial profile is dictated by the 
optical absorption calculated by a matrix formalism.[25,48] The calculated 
spatio-temporal electron and phonon temperature maps (Figure 2) were 
used as input to calculate the transient strain by integrating a linear 

masses-and-springs model[36] considering the geometrical limitation of 
thin films on ultrafast timescales.[27,37] The modeled strain was leveled 
to the 330 mW UXRD data by scaling the source term accordingly. The 
Grüneisen coefficient of Pt and Cu had to be adjusted by approximately 
±20% to match the observed expansion between 300  ps to 1  ns, 
where the temperatures of all metal layers are in equilibrium. This is 
reasonable given that properties in thin films often slighlty differ from 
to bulk properties. All values are kept fixed for both fluences, that is, 
for the simulation matching the 110  mW UXRD data only the source 
term is divided by the factor 3. From the resulting strain map η(z,t)  
(Figure  3), the X-ray diffraction pattern was calculated by dynamical 
X-ray diffraction theory. The calculated time-dependent Bragg peaks were 
evaluated in the same way as the experimental UXRD data to obtain the 
simulated transient layer-averaged strains shown in Figures 1 and 4.
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We study the vibrations of ultrathin gold nanotriangles upon optical exci-
tation of the electron gas by ultrafast X-ray diffraction. We quantitatively
measure the strain evolution in these highly asymmetric nano-objects,
providing a direct estimation of the amplitude and phase of the excited
vibrational motion. The maximal strain value is well reproduced by
calculations addressing pump absorption by the nanotriangles and their
resulting thermal expansion. The amplitude and phase of the out-of-plane
vibration mode with 3.6 ps period dominating the observed oscillations
are related to two distinct excitation mechanisms. Electronic and phonon pressures impose stresses with
different time dependences. The nanosecond relaxation of the expansion yields a direct temperature sensing
of the nano-object. The presence of a thin organic molecular layer at the nanotriangle/substrate interfaces
drastically reduces the thermal conductance to the substrate.

Reprinted with permission from Reppert et al.: The Journal of Physical Chemistry C 120, 28894-28899 (2016). Copyright
2020 American Chemical Society.

63

https://doi.org/10.1021/acs.jpcc.6b11651




Watching the Vibration and Cooling of Ultrathin Gold Nanotriangles
by Ultrafast X‑ray Diffraction
A. von Reppert,† R. M. Sarhan,†,∥ F. Stete,†,∥ J. Pudell,† N. Del Fatti,‡ A. Crut,‡ J. Koetz,§ F. Liebig,§

C. Prietzel,§ and M. Bargheer*,†,⊥
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ABSTRACT: We study the vibrations of ultrathin gold nanotriangles upon optical
excitation of the electron gas by ultrafast X-ray diffraction. We quantitatively measure the
strain evolution in these highly asymmetric nano-objects, providing a direct estimation of
the amplitude and phase of the excited vibrational motion. The maximal strain value is
well reproduced by calculations addressing pump absorption by the nanotriangles and
their resulting thermal expansion. The amplitude and phase of the out-of-plane vibration
mode with 3.6 ps period dominating the observed oscillations are related to two distinct
excitation mechanisms. Electronic and phonon pressures impose stresses with different
time dependences. The nanosecond relaxation of the expansion yields a direct
temperature sensing of the nano-object. The presence of a thin organic molecular
layer at the nanotriangle/substrate interfaces drastically reduces the thermal conductance
to the substrate.

■ INTRODUCTION

Metallic nanoparticles have been in the focus of intensive
research over decades,1 in part because they may potentially
help to realize large bandwidth optical nanoelectromechanical
systems or similar small and fast devices.2 From the perspective
of physical chemistry, colloidal particles present versatile and
accessible nano-objects, which can be grown as spheres, rods,
cubes, pyramids, platelets, or prisms, just to name a few
examples. Special shapes are useful for tailoring the plasmon-
resonance and catalytic activity of the particles or to optimize
them for surface-enhanced Raman scattering. Investigations of
the ultrafast thermal and vibrational dynamics of such
nanostructures3−6 are often justified by applications like
photothermal therapy or catalysis.7 The strong interest in
these phenomena also lies in the fundamental questions of how
heat transport and vibrational response are altered on the
nanoscale, when surface effects may start to play a role, making
the validity of continuum descriptions questionable.8−12

Recently the focus of ultrafast studies has shifted from spherical
particles over nanorods toward truly asymmetric structures
such as prisms.4,13−15 These particles often exhibit special
crystalline structures with well-defined orientation,16 which
influence not only the growth and stability but also the optical
and acoustic properties.17

The vibrational dynamics of nano-objects have been studied
by a myriad of ultrafast optical pump−probe experiments
looking at absorption, reflection, or scattering of ensembles.3,4,6

Because the polydispersity of the samples leads to a dephasing

of the observed vibrations, more recently such experiments
were carried out on individual nano-objects.18,19 Although
much has been learned by optical techniques and the
simulations using continuum mechanics or molecular dynamics,
a thorough discussion of purely optical measurements is
required to obtain information about the amplitude and phase
with which individual vibrational modes are excited.4,5,20,21

Ultrafast structural tools such as ultrafast X-ray or electron
diffraction are the most direct ways to study changes of the
crystal lattice induced by laser excitation. Although diffraction
on the femtosecond time scale started to become available 20
years ago, only very few studies of nanoparticle dynamics with
dynamics faster than 100 ps have been reported.22−24 An
experiment at the free-electron laser has monitored the
breathing25 and melting26 of a single few hundred nanometers
large ellipsoidal nanocrystal. Studying asymmetric and much
thinner objects has, however, remained a challenge, and, in
general, ultrafast single-particle studies using X-rays can
exclusively be performed at free-electron laser facilities.10

Demonstrating the possibility to use a laser-based femtosecond
X-ray source for ultrafast structural measurements on
ensembles of nanoparticles is therefore a major breakthrough.
We present such ultrafast X-ray diffraction (UXRD)

experiments that precisely determine the average out-of-plane
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strain ε(t) of an ensemble of <111> oriented gold nanotriangles
(NTs) as a function of the time delay t after the excitation. On
the basis of the sound velocity v111 = 3.528 nm/ps along the
[111] direction,27 the oscillation period of T = 3.6 ps
corresponding to the fastest out-of-plane vibration mode yields
a particle thickness d0 = v111·T/2 = 6.4 nm, consistent with
particle shape characterized by thorough TEM measurements.
The amplitude of the first oscillation and the maximal
expansion εmax = 3 × 10−3 of the particle after ∼20 ps are
consistent with a 1D acoustic model, where the expansion
mode of the film is excited by a time-dependent pressure σ(t)
imposed by hot electrons and phonons. The pump−pulse
absorption is calculated by a complete 3D numerical optical
model.19,28,29 A careful analysis by electron microscopy is used
to prove that the NTs shape is robust under the experimental
conditions. From the measured lattice strain, ε, one can directly
read the temperature change ΔT0 via

∫ αϵ = +Δ
T T( ) d

T

T T

Au
0

0 0

(1)

using the expansion coefficient αAu(T) measured in thermal
equilibrium. The cooling on the nanosecond time scale
evidences the rather good thermal insulation given by the ∼1
nm thick organic layer that was used for functionalizing the
surface of the silicon substrate.

■ EXPERIMENTAL SECTION

Very thin gold NTs were prepared in a one-step synthesis in
the presence of mixed AOT/phospholipid vesicles via a process
that can be described by an Ostwald ripening growth
mechanism.31 To reduce the polydispersity of the product,
the anisotropic nanoparticles were separated by using a
combined polyelectrolyte/AOT micelle depletion floccula-
tion.31 The NTs were deposited on a silicon wafer function-
alized by 3-mercaptopropyltrimethoxysilane (3-MPTMS).32

The NTs were attached to the thiol group at a distance of
∼1 nm above the Si surface. AFM investigations of >40
nanoplatelets reveal an average thickness of 8.5 ± 1.5 nm.
Subtracting 1 nm of the 3-MPTMS layer, this is in full
agreement with the 6.4 nm platelet thickness derived from the
UXRD data. Figure 1 shows a thorough characterization of the
sample by electron microscopy. The sideview (Figure 1a) of
two individual NTs with 6.7 and 8.2 nm thickness illustrates the
thickness of ∼7.5 ± 1.5 nm. While the base length of the NTs is
∼150 nm with a large size distribution (Figure 1d), the
distribution of the platelet-thickness is rather sharp. The zoom
into the NTs (Figure 1b)) can be Fourier-transformed to
determine the periodicity of the lattice structure. Figure 1c
proves the <111> orientation of the entire triangle.30 Figure 1e
confirms that the NTs are intact after UXRD experiments
performed at a base temperature T0 = 24 K with a pump
wavelength of 400 nm and a fluence of F = 2.9 mJ/cm2. Figure
1f,g shows the permanent deformation of the NTs under
similar fluence conditions at room temperature. The UXRD
experiments33−35 subsequently discussed in this paper were
conducted under the nondestructive conditions T0 = 24 K and
F = 2.9 mJ/cm2. The pump pulses had a duration of ∼80 fs, and
the pulse length of the hard X-ray probe pulses at 8 keV derived
from a laser-driven plasma source reduced the time resolution
of the setup to ∼200 fs.34,35 Figure 2 illustrates the static XRD
characterization of the sample in the geometry of the UXRD
setup.34 Figure 2b shows the reciprocal space map of the

pristine sample, whereas the integrated X-ray diffraction
intensity as a function of the Bragg angle θ in Figure 2a also
reports a comparison to the diffraction from a sample after
excessive irradiation with optical pump-pulses at 300 K. The
reshaping of the Bragg peak indicating the permanent
deformation of the gold particles at high fluence excitation at
room temperature is clearly visible also in the reciprocal space
map (not shown). The very weak and broad reflection from the
gold (1 1 1) lattice planes (Figure 2b) renders the UXRD data
acquisition extremely difficult, especially because the fluence
must be reduced such that no sample damage occurs during
several hours of optical pumping. Figure 2c compares the
shifted Bragg peaks after 2.1 and 19 ps in the UXRD
experiment with the Bragg peak at negative pump−probe
delay. At low temperature and with the applied fluence the
shape of these peaks is unchanged during the acquisition of the
UXRD data.

Figure 1. TEM and SEM pictures of the gold nanotriangle sample. (a)
TEM sideview of gold-NTs. (b) High-resolution TEM and (c) its
Fourier transform show 1/3{422} and {220} reflections characteristic
of NTs with <111> orientation.30 (d) SEM micrograph showing the
polydisperse nature of the nanoplatelets. (e) SEM micrograph of the
sample after the pump−probe experiment at T0 = 24 K with F = 2.9
mJ/cm2. (f) SEM micrograph of the sample after treatment with F = 3
mJ/cm2 at room temperature. (g) Same for F = 5 mJ/cm2. Triangles
deform or melt together and reshape to spheres.
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■ RESULTS AND DISCUSSION
Figure 3 shows the lattice strain ε(t) as a function of the time
delay t after excitation of the gold NTs at T0 = 24 K with 400
nm pulses. The fluence F = 2.9 mJ/cm2 is given by the light
intensity on the sample surface at the incidence angle of 40°.
The femtosecond pulse excitation leads to an oscillation of the
measured out-of-plane strain with a period of T = 3.6 ps, which
is consistent with the fundamental breathing mode of a film
with thickness 6.4 nm. The strain reaches a first maximum of ε
= 2.3 ± 0.3 × 10−3 after ∼2 ps. The signal oscillates and reaches
a maximum of εmax = 3 ± 0.3 × 10−3 after ∼20 ps. The lattice
slowly contracts on a nanosecond time scale as the heat flows
out of the nanoparticle.
To interpret the observed maximum expansion εmax, we

calculated the temperature rise of a gold NT originating from
the absorption of 400 nm pulses under 40° incidence. We
computed the absorption cross-section using a finite-element
approach accounting for the inhomogeneous nano-object
environment induced by its deposition on a silicon
substrate,19,28,29 yielding σabs = 1200 nm2 for NTs with 6.4
nm thickness and 150 nm side length. Neglecting heat transfer
to the environment on short time scale, the temperature rise of
a thermalized gold NT ΔT0 = 285 K at T0 = 24 K is calculated
by numerical integration of

∫σ ρ = +Δ
F V c T T/( ) ( ) d

T

T T

abs Au Au
0

0 0

(2)

where ρAu = 19.3 g/cm3 is the density, cAu(T) is the strongly
temperature-dependent heat capacity of gold, and V is the
volume of the particle. From eq 1 we calculate an expansion of

εcalc = 3 × 10−3, in excellent agreement with the data. For room
temperature, the calculation yields the same result. This can be
understood by invoking the Grüneisen parameter of gold, γ,
which is a temperature-independent36,37 measure of the thermal
stress σ = γ·Q upon deposition of an energy density Q.37 The
heat expansion coefficient α(T) and heat capacity c(T) share
the same temperature dependence, both for the electronic
contribution and for the phonon contribution, which are given
by their quantum nature. Therefore, the electronic and
phononic Grüneisen parameters of gold γe ∼ αe(T)/ce(T)
and γp ∼ αp(T)/cp(T) are independent of temperature.
To quantitatively describe the oscillation of the signal at

short times, we have to account for the fact that the optical
excitation first heats up the electron gas, yielding a
corresponding electron stress σe driving the out-of-plane
expansion of the NT. We estimate an electronic temperature
rise of Te(100 fs) = 4000 K from the electronic specific heat of
ce(T) = γs T, where γs = 3.7 × 10−6J/(gK) is the Sommerfeld-
coefficient of gold.38 The electron pressure σe(t) = γeQe(t) =
γeQmax

e e−t/τe relaxes with the characteristic electron−phonon
coupling time τe. With the same time constant, the phonon
pressure σp (t) = γp Qeq

p (1 − e−t/τe) rises until the electron and
phonon temperatures have equilibrated. The electron−phonon
coupling time in gold in the low perturbation limit is 1 ps at
room temperature and 0.6 ps at 24 K.39,40 However, under
strong excitation conditions, the electronic heat capacity ce rises
with temperature, and equilibration times can exceed 5 ps
under our conditions.38,41,42 At t = 20 ps, we can safely assume
that the electron and phonon system have reached a mutual

Figure 2. (a) Integrated X-ray intensity as a function of the Bragg angle θ for the pristine sample (black) and for a sample spot that was excessively
irradiated at room temperature (red). Inset: Schematic of the ideal situation where all gold-NTs are attached to the surface with equally long organic
spacer molecules. (b) Reciprocal space map showing the sharp Si substrate peak and the very weak and broad reflection of the gold NTs. The
diffraction does not correspond to a Debye−Scherrer ring but to a single-crystal diffraction with a large mosaic spread of about ±5° originating from
the nonperfect sample that also contains stacked NTs. (c) Integrated X-ray diffraction intensity for three different time delays at a fluence of 2.9 mJ/
cm2 that does not permanently modify the sample. We essentially observe a peak shift to smaller angles, indicating the ultrafast out-of-plane
expansion.
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thermal equilibrium so that a single temperature suffices to
describe both systems.
The UXRD data provide a unique access to the phase and

amplitude of the oscillations, which are both sensitive to the
exact form of the total driving stress, which is given by the
following functional form42−44

σ σ σ σ
γ
γ

= + = + − τ
∞

−
⎛

⎝
⎜⎜

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟

⎞

⎠
⎟⎟t t t H t( ) ( ) ( ) ( ) 1 1 e t

e p
e

p

/ e

(3)

where H(t) denotes the Heaviside function. The maximum
stress σ∞ = Ceff·ε(20 ps) can be deduced from the measured
strain and the effective elastic modulus Ceff along the [111]
direction. To model the early time vibrations (Figure 3a), we
consider the homogeneous increase of the particle thickness
d(t) as the only relevant vibrational mode with frequency ω0
and damping rate η. It is excited by the time-dependent stress
σ(t) stated in eq 3. The explicit differential equation used to

describe the time-dependent out-of-plane strain ε = −t( ) d t d
d

( ) 0

0

of the particles is then

ε η ε ω ε σ+ + =
t t

P t
d
d

2
d
d

( )
2

2 0
2

(4)

The constant prefactor P on the right-hand side is due to
dimensional reasons as it relates the driving stress σ(t) to an
acceleration of the strain. The equation of motion can be solved
using the Green’s function of the damped harmonic oscillator

′ = − ′ −
ω ω

ω ω
−

− ′ − ′
− +

+ −G t t H t t( , ) ( ) (e e )i i t t i t t( ) ( ) , w h e r e

ω η ω η= ± −± i 0
2 2 . The time-dependent strain can then

simply be found via integration

∫ ∫ε σ σ= ′ ′ ′ ∝ ′ ′ ′
−∞

′
−∞

′
t P G t t t t G t t t t( ) ( , ) ( ) d ( , ) ( ) d

t t

(5)

The magnitude of the prefactor P is dictated by the strain that is
attained after the oscillations are damped out. We vary P·σ∞ to
match the signal at t = 20 ps and adjust the ratio r of the
Grüneisen parameters to r = γe/γp = 0.3 and the damping
constant η = 0.15 ps−1 to match the amplitude of the first
oscillations. The time constant τe = 6.5 ps is found to be close
to those previously measured in similar strong perturbation
conditions.38 Figure 3a shows the measured data (open circles)
together with the fit according to this model (red line) up to 20
ps. The black dots in Figure 3 represent the difference εexp(t) −
εsim(t) of the data and the simulation. They give an estimate of
how much vibrational modes with lower frequency contribute
to the out-of-plane expansion of the NTs. Because of the lateral
size distribution, we expect that contributions by low-frequency
modes rapidly dephase and thus are below the noise level. The
left panel of Figure 3b shows simulations with a ratio r = γe/γp
varied from 0 to 0.6. The best fit is obtained for r = 0.3, a value
that is smaller than the theoretical ratio expected for bulk gold r
= 0.542 but consistent with other experiments performed on
acoustic vibrations of small noble-metal nanoparticles.43 We
note that for 0 < r < 1 the phase of the oscillation is delayed
more and more as r approaches zero. For r > 1 the oscillations
would start somewhat earlier. Therefore, both the amplitude
and the phase of the observed UXRD signal allow us to assess
the temporal form of the driving stress σ(t).
For larger time delays (right panel), we plot the data on a

logarithmic time axis and the red line represents the results of a
3D finite-element model of NT cooling, accounting for both
3D heat diffusion and thermal resistance at the triangle/
substrate interface. We simulated a 6.4 nm thick gold triangle
with initial temperature Ti = T0 + ΔT, which is attached to a Si
substrate with a fixed temperature of T0 = 24 K at the backside.
Initial heating of the absorbing substrate was neglected as it
weakly affects the cooling dynamics of the triangle due to the
high thermal conductivity of silicon. We take the temperature-
dependent bulk values45−47 of the heat capacity cAu/Si and
thermal conductivity κAu/Si for Si and Au and account for the 1
nm thick organic layer by imposing a thermal interface
conductance of Gth = 2 MW/(m2 K) between Au and Si.
This numerical value yields the best fit to the data in the model
where a single gold particle is separated from the Si surface by
an organic layer. For an epitaxial Au film on Si, one would
expect an interface conductance of 50 to 150 MW/(m2 K),
which would lead to a much faster cooling.48 For convenience,
heat diffusion simulations with varying interface conductance
are shown in Figure 3c for t > 20 ps as thin solid lines. The best
fit Gth = 2 MW/(m2 K) is shown as a thick line. To estimate the
systematic error originating from the model, we also simulated
the heat flow out of a “stack” of three gold NTs, which, in
addition to the finite Au/Si thermal interface conductance Gth,
have the same interface conductance between each gold

Figure 3. (a) Time-dependent strain measured by UXRD (open
circles) together with the best fits from the models (red lines). The
time axis is split according to the two models. The small dots represent
the difference of the data and the simulation indicating only little
contributions from additional vibrational modes. The relative error 3 ×
10−4 of the strain measurement is estimated from the variation of data
for t < 0 and around the maximum. (b) Model simulation according to
eq 4 with a single oscillator driven by the phononic and electronic
stresses according to eq 3. r = γe/γp is ratio of the electronic and
phononic Grüneisen parameters. (c) Results from the 3D heat-
transport simulations. The thin lines are obtained for a single Au
triangle separated from Si by a layer with a thermal interface
conductance Gth in MW/(m2 K). The fat red line indicates the best fit
that is reproduced in panel a. The dashed lines are cross-checks for
heat transport out of three stacked NTs (see the text).
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particle. As a further crosscheck, we have plotted results for
“thick” NTs with a triple thickness and with only one interface
with Gth from the gold to Si. All three models require the heat
flow out of the particles to be strongly reduced by the 1 nm
organic layer in comparison with a direct contact of Au on Si to
achieve a good fit. The interface conductance is considerably
lower than the values above 50 MW/(m2 K) derived for Au−
water interfaces with various surface functionalizations49 and
for the interface conductance of Au to Quartz across a self-
assembled monolayer.50,51 The attempt to rationalize the
reduced heat flow by a low thermal conductivity of the 1 nm
thick 3-MPTMS layer would require a value of 2 × 10−3W/mK
typical of dilute gases. We can therefore conclude that the slow
cooling dynamics observed experimentally mostly originates
from a low thermal conductance at the Au−Si interface.

■ CONCLUSIONS

Ultrafast X-ray diffraction measurements on an ensemble of 6.4
nm thick gold NTs directly and quantitatively measure the out-
of plane expansion dynamics after optical excitation at 400 nm.
The primary oscillatory motion can be explained by a single
damped out-of-plane breathing mode with a period of T = 3.6
ps. The phase and amplitude of the UXRD signal are sensitive
measures of the functional form σ(t) of the time-dependent
stress from hot electrons and phonons. The cooling time of
several nanoseconds is dictated by the 1 nm thin organic layer
that connects the gold-NTs to the silicon substrate. We can
rationalize the observations by numerical models. In compar-
ison with the situation expected for a thin gold layer on Si, our
experiments demonstrate a slight modification of the relative
ratio of the electronic and phononic Grüneisen parameters and
a surprisingly strong reduction of heat conduction by a thin
organic functional layer. Future UXRD studies on mono-
disperse asymmetric Au nanoparticles might also be able to
quantify the contributions of other vibrational modes and can
finally lead to a microscopic understanding of their reshaping
under laser excitation. We believe that this pioneering
experiment studying the dynamics of nanoparticles with a
laser-based femtosecond X-ray source may trigger a broad range
of novel experiments, for example, studying the nanoparticle
temperature in photocatalytic experiments or during the
magnetic heating of nanoparticles for catalysis. We emphasize
that the heat-transport characteristics can be obtained by our
method via synchrotron-based time-resolved X-ray diffraction,
which is accessible for users from any field of natural sciences.
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Investigation of the Acoustic Vibrations of Metal Nanoparticles: Size
and Encapsulation Effects. Ultrasonics 2015, 56, 98−108.
(4) Crut, A.; Maioli, P.; Del Fatti, N.; Valleé, F. Acoustic Vibrations
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Investigation of Electron-Lattice Interactions in an Ensemble and a
Single Metal Nanoparticle. Appl. Phys. B: Lasers Opt. 2006, 84, 175−
181.
(39) Groeneveld, R. H. M.; Sprik, R.; Lagendijk, A. Femtosecond
Spectroscopy of Electron-Electron and Electron-Phonon Energy
Relaxation in Ag and Au. Phys. Rev. B: Condens. Matter Mater. Phys.
1995, 51, 11433−11445.

(40) Arbouet, A.; Voisin, C.; Christofilos, D.; Langot, P.; Del Fatti,
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Nanoscale heating by optical excitation of plasmonic
nanoparticles offers a new perspective of controlling
chemical reactions, where heat is not spatially uniform
as for conventional macroscopic heating, but strong
temperature gradients exist around microscopic
hot spots. In nanoplasmonics, metal particles act
as a nanosource of light, heat, and energetic electrons driven by resonant excitation of their localized
surface plasmon resonance. For the example of the coupling reaction of 4-nitrothiophenol (4-NTP) into
4,4’-dimercaptoazobenzene (DMAB), we show that besides the nanoscopic heat distribution at hot spots, also
the microscopic distribution of heat dictated by the spot size of the light focus plays a crucial role in the design
of plasmonic nano-reactors. Small laser spot sizes enable high intensities to drive plasmon-assisted catalysis.
This facilitates the observation of such reactions by surface enhanced Raman scattering, but it challenges
attempts to scale nanoplasmonic chemistry up to large areas, where the excess heat must be dissipated by
one-dimensional heat transport.
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ABSTRACT: Nanoscale heating by optical excitation of plasmonic
nanoparticles offers a new perspective of controlling chemical reactions,
where heat is not spatially uniform as in conventional macroscopic
heating but strong temperature gradients exist around microscopic hot
spots. In nanoplasmonics, metal particles act as a nanosource of light,
heat, and energetic electrons driven by resonant excitation of their
localized surface plasmon resonance. As an example of the coupling
reaction of 4-nitrothiophenol into 4,4′-dimercaptoazobenzene, we show
that besides the nanoscopic heat distribution at hot spots, the microscopic distribution of heat dictated by the spot size of the
light focus also plays a crucial role in the design of plasmonic nanoreactors. Small sizes of laser spots enable high intensities to
drive plasmon-assisted catalysis. This facilitates the observation of such reactions by surface-enhanced Raman scattering, but it
challenges attempts to scale nanoplasmonic chemistry up to large areas, where the excess heat must be dissipated by one-
dimensional heat transport.

■ INTRODUCTION

Thermoplasmonics is a recently developed field of research,
which started in 2002 for medical purposes. 1 Metal nano-
particles (NPs) have been used as a nanosource of heat for
several applications such as photothermal cancer therapy, 2−5

bioimaging,6 and nanosurgery.7 Likewise, chemistry can benefit
from nanoplasmonics, since many chemical reactions are
heavily influenced by heat.8−11

Plasmonic metal nanostructures can be tuned to efficiently
interact with light, converting the photons ’ energy into
energetic charge carriers and heat. This allows noble metal
nanoparticles to act as nanoreactors. 12 Chemical trans-
formations of molecules attached to the particles ’ surfaces
are fostered by the enhanced electromagnetic field at the
particle surface along with generated energetic charge carriers
and heat. As a result, plasmonic NPs present a unique
playground for steering chemical transformation by light at the
nanoscale.13

The first indications of nanoplasmonic chemistry were
discovered in investigations using a micro-Raman apparatus to
study surface enhanced Raman scattering (SERS) activity on
nanoparticle templates. 14−16 In several microscope-based
SERS experiments, the photons used for the Raman spectros-
copy happen to also drive a catalytic reaction. 17−19 Recently,
several important reaction types have been reported to be
driven or catalyzed by plasmonic NPs such as the
decomposition of organic molecules, 20,21 dissociation of
hydrogen,22,23 and oxidation−reduction reactions. 24,25

In the current understanding, these chemical transforma-
tions are initialized by photogenerated energetic electrons. In
addition, several studies have shown that the heat deposited in
the particles by optical excitation enhances the reactions. 26−29

Heating by optical excitation of NPs is di fferent from the
conventional macroscopic heating because the heated volume
is confined to certain hot spots or to the nanoparticle size. This
may be exploited for controlling reactions at the nanometer
scale and at specific locations. Around hot spots the cooling is
generally three-dimensional (3D) and hence for low NP
concentrations the heat can be quickly dissipated. Studying this
nanoparticle heating is however rather difficult, as nanoscale
thermometers are required.
In this article, we provide experimental evidence that

removal of excess heat from the nanoscopic reaction site is a
crucial factor for successfu l plasmonic chemistry, more
importantly, for scaling up the plasmonic catalysis. In
particular, the cooling geometry and the heat conductivity of
the structure limits the maximum area of the plasmon-driven
reaction, given by the spot size of the optical excitation. On the
one hand, the light intensity (power per unit area) must have a
minimum value to trigger plasmon-assisted catalytic reaction,
but at the same time, the maximum power (not intensity) is
limited by NP melting and/or destruction of the reactant or
product molecules by excessive laser-driven static heating.
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We investigated the static heating imposed on gold
nanotriangles (NTs) by optical excitation by monitoring the
shift of the nanoparticles’ Bragg reflection via synchrotron-
based X-ray diffraction (XRD). Subsequently, we veri fied, by
SERS microscopy at very low light intensity, whether the
plasmon-assisted reaction took place. Our measurements show
that for small laser excitation spot sizes, the product formation
could proceed, whereas for large spot sizes for the same light
intensities, the SERS spectrum completely vanished. We
reason that for microscopic excitation spot sizes, the deposited
heat can be dissipated into a half sphere of the substrate in all
three dimensions. In contrast, for very large excitation areas,
the heat transport into the substrate is only in one dimension
and therefore less effective. Therefore, the heat is trapped in
the substrate for a much longer time, which enables melting of
the plasmonic particles (the reaction platform). XRD measure-
ments of the nanotriangles ’ lattice constant confirm that small
laser excitation spot sizes lead to a lower temperature increase
compared to the large spots for the same incident intensity.
The faster rate of the 3D heat dissipation in a small excitation
spot allows the excitation of the system with high light
intensities necessary for the formation of the reaction product.
In contrast, slower one-dimensional (1D) heat dissipation
perpendicular to the substrate plane occurs for large spots
sizes. The less efficient heat removal leads to higher
temperatures and melting of the nanotriangles, as con firmed
by scanning electron microscopy (SEM).
This phenomenon does not only explain the great success of

observing plasmon-driven chemical reaction in SERS micro-
scopes but also simultaneous absence of experiments
evidencing plasmon-driven reactions over large surface areas.
It also hints at the main advantage of nanoplasmonics for
controlling chemical reactions, since unprecedented large heat
dissipation rates can be found in a narrow spatial region of the
hot spots.

■ MATERIALS AND EXPERIMENTAL METHODS

We used the plasmon-driven dimerization of 4-nitrothiophenol
(4-NTP) into 4,4′-dimercaptoazobenzene (DMAB) as a model
reaction.30−32 This reaction is known to occur only in the
presence of a plasmonic platform such as gold, silver, and
copper nanoparticles.33,34 The reaction is reasoned to occur as
a result of the hot electrons generated upon the plasmon
excitation,35−37 whereas the influence of the plasmon-
generated heat is a point of debate. 29,38 Here, we used a
homogeneous large-scale monolayer of approximately 7 nm
thick gold nanotriangles (NTs) deposited on substrates as the
plasmonic platform.39 The gold NTs were prepared using a
one-step method in a mixed dioctyl sodium sulfo-succinate
(AOT)/phospholipon vesicle phase in the presence of
poly(N,N′-diallyl-N,N′-dimethylammonium-alt-3,5-bis-carbox-
yphenylmaleamic carboxylate (PalPhBisCarb) as a structure-
directing agent and separated from spherical gold nanoparticles
by depletion flocculation in the presence of AOT micelles. 40

The monolayer was formed at the liquid/air interface using a
mixture of ethanol and toluene, 39 and it was then deposited on
glass and silicon substrates after controlled evaporation of the
solvents (compare Figure 1a). The extinction spectrum of the
monolayer displayed a broad plasmon band located in the
range of 500−2000 nm (inset in Figure 1), where it is in a
good resonance with the excitation wavelengths. 4-NTP
molecules were self-assembled on the gold NTs monolayer.

The reaction was studied by SERS microscopy. Pronounced
differences in the Raman spectra of the reactant (NTP) and
product (DMAB) allowed us to assess the formation of
DMAB. The heat expansion of the nanotriangles induced by
continuous laser irradiation was measured by static X-ray
diffraction at the KMC3-XPP end station of the Berlin
synchrotron radiation facility BESSY II. A flat monolayer
ordering of the nanotriangle SERS platform guaranteed that
the lattice constant perpendicular to the triangles was oriented
out of the substrate plane for all particles, which allows for low-
intensity X-ray diffraction measurements in the symmetric
Bragg configuration in any conventional XRD device. 39,41 The
out-of-plane lattice expansion of the gold nanotriangles was
calibrated by a careful measurement of the particles ’ lattice
temperature. We conducted all experiments on di fferent
irradiated spots with varying sizes using di fferent focusing
conditions.

■ RESULTS AND DISCUSSION
We start our explanation by showing spectra of the 4-NTP
molecules chemisorbed on our gold nanotriangle template in a
typical SERS microscope with a 5 μm spot size (full width at
half maximum, FWHM) using a continuous wave laser of 785
nm wavelength with a power of 30 mW. Figure 1a shows the
transmission electron microscopy images of the well-ordered
template and the X-ray reflectometry (XRR) results (inset)
confirming that the platform indeed consists of a large area
monolayer of gold nanotriangles with a thickness of 7 ± 2 nm
on silicon. In this experiment, the laser light is simultaneously

Figure 1. (a) SEM images of the gold NTs monolayer. The upper
inset shows the X-ray reflectometry (XRR) data confirming a large-
scale monolayer of approximately 7 nm thickness. The lower inset
shows the optical extinction of a NT monolayer. (b) Time-dependent
SERS spectra of 4-NTP assembled on the monolayer. Dashed lines
indicate the three main product vibrational bands of DMAB.
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responsible for SERS detection and for triggering the plasmon-
assisted reaction. The time-dependent SERS spectra in Figure
1b confirm the transformation of 4-NTP to DMAB. The 4-
NTP spectrum at 0 s displays main vibrational modes at 1082,
1332, and 1575 cm−1, assigned to the C−H bending, NO2
symmetric stretching, and CC stretching modes of the 4-
NTP,42,43 respectively. After few seconds, new Raman peaks
appear at 1134, 1387, and 1434 cm −1, which are assigned to
the C−N symmetric stretching and the NN stretching
vibrational modes of the DMAB confirming the coexistence of
both molecules.44,45 The light intensity in these experiments
attains a very high value of 10 kW/cm 2. In the rest of the
paper, we use far less intensity for SERS sensing to avoid
driving the chemical reaction with the SERS laser.
In a first naiv̈e attempt to drive the same reaction across an

area that was larger than typically investigated in a microscope,
we used a high-power diode laser module operating at 920 nm
with a power up to 25 W. We increased the irradiated area by a
factor of 106 to 5 mm spot diameter (FWHM), varying the
irradiation power from 1 to 10 W, i.e., a 30- to 300-fold
increase of the laser power. After irradiation for 5 min, the
irradiated spots were investigated using the Raman microscope
with very low laser power and short integration time (0.5 mW
and 1 s). The SERS spectra of such spots are displayed in
Figure 2 for the NTs deposited on silicon and glass substrates.
The reaction clearly did not occur (no bands at the dashed
lines, which indicate where product bands are expected). No
signature of DMAB molecules was observed because we in fact
decreased the intensity I = P/A by a factor of 3000 to 30 000
compared to the microscopic irradiation. The Raman spectrum
of the sample on glass changes at 5 W, acquiring a large
background contribution, and the Raman peaks become hardly
visible for 10 W irradiation. Melting of the NTs was found to
be the reason as confirmed by SEM images (Figure 2), despite
the very low laser intensity. Similar damage and no DMAB was
observed for the silicon substrate after irradiating the sample

with 15 W. The melting at higher laser power is related to the
thermal conductivity of the glass, which is 2 orders of
magnitude smaller than that for the silicon substrate.
Therefore, the heating of the gold induced by light is
dissipated more quickly by the substrate to avoid melting of
the NPs.
The fact that the particles already melt at the intensity of

400 mW/cm2 under the large spot really makes it surprising
that in a microscope focus the intensity can be easily increased
by 3 orders of magnitude above this intensity without any signs
of melting. It illustrates at the same time the great
opportunities of nanoscale heating.
To check the role of the focusing conditions, the laser

driving the reaction was focused through di fferent plano-
convex lenses onto the sample irradiating spots of di fferent
sizes. The laser power was tuned to obtain approximately the
same final laser intensity.
Figure 3 shows the Raman spectra taken from spots

irradiated with an intensity of about 50 kW/cm 2. The SERS
spectra recorded on the spots with 70 and 115 μm diameter
generated by 30 and 50 mm focusing lenses show the
characteristic DMAB Raman peaks, which indicate the
plasmon-driven coupling reaction. The intensity of the
DMAB peak decreases relative to the 4-NTP peak with
increasing spot size. For the 175 μm spots (75 mm lens), the
peaks are hardly discernible and for the 230 μm spots (100
mm lens), the Raman spectrum only consists of a noisy
electronic background from the hot and molten NPs, which is
confirmed by SEM images similar to the ones shown in Figure
2. The hot spots of the plasmonic platform, which provide the
largest SERS enhancement and the largest reaction yield, melts
first and therefore the excessive heating deteriorates the
reaction rate.
The heat dissipation, excluding light absorption, was

numerically calculated solving the 3D heat equation by
means of a numerical finite elements (FEM) solver (COMSOL

Figure 2. Low-intensity SERS spectra of 4-NTP assembled on gold NTs deposited on silicon and glass substrate probed after the sample was
irradiated with different laser powers with 5 mm spot size for 5 min. Dashed lines show the frequencies, where the DMAB product would be
expected. SEM images show the melting of the gold NTs on glass substrate for 5 W (lower image) and for 10 W (upper image).
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Multiphysics) using the temperature-dependent heat capacity
and heat conductivity for gold, 46,47 silicon,46−48 and glass.49,50

In our model, the laser heating was simulated using a
homogeneous heating of an area of the size of the laser spot
(von Neumann boundary condition), whereas the lower
substrate interface was kept at a constant temperature of T =
288.15 K. Indeed, the irradiated spot size strongly in fluences
the rate of heat dissipation. Small spots demonstrate a three-
dimensional temperature gradient ( Figure 4a), indicative of a
three-dimensional heat flow. On the other hand, in the center
portions of the larger spots with the same excitation intensity,
the heat mainly dissipates along the temperature gradient
perpendicular to the substrate (Figure 4b), resulting in less
efficient one-dimensional heat transport for a large fraction of
the spot. Therefore, small spots cool faster and can absorb and
dissipate much larger intensities without NP melting. Such
high level of absorbed and dissipated energy enables the
formation of DMAB molecules. Attempts to flow the same
amount of energy per unit area through a large spot inevitably
leads to melting of the NPs.
Irradiating the NP continuously with di fferent laser

intensities on different spot sizes (100, 250, and 500 μm),
we measured their temperatures by XRD via lattice heat
expansion. The analysis is based on the detection of the shifts

in the (222) Bragg reflection of the gold NTs in Θ−2Θ scans.
This shift was then transformed to the temperature change of
the NTs based on Bragg ’s law and the linear thermal expansion

θ θ αΔ = Δ = − Δc
c

Tcot

Here, Δθ is the shift of the Bragg peak, Δc/c is the relative
change of the out-of-plane lattice constant, and α = 1.49 ×
10−5 1/K is the thermal expansion coefficient of the gold
nanotriangles previously measured by X-ray di ffraction using
conventional heating, which is slightly increased compared to
bulk gold.51 To perform the Bragg-angle-based temperature
measurement during laser irradiation, the sample was glued
with silver paste onto a Peltier cooled sample holder with an
active feedback loop stabilized to 288.15 K.
Figure 4c shows the temperature of the gold NTs measured

for different spot sizes on a 0.5 mm thick Si substrate, which
increases linearly with the laser intensity. For a large spot of
500 μm, a laser intensity of approximately 10 kW/cm 2 is
sufficient to increase the particle temperature to 96 K. For a
small spot of 100 μm, a 10 times larger intensity leads to less
heating of only 70 K. For glass substrates, the heating is even
more dominant, and Figure 4c compares the 500 μm spot on
Si to a glass substrate. The silicon substrate has considerably
higher thermal conductivity. For high laser intensities, a Bragg
peak sharpening is observed that is related to an increase of the
gold NTs thickness due a particle coalescence (for more
information, see the Supporting Information).
FEM simulations of the temperature increases using the

model described earlier confirm that the temperature changes
can be fully explained by the different spot sizes (solid lines in
Figure 4c,d). The simulated temperature increases indeed
match the measured temperature increases very well. It should
be noted that a phenomenological absorption factor was used
to adapt the simulation to the measurements. It reduced the
total power entering the simulation to take into account both
the optical absorption coefficient of the sample and the
possible heat resistances at the gold−substrate interface. The
same absorption factor was used for each substrate material.

Figure 3. SERS spectra of 4-NTP assembled on gold NTs and probed
with different laser spot sizes of 70, 115, 175, and 230 μm diameter.
The intensity of the exciting laser beam in all four measurements is
identical.

Figure 4. (a, b) FEM simulation of the temperature gradient in the substrate for an excitation intensity of 100 kW/cm 2 with two different spot
sizes. The temperature change of the gold NTs as determined from the Bragg-re flection shift (c) as a function of the laser intensity due to
irradiation with different laser spot sizes on silicon and (d) on di fferent substrates for the same spot size of 500 μm. The solid lines represent the
result of a FEM simulation of the temperature increase. The un filled symbols in (c) and (d) represent intensities at which a Bragg peak sharpening
was observed. The model does not consider the light absorption.
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■ CONCLUSIONS
In conclusion, we have shown that driving a plasmonic
chemical reaction on a SERS template structure with a fixed
light intensity is only possible up to a certain maximum area of
the laser focus because the heat transport turns from 3D to 1D
and the excessive heating destroys the sample structure. The
silicon substrate turns out to be more suited for plasmonic
chemistry than conventional glass substrates, since its high
thermal conductivity improves the dissipation of heat and
therefore a higher light intensity can be used with more
photons triggering the reaction and without melting the
plasmonic template structure. This is true, although additional
photons are absorbed in the substrate. With laser wavelength
above the silicon band gap and by appropriate thermal
engineering, the substrate heating could be further reduced.
These microscopic findings underline the importance of heat

transport at the nanoscale for a profound understanding of
nanoplasmonic chemistry. Although time-resolved measure-
ments of the gold NT’s lattice temperature rise with sub-
picosecond time resolution has been recently reported, there is
so far no report on driving plasmon-assisted chemistry with
femtosecond laser pulses.
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DAMAGE CAUSED BY IRRADIATION

We confirmed by SEM (Figure S1) that the degradation of the Raman spectra presented in Figure 3 of the
manuscript were caused by damages to the nanoparticle substrate. As the high total power of the excitation laser
beam could not dissipate quickly enough, a partial melting of the particles occurred.

FIG. S1. SEM 175 µm spot: 8 µm× 5.5 µm SEM image of from the center of the irradiated spot with a diameter of 175 µm.
The damage due to the melting of the nanotriangles is clearly visible.

X-RAY REFLECTIVITY OF GOLD NANO TRIANGLES

X-ray reflectivity (XRR) is a technique that allows the surface-sensitive characterization of thin layers by inter-
ference of specular reflections of the bottom and top interfaces of the layer that give rise to characteristic minima
and maxima as function of the energy transfer, Q = 4/λ sinϑ, with ϑ being the incidence angle of the X-rays
with wavelength λ onto the sample. We measured a monolayer of gold nano triangles (NTs) on a Silicon substrate
at the XPP-KMC-3 endstation at the synchrotron BESSY II. The incidence angle of the X-rays on the sample
was scanned between 0 and 3° incidence angle, which corresponds to Q = 0 to 4 nm−1 in reciprocal space. The
corresponding dataset shown in the inset of Fig. 1a) contains a dominant oscillation frequency that corresponds to
a wavelength of λ = 0.9 nm−1 determined by a Fourier-transformation. This wavelength corresponds to a layer-
thickness of 7 ± 2 nm. The absence of higher frequencies in the signal proofs that our sample contains a negligible
part of stacked gold-nano-triangles over the X-ray spot size of approximately 0.5 × 10 mm2.

X-RAY DIFFRACTION (XRD)

We measured at the XPP-KMC-3 endstation at the synchrotron source BESSY II the 222 Bragg reflection of
the [111] oriented gold NTs at the X-ray energy of 8 keV. We selected the 2nd order Bragg reflection to minimize
the X-ray footprint. The sample was mounted on Peltier-cooled sample mount, which results in a stable substrate
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temperature of 15°C that was attached with silver paint to the Peltier cooler. In Figure S2a) and b) we show
the Bragg peaks of the gold NTs on Si and glass substrates for different Laser intensities, respectively. For every
measured laser intensity, a new spot on the sample was selected and measured before illumination (black thick
curves) and during illumination. For every measurement we waited 60 s for thermal equilibration between gold
NTs.

a) Silicon substrate
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FIG. S2. XRD results: Bragg peak shift of gold NTs on a) a silicon substrate and b) glass substrate for different intensities.
The Bragg peak shift to smaller angles due to heating of the gold NTs. On the glass substrate a sharpened peak is observed
for high intensities.

We note a peak sharpening at high intensities. For very thin layer we can neglect typical Bragg broadening effects
and the width of the Bragg peak is approximately given by the thickness. In our case the peak width is slightly
smaller as theoretical values for 7 nm layers, which indicates a small amount of stacked gold NTs (5-10%). After
illumination of the sample with glass substrate with high intensities we observe a sharpened Bragg peak that is
related to thicker nano particles. This indicates a particle coalescence of the gold NTs.

DETERMINATION OF THE LINEAR EXPANSION COEFFICIENT

The temperature-dependent shift of the Bragg peak allows us to calculate the linear expansion coefficient for
gold NTs along the [111] direction. It is measured with a closed-cycle cryostat setup available at the XPP-KMC-3
endstation at the synchrotron source BESSY II that allows the variation of the sample temperature from 20 to
350 K. From the Bragg Peak position the out-of-plane lattice constant in [111] direction is extracted and shown in
Figure S3. A linear fit yields the linear expansion coefficient of α = 1.49 · 10−5 1/K.
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FIG. S3. The Temperature-dependent lattice constant is measured from 20 to 350 K and fitted to extract the linear
expansion coefficient α.
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We present a temperature and fluence dependent Ultrafast X-Ray Diffraction study of a laser-heated
antiferromagnetic dysprosium thin film. The loss of antiferromagnetic order is evidenced by a pronounced
lattice contraction. We devise a method to determine the energy flow between the phonon and spin system
from calibrated Bragg peak positions in thermal equilibrium. Reestablishing the magnetic order is much
slower than the cooling of the lattice, especially around the Néel temperature. Despite the pronounced mag-
netostriction, the transfer of energy from the spin system to the phonons in Dy is slow after the spin-order is lost.
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We present a temperature and fluence dependent Ultrafast X-Ray Diffraction study of

a laser-heated antiferromagnetic dysprosium thin film. The loss of antiferromagnetic

order is evidenced by a pronounced lattice contraction. We devise a method to deter-

mine the energy flow between the phonon and spin system from calibrated Bragg

peak positions in thermal equilibrium. Reestablishing the magnetic order is much

slower than the cooling of the lattice, especially around the N�eel temperature. Despite

the pronounced magnetostriction, the transfer of energy from the spin system to

the phonons in Dy is slow after the spin-order is lost. VC 2016 Author(s). All article
content, except where otherwise noted, is licensed under a Creative Commons
Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).
[http://dx.doi.org/10.1063/1.4961253]

INTRODUCTION

The unexpectedly fast magnetization loss in magnetic thin films upon photoexcitation

observed two decades ago1 stimulated extensive research aiming at ultrafast data storage and

related applications. Experiments using different schemes for probing the changes induced

in magnetic systems by optical light pulses have been employed. They range from visible

magneto-optical Kerr effect (MOKE),2,3 extreme ultraviolet MOKE,4 x-ray magnetic circular

dichroism5–8 over photoelectron spectroscopy9–11 to ultrafast x-ray diffraction (UXRD)12 and

resonant x-ray scattering.13 The discussions are mainly focused on the transfer of angular

momentum or the loss of spin-order in the framework of two- or three-temperature models.

Antiferromagnets are believed to support even faster local angular momentum changes, since

the average spin remains zero.7,14 The multifarious behavior of transition metals and 4f mag-

netic materials, however, have eluded so far the effort to be described by a unique physical pic-

ture.3,15,16 The demagnetization aspects at ultrashort timescales are an exciting first step of the

full magnetization dynamics. The remagnetization is another fundamental issue, especially in

the perspective of possible technological applications, which has received less attention. Few

authors have approached the problem of how fast and through which intermediate steps the

remagnetization occurs.13,17–20 Different models have been developed to simulate the dynamics

on longer timescales.21–24 Some of them point out the important role of fluctuations and domain

formation close to the phase transition. In particular, resonant x-ray diffraction experiments

from the dysprosium spin-spiral have shown that some disorder of the spin system persists

more than 10 ns, especially for high fluence excitation.13

However, a characterization of the influence of the temperature and excitation density on

the remagnetization dynamics is still missing. In fact, a detailed account of the energy in the

phonon and spin systems at the different stages of the remagnetization has not been reported.

a)bargheer@uni-potsdam.de. URL: http://www.udkm.physik.uni-potsdam.de
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Dysprosium (Dy) is a thoroughly characterized material25–28 with a pronounced magnetostric-

tive expansion of the lattice constant c. The 4f electrons, coupled via the 5d electrons (i.e.,

RKKY coupling), are responsible for its magnetic properties.27,28 All magnetic materials show

magnetostriction, i.e., a change of the lattice constant that depends on the magnetization M(T).

Only a single UXRD study has so far explored the magnetostrictive strain on ultrafast time-

scales,12 although the existing UXRD setups have been constantly improved and allow for mea-

suring minute lattice strains on ultrafast timescales.29 In general, the lattice strain occurs as a

response to stress imposed by a modified energy density. This is particularly evident, when the

Gr€uneisen concept is used, e.g., for separating the electron and phonon contribution to photoin-

duced stress.30,31 Although the extension to magnetic systems was suggested,30 this powerful

approach has not been realized.

Here, we analyze temperature- and excitation-fluence-dependent UXRD data from an 80 nm

Dy thin film to characterize the nonequilibrium spin and lattice dynamics triggered by ultrafast

heating of the electron system by a near-infrared laser pulse. The central and surprising result of

our analysis can be directly read from the experimental data: The lattice contraction originating

from the spin-disorder persists on the nanosecond timescale when the lattice heat is already dissi-

pated to the substrate. The Bragg peak shift is a direct measure of the time-dependent strain

eðtÞ ¼ DcðtÞ=c in the out-of-plane lattice constant c which is linearly related to the deposited heat

Qtot in the film. From these two measured variables �ðtÞ and Qtot, we determine the transient

energy densities QPðtÞ and QSðtÞ in the phonon and spin excitations, respectively, from a numeri-

cally robust analysis. Our model adopts the linear relation of these energy densities to the experi-

mentally observed lattice strain via separate nearly temperature independent constants for the

phonon and spin systems (see Eq. (1)). Therefore, our analysis in a “two-thermal-energies-model”

(TTEM) is independent of modifications of the spatial excitation profile. In comparison with a

“two-temperatures-model” (TTM),1,32 our TTEM has the advantage that the energy contained in

random motion of the phonon and spin excitations is a well-defined quantity even in strong non-

equilibrium-situations, where the temperature is not.

The electron system of the Y cap layer and the dysprosium layer are photoexcited, and the

multilayer system is cooled through the substrate. Here, we examine how the thermal energy in

the dysprosium layer is distributed between the phonon and the spin system.

RESULTS

Linear relation of strain to lattice- and spin-energy

The sample is an 80 nm thick (0 0 0 1) oriented Dy film grown on a sapphire substrate

with a 100 nm Niobium and 10 nm Yttrium (Y) buffer layer. The structure is capped with

another 18 nm thin Y layer (see Fig. 3(e)) in order to support the helical spin ordering in the

thin Dy film34 and to prevent oxidation.

We have carefully measured the lattice constant c(T) of the Dy thin film as a function of

temperature. The lattice strain derived from the Bragg peak position (black dots in Fig. 1(a))

shows a pronounced expansion below the N�eel temperature TN ¼ 180 K, which results from the

antiferromagnetic spin-ordering. Fig. 1(b) shows the linear expansion coefficient aðTÞ derived

from this measurement, with a pronounced negative thermal expansion below 180 K. The

constant-pressure specific heat C in Fig. 1(c) is taken from the literature (black line).33 We sepa-

rated the strain eðTÞ ¼ ePðTÞ þ eSðTÞ, its derivative aðTÞ, and the heat capacity CðTÞ ¼ CPðTÞ
þCSðTÞ into phonon and spin contributions (cf. Fig. 1). We determined the combined electron

and phonon contribution from the specific heat of the non-magnetic rare earth lutetium,35 which

is in agreement with a simple Debye approximation. Near its maximum at TN the spins carry

more than half of the specific heat, whereas the specific heat of the electrons is negligible in the

relevant temperature range. Fig. 1(a) exemplifies the separation of the strain eðTÞ ¼ ePðTÞ
þeSðTÞ for the initial temperature Ti¼ 120 K. This is the equilibrium temperature given by the

thermostate before deposition of the heat Q by the laser pulse.

In thermal equilibrium, more and more modes with frequency x fulfill the relation kBT
> �hx with rising temperature, which therefore contribute a thermally accessible degree of

054302-2 von Reppert et al. Struct. Dyn. 3, 054302 (2016)

ARTICLE V

84



freedom.36 As a consequence, both the thermal expansion coefficient a and the specific heat

strongly vary with the temperature T. However, if we numerically calculate the lattice strains

eP;S as a function of the energy densities QP;S, a linear relation is obtained (see solid lines in

Fig. 2). While the phonon contribution simply extrapolates to high Q until the melting of the

lattice is observed, the spin contribution to the energy density is limited (blue area in Fig. 1(c)).

The linear relation of strain and energy suggests the definition of parameters bP;S

¼ CP;SðTÞ=aP;SðTÞ which measure the infinitesimal energy density required to yield an addi-

tional strain at the temperature T. These parameters are essentially inverse macroscopic

Gr€uneisen constants CP;S ¼ K=bP;S, where K is the bulk modulus of Dy.37

Microscopic theories define mode-specific Gr€uneisen constants, which may vary both in

magnitude and sign.38 However, if we assume a non-equilibrium situation which has no selec-

tive population of special modes, we can assume the lattice strain

eP;S ¼
ðTþDT

T

aP;S Tð ÞdT ¼ QP;S

bP;S

¼ CP;SQP;S

K
(1)

to be proportional to the average increase of the energy density QP and QS of the phonon and spin

systems, respectively. The parameters b or C are independent of T to a first approximation, making

our non-equilibrium data analysis very robust. While CP � 0:6 and CS � �1:8 are dimensionless

quantities, bP¼ 63 kJ/cm3 and bS¼ –20 kJ/cm3 can be interpreted as a characteristic energy densities

required to expand or contract a solid. For example, the energy density Q ¼ 0:01 � b expands or con-

tracts the solid by 1%, depending on the sign of b. The weak temperature dependence of the bulk

modulus K� 41 GPa¼ 41 kJ/cm3 adds some subtle difference near the phase transition. We note that

FIG. 1. Temperature dependence of the equilibrium properties of Dy. (a) Black: strain along the c-axis in the Dy film

obtained by static X-Ray diffraction measurements on the hcp (0 0 0 2) reflection. The red and blue curves represent the lat-

tice strain contributions for heating the phonons and the magnetic system. (b) Thermal expansion coefficients of Dy derived

from the data in panel (a). (c) Heat capacity reported for bulk Dy33 decomposed into CP; CS, and CE.
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for the same amount of energy the lattice contraction resulting from the spin excitation is three times

larger than the expansion due to phonon heating, also above TN. Even above TN, where the spin-

contribution to the specific heat is strongly reduced (Fig. 1(c)), the negative thermal expansion driven

by spin excitations persists (Fig. 1(b)).

Ultrafast x-ray diffraction data

We now describe the UXRD data of Dy after ultrafast heating of the electrons in Y and

Dy by a 100 fs, 800 nm laser pulse. The optical penetration depth of 24 nm was determined by

ellipsometry. The lattice response is probed by diffraction of 250 fs Cu-Ka pulses originating

from a tabletop Plasma-X-Ray source.29,39 Fig. 3(a) shows the transient strain eðtÞ for different

pump fluences F of the excitation pulse at the initial temperature Ti ¼ 160 K < TN. The inci-

dent fluence F is determined as the average intensity divided by the pumped area on the sample

in the top-hat approximation, and the pump pulse is about four times larger than the probe

pulse. For small fluences, the Dy lattice contracts within less than 30 ps given by the timescale

of sound propagation through 18 nm Y and 80 nm Dy. In contrast, for high fluences, we first

see a rapid Dy lattice expansion that relaxes on a few-nanosecond timescale. To visualize this

threshold behavior, Fig. 3(b) shows the lattice strain eðt ¼ 45 psÞ as a function of the fluence.

Below Fth¼ 2 mJ/cm2, a higher fluence leads to a more thorough disordering of the spin system

and a concomittant lattice contraction. Above this threshold, additional energy leads to a linear

expansion indicative of preferential excitation of phonons. For lower starting temperatures, a

higher threshold fluence is required. The excitation of the spin system saturates due to the

abrupt decrease of the specific heat of the spin system at TN.

Fig. 3(c) shows the temperature dependence of the photoinduced Dy strain for a fixed fluence

of 6.8 mJ/cm2. For Ti > TN, we observe the expected rapid phonon heat driven expansion super-

imposed with oscillations originating from coherent acoustic phonons (reflection of the strain

waves at the interfaces of the multilayer) followed by a slow recovery of the lattice constant as

heat flows towards the substrate. The red dashed line indicates the excellent agreement of a heat

transport simulation according to the Fourier heat law through the layered system which we map

on the strain axis by reading the experimentally determined strain in Fig. 1(a) at the calculated

average temperature. For the heat diffusion we used the specific heat40 Cp¼ 162.3 J/kg K and the

heat conductivity41 j¼ 11.7 W/mK reported in the literature (for details see Ref. 42). We note

that the negative slope of the data from 0.1 to 1 ns (Fig. 3(c)) is exactly the same for all initial

temperatures (gray dashed lines). Since for Ti¼ 200 K this slope is dictated only by the phonon

FIG. 2. Lattice strain as a function of the total heat Qtot (black), for TStart¼ 120 K. The red and blue curves show the separa-

tion into strain driven by heat in the phonons QP and in spin excitations QS. Although the black line is strongly curved, the

separation into spin and phonon contributions yields a linear dependence. Note that the maximum heat in the spin system is

given by the blue area in Fig. 1(c), i.e., the spin contribution to the specific heat CS. The dashed lines show the result after

taking into account that, on ultrafast timescales, the lattice cannot expand in plane.
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heat transport, we conclude that this is the case for all temperatures. The blue dashed line shows

the strain resulting from a heat transport simulation for Ti¼ 100 K. The lattice contraction result-

ing from the increased spin excitation is captured by the simulations, since it is encoded in the

negative thermal expansion coefficient. However, in contrast to the observed minimum around

500 ps, the simulation predicts a contracted lattice right after the excitation, because solving the

Fourier-law for heat diffusion assumes the material parameters for thermal equilibrium, i.e.,

where the phonons and the magnetic system have the same temperature.

The Bragg peak width change (Fig. 3(d)) shows that in both the paramagnetic and the anti-

ferromagnetic phases the width starts rising about 1 ps after the excitation. A simple masses

and springs model43 confirms that the quasi-instantaneous stress originating from phonon heat-

ing yields a strong expansion wave with an exponential spatial profile starting at the surface.

This wave travels into the Dy layer, and the maximum peak width is reached after about 18 ps

when half the Dy layer is expanded. The width returns to near the initial value after 35 ps,

when this strain front traverses the Dy-Y interface. This is consistent with the observation that

at this time the average lattice constant determined from the peak shift (Fig. 3(c)) of Dy experi-

ences a rapid contraction, as the expansion wave is transmitted towards the substrate. It is rele-

vant to argue why the average lattice constant does not change in the first 35 ps for start tem-

peratures between 80 and 130 K, although the peak width very strikingly shows an immediate

inhomogeneous lattice deformation. The strong average expansion of Dy triggered by phonon

heating must be cancelled by substantial contractive wavefronts starting at the Dy-Y interfaces

due to the quasi-instantaneous loss of the magnetic order and the strong magnetostrictive

coupling. The average cancellation suggests that at t¼ 35 ps about 25% of the energy heat up

FIG. 3. UXRD data. (a) Time resolved lattice strain eðtÞ for Ti ¼ 160 K for different excitation fluences. (b) eð45 psÞ as a

function of fluence. The initial strain rises linearly above the threshold fluence Fth¼ 2 mJ/cm2. (c) Lattice strain eðtÞ and

(d) the relative peak width change for different initial temperatures at fixed excitation fluence F¼ 6.8 mJ/cm2. Dashed lines

in (c) indicate the expected lattice strain according to simulations of the heat conduction. (e) Layering sequence of the

sample.
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the magnetic system, while less than 75% heat up the phonon system according to the two

Gr€uneisen constants.

The data in Fig. 3(c) confirm the threshold behavior: The laser induced average lattice

strain remains unchanged from Ti¼ 80 to 130 K in agreement with the nearly temperature-

independent Gr€uneisen constants. Then, the observed initial strain gradually increases up to

Ti¼ 180 K, where it saturates.

Data analysis in a two-thermal-energy-model

The description of the UXRD data clearly showed that assuming a thermal equilibrium

between the spin and phonon system on the nanosecond timescale is incompatible with the

observations. Therefore, we analyze the flow of thermal energy among the spin and phonon sys-

tems within a model, where QS and QP are a function of time and space. We explicitly avoid a

microscopic simulation in order to emphasize which conclusion can be drawn from the data

under the assumption that the lattice strain is proportional to the energies in the two subsystems

according to Eq. (1). To simplify the analysis, we start at times t¼ 45 ps where we may safely

neglect a separate contribution of electrons, assuming them to be in thermal equilibrium with

the phonons since electron-phonon coupling times in metals are expected on the order of few

picoseconds at maximum.7,10

As a first step in our analysis, we calibrate the total energy densities Qtot;i deposited by the

laser excitation. At Ti¼ 250 K, all available energy Q250K
tot heats up the lattice, leading to a tem-

perature increase of about 90 K corresponding to e ¼ 0:2%. According to ellipsometric measure-

ments of the sample, the optical absorption varies by less than 5%, so the total amount of

energy deposited is QT
tot ¼ Q250K

tot for all temperatures.

In the following, we discuss the measured data in terms of a nonequilibrium “two-thermal-

energies-model” (TTEM) that satisfies energy conservation (Eq. (2)) and the linear superposi-

tion of magnetostrictive and thermoelastic strains (Eq. (3))

QtotðtÞ ¼ QSðtÞ þ QPðtÞ; (2)

etotðtÞ ¼ eSðQSðtÞÞ þ ePðQPðtÞÞ: (3)

This approach circumvents problems with the definition of temperature in nonequilibrium situa-

tions, the lack of literature data for the spin-phonon coupling constant and the separated contri-

butions of the spin and phonon system to the heat conductivities, which would be necessary

to obtain predictions from the differential equations of a standard TTM.1,32 We assume that

the excitation pulse instantaneously deposits the previously calibrated initial energy density

Qtot;i in the Y cap layer and the top of the Dy layer via the very fast coupling of hot electrons

to phonons and spins.7 The deposited energy is rapidly divided into the initial phonon energy

density QP;i and the initial energy QS;i in magnetic excitations. Each energy density (stress)

manifests itself as a lattice strain eP;SðQP;SÞ, which superimpose to yield the measured strain.

For analyzing the time resolved data, we take into account the effect of in-plane clamping of

the lattice expansion according to Poisson’s ratio (dashed lines in Fig. 2) as detailed in Ref. 42.

Since both Gr€uneisen parameters are approximately constant as a function of temperature (see

Fig. 1(c)), a linear relation between imparted energy and lattice strain emerges. This makes the

analysis applicable even though the spin- and the phonon system may not be internally thermal-

ized to one temperature TS;P over the film depth.

First, we solve the system of equations, Eqs. (2) and (3), for the initial time ti¼ 45 ps,

where the electron and phonon system are equilibrated but no energy has flown to the substrate.

From the two measured variables QtotðtiÞ and etotðtiÞ, we calculate the energy in the spin QSðtiÞ
and the phonon system QPðtiÞ. This procedure is visualized in Figs. 4(a) and 4(d). The total

energy density QtotðtiÞ (redþ blue area in Fig. 4(d)) in the sample is calibrated from the mea-

surements in the paramagnetic phase, i.e., at Ti ¼ 250 K where the energy exclusively excites

phonons, so that the deposited energy can therefore directly be found via Eq. (1) from the mea-

sured lattice strain (etotðtiÞ ¼ ePðtiÞ).
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For excitation with F¼ 6.8 mJ/cm2, this TTEM yields QS;i and QP;i and their fraction of

the total energy is depicted in Fig. 5(b). It shows that essentially 35% of the energy is initially

deposited in the spin system for Ti � TN. Here, we assume that only the deposition of energy

in each subsystem immediately leads to the stress according to the higher energy density, which

causes the corresponding strain at delays larger than the time needed to the sound wave to

propagate through Dy. We can safely assume that no energy has left the Dy layer by thermal

transport shortly after excitation.

To obtain a solution of the system of equations for arbitrary times t as visualized in Fig. 4,

we make two alternative approximations for the evolution of QtotðtÞ in the dysprosium layer.

QtotðtÞ is reduced by phononic and electronic heat conduction to the substrate. As a lower

boundary, we assume that the total heat flows out of the film as fast as if all energy would be

stored in the phonons, i.e., QT
totðtÞ ¼ Q250K

tot ðtÞ. The direct flow of excitations from the magnetic

system in the Dy layer to the adjacent nonmagnetic materials is not possible so that coupling

energy in the spin system to phonons is the only channel of magnetic energy dissipation.

Therefore, this assumption overestimates the heat flow to the substrate when a substantial

fraction of QT
totðtÞ is in spin excitations and we obtain the lower curves in Fig. 5(a). The data

analysis within the first approximation indicates that close to TN the energy in the spin system

dissipates very slowly. To estimate an upper bound (Fig. 5(a)) we use the second approximation

QT
totðtÞ ¼ QT

S;i þ QT
P;iðQ250K

tot ðtÞ=Q250K
tot;i Þ. It assumes that only the fraction of energy initially depos-

ited in the phonon system can flow out of the film. This clearly overestimates the total energy

in the Dy layer for long times t after the excitation, because the energy initially deposited

in the magnetic system cannot leave the Dy layer and Qtot can never drop below QS;i. This

approximation is especially suitable for initial conditions where QS;i � QP;i, i.e., at high tem-

peratures. Fig. 5(a) shows the result of the TTEM data analysis for five representative tempera-

tures using both approximations for QtotðtÞ. The heat dissipation from the phonon system is

much faster than for the spin system. At very early times some transfer of thermal energy from

the phonons into the spin system is observed. Referring to Fig. 4, we can observe that the main

findings in Fig. 5 are already seen in the raw data. The upper panel of Fig. 4 illustrates that

FIG. 4. Visualization of the TTEM at Ti¼ 100 K for three different time delays. The measured total strain etotðtÞ and the

total heat energy Qtot allow deriving the individual phonon and spin contributions to the strain and the heat. The upper pan-

els (a)–(c) show the separation of strain contributions according to Fig. 1(a) and the lower panels (d)–(f) show the transient

heat as an area under the specific heat curve according to Fig. 1(c). Note that for the analysis only the energy densities are

required. From the figures one can read that, e.g., after 2 ns, the QS would correspond to an equilibrium spin temperature of

140 K whereas QP corresponds to an equilibrium phonon temperature of 108 K. Although the temperature definitely has a

strong gradient across the film, the analysis of the average heat QP;S is robust, because of the linear relation eP;S � QP;S.
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transient heat in the spin system leads to a contraction and transient heat in the phonon system

leads to an expansion. The Gr€uneisen coefficients tell us that the energy in the spin system is

three times more effective in straining the lattice than the energy contained in phonons. For the

illustrated initial temperature of Ti¼ 100 K, we observe at 45 ps that about three times more

energy is required in the phonon system to nearly balance the contraction resulting from energy

in the spin excitations. �pð45 psÞ is slightly smaller than �sð45 psÞ, consistent with the slight

contraction seen in Fig. 3(c). Around 300 ps, the phonon energy Qp has greatly decreased

(Fig. 4(e)) by conduction of heat to the substrate, while Qsð300 psÞ � Qsð45 psÞ. Therefore, the

contractive strain �s prevails and leads to the pronounced contraction seen in Fig. 3(c) around

300 ps. At 2 ns, there is almost no positive transient strain �p due to phonons left (Fig. 4(c))

because Qp� 0, and also Qs is greatly reduced (see Fig. 4(f)). In the raw data, this is seen as

the recovery of the negative strain, which slowly approaches zero on this nanosecond timescale.

DISCUSSION

Our analysis derives the flow of heat among the spin and lattice system directly from

experimental data. In order to make it comparable to a conventional TTM, we present time-

resolved temperature changes derived from the above TTEM using the static temperature-

dependent heat capacity in Fig. 1(c). Initially, the temperature in the phonon system is higher

than the temperature of the spin system, especially when Ti approaches TN. While the phonons

in Dy cool rapidly to the substrate, TS rises slightly within the first 200 ps even when the aver-

age temperature of the spin system is already higher than the average phonon temperature.

FIG. 5. TTEM results extracted from the experimental data at a fluence of F¼ 6.8mJ/cm2. (a) Energy in the phonon- and

spin excitations derived from the data as described in the text. Q80K
P and Q110K

P are hard to distinguish. (b) Initial energy dis-

tribution between phonons and spins at 45 ps. (c) Temperature changes obtained from (a) via the corresponding heat-

capacities CS;PðTÞ (Fig. 1(b)). The resulting temperatures indicate a long-lasting non-equilibrium between phonons and

spins. In panel (c), no temperature change of the spin system is plotted for Ti ¼ 250 K because its heat capacity is zero

CSð250 KÞ ¼ 0.
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Such behavior may be rationalized by a spatial nonequilibrium or—equivalently—by a nonequi-

librium population of modes in microscopic theories. The subsequent cooling of the spin-

system is found to be much slower. When the initial temperature Ti approaches TN from below,

the timescale for reordering (i.e., cooling) of the magnetic system dramatically increases: essen-

tially, a decoupling of the two heat reservoirs from each other is observed. For example, for a

starting temperature Ti¼ 170 K, DTS ’ 8 K remains constant for 4 ns although initially DTP

’ 70 K. From the experimental findings, we can give at least three indications that not only the

two “temperatures” TS and TP are different, but that each of the subsystems is in a non-

equilibrium situation. (i) As discussed above, the heat flow between spins and phonons is not

controlled by the temperature difference. (ii) The heat simulation for Ti¼ 250 K which matches

the experimental data predicts a strong temperature gradient in the Dy layer. Definitely, the

phonons are spatially not in equilibrium over the sample thickness of 80 nm for more than 1 ns.

(iii) The detected increase in the peak width in the first 35 ps while no peak shift is observed in

the anti-ferromagnetic phase, which clearly calls for different spatial profiles of the excitations

in the phonon and spin system. Probably, in the laser-heated region of the Dy layer TP > TS

while at the back interface to Y TP < TS. Potentially, the local excited mode spectrum cannot

be approximated by a Bose-distribution with two temperatures at all.

CONCLUSION

In conclusion, we have discussed UXRD data in the rare earth Dy to obtain clear evidence

that the phonon and spin systems are mutually not in thermal equilibrium for several nanosec-

onds after optical excitation. We demonstrate a method to extract the transient energy densities

QSðtÞ and QPðtÞ deposited in the spins and the phonons from the UXRD data. In the antiferro-

magnetic phase, approximately 35% of the energy heats up and disorders the spin system, lead-

ing to a rapid contraction of the lattice. Although the spins can exclusively dissipate their heat

to phonons and electrons in Dy, the cooling rate of the magnetic system that finally leads to a

reordering of the spin-system depends only weakly on the transient phonon temperature.

We hope that our experimental analysis will inspire theoreticians to model the spatiotempo-

ral coupled excitations in rare earth metals and we believe that it is an important contribution

in the context of the debate about ultrafast angular-momentum transfer to the lattice. Our

observations are indicative for a rapid disorder in the spin system—inducing a contractive

force, indicating a very strong spin-lattice interaction in the ordered phase. On the other hand

the transfer of energy from the magnetic system to the phonons is very slow (on the nanosec-

ond timescale), in particular, close to the phase-transition, giving strong evidence for a critical

behavior. This suggests a rather weak spin-phonon coupling for (partially) disordered spins.
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We measure the transient strain profile in a nanoscale multilayer
system composed of yttrium, holmium, and niobium after laser
excitation using ultrafast x-ray diffraction. The strain propa-
gation through each layer is determined by transient changes
in the material-specific Bragg angles. We experimentally derive
the exponentially decreasing stress profile driving the strain
wave and show that it closely matches the optical penetration
depth. Below the Néel temperature of Ho, the optical excitation
triggers negative thermal expansion, which is induced by a quasi-instantaneous contractive stress and a second
contractive stress contribution increasing on a 12-ps timescale. These two timescales were recently measured
for the spin disordering in Ho [Rettig et al., Phys. Rev. Lett. 116, 257202 (2016)]. As a consequence, we
observe an unconventional bipolar strain pulse with an inverted sign traveling through the heterostructure.
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We measure the transient strain profile in a nanoscale multilayer system composed of yttrium, holmium,
and niobium after laser excitation using ultrafast x-ray diffraction. The strain propagation through each
layer is determined by transient changes in the material-specific Bragg angles. We experimentally derive the
exponentially decreasing stress profile driving the strain wave and show that it closely matches the optical
penetration depth. Below the Néel temperature of Ho, the optical excitation triggers negative thermal expansion,
which is induced by a quasi-instantaneous contractive stress and a second contractive stress contribution
increasing on a 12-ps timescale. These two timescales were recently measured for the spin disordering in Ho
[Rettig et al., Phys. Rev. Lett. 116, 257202 (2016)]. As a consequence, we observe an unconventional bipolar
strain pulse with an inverted sign traveling through the heterostructure.

DOI: 10.1103/PhysRevB.99.094304

I. INTRODUCTION

In most of the research on ultrafast magnetism the
lattice was considered only as an angular momentum
sink [1–3]. Ultrafast effects on the lattice induced by
demagnetization have been discussed surprisingly rarely
[4–7]. Time-resolved magneto-optical Kerr measurements
and optical picosecond ultrasonics are the workhorse for
many researchers [1,2,8–12]. Ultrafast electron diffraction
(UED) or ultrafast x-ray diffraction (UXRD) experiments that
directly observe the transient lattice strain induced by ultrafast
demagnetization have been discussed only sporadically
[4,5,13–15]. Several ultrafast diffraction studies on the
transition metals Ni and Fe [16–18] discuss the strain waves
excited by electron and phonon stresses σe and σph, and theory
predicts relevant electron-phonon (e-ph) coupling constants
[19] even with mode specificity [20]. Very recently, granular
FePt films were studied by UXRD [21] and UED [5]. The
rapid out-of-plane lattice contraction could be convincingly
ascribed to changes in the tetragonality of the lattice by ab
initio calculations of the total ground-state energy for the spin
system in the paramagnetic and ferromagnetic phases [5]. To
simulate the dynamic changes in a system with several degrees
of freedom it is common to apply multiple-temperature
models [5,9] which assume that each subsystem can be
described by an individual temperature Ti, although it has
been shown that different phonon modes may be out of
thermal equilibrium for 100 ps [20]. Specialized techniques
allow for assigning timescales to specific electronic processes
and orbitals or bands [3,22–25]. This is particularly relevant
in the magnetic rare earths, where the exchange interaction
between the localized 4 f spin and orbital magnetic moments

*bargheer@uni-potsdam.de; http://www.udkm.physik.uni-
potsdam.de

is mediated by the itinerant 5d6s conduction electrons via
the Ruderman–Kittel–Kasuya–Yosida (RKKY) interaction
[26,27]. In antiferromagnetically ordered phases the question
of angular momentum transfer is less relevant since the
net magnetization is zero. Rare-earth elements prove to be
a versatile testing ground for understanding how rapidly
ultrafast demagnetization leads to stress in the crystal lattice.
We selected Ho since a recent resonant hard x-ray scattering
experiment measured that the demagnetization of both the
localized 4 f moments and the itinerant conduction electrons
proceed on a fast 200-fs timescale attributed to electron-spin
interaction and a slow 9-ps timescale for coupling phonons to
the spins [22].

In this paper we use UXRD at a laser-based femtosecond
plasma x-ray source (PXS) to show that the ultrafast laser
excitation of Ho below its Néel temperature TN = 132 K
generates negative stress that rises on the two timescales for
disordering the spin system [22] and drives bipolar strain wave
packets with an inverted sign compared to common materials
without negative thermal expansion (NTE) [8,28]. We use the
material specificity of UXRD to cross-check the individual
lattice constant changes in this metallic multilayer system,
which is opaque to optical probes.

In the paramagnetic (PM) phase of Ho, the analysis is
simplified by the complete spin disorder, and we show that the
spatial excitation profile of the driving stress can be derived
by probing the bipolar strain pulse in the adjacent Y and
Nb buffer layers. The spatial stress profile is approximately
given by the penetration depth of the pump pulses. The UXRD
experiment in the antiferromagnetic (AFM) phase reveals an
instantaneous compensation of the expansive electron and
phonon stress in Ho by the negative instantaneous stress
component σsp,0 due to spin disorder. In addition to this
subpicosecond negative-stress component, the negative stress
σsp(t ) keeps rising on a 12-ps timescale. These negative-stress
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components in Ho are evidenced in the adjacent Y and Nb
by the extended leading expansive edge of the propagating
bipolar strain pulse, which has an opposite sign compared to
excitation of Ho in the PM phase. Thus, we observe dynamic
stress rising on the two timescales on which disordering of
the spin helix was observed by resonant x-ray scattering [22].
However, we emphasize that the observed lattice contraction
in Ho is about 20 times larger than the peak shift of the
magnetic Bragg peak that was observed for very similar
fluence [22] because it, in fact, measures the period of spin
helix which is incommensurate with the lattice.

In a broader context, our observation of ultrafast lattice
contraction in Ho is discussed as an example of a rapid
entropy-driven manifestation of the NTE phenomenon, which
may occur on different timescales in various materials ranging
from nonmagnetic molecular nanocrystals [29] and oxides
with open oxygen frameworks [30] to ferroelectrics [31] and
magnetically ordered systems like Heusler alloys [32].

II. SPIN-GRÜNEISEN CONSTANT AND NTE

In laser-excited magnetic systems, the role of a nonequilib-
rium within and/or among the different subsystems is heavily
debated. The prevalent basis of the discussions is multiple-
temperature models. In thermal equilibrium, standard thermo-
dynamic approaches emphasize the role of the entropy S by
calculating the equilibrium lattice constants from the mini-
mum of the Gibbs free energy G = U + pV − T S [33,34].
For a discussion of lattice dynamics, where the change in
volume V is driven by a pressure p or, for an anisotropic case,
the strain ε is driven by a stress σ , we can circumvent the
discussion of a (non)equilibrium temperature by considering
the energy density ρQ.

It is common to evoke the macroscopic Grüneisen coeffi-
cients (GCs) �e,ph for phonons and electrons, which describe
the efficiency of generating stress σe,ph = �e,phρ

Q
e,ph by a heat

energy density ρ
Q
e,ph [34]. If �e �= �ph, ultrafast diffraction

allows inferring the time-dependent σ (t ) from the observed
transient strain ε(t ) [16,17,35]. Hooke’s law relates ε linearly
to σ and hence to the energy densities ρ

Q
e,ph deposited in each

subsystem. The Grüneisen concept was extended to stress
resulting from spin excitations in Ni and Fe [33,36], but the
experimental verification remained ambiguous [16–18]. Ther-
modynamic analysis affirms that the GCs generally measure
how entropy S depends on strain ε [37]. While for a gas
of phonons or electrons the entropy usually increases with
the volume, the phenomenon of NTE generally occurs when
the entropy S decreases upon expansion, i.e., ∂S/∂ε < 0.
There are various origins of NTE [33,34]; however, for spin-
ordered phases of rare earths, the NTE along the c axis of
the hexagonal lattice is very large and clearly associated with
the energy density ρ

Q
sp of the spin system. Figure 1(a) shows

the three contributions Ce,ph,sp(T ) to the specific heat [38,39].
The negligible contribution of the electron system is barely
visible as a gray area below the red shaded phonon contribu-
tion. The blue shaded spin contribution is very large for all
temperatures below TN, and close to the second-order phase
transition to the PM phase it is even larger than the phonon
contribution. Figure 1(b) indicates the change in the c-axis
lattice constant, which is negative, when the spin contribution

(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

FIG. 1. (a) Specific heat of Ho [38,39] separated into the three
contributions Ce,ph,sp(T ), where the electron contribution Ce(T ) is
hardly visible and the spin contribution Csp even exceeds the phonon
contribution Cph at some temperatures. (b) c axis of the Ho thin film
as a function of temperature, showing large NTE below TN = 132 K.
(c)–(e) Schematics of the hexagonal lattice illustrating the c-axis
lattice change and the helical spin order below TN. (f) Schematic
of the layer stacking and the pump-probe geometry. (g) The RSM
including separated Bragg peaks of Y, Ho, sapphire, and Nb. The
slices of the RSM used for (h) and the time-resolved measurements
are shown in red (Nb) and blue (Ho+Y). (h) The projection of the full
RSM (gray) and measurements along the slices with a fixed angle ω

(red and blue).

to the specific heat is large. Surprisingly, also in these systems
exhibiting a divergent specific heat at the phase transition, the
spin GC �sp is essentially independent of T [13,14], even
though the total GC [37] varies strongly with T . Separating
phonon and spin contributions to the thermal expansion and
the heat capacity of Ho yields �ph/�sp ≈ −0.2 [33,37]. This
implies that equal energy densities in the spin and phonon
system lead to a five times larger contractive stress, which
overwhelms the expansive phonon stress. The separate GC
�e,ph,sp are independent of T because the T dependences of the
specific heat Ce,ph,sp(T ) and the thermal expansion coefficient
αe,ph,sp(T ), which originate from the quantum nature of the ex-
citations, cancel out [33,34]. This linear dependence of energy
density and stress in each subsystem makes the Grüneisen
concept useful and causes temperature and thermal equilib-
rium within each subsystem to be properties of secondary
relevance to the dynamics. Nonetheless, the temperature-
dependent specific heats Ce,ph,sp(T ) map the multiple-thermal
energy model onto classical multiple-temperature models.

III. EXPERIMENTAL DETAILS

The multilayer stack was grown by molecular beam epi-
taxy on sapphire in the sequence 128 nm Nb, 34 nm Y,
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46 nm Ho with a thin capping layer of 4 nm Y and 3 nm
Nb [see Fig. 1(f)]. X-ray reflectivity measurements confirm
the total thickness of the metallic multilayer on the sapphire
substrate; 200-fs hard x-ray probe pulses with a photon energy
of 8 keV are derived from the PXS at the University of Pots-
dam [40]. The p-polarized 50-fs laser pulses with a diameter
of 1500 µm (FWHM) excite the sample at an incidence angle
of about 52◦. The incident fluence of the 800-nm pump pulses
is 3 mJ/cm2; an absorbed fluence of 1.7 mJ/cm2 is calculated
according to the refractive index obtained by spectroscopic
ellipsometry. The penetration depth is 21 nm at 800 nm for all
temperatures. A schematic of the sample and the pump-probe
geometry is given in Fig. 1(f).

The reciprocal space map (RSM) of the multilayer system
including separated Bragg peaks of Y, Ho, sapphire, and Nb at
room temperature is shown in Fig. 1(g). The map is obtained
by recording the symmetrically and asymmetrically diffracted
x rays on the area pixel detector (Dectris PILATUS 100K)
as a function of the “rocking” angle ω between the sample
surface and the center of the convergent femtosecond x-ray
beam [40]. The gray line in Fig. 1(h) shows a projection
of the full RSM onto the out-of-plane component qz. The
red and blue lines indicate typical x-ray diffraction curves
derived from the dashed cuts through reciprocal space indi-
cated by the red and blue lines in Fig. 1(g). These cuts are
given by the x rays’ angle of incidence ω chosen for the
UXRD experiments. The center position of the Bragg reflec-
tion is obtained by fitting a Gaussian function to each layer
peak.

IV. RESULTS

Figure 2 summarizes the strain in all three layers for the
PM phase of Ho (red) and in the helical AFM phase of Ho
around 40 K (blue). The individual data points were obtained
by fitting a Gaussian function to each layer peak. In the PM
phase two characteristic times are identified from the UXRD
data: At t = 17 ps, Ho has reached the maximum expansion.
This indicates the time it takes the expansive sound to travel
from the surface to the Y interface. At this time the leading
compressive part of the bipolar strain wave packet [8,28] has
fully propagated from the Ho into the Y layer, as evidenced
by the pronounced minimum in the Y strain (see Fig. 3 for an
illustration of the strain wave). At t = 26 ps the zero crossing
of the bipolar strain wave packet traverses the Y/Nb interface,
which yields the pronounced minimum in the Nb strain. These
characteristic time points yield the layer thicknesses given
above.

The UXRD data recorded in the AFM phase of Ho directly
show a delay of the contractive strain in Ho [Fig. 2(a), blue
line]. The minimum of the Ho strain at about 23 ps is delayed
by about 6 ps compared to the maximum in the PM phase.
The signal in Y [Fig. 2(b)] confirms that also the propagating
bipolar strain wave packet has a reversed sign of the strain
amplitude at low temperature and a delay of about 6 ps.
In the PM phase, the leading compressive part of the strain
launched in Ho by thermal expansion reduces the out-of-plane
lattice spacing in Y, although the Y layer is also excited
by the pump pulse [28]. In the AFM phase the contractive
stress in Ho dominates and reverses the sign of the bipolar

(a)

(b)

(c)

FIG. 2. Transient lattice strain ε for (a) Ho, (b) Y, and (c) Nb after
laser excitation in the PM (red) and AFM (blue) phases as determined
from UXRD. The thin solid line at 17 ps indicates the time it takes
the maximum expansion starting at the surface to propagate to the
Ho/Y interface. At this time Ho is maximally expanded, and Y is
fully compressed since the expansive part of the bipolar strain is fully
in the Ho layer, whereas the leading compressive part is only in the
Y layer. The thin line at 26 ps indicates the same fully compressed
situation for the Nb layer. In the AFM phase Ho [in (a)] has a 6-
ps delay of the maximal contraction compared to the maximal PM
expansion.

strain. Hence, the Ho contraction expands the adjacent Y,
assisted by the small expansive stress from direct optical
excitation of Y. The UXRD signal from the Nb layer is even
cleaner, as a negligible amount of light is absorbed in this
layer. Therefore, we repeated the experiments on Nb. The
obtained signal [Fig. 2(c)] had to be scaled appropriately due
to the slightly different base temperature and fluence. The tiny
negative lattice constant change in Nb [Fig. 2(c)] in the first
15 ps is due to the stress generated in Y, and the crossover
to the strong expansion starts around 10 ps, when the leading
expansive part of the bipolar strain wave packet generated by
the exponentially decaying compressive stress in Ho reaches
the Nb layer. The very short wiggle of the average Nb layer
strain at 26 ps heralds the rather strong but spatially narrow
bipolar strain wave packet launched by the 7-nm-thick Nb/Y
capping layer. The time perfectly coincides with the arrival
of the wave created by surface expansion that was already
observed in the PM phase. The same feature from the capping
layer is also clearly observed in the Y data at 19 ps. In the PM
data set, this feature is absent since the cap layer and the Ho
layer both expand with similar amplitude.

For t > 200 ps the sound wave reflections have ceased,
and we can safely interpret the expansion and contraction
of each layer by the average energy densities ρe,ph,s. For
earlier time delays, the spatially averaged thermal stress in
each layer can be obtained from the data by averaging out
the oscillations. For timescales shorter than the characteristic
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(a)

(b)

(c)

(d)

(e)

(f)

FIG. 3. (a) Zoom of the first 45 ps of the Nb data from Fig. 2(c).
The black line shows an exponential fit to the strain in the PM
phase, which is used to extract the driving stress via Hooke’s law.
(b)–(f) Stress (dashed) and strain profiles for selected delays in
the heterostructure from a simulation. To avoid unimportant rapid
oscillations in this graph, the temporal stress profile was smoothed
by a 0.5-ps Gaussian function. The NTE stress in Ho rises with
τ = 12 ps. The inverted strain profile is most prominently seen in
(c) and (d) in the Y and Nb layers, respectively. As an illustration,
a video sequence of this temporal evolution of the stress profile and
the strain wave is given in the Supplemental Material [41].

oscillation period of the layer, however, the transient stress
must be obtained from modeling the elastic response of the
system. The measured transient (negative) thermal expansion
ε(t ) = εth(t ) + εsw(t ) is a linear superposition of the averaged
thermal strain εth(t ) and the layer-averaged amplitude of the
hypersound waves εsw(t ) triggered by the rapid expansion
following the ultrashort pulse excitation, which reflect from
the interfaces.

V. ANALYSIS

In this section we highlight the potential of UXRD for de-
riving the spatial form of the stress driving the observed strain
[42,43]. In Fig. 3(a) we analyze the UXRD data recorded
for the Nb layer in the PM state of Ho, zooming in on the
pronounced compression signal of the Nb layer. The average
strain εNb shows an increasing compression slowly starting
at t = 0 when the bipolar strain wave packet starts entering
the Nb layer. Neglecting sound velocity differences in the
heterostructure, an exponential spatial stress profile generates

(a) (b)

(c) (f)

(g)

(h)

(d)

(e)

FIG. 4. The simulated spatiotemporal strain profiles show the
traveling sound waves in the heterostructure in the (a) PM and
(b) AFM phases. (c)–(e) Simulated strain for the PM phase in the
three layers (red) is compared to the data. (f)–(h) Simulations for
the AFM phase with varying time constant τ = 0, 6, 12, and 18 ps.
The best match to the data is obtained for τ = 12 ps.

a bipolar strain pulse with a compressive leading edge that has
an exponential spatial dependence as well [28].

Thus, from the measured strain in a dedicated detection
layer, we can show that the spatial stress profile in fact decays
exponentially with the characteristic length scale ξ = 25 nm
which matches the value calculated from the optical constants
measured by ellipsometry. For direct comparison with the
data we plotted in Fig. 3(a) the stress σPM = σ0e−z/ξ onto
the measured strain data using an appropriate scaling by
Hooke’s law. In the AFM phase (blue) the spin and phonon
stress contributions approximately cancel out immediately
after excitation. In Figs. 3(b)–3(f) we show the spatial stress
profiles used in the further analysis of the data via simulations
as dashed lines.

VI. MODELING AND DISCUSSION

Now we discuss the numerical modeling of the observed
strain that is necessary to derive the transient stress changing
faster than the characteristic thickness modulation time of
the layers. In the PM phase of Ho we calculate the transient
strain [Fig. 4(a)] by integrating the equation of motion for
a linear masses-and-springs model using the UDKM1DSIM

toolbox [44]. The experimentally derived exponential spatial
form of the stress σPM serves as an input. Figures 4(c)–4(e)
show the excellent agreement of the simulations with the
measured data for all three layers in the PM phase when
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using the exponentially decaying stress profile ξ = 25 nm
derived above. For simplicity, we assume an instantaneous rise
of the combined e-ph stress. Separate electron and phonon
GCs do not improve the fit in Figs. 4(c)–4(e). We note that
the energy density in each subsystem is linearly proportional
to the stress and strain in each layer. The spatiotemporal
strain shown in Fig. 4(a) is used as input parameter for the
calculation of the x-ray diffraction pattern by dynamical x-ray
diffraction theory. The positions of the simulated Bragg peaks
are obtained by fitting a Gaussian function as done in the
experimental data analysis. For illustration, Figs. 3(b)–3(f)
depict the spatial strain profiles for selected time delays,
which are cross sections of the spatiotemporal strain profiles
in Figs. 4(a) and 4(b), leading to the fits in Fig. 4(c)–4(h).
Figures 3(b)–3(f) contain the transient spatial stress profiles
(dashed lines) used as input for the simulation. After about
30 ps [Figs. 3(e) and 3(f)] the simulated strain profile is very
close to the simple stress-strain relation, with only a slight
deviation due to residual hypersound waves. The observed
signal oscillations (Fig. 4) due to hypersound waves reflected
at the interfaces of all three layers are reproduced by the
model.

To simulate the corresponding spatiotemporal strain
[Fig. 4(b)] when Ho is excited in the AFM phase, we have
to take into account the negative stress induced by spin
disorder, which adds to the positive e-ph stress; the dynamics
become richer and challenge the modeling. We model the
transient stress σ = �e-phρ

Q
e-ph + �spρ

Q
sp [Figs. 3(b)–3(f)] from

the balance of thermal energy densities in the combined e-ph
system ρ

Q
e-ph and in the spin system ρ

Q
s :

ρ
Q
e-ph(t ) = ρ

Q
e-ph,∞ + ρ

Q
dyne−t/τ , (1)

ρQ
sp(t ) = ρ

Q
sp,0 + ρ

Q
dyn(1 − e−t/τ ), (2)

ρ
Q
laser = ρ

Q
e-ph,∞ + ρ

Q
sp,0 + ρ

Q
dyn. (3)

In the first 70 ps in Figs. 4(f)–4(h), we may disregard heat
transport and assume local conversion of energy ρ

Q
e-ph(t ) to

ρ
Q
sp(t ) with a coupling time τ . In this model the energy

density ρ
Q
laser imparted by the laser is partially converted to

the spin system quasi-instantaneously as ρ
Q
sp,0. ρ

Q
dyn is trans-

ferred from the e-ph system to the spins on the timescale τ .
ρ

Q
e-ph,∞ is the heat remaining in the e-ph system until heat

transport starts to become relevant. The variables Qe-ph, Qsp,
and Qdyn have to fulfill energy conservation and approach
thermal equilibrium for t � τ . The remaining parameter is
used to match the amplitude of the signal. The partitioning
into only two simulated heat reservoirs is chosen because ρ

Q
e-ph

and ρ
Q
sp trigger competing expansive and contractive stresses,

respectively. We do not attempt to separate the electron and
phonon contributions because this seperation did not improve
the fit with the data in the PM phase either. The essential fitting
parameter is τ , which we initially assumed coincided with
the slow timescale for demagnetization of τ2 = 9 ps observed
by resonant x-ray scattering (RXS) [22]. The fast timescale
τ1 = 0.6 ps is beyond the time resolution we can extract from
the lattice dynamics of layers with a thickness on the order
of 50 nm. For the modeling we assume an instantaneous

coupling of heat energy into the spin system described by ρ
Q
sp,0

in Eq. (2), which mimics τ1 for the spin disordering observed
via RXS, which is attributed to a rapid spin-flip scattering of
the optically excited conduction band electrons, enabled by
the strong spin-orbit interaction in Ho [22]. Figures 4(f)–4(h)
show the excellent agreement achieved simultaneously in the
signals from all three layers for τ = 12 ps. Especially, the
initial contraction of Ho and the delayed expansion of Nb are
very sensitive to variations of τ , as can be seen in the thin lines
depicting the simulated signal in Figs. 4(f) and 4(h)

We would like to point out that the intense bipolar strain
wave packet launched by the expansion of the capping layer
at low temperatures evident from Fig. 4(b) enhances our con-
fidence in the model since it is directly observed in the signal:
The short dips in the Y strain [Fig. 4(g)] at 18 ps and in the
Nb strain [Fig. 4(h)] at 26 ps indicate the arrival of the narrow
compressive part of the bipolar strain pulse, independent of τ .
For τ = 0 ps, the maximum in the Nb strain coincides with
the minimum observed in the PM phase of Ho. Thus, when
all the energy transferred to the spin system arrives there
instantaneously, Fig. 4(h) is a nearly perfect mirror image
of Fig. 4(e). The increasing delay of the maximum in Nb
for increasing τ can be assigned to the delayed NTE stress
induced by spin disordering. The blue line in Fig. 3(f) shows
once more that the total strain essentially follows the NTE
stress profile in Ho (dashed line). Variation of the spatial
stress profile of the spin excitation, e.g., to a homogeneous
demagnetization profile throughout the layer, has a negligible
effect on the Ho signal and does not improve the agreement
with the Y and Nb signals.

Finally, we would like to discuss the observation of ul-
trafast negative stress on the subpicosecond timescale in the
context of NTE in general.

NTE requires a specific interaction, where the energy
decreases with changes in the volume [33,36]. For Ho the
dominant interaction is the exchange interaction Jexc, and it
was shown earlier that the expansion coefficient α ∼ ∂Jexc/∂c
scales with the strain-induced change in the exchange in-
teraction Jexc [27,45]. From a statistical physics perspective,
the spin entropy S = R ln(2J + 1) must be dominated by the
large angular momentum J of the localized 4 f moments.
Hence, the heat energy density ρ

Q
sp associated with the spin

disordering and the concomitant stress σ (t ) = �spρ
Q
sp(t ) is

also mainly connected to the localized spins. On the other
hand, the RKKY interaction requires the itinerant electrons to
mediate the coupling. It is not self-evident if a disordering of
the optically excited itinerant electrons alone would be able
to explain the full magnitude of the negative stress. In the
Ho system, the recent work by Rettig et al. [22] confirmed
that both types of electrons disorder on the same timescale;
however, it will be interesting to test the situation in other
systems, such as Gd, where disparate timescales have been
observed [46].

VII. CONCLUSION

In conclusion, we have reported that ultrafast laser-induced
disordering of the spin system of Ho proceeds on two
timescales and triggers NTE via ultrafast stress mediated by
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the exchange interaction. On the subpicosecond timescale
already nearly half of the negative stress is present, and it fully
balances the expansive stress from electrons and phonons.
According to the ratio of GCs �e-ph/�sp = −0.2 this balance
implies that 20% of the energy absorbed in the Ho layer
has excited the spin system. Within τ = 12 ps, the fraction
of energy in the spin system rises to 40%. If we consider
the fact that for the ferromagnetic rare earth Gd, different
timescales for disordering the localized and itinerant orbitals
have been observed, it is not clear on which timescale the
stress should occur. We believe that this study may trigger
similar investigations in other systems with NTE since it is

not obvious that the thermodynamic relation predicting stress
σ = �ρQ proportional to the energy density in a subsystem
will hold in time-dependent nonequilibrium situations and for
any origin of the negative entropy-volume relation required
for NTE.
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Article VI – Supplemental Material
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Article VI – Supplementary Video
Associated to the FIG. 3(b)–(f) in article VI a full video sequence of the simulation is given in the supplementary
material: The sequence shows the temporal evolution of stress (dashed line) and strain (solid line) in the
hetrostructure Nb / Y / Ho / Y / Nb on a sapphire substrate after photoexcitation in the PM phase (blue) and AFM
phase (red). The transient strain profile was simulated with a linear-chain-model [84] based on the spatio-temporal
stress σ(z, t) = Γe-phρQ

e-ph(z, t)+ΓspρQ
sp(z, t), as described in article VI. The temporal stress profile was smoothed

by a 0.5 ps Gaussian function to avoid high frequency oscillations in the graph.1

1The video sequence can be played by several pdf-viewers including Adobe Acrobat and XODO. Depending on the pdf-viewer
it is necessary to click multiple times on the figure to start the video sequence.
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non-monotonous spatial variation of the total driving stress as a func-
tion of temperature and excitation fluence. The temporal variation
owes to the fact that the fraction of energy coupled rapidly to the pho-
non system is larger than into the magnetic system. Therefore, the
additional 15 ps spin-phonon coupling time leads to a slow rise of the
spin excitation and a decay of the phonon excitation.

We limit the modeling time to 180 ps since we expect remagneti-
zation effects to significantly contribute to the strain at later times via
magnetostriction. A full description would require a detailed model
for the recovery of the magnetic order including both thermal trans-
port and nucleation, growth, and coalescence of magnetic domains.
This is beyond the scope of our one-dimensional thermodynamical
approach. We furthermore refrain from a time- and space-dependent
three-temperature model that has been previously used to rationalize
the demagnetization of the magnetic specimen,67,68 because it would
require many, potentially temperature dependent, material constants
for all layers in our heterostructure that are not known with the
required accuracy. To what extend a three temperature model would
capture the demagnetization and remagnetization of both the itinerant
(5d6s) conduction band electrons and the localized 4f electrons in
heavy rare earth metals is a matter of current research debate.39,69,70

B. Simulated spatio-temporal stress contributions

The modeled time-dependent stress profiles, separated into the
expansive, contractive and the total stress contributions are displayed

in Figs. 6(a)–6(o). The first row [Figs. 6(a)–6(e)] shows the expansive
electron-phonon stress (rpho). In the PM-phase (250K), rpho is identi-
cal to the total stress (rtot), shown in the third row. For the low tem-
perature magnetic phases, the energy transfer to magnetic excitations
reduces the amplitude of rpho [Figs. 6(b)–6(e)] without changing the
relative spatio-temporal form, and at the same time, it creates the
magnetic-stress contribution (rmag) shown in the second row [Figs.
6(f)–6(j)]. The resulting total stress rtot [Figs. 6(k)–6(o)] strongly
depends on the initial temperature and excitation energy. This is sup-
ported by the modeled spatiotemporal stress profile and strain
response for the excitation energy density dependent experiments at
T¼ 130K that we display in Sec. S5 of the supplementary material.
The modeled strain response [Figs. 6(p)–6(t)] contains the propagat-
ing strain pulses that are launched at gradients of the driving stress in
addition to the strain contribution of the local driving stress.

While the saturation level of the magnetic stress changes for the
T-dependent measurements, F-dependent measurements vary the
deposited energy density for a fixed maximum magnetic stress. In
both cases, we observe that the absolute value of the total stress that
acts on the lattice is reduced in comparison to the competing contribu-
tions from magnetic- and phonon excitations. Even though the total
stress is contractive at the end of most simulation scenarios, the maxi-
mum contraction is attained slower than the magnetic stress rise time
due to the time-dependent balance of phonon and magnetic stresses.
The reappearance of the bipolar strain pulse in the detection layer
response for high excitation energies thus occurs since the total stress
at the top Y/Dy interface is dominated by an unbalanced electron-
phonon stress.

C. Simulation steps

We use the modular UDKM1DSIM
71 MATLAB library to model the

time-dependent energy density, strain, and x-ray reflectivity of the
non-magnetic heterostructure response. The solid, dark-red line in
Figs. 3(a) and 3(b) corresponds to the strain that we obtain from the
simulated transient x-ray diffraction peak shift. In the first step, we cal-
culate the time-dependent temperature changes upon laser excitation
using a one-dimensional Fourier heat diffusion model from the ther-
mophysical properties of the materials in the PM phase that we list in
Sec. S3 of the supplementary material. The resulting spatiotemporal
energy density is subsequently translated to a stress that acts as the
driving force on a linear chain of masses and springs, which calculates
the time-resolved layer strain with unit-cell resolution. The final simu-
lation step employs a transfer matrix algorithm that yields the Bragg-
peak evolution of the strained sample according to dynamical x-ray
diffraction theory. Section S3 of the supplementary material shows a
flow chart of the simulation steps including the relevant equations.
The good quantitative agreement between UXRD data and simulation
indicates that our model is a suitable representation of the sample
properties and non-magnetic processes (i.e., layer thicknesses, optical
excitation parameters, stress profiles, and rise-times) in the PM phase
of Dy. We keep all the parameters given in Table I of the supplemen-
tary material fixed throughout the modeling, even in the FM and
AFM phase, since these parameters describe the electron-phonon sys-
tem. Section IVE describes how we added the contractive negative
stress according to Eq. (2) for excitation in the AFM and FM phase.

FIG. 5. (a) Schematic stress contributions used in the modeling approach. Arrows
and labels indicate the modeled energy transfer processes between the subsys-
tems and the assumed coupling-timescales s. The resulting time-dependence of
the spatially averaged stress contributions in Dy (b) and the used stress profile
100 fs after excitation (c) are shown exemplarily for T¼ 130 K and F¼ 7.2 mJ/cm2.
Vertical dashed lines in (c) indicate interfaces of the Y/Dy/Y/Nb heterostructure.
This illustrates that the total stress evolution is a superposition of the expansive
electron-phonon stress and the contractive magnetic stress both in the space- and
time-domain.
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Optical excitation of spin-ordered rare earth metals triggers a
complex response of the crystal lattice since expansive stresses
from electron and phonon excitations compete with a contractive
stress induced by spin disorder. Using ultrafast x-ray diffraction
experiments, we study the layer specific strain response of a
dysprosium film within a metallic heterostructure upon femtosecond
laser-excitation. The elastic and diffusive transport of energy
to an adjacent, non-excited detection layer clearly separates the
contributions of strain pulses and thermal excitations in the time domain. We find that energy transfer
processes to magnetic excitations significantly modify the observed conventional bipolar strain wave into
a unipolar pulse. By modeling the spin system as a saturable energy reservoir that generates substantial
contractive stress on ultrafast timescales, we can reproduce the observed strain response and estimate the
time- and space dependent magnetic stress. The saturation of the magnetic stress contribution yields a
non-monotonous total stress within the nanolayer, which leads to unconventional picosecond strain pulses.
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ABSTRACT

Optical excitation of spin-ordered rare earth metals triggers a complex response of the crystal lattice since expansive stresses from electron
and phonon excitations compete with a contractive stress induced by spin disorder. Using ultrafast x-ray diffraction experiments, we study
the layer specific strain response of a dysprosium film within a metallic heterostructure upon femtosecond laser-excitation. The elastic
and diffusive transport of energy to an adjacent, non-excited detection layer clearly separates the contributions of strain pulses and thermal
excitations in the time domain. We find that energy transfer processes to magnetic excitations significantly modify the observed conventional
bipolar strain wave into a unipolar pulse. By modeling the spin system as a saturable energy reservoir that generates substantial contractive
stress on ultrafast timescales, we can reproduce the observed strain response and estimate the time- and space dependent magnetic stress.
The saturation of the magnetic stress contribution yields a non-monotonous total stress within the nanolayer, which leads to unconventional
picosecond strain pulses.
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I. INTRODUCTION

Experiments that probe the strain response of the atomic lattice
that results from the light-matter interaction of a femtosecond optical
pulse with an opto-acoustic transducer material can be subsumed as
picosecond ultrasonics.1,2 They yield fundamental insights into physi-
cal processes within the laser-excited thin film, such as electron-
phonon coupling,3–5 hot electron propagation,6,7 and electron–hole
pair generation.8,9 This is possible because the lattice strain is the
deterministic, elastic response to a physical stress that itself contains
the time- and length-scales of the energy transfer processes within the
transducer region. Research in this field has developed from studying
the elementary processes in metals3,4 and semiconductors8,10 to the
point that various thermal and non-thermal mechanisms for the stress
generation have been distinguished.11

Picosecond ultrasonics within magnetic materials offers a route
to study spin-lattice interactions in the time domain. An additional
motivation comes from the prospect that strain assisted magnetization
manipulation could lead to faster, potentially field-free data storage

techniques, with increased storage densities.12,13 Recent experiments
have shown that electronically generated surface-acoustic-waves are
able to switch the magnetization by nanosecond strain pulses.14,15

Precession of the magnetization due to traversing picosecond strain
pulses that transiently modify the crystal field anisotropy has been
observed in many common and technologically relevant magnets
such as nickel,16,17 GaMnAs,18,19 galfenol,20 and doped yttrium–iron–
garnet.21,22 The inverse effect, i.e., lattice stress that originates from the
change of the magnetic state, is less explored by time-resolved investi-
gations although examples, such as the metamagnetic phase-transition
in FeRh23,24 and the change in the tetragonality of FePt25,26 and
SrRuO3,

27 exist. For static and low frequency applications, it is known
that metallic, magnetostrictive transducers complement the frequently
used piezoelectric ceramics with the advantage of increased conductiv-
ity and ductility.28 The class of heavy rare earth elements exhibits an
exceptionally large magnetostriction29 where the stress that can be
generated by spin disorder is not only contractive but also dominates
over the expansive phonon contribution as we have confirmed by
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probing the structural response of laser-excited gadolinium,30

holmium,31 and dysprosium (Dy).32,33 Ultrafast x-ray diffraction
(UXRD) is a suitable tool for quantitatively probing the strain genera-
tion and propagation as well as the accompanying heat flow in crystal-
line heterostructures that are either inseparable or potentially opaque
to all-optical probing schemes.34–36

Here, we present the ultrafast lattice response of a laser-excited
Dy thin film within a metallic heterostructure, where we use a buried
niobium (Nb) layer for separating strain pulses from the lattice expan-
sion that results from heat diffusion. We systematically analyze the
lattice dynamics as a function of the temperature-dependent magnetic
order and the laser excitation energy density. The strain-pulse
observed in the Nb detection layer changes upon cooling well below
TN�eel from a bipolar compression-expansion feature that is characteris-
tic of a fast expansive stress to an almost unipolar expansion that
results from a slowly rising contractive stress within the transducer. By
modeling the strain response of the heterostructure, we obtain sepa-
rated spatio-temporal stress-profiles for both the expansive phonon
stress and the contractive magnetic stress. The stress within the Dy
layer changes from expansive to contractive because the energy
conversion to the spin system is saturated only in the strongly excited
near surface region. To reproduce the observed low-temperature
strain-response within a one dimensional elastic model, we have to
assume a contractive stress contribution that rises nearly instanta-
neously and counteracts the quasi-instantaneous expansive, thermo-
elastic stress from hot phonons and electrons. In addition, a second
contractive contribution is needed that rises with an �15 ps time con-
stant. These timescales match the sub-picosecond electron-spin cou-
pling and the subsequent phonon-spin coupling that were reported by
previous demagnetization experiments in heavy rare earth ele-
ments.37–39 For high excitation densities, we observe an additional
increase in the spin-stress on a longer timescale. We attribute this to
phonon mediated energy transport processes from surface-near
regions of complete demagnetization to regions with partial magnetic
order deeper in the sample, which have been photoexcited less. The
energy transfer to the magnetic system removes energy from the pho-
non system. The storage of heat in spin disorder in Dy is documented
by a reduced thermal expansion of the buried Nb detection layer,
which only accepts heat from electrons and phonons.

The presented experiments extend our previous works32,33 that
mainly discuss the evolution of the average Dy layer strain on timescales
t> 45 ps, by an analysis of the initial picosecond strain response for
t< 180 ps. The main experimental novelty is the use of a dedicated
non-magnetic and non-excited detection layer that allows for a clear
separation of elastic waves and thermal expansion following the diffu-
sion of heat. In addition, we now discuss a spatially resolved model for
the magnetic stress evolution and its saturation within the Dy layer,
which is at the origin of the unconventional picosecond strain response.

This paper consists of three main parts: in Sec. II, we present the
sample characterization and the temperature dependent lattice expan-
sion of the transducer and detection layer and introduce the concept
of Gr€uneisen constants that are central to the following analysis.
Section III contains the main experimental findings on the tempera-
ture and excitation energy dependent strain within the transducer and
detection layer studied by UXRD. Section IV is devoted to the model-
ing of the spatiotemporal stress profile and corroborates the experi-
mental findings.

II. STATIC PROPERTIES

In the following, we provide a brief overview over the relevant
properties that are later probed by time-resolved experiments. We
depict a representative x-ray diffraction pattern and discuss the mate-
rial specific thermal expansion response that shows fingerprints of the
magnetic phase-transition within the Dy layer. We introduce the ther-
modynamic concept of a Gr€uneisen constant that relates the energy
density for phonons and magnetic excitations to their stress on the
crystal lattice.

A. Sample characterization by x-ray diffraction

The static and temperature dependent characterization of the
Dy sample by x-ray diffraction is provided in Fig. 1. In the inset of
Fig. 1(b), we display a schematic of the investigated metallic hetero-
structure. It consists of a 80 nm (0001)-oriented Dy transducer layer
grown in between two yttrium (Y) hcp-(0001) layers (22 nm on top of
and 5nm below Dy) on-top of a 102nm niobium (Nb) body centered
cubic (110)-oriented film that enables the crystalline growth on a sap-
phire (Al2O3) hcp-(11–20) substrate40 and serves as an additional
strain detection layer. X-ray diffraction, using a microfocus Cu� Ka

radiation source, yields a reciprocal space projection that is depicted in
Fig. 1(c), where the four different diffraction maxima that correspond
to the material specific lattice constants are clearly separated along the
out-of-plane reciprocal-space coordinate qz. These Bragg-peaks are
seen as diffraction intensity maxima in Fig. 1(a), where we show the

FIG. 1. Static x-ray diffraction results: (a) x-ray diffraction intensity of the sample
structure that is schematically depicted in the inset (b). The material specific Bragg
peaks are labeled in the reciprocal space map shown in (c). The temperature
dependent peak-shifts that contrast the negative thermal expansion in the FM and
AFM phase of dysprosium to the monotonous peak shift of the PM niobium are
depicted in (d) and (e), respectively.
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slice of the reciprocal space at qx ¼ 0. In the main experiments, we
observe the time-dependent shift of the Dy and Nb diffraction peaks
after laser-excitation and extract the resulting average lattice strain g of
these materials in a laser-pump, x-ray diffraction-probe scheme, with a
time-resolution of approximately 200 fs as described previously.35,41,42

An important reference for our interpretation of the lattice
response upon laser-excitation is the equilibrium thermal expansion
and contraction during heating of the sample structure. The tempera-
ture dependent peak-shift that we extract by heating from 25K to
350K is depicted in Figs. 1(d) and 1(e) for Dy and Nb, respectively,
where the dashed lines indicate the peak center positions as obtained
by Gaussian fits. The monotonous shift of the niobium peak to smaller
qz represents the common positive thermal expansion behavior. This
contrasts with the thermal expansion seen in the dysprosium peak that
exhibits a pronounced negative thermal expansion (NTE) between
40K and 180K as well as a change between expansion and contraction
at 180K.

B. Temperature-dependent material properties

The temperature dependent lattice strain g ¼ ðcðTÞ � c0Þ=c0Þ of
the c-axis with c0 ¼ cðT ¼ 250KÞ in the hcp unit cell of the investi-
gated thin Dy film is depicted in Fig. 2. For comparison, we relate it to
the lattice constant change43 [Fig. 2(a)] and to the heat capacity44 of
bulk Dy [Fig. 2(b)]. Changes in the thermal expansion are known to
coincide with changes within the magnetic order and magnetic

contributions to the strain can exceed 10�3.29,45 Elemental Dy has one
of the highest magnetic moments of 10:64lB per atom, which order
ferromagnetically (FM) below TCurie;bulk � 90 K and antiferromagneti-
cally (AFM) between TCurie and TN�eel � 180K above which Dy
becomes paramagnetic (PM).46–48 The large magnetic moment origi-
nates mainly from the localized magnetic moments of the partially
filled 4f-electron orbitals that interact via the delocalized 5d6s-
conduction band electrons by the Ruderman -Kittel -Kasuya -Yosida
(RKKY)-mechanism.47,48 The magnetic easy axis in the FM phase lies
along the a-axis in the basal plane of the hexagonal unit cell and the
AFM phase exhibits a helical spin ordering that is characterized by a
finite turn angle between the magnetic moments for neighboring unit
cells along the c-axis direction.46

Magnetostriction in rare earth elements is often discussed within
the so-called standard model of magnetostriction pioneered by Callen
and Callen.49,50 This formalism takes both single-ion and two-ion
interactions into account.50,51 Single-ion contributions originate from
the interaction of the crystal field with the anisotropic 4f-orbitals,
which leads to a lattice deformation upon magnetization change due
to the intrinsic spin–orbit coupling.51,52 The case of vanishing orbital
momentum, that is realized in Gadolinium, demonstrates the impor-
tance of the exchange-striction mechanism that explains the occur-
rence of magnetostriction even for spherically symmetric charge
distributions.51 Exchange-striction is a two-ion contribution that
originates from a distance-dependent magnetic interaction energy
(here provided by the oscillatory RKKY-interaction53) that in turn
affects the equilibrium position of the magnetic ions based on their
alignment.51,52 A unified, potentially even microscopic model that
explains the temperature and field dependent magnetostriction for the
entire class of heavy rare earth elements does not exist.51,52

C. Gr€uneisen concept

In the discussion of the time-resolved strain, we employ a macro-
scopic, thermodynamic approach that approximates the laser-
generated stresses to be directly proportional to the energy densities
deposited in the corresponding subsystems. We introduce the main
idea at first for the static thermal expansion of Dy. The origin of our
approach dates back to 1912 when Gr€uneisen recognized that the con-
tributions of the lattice vibrations to the volumetric thermal expansion
coefficient bðTÞ of elemental solids and their heat capacity CVðTÞ at
constant volume V share the same temperature dependence, so that
their ratio can be simplified to a dimensionless, nearly temperature-
independent parameter.54 The concept of this Gr€uneisen constant C
has been employed continuously and was further generalized for the
discussion of the thermal expansion in solids.55–57 The thermody-
namic derivation yields the macroscopic C as55

C ¼ KV
bðTÞ
CVðTÞ ; (1)

wherein K represents the bulk modulus. This approach can be
extended to account for different excitations that contribute energy
reservoirs r in a solid by introducing dedicated Cr.

55 The generaliza-
tion to the case of anisotropic expansion requires the use of anisotropic
linear thermal expansion coefficients aiðTÞ and anisotropic Gr€uneisen
constants Ci as well as the proper directional elastic constants cij
(Ref. 55) as exemplified for the rare earth Holmium.58 For simplicity,

FIG. 2. Subsystem separation of (a) the static strain and (b) heat capacity contribu-
tions in Dy: The temperature-dependent c-axis of Dy and the heat capacity show a
pronounced change at the AFM-PM phase transition at TN�eel � 180 K. The
FM-AFM phase transition that occurs at TCurie � 90 K for bulk Dy is shifted to lower
temperatures in the used thin film sample. The inset in (c) shows the strain per
deposited energy, which results from the separation of the strain and heat capacity
into the contributions of phonon and spin excitations, which are indicated in red and
blue, respectively.
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we consider the elastic strain response to be purely one-dimensional.
This is justified if the probed region is homogeneously excited along
the lateral dimension, so that its picosecond response shows no in-
plane strain. We thus limit the discussion to the out-of-plane response
of the materials so that we will drop the directional indices for the out-
of-plane stress r3 ¼ c33g3 in the following. For sufficiently small DT ,
Eq. (1) can be transformed to the linear relation

rr ¼ Crq
Q
r (2)

between the stress rr and the laser-induced energy density
qQ
r ðDTÞ ¼

Ð TþDT
T CrðT 0ÞdT 0, wherein the subscript, r, denotes one of

the energy reservoirs. For the case of Dy, we separate the total strain
response to stress contributions from electronic excitations (r ¼ el),
phonons (r ¼ pho), and magnetic excitations (r ¼ mag).

In Fig. 2, we demonstrate the separation of the subsystem contri-
butions to the equilibrium lattice strain and heat capacity in Dy from
which we subsequently extract the ratio of the Gr€uneisen parameters
for the combined electron-phonon and magnetic excitations. Using
the heat capacity of the chemically equivalent non-magnetic heavy
rare earth Lutetium, scaled according to the Debye temperature of Dy,
provides an estimate for the combined electron and phonon contribu-
tion to the specific heat.59 This is indicated by the red shading in Fig.
2(b). The estimated electronic contribution to the heat capacity C cor-
responds to the very small gray shaded area in Fig. 2(b), which we
obtain from a Sommerfeld model [Cel ¼ cDyT with cDy ¼ 4:9 mJ/
(mol K)].60 Electronic excitations thus only store a sizeable energy
fraction at high electron temperatures that are attained only directly
after laser-excitation. For that reason, we label the combined electron-
phonon subsystem in the following as phonon contribution (r ¼ pho)
unless stated otherwise.

Assuming a constant Gr€uneisen parameter for the phonon con-
tribution, we obtain an estimate for the thermal expansion of non-
magnetic Dy (gpho) that we represent by the red line in Fig. 2(a). By
subtracting gpho and Cpho from the measured lattice strain and the
combined heat capacity, we obtain the contribution of magnetic exci-
tations to the strain and heat capacity, which are indicated by the blue
line in Fig. 2(a) and blue shaded area in Fig. 2(b), respectively. From
this separation, we can directly extract the strain per deposited energy
for the phonon and magnetic subsystem, which is displayed in the
inset in Fig. 2(c). Indeed, the linear slope of the magnetic strain in Fig.
2(c) reconfirms the linear relation of stress and energy density of Eq.
(2) for the spin system. The linear strain-energy-density relation for
the phonon strain is in agreement with previous analysis of the ther-
mal expansion of solids55,61 and in particular, the non-magnetic rare
earth Lutetium62 where Gr€uneisen parameters C are found that are
nearly constant over an extended range of temperatures even when
C(T) and bðTÞ are T-dependent. Recently, this was extended to the
separated magnetic and nonmagnetic contributions of the thermal
expansion of Dy.32,33 The slope of the resulting curves is proportional
to the Gr€uneisen parameter since the relevant elastic constant c33
changes by less than 10% across the displayed temperature region.63

The ratio of the Gr€uneisen constants Cmag=Cpho � �3 indicates that
magnetic excitations in Dy are three times more efficient in the stress
generation per deposited energy as compared to phonons.

As opposed to the AFM-PM transition that is of second order,
the FM-AFM transition is a first order phase transition with a latent
heat of 50.7 J/mol.44 In our thin film sample, we see that this phase

transition occurs between 60K and 75K upon heating. We attribute
the shift and broadening of the phase transition to epitaxial strains.
The FM-AFM phase transition leads to orthorhombic in-plane distor-
tions that are clamped near the interfaces. Since a measurement of the
temperature-dependent heat capacity of the Dy transducer within our
heterostructure is not possible, we can only specify that the observed
negative strain per deposited energy of the spin system is potentially
even larger in the region of the FM-AFM transition. Note, however,
that this contraction results mainly from the FM-AFM phase transi-
tion, since within the FM phase the lattice expands for rising
temperatures.

The presented subsystem separation can be applied to gadolin-
ium30 and holmium,31 which exhibit similarly large negative
Gr€uneisen parameters for magnetic excitations. Heavy rare earth met-
als are an interesting class of materials for lattice dynamics since their
magnetic heat capacity Cmag and the associated entropy of magnetic
excitations dSmag ¼ DQmag=T are comparable to the phonon contri-
bution over a large temperature region.31,55,58 This renders Dy a suit-
able candidate for experiments that investigate the magnetic
contributions, that lead to the NTE response, within a time-resolved
experiment.

III. TIME-RESOLVED EXPERIMENTS

The main experimental results of our study are summarized in
Figs. 3 and 4, which display representative picosecond strain responses
for both the Dy transducer and the buried Nb detection layer at differ-
ent starting temperatures T and excitation energy densities F. In our
UXRD experiments, the sample is subjected to 110 fs-long, p-polarized
laser pulses with a central wavelength of 800nm at a repetition rate of
1 kHz. The laser excitation profile corresponds to a 2D-Gaussian con-
tour with approximately 1:6� 1:2mm2 full width at half maximum
along its principal axis. The optical pump-pulses are incident under
36
�
for measuring the Dy response and 40

�
for the Nb measurements

where the angle is given relative to the surface plane of the sample.
The x-ray probe-pulses are generated using a laser-based plasma x-ray
source,64 monochromatized to Cu-Ka-radiation, and focused onto the
sample using a Montel optic65 with a diamond shaped 300� 300 lm2

beam focus on the sample. The sample temperature is monitored via a
thermocouple adjacent to the sample and all reported fluence values
are provided as incident energy density that is calculated from the inci-
dent laser power and the beam footprint.

A. Temperature dependent UXRD experiments

First, we discuss the results displayed in Fig. 3, where a fixed
energy density of 7.2 mJ/cm2 is used to excite the sample for different
initial temperatures, sampling the different magnetic orders. The
results obtained in the PM phase at T¼ 250K are displayed by red
open symbols and represent the non-magnetic response of the investi-
gated metallic heterostructure. We find an expansion of the Dy layer
that reaches its maximum within 30 ps, which corresponds to the time
it takes to propagate strain from the air/Y interface through the Dy
layer to the Dy/Y interface. After traversing the 5 nm Y interlayer, this
expansion enters the Nb layer at approximately 31.5 ps. This expan-
sion pulse is preceded by a compression that results from the fast rise
of the spatially inhomogeneous expansive stress. The resulting bipolar
shape of the propagating strain pulse is well known in picosecond
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acoustics; however, optical detection schemes often probe the wave
returning back to the surface after a reflection.1,2,5

UXRD experiments can monitor the bipolar strain pulse travers-
ing a buried detection layer: The classical bipolar wave first leads to a
negative average strain in this layer and before it turns positive, a zero
average strain indicates equal expansive and contractive parts in this
layer.35,66 The nearly bipolar shape of the Nb strain in Fig. 3(b) within
the first 75 ps is characteristic of a symmetric strain pulse that is gener-
ated by a total stress that rises fast compared to the strain-propagation
time through the laser-excited transducer. Echos of the laser-generated
picosecond strain pulses that occur due to the partial reflection at the
layer interfaces lead to a damped oscillation of the average strain in the
Dy transducer and a second bipolar feature in the Nb detection layer
between 80 ps and 125 ps.

In addition to these signatures of the coherent phonon wave
packets, we observe a slowly increasing strain that originates from the
excitation of incoherent phonons in the materials. This thermal expan-
sion contribution of the excited Dy transducer is observed to decay on
a nanosecond timescale by heat diffusion toward the substrate. This
diffusion leads to a transient thermal expansion in the Nb detection
layer that exhibits its maximum at approximately 1 ns after the

excitation. To highlight the contribution of heat transport to the Nb
expansion, we added dashed lines and shaded areas to Fig. 3(b). These
lines are all scaled copies AðTÞ�gheatðtÞ of the transient average strain
�gheatðtÞ in the Nb layer, which fit the 250K data. This line could be
drawn through the data by averaging out any coherent oscillations,
but here we used the simulated expansion according to a Fourier heat
law model discussed below. The temperature dependent factor A(T) is
determined by scaling the temperature-independent �gheatðtÞ to the Nb
data between 200 ps and 3ns. A(T) decreases significantly with tem-
perature T, indicating that part of the energy density is stored in mag-
netic excitations that become accessible below TN�eel within the Dy
transducer. The details of the modeling including a plot of A(T) are
discussed in Sec. IV.

Looking at the short timescale, we find that the magnetic excita-
tions accessible upon lowering the temperature transform the trans-
ducer response continuously from a rapid expansion to a relatively
slow contraction [Fig. 3(a)]. The coherent phonon oscillations in Dy
become significantly weaker. In the Nb-detection layer [Fig. 3(b)], this
coherent picosecond strain wave is observed to change from a large
bipolar shape with a leading compression to a weaker unipolar expan-
sion. At intermediate temperatures, a bipolar strain wave with reduced
amplitude compared to the PM phase is preceeded by an expansion,
which we attribute to contractive stress at the back side of the Dy layer,
which absorbs the smallest energy density.

FIG. 3. Temperature-dependent strain response of (a) the Dy transducer and (b)
the Nb detection layer for a fixed excitation energy density of F¼ 7.2 mJ/cm2.
Open symbols represent the average strain of the layers extracted from the Bragg
peak shift observed by UXRD. Solid lines represent the simulated UXRD response
obtained from a one-dimensional elastic model subjected to time-dependent pho-
non and magnetic stresses that are detailed in the modeling Sec. IV. The shaded
region in (b) indicates the estimated thermal contribution to the Nb strain. The linear
to logarithmic axis break (vertical, dashed line) allows the simultaneous comparison
of the picosecond strain pulse and the subsequent thermal expansion. Nb curves
are offset for clarity.

FIG. 4. Same depiction as in Fig. 3 used for the excitation energy density depen-
dent strain response of (a) the Dy transducer and (b) the Nb detection layer for the
fixed T¼ 130 K. All curves are offset for clarity. The initial transducer response
changes from contraction to expansion as the excitation energy is increased, which
coincides with the appearance of the delayed bipolar strain feature in the coherent
phonon response of the buried detection layer.
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B. Excitation density dependent strain-response

This hypothesis was checked by the excitation-density dependent
measurements that we depict in Fig. 4. We repeated the UXRD experi-
ment for a systematic variation of excitation fluences at a fixed initial
sample temperature of T¼ 130K in the AFM phase of Dy. The
increase in the deposited energy in the heterostructure can be seen
directly as an increase in the transient thermal expansion of the Nb
detection layer beyond 100 ps. The shaded area in Fig. 4(b) again indi-
cates our estimate of the incoherent strain contribution that we obtain
by scaling the strain �gheatðtÞ from the PM phase to approximate the
data between 0.2 and 3ns. The resulting amplitude Að130K; FÞ scales
super-linearly with F, indicating a saturation of the energy transfer to
magnetic excitations (cf. Sec. IVE). Note that the magnetic contribu-
tion to the specific heat Cmag above TN�eel is small but finite [Fig. 2(b)].
According to the equilibrium analysis, the Gr€uneisen constant
Cmag has the same value above TN�eel, as the slope in Fig. 2(c) remains
constant toward the end. Similar to the temperature dependent
experiments, we find a strong qualitative change of the picosecond
strain response in our heterostructure. For low excitation energies
F< 4.3 mJ/cm2, we observe an average contraction of the Dy trans-
ducer that goes along with the unipolar expansion of the Nb layer. For
F> 4.3 mJ/cm2, we observe an initial expansion of the Dy transducer
that changes to an average contraction at delays much larger than the
30 ps that it takes for strain propagation through the layer.

The strain pulse measured in the Nb detection layer [Fig. 4(b)]
exhibits a unipolar expansion feature for low excitation energy densi-
ties. For higher fluences, this expansion is superimposed by a bipolar
strain response expected for the excitation of phonons, i.e., the
dominant signal in the PM phase. However, here we confirm that the
bipolar strain pulse is preceded by an expansion. Since this leading
expansion is rationalized by a contractive stress at the backside of the
Dy transducer, the high fluence data directly show that the magnetic
excitations at the back side of the Dy transducer are not saturated. The
simultaneous expansion at the Dy front side, however, triggers the
bipolar waveform which is observed in the detection layer with a delay
given by the sound propagation. This waveform confirms a saturation
of the magnetic excitation in the Dy front part, because it is the trailing
part of the strain pulse, which is considerably changed by the increas-
ing fluence. The fraction of the transducer, where expansive stress
from the combined electron-phonon system dominates over the con-
tractive stress, extends over a thicker part of the layer for higher excita-
tion energy densities.

Before discussing the resulting quantitative findings and the
modeling approach, we briefly summarize the experimental conclu-
sions that can be drawn directly from the presented UXRD data. For
low excitation energies and temperatures, we observe that the mag-
netic rare earth transducer contracts on average as opposed to the
expansion that is observed in the PM phase. For intermediate temper-
atures, we can infer that the front of the transducer expands while its
backside contracts. This behavior can be rationalized by a spatially
dependent saturation of the magnetic stress that originates from the
inhomogeneous energy deposition profile. We find that the strain
propagation maps the stress profile onto a nearly background-free,
time-dependent signal of the average strain in the buried Nb detection
layer. Since heat diffusion takes longer than strain waves, detecting
the propagated strain wave in the detection layer separates the strain
contribution of coherent and incoherent phonons, which are

superimposed within the photoexcited Y and Dy layer. The additional
layer thus provides a nanometric depth-resolution of the UXRD
experiments using hard x-rays, which otherwise exhibit an extinction
length on the order of few lm. The heat transport observed via the
thermal expansion of the adjacent Nb layer is found to be reduced
below the magnetic ordering temperatures. This can be directly seen
in the area under the curve for the average strain in Nb [Fig. 4(b)],
which is smaller at low temperatures. This is quantitatively depicted in
Fig. S1(c) of the supplementary material.

IV. MODELING SPATIO-TEMPORAL STRESS

Our modeling approach is designed to identify the ingredients
that are necessary to rationalize the observed temperature- and excita-
tion fluence-dependent strain-response of the magnetic rare earth
transducer. To that end, we model a time- and space dependent driv-
ing stress rtotðz; tÞ ¼ rphoðz; tÞ þ rmagðz; tÞ generated by energy
transfer to magnetic excitations that acts in addition to the electron-
phonon stress calibrated by the response in the PM phase. The mea-
sured average strain �g for t> 100 ps only encodes the average stress in
the Nb layer originating from the heat diffusion. The qualitative analy-
sis of the strain wave detected in Nb for t< 100 ps already indicated
that we are able to extract temporal variations rðz; tÞ of the spatial
stress profile in the Dy by modeling the strain wave launched into the
Nb detection layer. As shown in Figs. 3 and 4, we find qualitative and
quantitative agreement between our model and data.

In the following, we first discuss the general assumptions of our
modeling approach before we specify the simulation steps and
assumptions for the modeled electron-phonon stress and the magnetic
stress contributions.

A. General model assumptions

We assume the energy transfer processes between the stress-
contributing subsystems schematically shown in Fig. 5(a), with
coupling-times that correspond to the stress rise-times depicted in Fig.
5(b). The spatial stress profiles in the Dy layer are exemplified in Fig.
5(c) for the parameters T¼ 130K and F¼ 7.2 mJ/cm2 that are repre-
sentative of the AFM sample response. The total energy provided by
the laser pulse is distributed between electron-phonon excitations that
exert an expansive stress andmagnetic-excitations that exert a contrac-
tive stress within the Dy layer. The energy is assumed to be deposited
with the same inhomogeneous spatial profile to phonon- and mag-
netic excitations. The magnetic excitations however induce a contrac-
tive stress whose amplitude is three times larger than the expansive
stress that is generated by electron-phonon excitations with the same
energy density, according to the static Gr€uneisen analysis [Fig. 2(c)].
We keep as many simulation parameters as possible constant through-
out the modeling. This includes the three coupling times illustrated in
Fig. 5, the ratio of the initial energy redistribution from electrons to
spins and phonons, and the maximum value for the spin energy den-
sity given by the saturation value qsat

mag. We assume that the spatial
energy distribution in the magnetic subsystem follows the profile of
the phonon energy-density obtained by modeling the PM phase. This
profile changes in time according to the heat diffusion, and we implic-
itly assume that the coupling of energy from phonons to spins is effec-
tive enough to prevent different spatial profiles of the contributing
excitations. However, when the magnetic energy density exceeds the
saturation value qsat

mag, we truncate it. This truncation yields the
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non-monotonous spatial variation of the total driving stress as a func-
tion of temperature and excitation fluence. The temporal variation
owes to the fact that the fraction of energy coupled rapidly to the pho-
non system is larger than into the magnetic system. Therefore, the
additional 15 ps spin-phonon coupling time leads to a slow rise of the
spin excitation and a decay of the phonon excitation.

We limit the modeling time to 180 ps since we expect remagneti-
zation effects to significantly contribute to the strain at later times via
magnetostriction. A full description would require a detailed model
for the recovery of the magnetic order including both thermal trans-
port and nucleation, growth, and coalescence of magnetic domains.
This is beyond the scope of our one-dimensional thermodynamical
approach. We furthermore refrain from a time- and space-dependent
three-temperature model that has been previously used to rationalize
the demagnetization of the magnetic specimen,67,68 because it would
require many, potentially temperature dependent, material constants
for all layers in our heterostructure that are not known with the
required accuracy. To what extend a three temperature model would
capture the demagnetization and remagnetization of both the itinerant
(5d6s) conduction band electrons and the localized 4f electrons in
heavy rare earth metals is a matter of current research debate.39,69,70

B. Simulated spatio-temporal stress contributions

The modeled time-dependent stress profiles, separated into the
expansive, contractive and the total stress contributions are displayed

in Figs. 6(a)–6(o). The first row [Figs. 6(a)–6(e)] shows the expansive
electron-phonon stress (rpho). In the PM-phase (250K), rpho is identi-
cal to the total stress (rtot), shown in the third row. For the low tem-
perature magnetic phases, the energy transfer to magnetic excitations
reduces the amplitude of rpho [Figs. 6(b)–6(e)] without changing the
relative spatio-temporal form, and at the same time, it creates the
magnetic-stress contribution (rmag) shown in the second row [Figs.
6(f)–6(j)]. The resulting total stress rtot [Figs. 6(k)–6(o)] strongly
depends on the initial temperature and excitation energy. This is sup-
ported by the modeled spatiotemporal stress profile and strain
response for the excitation energy density dependent experiments at
T¼ 130K that we display in Sec. S5 of the supplementary material.
The modeled strain response [Figs. 6(p)–6(t)] contains the propagat-
ing strain pulses that are launched at gradients of the driving stress in
addition to the strain contribution of the local driving stress.

While the saturation level of the magnetic stress changes for the
T-dependent measurements, F-dependent measurements vary the
deposited energy density for a fixed maximum magnetic stress. In
both cases, we observe that the absolute value of the total stress that
acts on the lattice is reduced in comparison to the competing contribu-
tions from magnetic- and phonon excitations. Even though the total
stress is contractive at the end of most simulation scenarios, the maxi-
mum contraction is attained slower than the magnetic stress rise time
due to the time-dependent balance of phonon and magnetic stresses.
The reappearance of the bipolar strain pulse in the detection layer
response for high excitation energies thus occurs since the total stress
at the top Y/Dy interface is dominated by an unbalanced electron-
phonon stress.

C. Simulation steps

We use the modular UDKM1DSIM
71 MATLAB library to model the

time-dependent energy density, strain, and x-ray reflectivity of the
non-magnetic heterostructure response. The solid, dark-red line in
Figs. 3(a) and 3(b) corresponds to the strain that we obtain from the
simulated transient x-ray diffraction peak shift. In the first step, we cal-
culate the time-dependent temperature changes upon laser excitation
using a one-dimensional Fourier heat diffusion model from the ther-
mophysical properties of the materials in the PM phase that we list in
Sec. S3 of the supplementary material. The resulting spatiotemporal
energy density is subsequently translated to a stress that acts as the
driving force on a linear chain of masses and springs, which calculates
the time-resolved layer strain with unit-cell resolution. The final simu-
lation step employs a transfer matrix algorithm that yields the Bragg-
peak evolution of the strained sample according to dynamical x-ray
diffraction theory. Section S3 of the supplementary material shows a
flow chart of the simulation steps including the relevant equations.
The good quantitative agreement between UXRD data and simulation
indicates that our model is a suitable representation of the sample
properties and non-magnetic processes (i.e., layer thicknesses, optical
excitation parameters, stress profiles, and rise-times) in the PM phase
of Dy. We keep all the parameters given in Table I of the supplemen-
tary material fixed throughout the modeling, even in the FM and
AFM phase, since these parameters describe the electron-phonon sys-
tem. Section IVE describes how we added the contractive negative
stress according to Eq. (2) for excitation in the AFM and FM phase.

FIG. 5. (a) Schematic stress contributions used in the modeling approach. Arrows
and labels indicate the modeled energy transfer processes between the subsys-
tems and the assumed coupling-timescales s. The resulting time-dependence of
the spatially averaged stress contributions in Dy (b) and the used stress profile
100 fs after excitation (c) are shown exemplarily for T¼ 130 K and F¼ 7.2 mJ/cm2.
Vertical dashed lines in (c) indicate interfaces of the Y/Dy/Y/Nb heterostructure.
This illustrates that the total stress evolution is a superposition of the expansive
electron-phonon stress and the contractive magnetic stress both in the space- and
time-domain.

Structural Dynamics ARTICLE scitation.org/journal/sdy

Struct. Dyn. 7, 024303 (2020); doi: 10.1063/1.5145315 7, 024303-7

VC Author(s) 2020

PICOSECOND STRAIN PULSES RESULTING FROM THE SATURATION OF MAGNETIC STRESS

115



D. Electron-phonon stress contribution

Both the Dy and the Nb strain responses in the PM-phase are
used to calibrate the electron-phonon stress contribution. The
electron-phonon coupling is included by a 2 ps time-constant of the
expansive stress and a ratio between the Gr€uneisen constants
Cel=Cpho ¼ 0.5 for both the Y and Dy layers. These parameters are
chosen to fit the observed expansion of the Dy layer and the coherent
phonon oscillation amplitude of the PM response and are fixed for the
subsequent modeling. To illustrate the effect of the stress rise time on
the shape of the strain pulse seen by UXRD in the detection layer, we
present the elastic-response-simulations of the average strain within a
simplified structure that contains only a transducer and a detection
layer in Sec. S2 of the supplementary material. To recover the observed
direct rise of the Dy strain after laser excitation, we have to assume a
reduced absorption and thermal expansion in the 21nm thick Y cap-
ping layer, which would otherwise compress the adjacent Dy.
Although the estimated expansion of the Y layer is reduced by 40%
compared to the literature value, we stress that this parameter is kept
fixed for all subsequent simulations that focus on the T-dependent

magnetic response. One possible explanation for this deviation could
be a partial oxidation of the capping layer since the metallic sample
was kept at ambient conditions prior to the measurements.

To match the slow nanosecond decay of the Dy strain as well as
the delayed rise of the expansion in the Nb layer, we use an effective
thermal conductivity value for the Dy layer that is reduced by approxi-
mately 40% compared to the bulk literature value to account for ther-
mal interface resistance effects. Using the material-specific elastic
constants, we can then transform the energy densities qr into an esti-
mated spatiotemporal profile of the driving stress rr ¼ Crqr according
to the Gr€uneisen concept [Figs. 6(a) and 6(k)]. This stress drives the
elastic response shown in Fig. 6(p). The modeled strain matches both
the Dy transducer and Nb detection layer response qualitatively and
quantitatively over the entire 3.5 ns simulation time as shown in Fig. 3.

E. Magnetic stress contribution

To minimize the number of parameters for the simulations in the
AFM and FM phase, we not only keep all thermophysical parameters
describing the e-ph system fixed. We also use the shape of the

FIG. 6. Modeled spatiotemporal stress and strain response in our heterostructure for a fixed excitation with F¼ 7.2 mJ/cm2 at different starting temperatures. The phonon-
stress contributions (a)–(e) and the magnetic-stress contributions (f)–(j) in the first and second row add to the total stress provided in the third row (k)–(o). This illustrates the
temperature and time-dependent energy transfer and the saturation effects due to the finite amount of energy that can be transferred to magnetic excitations. The resulting
strain response of a linear chain of masses and springs model that contains contributions from both coherent and incoherent phonons is shown at the bottom (p)–(t). These
strain maps are used to simulate the time-dependent Bragg peak shift that yields the modeled Dy and Nb strain response in Fig. 3. Vertical dashed lines indicate the interfaces
within the Y/Dy/Y/Nb heterostructure.
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spatiotemporal phonon stress-profile gheatðz; tÞ extracted in the PM
phase. We reduce its amplitude in all layers (Y, Dy and Nb) according
to the fraction of the energy that is transferred to magnetic excitations
that is shown in Fig. 7 as red squares. The blue squares represent
1� gheat, which is proportional to the fraction of energy that is stored
in the magnetic system of Dy on the few ns timescale. The lines in
Fig. 7 show the relative weight of the energy densities in the phonon
(red) and magnetic system (blue) in our model. We find a qualitative
agreement with the data if locally a fraction of 25% of the excitation
energy is deposited instantaneously into the magnetic system to
account for subpicosecond electron-spin couplings and additionally a
second energy fraction of 25% of the excitation energy is subsequently
transferred from phonon to magnetic excitations by the phonon-spin
coupling. Only when this energy transfer locally exceeds the maximum
energy density qsat

mag in the spin system, we truncate the energy transfer
from phonons to spins. Thus, to account for the experimentally
observed reduced energy transport to the adjacent layer in the mag-
netic phase of Dy, we reduce the energy density in the Nb and Y layers
and add the removed fraction to the Dy layer where the energy is dis-
tributed between magnetic and phonon excitation. We use qsat

mag as a
free parameter in the modeling and find the best agreement with our
data with qsat

magðTstartÞ ¼ 0:81
Ð1
Tstart

CmagðT 0ÞdT 0, using the literature
bulk values for CmagðT 0Þ. We believe that either the thin film value for
CmagðT 0Þ is smaller compared to the bulk value, or only a reduced frac-
tion of the magnetic heat capacity of the thin film is accessible upon
ultrafast laser excitation. Our model reproduces the trends of the
experimentally observed reduced energy flow in Fig. 7 as a function of
the starting temperature and the fluence correctly. The energy fraction
that is not detected in Nb persists in the magnetic excitations of Dy
that act as a saturable heat sink. The saturation can be seen by the
reduced energy fraction in the magnetic excitations closer to TN�eel and
the decrease in the magnetic energy fraction for higher excitation den-
sities. The blue lines representing the fraction of heat in the magnetic
system around 180 ps in our model report a systematically larger value
than the blue squares derived from the experiment of the Nb strain

between 0.2 and 3ns. This is in line with the previous analysis of per-
sistent magnetic excitations in Dy decaying within a few ns.32

We use energy transfer times that are in agreement with recent
ultrafast demagnetization studies in AFM-dysprosium38 and hol-
mium.39 The resonant diffraction studies independently report both a
subpicosecond demagnetization, which is attributed to electron-spin
coupling and a second demagnetization timescale on the order of
15 ps, which is attributed to phonon-spin coupling. Systematic model-
ing of our data yields that both timescales are necessary to capture the
early time strain response of the transducer. A substantial fraction of
the magnetic stress needs to be present within the first ps to balance
the otherwise expansive electron-phonon response. However, our
modeling shows that not all energy is instantaneously transferred to
magnetic excitations since the resulting stress would drive a contrac-
tion that is significantly faster than the observed response.

In addition to these two intrinsic demagnetization timescales, we
observe a contraction of the Dy transducer for larger pump-probe
delays. This effect is most pronounced at high excitation densities and
T close to and above TN�eel. Our simulations show that this can be
rationalized by two energy transport effects within the inhomogene-
ously excited heterostructure. First there is thermal diffusion of pho-
non excitations within the inhomogeneously heated Dy. This
transports energy from the near surface region where spin-excitations
are saturated into the depth of the transducer, where the spin energy
density is below the saturation threshold. The coupling of energy from
phonons to the spins decreases the expansive phonon stress and
increases the contractive magnetic stress contribution. The transport
of phonon heat out of the Dy layer into the Nb reduces the expansion
further. This allows us to model the spatial spin-stress profile.
Although the quantitative link between the magnetic stress and the
sublattice magnetization in the time-domain is largely unexplored, we
can argue qualitatively that the saturation of the spin-stress will be
linked to regions of complete demagnetization. For static thermal
expansion experiments, it has been reported that the magnetostrictive
stress is proportional to the square of the sublattice-magnetization.43,72

Thus, we can speculate that the modeled magnetic stress profile is
qualitatively similar to the demagnetization profile. More precisely, we
assume that the observed magnetic stress profile reflects the demagne-
tization of the 4f-electrons of the heavy rare earth. These anisotropic
orbitals carry large, localized magnetic moments that distinguish rare
earth materials from 3d-transition metals that exhibit by far smaller
magnetostriction.

The color code of Fig. 6 provides a qualitative overview over
the temperature dependent stress contributions that we focus on in
the current report. For a more quantitative comparison, we refer the
reader to Sec. S5 of the supplementary material. There we show out-
lines of the modeled spatial stress profiles at 6 ps, 45 ps, and 180 ps
alongside the time dependence of the modeled stress contributions for
both the T- and F-dependent experiments.

Our current modeling provides a plausible scenario for the driv-
ing stress. A satisfactory agreement between the data and modeling
definitively requires three energy transfer timescales to the spin sys-
tem. The first energy transfer to the magnetic excitations has to rise
equally fast or faster than the electron-phonon stress to cancel the
expansive electron-phonon stress in the first few ps. The second time-
scale has to be in the range of 10–20 ps to model the contraction of the
Dy layer and the unipolar expansion wave observed in the Nb layer.

FIG. 7. Estimated energy distribution between magnetic- and phonon excitations
within the rare earth transducer for the presented temperature- (a) and excitation
energy dependent (b) measurements at fixed F¼ 7.2 mJ/cm2 and T¼ 130 K,
respectively. Data points correspond to the fitted amplitude A(T, F) of the thermal
expansion AðT; FÞgheatðtÞ of the Nb detection layer (shaded areas in Figs. 3 and 4),
normalized to the PM phase value Að250 KÞ. Solid lines represent the energy distri-
bution at the last time step t¼ 180 ps of the spatiotemporal stress–strain simulation.
The fraction of deposited energy in the spin system decreases when approaching
TN�eel from low temperatures as well as for higher fluences.
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The third process on a timescale larger than 40 ps is given by thermal
transport within the Dy layer. This is the simplest possible temporal
behavior of the stress that is consistent with our data.

So far, we have also treated the FM and AFM response equally
although there exists an additional first order phase-transition in the
low temperature phase and the demagnetization of the ferromagnetic
phase was reported to occur slower than in the antiferromagnetic
Dy.38 We attribute the reasonable agreement for the FM phase at
T¼ 31K to the use of a large excitation energy density that drives
mainly spin excitations with the calibrated Gr€uneisen constant of the
AFM phase. These magnetic-excitations seem to dominate the magne-
tostrictive response at high excitation energy densities compared to
the potential contribution of the latent heat that is necessary to
undergo the metamagnetic FM-AFM transition. A detailed study of
the magnetostriction at the FM-AFM transition is deferred to future
investigations.

V. CONCLUSION

The presented picosecond strain dynamics in a laser-excited het-
erostructure containing a rare-earth transducer shows strong magnetic
contributions to the lattice response. Both the picosecond strain pulse
and the thermal transport are affected by energy transfer processes to
magnetic excitations. The transient strain observed in a buried detec-
tion layer directly shows the saturation of the contractive magnetic
stress component, which occurs when an increasing fraction of the Dy
layer is excited across its magnetic phase transition. The spatially vary-
ing sign of the stress within the Dy layer triggers unconventional strain
pulses, which exhibit a leading expansive part in front of the conven-
tional bipolar strain pulse. Our modeling yields an estimate for the
time- and space-dependent profile of the additional magnetic stress
contribution to the lattice dynamics. The magnetic excitations act as a
saturable heat reservoir, which stores a significant fraction of the exci-
tation energy and exerts a contractive stress that dominates over the
phonon contribution. We expect this finding to be generic for the
magnetic phase in the class of heavy rare earth materials in the peri-
odic table of elements 64Gd–69Tm. The observed energy transfer time-
scales are in agreement with recent demagnetization experiments. This
indicates that the magnetostrictive response can be used to probe the
time-dependent evolution of the sublattice magnetization.

Our investigation demonstrates the capabilities of UXRD experi-
ments in a transducer-detector geometry to observe non-trivial spatial
stress profiles. We emphasize that extracting the stress profile in the
transducer by UXRD from an adjacent crystalline detection layer can
be applied to investigate non-crystalline transducer films. The combi-
nation of picosecond acoustics experiment, UXRD detection, and elas-
tic modeling can be used to study the strain generation by energy
transfer to other degrees of freedom. This comprises, in particular,
phase-transition effects such as studies of ferroelectric and charge
order transition as well as investigations of other magnetostrictive
materials, which may hold hitherto unknown functionalities.

SUPPLEMENTARY MATERIAL

See the supplementary material for a complete overview of the
UXRD results (Sec. S1) and simulations (Sec. S2) that illustrate the
effect of the stress rise time, stress profile length, and the detection
layer thickness for the strain response in a simplified transducer-
detector heterostructure. Section S3 provides an overview of the

mathematical relations relevant for the strain simulation and a list of
the relevant thermophysical material properties, including a descrip-
tion of the Poisson correction factor for the Gr€uneisen constant.
Section S4 shows a detailed plot of the spatiotemporal stress contribu-
tions for the T- and F-dependent modeling that comprises stress-
profiles at selected times and the time dependent average stress within
the Dy layer.
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S1. OVERVIEW OF EXPERIMENTAL RESULTS

In Fig. S1 we present a complete overview of the temperature and excitation energy dependent UXRD measurements from
which a selection is shown in Fig. 3 and Fig. 4 of the main manuscript. The data are presented without offset to allow for
direct comparison. The insets (Fig. S1(c) and Fig. S1(f)) show the Nb detection layer strain averaged for over t > 200ps.
This model-independent measure for the thermal expansion indicates the reduced energy transport from the Dy film to the
Nb detection layer at T < TNéel = 180 K (see S1(c)). The saturation of the energy transfer to the finite energy reservoir of
magnetic excitations is heralded by the non-linear fluence dependence that is pointed out by the grey dashed line in Fig. S1(f)
and further discussed in the main text.

FIG. S1. Overview of experimental results: Temperature-dependent strain response η of the Dy transducer (a) and the Nb detection layer
(b) for a fixed excitation fluence of F = 7.2 mJ/cm2. The linear to logarithmic axis break at 130 ps (vertical, grey, dashed line) allows the
simultaneous depiction of the changes in the picosecond strain pulse and the nanosecond thermal expansion response. Inset (c) shows the
average thermal expansion of the Nb detection layer from 200 ps to 4000 ps. Solid lines serve as guide to the eye. The experimental results
for varying the excitation fluence at a fixed start temperature T = 130 K are depicted in the same way in (d)–(f). The dashed line in (f)
highlights the small non-linear increase of the thermal expansion of the Nb detection layer.

∗ bargheer@uni-potsdam.de; http://www.udkm.physik.uni-potsdam.de
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S2. SIMPLIFIED MODEL SIMULATIONS

In this section we discuss the modeled strain response for an idealized transducer-detection layer sample that is depicted
in Fig. S2(a). We present the characteristics of the picosecond strain response that relate to the rise time τ and the profile
length ξ of the driving stress as well as the layer thicknesses d1 and d2. We compare the simulations to selected experimental
data to illustrate the influence of these parameters on the expected picosecond strain response, as it is briefly discussed in the
main text.

FIG. S2. Strain response of a simplified transducer-detection layer system: (a) Schematic visualization of the structure, which consists
of an absorbing transducer (d1 ≈ 95 nm, v1 ≈ 3 nm/ps) adjacent to a non-absorbing layer (d2 ≈ 103 nm, v2 ≈ 5 nm/ps on top of a semi-
infinite substrate with good acoustic impedance matching to the film. (b) A typical spatio-temporal strain η(z, t) profile that results from an
instantaneous (τ = 0, expansive stress (σ > 0) with an exponentially decaying profile (ξ = 25 nm) within the transducer layer. Tick marks
indicate significant points in time that result from the characteristic timescales t1 = d1/v1 and t2 = d2/v2. In the following we discuss the
strain response averaged over the transducer- (η1) and detection-layer (η2).

The presented model simulations illustrate the influence of the driving stress characteristics τ,ξ on the strain response. We
deliberately omit the complications that arise from the multiple reflections at additional interfaces, thermal transport and the
sensitivity function for hard x-ray diffraction experiments. The presented simulations are obtained using the phonon class of
the modular UDKM1DSIM[1] MATLAB library that simulates the strain response of a linear chain of masses and springs for
different idealized scenarios for the driving stress sigma σ(z, t) with unit cell resolution. The mechanical properties of the
transducer and detection layer system have been chosen to match our sample structure where the Y interlayers are replaced
by Dy. We emphasize that the observed response can be generalized to any two-layer system by introducing the natural
timescales t1 = d1/v1 ≈ 30.6 ps and t2 = d2/v2 ≈ 20.2 ps that it takes to propagate strain through the layers at the speed of
sound.
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A. Signatures of the stress rise time

Fig. S3 shows the effect of different rise times τ for the driving stress σ(t) = σ∞(1− exp(−t/τ)) on the average strain
response of the transducer layer η1(t) and detection layer η2(t). The spatial profile is fixed throughout this simulation series
to be an exponential stress profile σ(z) = σmax exp(−z/ξ ) with a decay-length ξ = 25 nm. The direct comparison between
the expansive stress (Fig. S3(a)–(d)) and contractive stress (Fig. S3(e)–(h)) shows that the simulated strain results for both
the transducer and detection layer are identical except for a change of sign. We relate the simulation of η1 and η2 to the two
representative data sets at 250 K and 31 K for ηDy and ηNb that are shown in Fig. 3 of the main manuscript.

FIG. S3. Effects of the stress rise time τ on the picosecond strain response: We compare the cases of an expansive stress (a)–(d)
and a contractive stress (e)–(g) within the transducer. The top panels (a) and (e) depict the time-dependence of the stress. The middle
panels (b) and (f) show the simulated average strain in the transducer layer normalized to the value attained for large delays. The bottom
panels (c) and (g) display the corresponding average strain in the buried detection layer relative to the maximum strain amplitude for the fast
rising stress. The insets (d) and (h) compare the shape of the simulated curves by normalizing to the maximum contraction and expansion
respectively. The experimentally observed strain responses for T = 250 K is best described by a fast rising expansive stress whereas the
sample response at 31 K resembles that of a slowly contracting transducer.

A qualitative comparison with the shape of the experimental results shows that the response within the paramagnetic phase
of Dy (T = 250 K, F = 7.2 mJ/cm2) can be rationalized by fast rising expansive stress τ < 5 ps that launches a pronounced
bipolar strain pulse into the adjacent detection layer. Deviations of the simulated η1 and ηDy(250K) for small delays t < t1
can be rationalized by the neglected Y capping layer of the real sample structure. For t > t1 ηDy exhibits a decay that is not
reproduced in the simulations since we neglect thermal transport to adjacent layers.

The experimentally observed contraction for the magnetically ordered phase of Dy (T = 31 K F = 7.2 mJ/cm2) shows the
best agreement with a slowly rising total stress that increases with τ > 40 ps. The reduced amplitude and the nearly uni-polar
shape of the strain pulse launched into the detection layer is incompatible with a fast rising total stress. The absence of
pronounced peaks in the slowly rising contraction of the Dy transducer at t1 and t2 corroborates this finding.

This brief, qualitative analysis of the stress rise times provides a first rough overview over the signal interpretation. To
quantitatively capture the measurement results we require a more complex model that is outlined in the main manuscript.
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B. Signatures of the stress profile length and layer thicknesses

To calibrate the expansive electron-phonon stress and the layer thicknesses we employ the results of the strain response
of non-magnetic heterostructure in the PM phase of Dy at 250 K. Fig. S4 illustrates the influence of the spatial shape of the
stress profile σ(z) that is parametrized as σ(z) = σmax exp(−z/ξ ) and the thickness of the detection layer d2. Compared to the
simplified simulation series one finds that the measured response in the PM phase of Dy is best described by ξ ≈ 25 nm and
d2 ≈ 100 nm. The full simulation of the PM phase presented in Fig. 3 of the main manuscript includes the additional Y-layers,
heat diffusion and a simulation of the X-ray diffraction signal that are omitted here for clarity.

FIG. S4. Influence of the stress profile σ(z) and detection layer thickness d2 on the observed strain response η: (a)–(c) Simulated
dependence of strain in the bilayer on the exponential stress profile length ξ for an instantaneous stress τ → 0. Panel (a) depicts the different
stress profiles within the transducer layer. Panels (b) and (c) show the temporal shape of the average transducer and detection layer strain
respectively. Dashed lines and tick marks relate characteristic strain signatures to the natural timescales t1 and t2 of the sample. Panels
(d)–(f) show the influence of the detection layer thickness d2 on the strain signal. Colored lines in (d) indicated the different detection layer
thicknesses in relation to the stress-profile within the transducer. While the transducer strain response shown in (e) is not affected by d2 ,
the timing of the second part of the bipolar strain pulse shifts.
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S3. MODELING DETAILS

In subsection S3 A we provide an overview over the implementation and mathematical relations of the simulation that
are described textually in the main manuscript. In subsection S3 B we provide the relevant thermophysical parameters for
the materials within the heterostructure. In subsection S3 C we discuss a Gedankenexperiment that illustrates the effect of
different boundary conditions on the observed strain for equilibrium heating and ultrafast laser heating of thin film samples.

A. Sequence of the simulation steps

For the modeling we use the modular UDKM1DSIM toolbox package that developed by Schick et al.[1]. We only introduce
an additional magnetic stress contribution (a force term in the linear chain model for the strain evolution) according to the linear
dependence of stress and energy density in the magnetic subsystem. In Fig S5 a schematic block diagram that summarizes the
simulation steps for the PM and AFM simulations together with the mathematical relations for the strain calculation provided
in the following paragraphs.

The complexity of the required model leads to the fact that there is no single analytical equation but rather a set of thermo-
physical - relations that we evaluate numerically on a unit-cell grid. We discuss first the central equations for the modeling of
the PM phase response and subsequently for the AFM phase.

Fluence F

M1

Initially deposited energy density ρQ(z,0) 

Spatio-temporal energy density ρQ(z,t) 

M2

eq.2
+ M3

M4

Spatio-temporal stress
σext(z,t)= σel-pho(z,t) 

Spatio-temporal strain η(z,t) 

Paramagnetic phase

Split up 
ρQ(z,t) =ρQ   (z,t) + ρQ  (z,t)

 
according to M5 - M7

including the saturation of
ρQ   in M6 

  

Antiferro- / Ferromagnetic phase

Spatio-temporal energy density ρr
Q(z,t) 

eq.2
+ M3 

M4

Spatio-temporal stress 
σext(z,t) = σel-pho(z,t) + σmag(z,t) 

Spatio-temporal strain η(z,t) 

pho mag

mag

M8

FIG. S5. Schematic block diagram for the simulation steps: The left side shows the simulation of the PM-phase strain response using
the UDKM1DSIM toolbox. The right side shows the modification to model the AFM phase response by the additional stress that arises from
the energy transfer to magnetic excitations.

1. Paramagnetic-phase simulation

First we provide the relations for simulating the electron-phonon stress at 250 K (following the left side of the block diagram
in Fig. S5).

Step 1: The initial temperature jump to Tstart +∆T (z) after laser-excitation is calculated from:

ρQ
tot =

∫ Tstart+∆T (z)

Tstart
C(T ′)dT ′ =

F
ξ

e−
z
ξ (M1)

with the heat capacity C(T ), optical penetration depth ξ , and absorbed fluence F .
Step 2: The subsequent spatio-temporal-energy flow is approximated using a 1D heat diffusion equation. The heat transport

in Dy, Y and Nb proceeds via electrons and phonons. The electronic conductivity contributes a larger fraction, but the fast
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electron-phonon coupling allows us to approximate the transport by a one-temperature-model. For the combined electron-
phonon temperature T (z, t) we use:

Cρ
∂T
∂ t

=
∂
∂ z

(
κ

∂T
∂ z

)
, (M2)

with the heat capacity C, density ρ and heat conductivity κ .
Step 3: The conversion between the local energy density and strain is done using the Grüneisen relation between stress and

energy density given in the main manuscript (eq. 2 of the main text), and the electron-phonon coupling is implemented as a
change in the stress by an empirical electron-phonon time-constant τel−pho:

σel−pho(t,z) = ΓphoρQ
pho(t,z)+ΓelρQ

el (t,z) = ΓphoρQ
tot(t,z)(1− e

− t
τel−pho )+ΓelρQ

tot(t,z)(e
− t

τel−pho ). (eq. 2)

Thus the stress only depends on the ratio of their different Grüneisen constants Γel
Γpho

:

σel−pho(t,z) = σpho(t,z)H(t)
(

1+
(

Γel

Γpho
−1
)

e
− t

τel−pho

)
. (M3)

where H(t) is a Heaviside function and σpho(t,z) = ΓphρQ
tot(t,z) is the value attained after electron-phonon equilibration. The

ratio Γel
Γpho
≈ 0.5 and τel−pho = 2ps are used in all simulations.

Step 4: The resulting stress σext = σel−pho enters as an external forcing into the 1D - elastic wave equation of the atomic
displacement u.:

ρ
∂ 2ui

∂ t2 =
∂
∂ z

(c33
∂u
∂ z

+σext) (M4)

This continuum elasticity relation is solved numerically using a linear chain of masses and springs model as provided by
the modular UDKM1DSIM toolbox. Due to the homogeneous laser excitation we neglect any shear forces so that the local
out-of-plane strain η(z, t) follows then directly from the local displacement u(z, t) according to η = ∂u

∂ z .

2. AFM-phase simulation

The simulation of the strain response in the magnetic phase is similar to the non-magnetic sample. The main difference is
that an additional stress term (σmag ) appears in equation M4.

The magnetic stress generation is subject to the following constraints: Energy conservation requires
∫

ρQ
tot(t,z)dz to be the

same for all simulated experiments with the same excitation fluence. This yields the relation:
∫

ρQ
tot(t,z)dz =

∫ (
ρQ

pho(t,z)+ρQ
mag(t,z)

)
dz, (M5)

with

ρQ
pho(t,z) = fpho(t)ρQ

pho,PM(t,z)

ρQ
mag(t,z) =





fmag(t)ρQ
pho,PM(t,z) if fmag(t)ρQ

pho,PM(t,z)≤ ρQ
mag,max(Tstart)

ρQ
mag,max(Tstart) if fmag(t)ρQ

pho,PM(t,z)> ρQ
mag,max(Tstart)

0 if z is in Y,Nb,Al2O3

(M6)

where the time-dependent energy transfer to magnetic excitations is modeled with two time-scales according to:

fmag(t) =
(

A1H(t)+A2

(
1− e−

t
τ2

))
. (M7)

The parameters A1 = A2 = 0.255 and τ2 = 15ps are used in all AFM and FM simulations. The total external stress thus has
two contributions in the magnetic phase:

σext(t,z) = σel−pho(t,z)+σmag(t,z) = ΓphoρQ
pho(t,z)+ΓelρQ

el (t,z)+ΓmagρQ
mag(t,z), (M8)
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B. List of Thermo-physical simulation parameters

Carrying out strain simulations using the UDKM1DSIM toolbox [1] requires the thermophysical and elastic properties of the
materials within the sample as input. An overview of the simulation parameters at T = 250 K is provided in Tab. I. References
are given and where not otherwise specified the values are taken from the CRC Handbook of Chemistry and Physics, 93rd
Edition, by Haynes Haynes [2]. Values that are marked by an asterisk (?) are adjusted for the simulation to match the observed
result. In that case the corresponding literature value is provided in parentheses. Especially the properties of the Y cap layer
needed to be altered to find a satisfactory fit with the measured data. The reduction of the absorption and thermal expansion
of this cap layer is attributed to a (partial) oxidation of this layer since the sample was kept at ambient conditions prior to the
measurements.

TABLE I. Material properties used for the strain simulation.

property / material Y Dy Nb Al2O3

number of simulated unit cells 37 (22 nm) 142 (80 nm) 220 (103 nm) 1890 (900 nm)
8 (5 nm)

unit cell orientation (0001) (0001) (110) (11−20)
crystal structure hcp hcp bcc hcp
lattice constant (Å)
c-axis out-of-plane 6.03 (5.73?) 5.65 4.67 4.76
a-axis in-plane 3.65 3.59 4.67 12.80
b-axis in-plane 3.65 3.59 3.30 8.24
order of reflex 2 2 1 2
qz-position in simulation (Å−1) 2.083 2.225 2.694 2.643
elastic constants (GPa) from [3] from [4] from [5] from [6]
c33 77.8 78.3 246.7 498.1
c13 20.0 22.5 133.7 110.9
c11 79.0 74.2 246.7 496.8
c12 28.7 25.5 133.7 163.6
density ρ (g/cm−3) 4.47 8.6 8.57 4.05
out-of-plane sound velocity v (nm/ps) 4.15 3.10 5.08 11.14
acoustic impedance (g/cm−3 nm/ps) 18.54 26.50 43.56 44.853
molar mass (g/mol) 88.91 162.5 92.91 101.96
lin. therm. expansion (10−6 K−1)
thin film: out-of-plane α⊥ 7.14? (11.9) 18.27 7.6 –
bulk: out-of-plane α⊥ 19.7 [7] 20.3 [7] 7.6 [8] 6.6 [9]
bulk: in-plane α‖ 6.2 [7] 4.7 [7] 7.6 [8] –

Poisson correction factor for Γpho: 1+ c13
c33

2α‖
α⊥ 1.1 1.1 2.4 –

Poisson correction factor for Γmag: 1− c2
13

(c11+c12)c33
- 0.87 - -

specific heat Cp (J kg−1K−1) 291.49 [10] 167.3 [11] 270.88 [2] 657.22 [12]
thermal conductivity κ (W m−1K−1) 24.8 [13] 6.7? (11.1 [13]) 53.0 [13] 58.33 [14]
optical penetration depth (nm) 72? (24) 22? (24) 25 ∞

C. Effect of boundary conditions in equlibrium- and laser-heating experiments

Within the analysis of our experiment we use the Grüneisen coefficients that were extracted from equilibrium heating
conditions where the sample is in equilibrium with the adjacent cryostat. In these equilibrium heating experiments the sample
temperature is equilibrated over minutes so that the materials are given enough time to expand both in-plane and out-of-plane.
On the contrary in the laser-excitation experiments the probed sample area is excited homogeneously by the laser-pulse and
we probe the strain on a sub-nanosecond to nanosecond timescale that is too short for the in-plane strains to develop due to the
strain propagation at the speed of sound. The following section provides the equations that we use to approximate the effect of
the boundary conditions for ultrafast and equilibrium heating in our sample. Fig S6 displays a schematic Gedankenexperiment
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that illustrates that the absence of in-plane motion on ultrafast timescales increases the out-of-plane expansion of electron-
phonon stresses. The same effect decreases the out-of-plane contraction by magnetic stresses on ultrafast timescales. The
following formulas are designed to provide a quantitative estimate of the resulting difference between the Grüneisen constant
extracted from equilibrium measurements and the Grüneisen constant that is applicable in the time-resolved experiments under
in-plane fixation conditions.

1. Unconstrained response 
to magnetic stress

0. unexcited
material

2. in - plane 
compression

to original dimension

1. Unconstrained 
response to phonon stress

0. unexcited
material

2. in - plane 
compression

to original dimension

(a) Electron-phonon stresses

ou
t-

of
-p

la
ne

in-plane

(b) Magnetic stresses

In-plane clamping increases the out-of-plane expansion In-plane clamping reduces the out-of-plane contraction

FIG. S6. Gedankenexperiment on the effect of in-plane fixation on the out-of-plane strain: The first step shows the equilibrium
response of the thin film without in-plane constraints and the second step illustrates the result of the in-plane fixation. (a) Effect for the
expansive stress of electrons and phonons, where the out-plane strain increases. (b) Effect on the magnetic stress that is dominated by a
uniaxial contraction along the out-of-plane c-axis and a small in-plane expansion. Here the in-plane fixation leads to a smaller contraction
compared to the equilibrium response.

The general linear relation between stress σ and strain η from linear elastic theory is tensor like and is stated in equation
P1 with the help of the stiffness tensor ci jkl .

σi j = ∑
kl

ci jklηkl (P1)

Using the symmetry properties of a hexagonal system and applying the compressed Voigt notation (1 = 11, 2 = 22, 3 = 33,
4 = 23, 5 = 31, 6 = 12) equation (P1) can be simplified to the six relations (P2) with the five independent material parameters
c11,c33,c12,c13 and c44 (c66 = 0.5(c11 − c12)).[15]




σ1

σ2

σ3

σ4

σ5

σ6




︸ ︷︷ ︸
stress

=




c11 c12 c13 0 0 0
c12 c11 c13 0 0 0
C13 C13 C33 0 0 0
0 0 0 c44 0 0
0 0 0 0 c44 0
0 0 0 0 0 c66




︸ ︷︷ ︸
elastic constants ci j




η1

η2

η3

η4

η5

η6




︸ ︷︷ ︸
strain

(P2)

In the experiments presented here I neglect any shear strain effects. This reduces the system to the three coupled equations
stated in (P3). The off-diagonal elements c13 couple the in-plane strains η1 and η2 to the out-of-plane strain η3. This
manifests itself by an in-plane strain response to a uniaxial out-of-plane stress σ3, which is quantified by Poisson’s number
ν =−η1

η3
= c13

c11+c12
.




σ1

σ2

σ3


=




c11 c12 c13

c12 c11 c13

c13 c13 c33







η1

η2

η3


 (P3)

This transverse strain (i. e. Poisson effect) is at the origin of the necessary modification of the Grüneisen constant that has
been extracted from equilibrium measurements for the simulation of ultrafast strain responses. For a given temperature change
∆T the unconstrained equilibrium heating the strains will be ηeq

1 = ηeq
2 = α‖∆T and η free

3 = α⊥∆T (Step 1 in Fig. S6(a)).
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Under laser-excitation the in-plane expansion is constrained due to the homogeneous excitation of the sample where the
in-plane strain relaxation is limited to the timescales of hundreds of nanoseconds by the speed of sound and the excitation
spotsize. To account for this we can calculate the additional out-of-plane strain η ′3 that results from the in-plane stress σ ′1 = σ ′2
that is necessary to compress the material to its initial dimensions (Step 2 in Fig. S6(a)). The corresponding system of equation
is:




σ ′1
σ ′2
0


=




c11 c12 c13

c12 c11 c13

c13 c13 c33







η ′1
η ′2
η ′3


 (P4)

Solving relation (P4) for η ′3 leads to :

η ′3 =−
C13

C33
(η ′1 +η ′2) =

C13

C33
(2α‖∆T ) (P5)

The corresponding correction factor for unconstrained equilibrium heating and constrained ultrafast-heating is the ratio of the
clamped (ηclamped

3 ) and free expansion (η free
3 ):

ηclamped
3

η free
3

=
η free

3 +η ′3
η free

3
= 1+

C13

C33

2α‖
α⊥

. (P6)

The resulting, so-called Poisson correction factor for the thermoelastic expansion due to electron and phonon excitations
1+ C13

C33

2α‖
α⊥

is provided in table I for all materials.

1. Special case for the (110)-oriented - Niobium layer

For the Nb (110)-oriented cubic crystal surface, the above discussion remains valid but the elastic constants need to be
calculated in the rotated coordinate system, where the new z-axis coincides with the [110]-direction. For the in-plane directions
we choose the cartesian coordinate system with the x-axis pointing along the [1-10]- and the y axis along the [001]-direction.

The different representations of the stiffness tensor c in two different coordinate systems are related via:

c̃i jkl = cpqrs(~ep ·~̃ei)(~eq ·~̃e j)(~er ·~̃ek)(~es ·~̃el) (P7)

The new relations in the contracted Voigt notation are:




σ1

σ2

σ3

σ4

σ5

σ6




=




c̃33 c̃12 c̃13 0 0 0
c̃12 c̃22 c̃13 0 0 0
c̃13 c̃13 c̃33 0 0 0
0 0 0 c̃44 0 0
0 0 0 0 c̃55 0
0 0 0 0 0 c̃44







η1

η2

η3

η4

η5

η6




(P8)

It contains the 7 different material constants given in table II.

c̃33 (GPa) c̃12 (GPa) c̃13 (GPa) c̃22 (GPa) c̃44 (GPa) c̃55 (GPa)
221.45 138.7 162.85 245.6 29.3 53.4

TABLE II. Elements of the transformed stiffness tensor

The resulting Poisson correction factor for the thermoelastic expansion of (110)-oriented Nb is thus turns out to be 1+
c̃13
c̃33

2α‖
α⊥
≈ 2.4
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2. Special case for magnetic stress in the Dy layer

The effect of the in-plane fixation on the contractive magnetic strain has to be estimated using a different formula since it
is to a first approximation driven by a uniaxial stress along the c-axis [16]. Due to the Poisson effect, such a uniaxial out-of-
plane stress leads not only to an out-of-plane contraction but also to an in-plane expansion. This requires a similar scaling
factor between the magnetic Grüneisen coefficient that is determined from unconstrained equilibrium measurements when it
is used to simulate time-resolved experiments under in-plane fixation conditions. The corresponding two step scheme for the
calculation of the correction factor is displayed in Fig. S6(b). Explicitly we substitute η ′1 = η ′2 =−νη3,mag into equation (P4)
where ν = c13

c11+c12
and again solve the system of equations for η ′3, which yields.

η ′3,mag =−2ν
c13

c33
η free

3,mag (P9)

⇒
ηclamped

3,mag

η free
3,mag

=
η free

3,mag +η ′3,mag

η free
3,mag

= 1−2ν
c13

c33
= 1− c2

13
(c11 + c12)c33

(P10)

Inserting the elastic constants known for Dysprosium[4] into relation (P10) leads to the estimate that approximately 13% less
contraction is observed under laser excitation as compared to unconstrained equilibrium heating. This correction factor for
the magnetic Grüneisen factor in Dysprosium is added to table I.
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S4. SPATIO-TEMPORAL STRESS MAPS

Here we provide a complete overview of the modeled stress maps that are driving the linear chain of masses and springs
model to obtain the simulated UXRD strain response via the UDKM1DSIM toolbox [1]. The resulting strain simulations for
the Dy transducer and the Nb detection layer are shown as solid lines in Fig. 3 and 4 of the main text for the temperature and
excitation energy dependent experiments respectively. For completeness we also reproduce Fig. 6 of the main text since it
allows for the direct comparison of the similarities and differences in the modeled stress response between temperature- and
excitation energy density dependent measurements.

FIG. S7. Separated stress contributions σ for the temperature dependent simulations. Top row shows the electron-phonon stress σpho,
second row the stress contributions σmag by magnetic excitations and the third row shows the total stress σtot as the sum of both contributions.
Note that the compensation point that separates areas of dominantly expansive and dominantly compressive stress in the transducer shifts
more and more towards the top of the Dy layer. The simulated strain dynamics that include both the coherent and incoherent strain response
is depicted in the bottom row ((p)–(t)). Strain pulses that propagate at the speed of sound and get reflected at the material interfaces (indicated
by dashed lines), superimposing the slowly varying strain proportional to the thermal stress.

Fig. S7 visualizes the trend in the picosecond stress for different starting temperatures but fixed pulse energy for the exci-
tation. The observed changes in the total stress originate from the temperature dependent maximal energy density that can be
deposited in the spin system. The top row of Fig. S7((a)–(e)) displays the electron-phonon stress (σpho) that varies slightly
in amplitude due to the energy transfer to magnetic excitations. The second row ((f)–(j)) shows the temperature dependent
contribution of the magnetic excitations (σmag) where the homogeneous color at the top of the Dy transducer indicates the
saturated spin-stress. The closer the starting temperature is to TNéel, the smaller is the maximal magnetic stress amplitude and
the larger is the fraction of the transducer with fully saturated spin stress. The resulting total stress is depicted in the third row
((k)–(o)). It shows that the Dy transducer has an expansive stress at the top and a contractive stress at its bottom interface. The
strain response (last row (p)–(t)), simulated using the UDKM1DSIM[1] toolbox, is driven by the presented total stress. The
homogeneous strain contribution that can be attributed to the thermal expansion i.e. incoherent phonons is superimposed by
picosecond strain pulses i.e. coherent phonon wavepackets that are reflected at the interfaces.

Although the color code of Fig. S7 provides a qualitative overview over the temperature dependent stress contributions,
a more quantitative comparison is possible when the spatial stress profiles are compared for selected simulation times. To
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that end we provide the time dependent average stress in the Dy transducer as well as the spatial energy distribution profiles
depicted in Fig. S8(a)–(e) and (f)–(j) respectively. The modeled spatial stress profiles are shown at 6, 45, and 180 ps alongside
the time dependence of the contractive and expansive stress contributions. The selected times for the spatial profiles are
chosen such that the contributions from the 2 ps – electron-phonon and instantaneous el-spin coupling, the 15 ps – spin-phonon
coupling and the heat diffusion process can be judged separately.

FIG. S8. Stress contributions for the T -dependent modeling. The top row ((a)–(e)) shows the time-dependence of the average stress
in the sample for the electron-phonon, magnetic and total stress. The phonon response consists of an instantaneous step followed by a 2 ps
rise time that is designed to mimic the electron-phonon coupling. The subsequent slow decay originates from thermal transport of energy to
adjacent layers. The stress by magnetic excitations exhibits an instantaneous rise, an approx. 15 ps rise and an additional slow rise as deeper
and deeper parts of the dysprosium layer experience spin excitation by thermal transport. The lower panel ((f)–(j)) shows the spatial form
of the driving stress with discontinuous slopes arising from the initial spin-saturation.

The stress maps that correspond to the modeled excitation-energy dependent experiments at a fixed starting temperature of
T = 130 K are presented in Fig. S9. In this series of experiments the maximal energy that can be deposited into magnetic
excitations is constant while the energy deposited by the excitation pulses is increased, which is complementary to the previ-
ously discussed temperature dependent experiments. For low excitation energy densities we find that the total stress within the
transducer is contractive throughout the entire layer since the larger Grüneisen constant of the spin excitations dominates the
stress response. The saturation of σmag for high excitation densities leads to an expansive stress at the top of the transducer.
This results in the recovery of the bipolar strain pulse feature observed in the strain response via UXRD for higher excitation
energy densities. The bipolar strain response is however preceded by an expansion that is triggered by the contraction at the
backside of the Dy transducer.
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FIG. S9. Separated stress contributions for the excitation fluence dependent simulations at T = 130K. Same plot layout as Fig. S7.

FIG. S10. Separated stress contributions for the excitation fluence dependent simulations at T = 130K. Same plot layout as Fig. S8
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Article VIII

Tracking picosecond strain pulses in heterostructures that exhibit giant magnetostriction
Steffen Peer Zeuschner, Tymur Parpiiev, Thomas Pezeril, Arnaud Hillion, Karine Dumesnil, Abdelmadjid
Anane, Jan-Etienne Pudell, Lisa Willig, Matthias Rössle, Marc Herzog, Alexander von Reppert, and
Matias Bargheer

Structural Dynamics 6, 024302 (2019)

We combine ultrafast X-ray diffraction (UXRD) and time-resolved Magneto-Optical Kerr Effect (MOKE)
measurements to monitor the strain pulses in laser-excited TbFe2/Nb heterostructures. Spatial separation of
the Nb detection layer from the laser excitation region allows for a background free characterization of the
laser-generated strain pulses. We clearly observe symmetric bipolar strain pulses when the excited TbFe2
surface terminates the sample and a decomposition of the strain wavepacket into an asymmetric bipolar and a
unipolar pulse, when a SiO2 glass capping layer covers the excited TbFe2 layer. The inverse magnetostriction
of the temporally separated unipolar strain pulses in this sample leads to a MOKE signal that linearly depends
on the strain pulse amplitude measured through UXRD. Linear chain model simulations accurately predict
the timing and shape of UXRD and MOKE signals that are caused by the strain reflections from multiple
interfaces in the heterostructure.
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ABSTRACT

We combine ultrafast X-ray diffraction (UXRD) and time-resolved Magneto-Optical Kerr Effect (MOKE) measurements to monitor the
strain pulses in laser-excited TbFe2/Nb heterostructures. Spatial separation of the Nb detection layer from the laser excitation region allows
for a background-free characterization of the laser-generated strain pulses. We clearly observe symmetric bipolar strain pulses if the excited
TbFe2 surface terminates the sample and a decomposition of the strain wavepacket into an asymmetric bipolar and a unipolar pulse, if a SiO2

glass capping layer covers the excited TbFe2 layer. The inverse magnetostriction of the temporally separated unipolar strain pulses in this
sample leads to a MOKE signal that linearly depends on the strain pulse amplitude measured through UXRD. Linear chain model simula-
tions accurately predict the timing and shape of UXRD and MOKE signals that are caused by the strain reflections from multiple interfaces
in the heterostructure.

VC 2019 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (http://
creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/1.5084140

I. INTRODUCTION

The generation, propagation, and detection of laser-induced
strain waves contain rich physics that has been studied extensively
since the seminal work of Thomsen et al., which exploited photoelas-
ticity for detection.1,2 Ingenious all-optical probing schemes for GHz
to THz phonons have since then been used to investigate strain waves
in multiple materials,3–6 vibrational modes of nanoparticles,7 shear
waves,8 nonlinear propagation effects,9,10 and acoustic solitons.11,12

Strain waves that originate from coherent phonon excitation can attain
transient stresses on the order of GPa, which have been shown to
interact with other phenomena such as phase transitions,13,14 quantum
well bandgaps,15 piezo-16/ferroelectricity,17 and magnetism.18–22 Such
interactions are not only of fundamental interest but may also become
relevant for applications as soon as the understanding allows for
controllability.23,24

In order to study the response to pure strain pulses, it is beneficial
to spatially separate the laser excited transducer from the probed layer.
The inherent limitation given by the finite optical penetration of the
visible light in the transducer is often circumvented by backside prob-
ing schemes.10,21 The development of (sub)-picosecond hard X-ray
diffraction has opened the possibility to directly obtain the time-
resolved strain amplitude25–28 with penetration depths in the few mm
regime. The separation of the layer peaks in reciprocal space allows for
material specific probing of the energy flow29,30 and strain evolu-
tion31,32 in nanoscopic, crystalline heterostructures.

The envisioned manipulation of the polarization and magnetiza-
tion states in ferroic materials via strain relies on a strong coupling
between spin or electronic degrees of freedom and the atomic lattice.23,33

In this regard, rare-earth-based alloys such as Terfenol (TbFe2) have
attracted attention due to the discovery of “giant magnetostriction,”34,35
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i.e., lattice strains in excess of 10�3 caused by magnetization change.
Among the binary rare-earth alloys, TbFe2 exhibits the largest magneto-
striction.36 It combines the large exchange interaction of the 3d orbital
in Iron (Fe) with the large magnetic moment of 9lB per Tb atom and
the large spin-orbit coupling associated with 4f orbitals. The exchange
coupling results in a ferrimagnetic alignment of the Fe and Tb moments
with the Curie point (TC � 700K) considerably above room tempera-
ture.37 TbFe2 crystallizes in a cubic C15 Laves phase structure, where the
h111i-direction is the magnetic easy axis, which can be modeled by the
cubic crystalline anisotropy constants K1 ¼ �1.2 � 108 erg/cm3 and K2

¼ 2.08 � 107 erg/cm3.38 The resulting high coercivity is often reduced
for application purposes by introducing Dy (h001i easy axis) to obtain
the ternary alloy Terfenol-D (TbxDy1�xFe2). The desired low coercivity
with large magnetostriction that is favorable for magneto-acoustic trans-
duction applications can be tailored by different ratios x, where x¼ 0.27
is found to be optimal at room temperature.39 Despite the potentially
rich, coupled magnetization, and lattice dynamics in this magnetostric-
tive ferrimagnet, there have been only a few reports8,23 that aim at quan-
tifying and correlating the strain evolution and its coupling to the
magnetization by time-resolved measurements in binary rare-earth
alloys.

Here, we display the different capabilities of table-top ultrafast X-
ray diffraction (UXRD) and all-optical methods to probe the strain
propagation and evolution in a layered magnetostrictive heterostruc-
ture. Femtosecond laser pulses are used to excite the rare-earth alloy
TbFe2, which serves as a transducer for strain waves into adjacent
layers. UXRD measurements observe the arrival and shape of the
strain waves in a thin, buried detection layer. From this, we extract the
stress profile that generates the strain wave in the inhomogeneously
excited TbFe2 layer. The timings of the observed experimental features
are rationalized by modeling the strain propagation in this multilayer
sample using a 1-dimensional linear chain model of masses and
springs. The modeling is shown to be particularly useful when the
transducer is capped by a transparent layer so that the conventional
symmetric bipolar strain pulse is split into an asymmetric bipolar pulse
travelling into the transducer and a unipolar strain pulse that is
reflected at the sample-surface after a time determined by the trans-
parent layer thickness. Complementary to the UXRD data, we employ
an all-optical polarization sensitive measurement that probes the strain
propagation in a transparent silica (SiO2) acoustic delay line. Time-
resolved magneto-optical-Kerr-effect (MOKE) measurements are
shown to be a very sensitive probe for the arrival of the multiple strain
echoes at the top of the laser-excited TbFe2 layer, which can be used to
complement the bulk sensitive UXRD.

II. EXPERIMENTAL DETAILS

We investigate laser-excited samples that consist of (110) ori-
ented Terfenol (TbFe2) layers grown by MBE on (1121) oriented
Sapphire (Al2O3) with a buried Niobium (Nb) (110) buffer layer as
previously described.38,40 The basic sample structure is only capped by
a 2nm thin protective Titanium (Ti) layer, which does not signifi-
cantly contribute to the experimental transients. We therefore refer to
sample 1 as uncapped. The second sample was instead capped with an
885nm thick amorphous silica (SiO2) layer. The UXRD measure-
ments are carried out at a laser-driven, plasma-based diffraction setup
(PXS) that supplies 200 fs X-ray pulses at Cu Ka-energy.

41 The table-
top laser-pump X-ray-probe setup uses p-polarized excitation pulses at

a central wavelength of 800nm, with a 1 kHz repetition rate and a full
width at half maximum spot size of a 2-dimensional Gaussian function
of 1.4mm � 1.5mm for the laser pulses and 0.3mm � 0.3mm spot
size of the X-ray pulses. Using the top-hat approximation with the 1/e
width for the laser excitation profile and the pulse energy, we calculate
the fluence for the TbFe2 and Nb experiments, respectively. The
pump-fluence at the Nb angle is approximately 4% larger compared to
the TbFe2 experiments since the 1.6� larger diffraction angle leads to a
smaller laser footprint, whereas the Fresnel reflection coefficient for
the p-polarized laser light decreases by approximately 1.4%.

A representative reciprocal-space map (RSM) of the uncapped
sample structure obtained at the PXS alongside the static X-ray diffrac-
tion curve and the temporal evolution of the material specific Bragg
peaks are displayed in Fig. 1. In the probed RSM volume, we find three
separated peaks with their maximum intensity at the out-of-plane
reciprocal space coordinate qz ¼ 2.42 Å�1, 2.64 Å�1, and 2.69 Å�1,
which are attributed to TbFe2 (220), Al2O3 (1121), and Nb (110),
respectively, according to their bulk lattice plane spacings. The layer
thicknesses set by the sample growth are 500nm TbFe2 on top of
50 nm Nb and 330mmAl2O3 as schematically depicted in Fig. 1(e).

The TbFe2 diffraction peak is significantly broadened along the
in-plane reciprocal space coordinate qx compared to the instrument
function limited Al2O3 substrate peak. This is a hallmark for micro-
crystalline domains that in this case exhibit a large mosaic spread of
1.5� around the bulk diffraction angle,40 very similar to previously
reported UXRD experiments on ferroelectric samples.42,43 The pres-
ence of such structural imperfections in the TbFe2 becomes evident by
comparison to the diffraction peak of the Nb layer, which exhibits a
much smaller width in qx. The blue and orange lines in Fig. 1(b) repre-
sent the reciprocal space slices that are probed in our setup for two
fixed angles of incidence (AOI) x that are chosen to be selectively sen-
sitive to the TbFe2 and Nb lattice strains, respectively.

The combination of an optic that focuses X-rays onto the sample
with a convergence of Dx � 0.3� (Montel optic from Layertec) and an
X-ray area pixel detector (Dectris PILATUS-100k) allows for swift
data acquisition that avoids time-consuming mesh scans of the AOI
(x) and the diffraction angle (h). Each pixel of the X-ray area detector
is mapped to reciprocal space coordinates qx and qz using the mapping
routine described in a previous publication,42 which is applicable in
the thin film regime. Using this fixed angle detection scheme, the flux
of 106 photons/s incident on the sample is sufficient to probe the evo-
lution of the material specific diffraction peaks and the laser excited
heterostructure with subpicosecond time resolution within few hours.
The X-ray diffraction curves of the unexcited sample at the Nb and
TbFe2 AOI are indicated by orange and blue solid lines in Fig. 1(a)
and their time evolution is represented by Figs. 1(c) and 1(d) for Nb
and TbFe2, respectively. The dashed lines in Figs. 1(c) and 1(d) indi-
cate the temporal evolution of the peak center that is extracted by fit-
ting the diffraction signal with a Gaussian line profile at each delay.
This extracted Bragg peak position in reciprocal space is inversely pro-
portional to the lattice constant d of the material via qz;Fit tð Þ ¼ 2p

dFit tð Þ.
UXRD thus probes the time-resolved strain e tð Þ, defined as the change
of the average lattice constant d relative to the unexcited sample

e ¼ d tð Þ�d t< 0ð Þ
d t< 0ð Þ . The presented UXRD measurements were carried out

without the external magnetic field. The application of static magnetic
fields on the order of l0H ¼ 500mT in- and out-of-plane only leads
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to minor modification of the UXRD signals consistent with a slightly
increased sound velocity.

III. ANALYSIS AND DISCUSSION OF THE RESULTS
A. Signatures from the sample without SiO2 capping

Before discussing the transient strain of the SiO2 capped Terfenol
(TbFe2) structures, it is instructive to rationalize the signals seen in the
UXRD experiment on the uncapped sample 1 that is schematically
depicted in Fig. 1(e) for a fluence of 12.7mJ/cm2 and 13.3mJ/cm2 for
the TbFe2 and Nb, respectively. At first we discuss the strain evolution
in the directly excited, approximately 500nm thick TbFe2 layer shown
in Fig. 2(a). The blue data points show the experimentally obtained
strain from Gaussian fits to the diffraction curves. The representative
fits and raw time-resolved data from Figs. 1(c) and 1(d) are shown in
Fig. S1 of the supplementary material. Beyond 20ps, we observe an
expansion that manifests in a shift of the diffraction peaks to smaller
qz. Within the first 20 ps, one observes a transient shift of the majority
of the Bragg peak to larger qz, which coincides with the appearance of
a shoulder at smaller qz. Between 40 and 80ps, we detect a pro-
nounced, triangular shaped strain increase and subsequent decrease in
addition to an overall rising background.

No background is observed in the strain response of the 50nm
thin, buried Nb layer displayed in Fig. 2(b). The strain in the Nb layer
is close to zero up to 4 ns (not shown), except for the very pronounced,
nearly symmetric bipolar strain pulse that starts with a contraction at
approximately 90 ps, reverses sign at 117 ps, and ceases at approxi-
mately 150 ps. The diffraction peak evolution of the thin Nb layer dis-
played in Fig. 1(c) exhibits a large peak shift that corresponds to a

FIG. 1. Characterization of sample 1 via
X-ray diffraction: (a) slice of the reciprocal
space map shown in (b) at qx ¼ 0 (black
line). The blue and orange lines in (a) cor-
respond to the probed reciprocal slice
when using the convergent beam of the
X-ray focusing optic and area detector at
the lab-based diffraction setup at a fixed
angle of incidence. (c) and (d) depict the
temporal evolution of the Nb and TbFe2
peak at 13.3 mJ/cm2, respectively, with
the fitted peak position indicated by
dashed lines. (e) Schematic depiction of
the uncapped sample structure.

FIG. 2. Transient strain signatures of sample 1 without SiO2 capping: (a) and (b)
display transient strains extracted from the average peak shift via Gaussian line-
shape fits and the simulated strain response using the udkm1Dsim toolbox as lines.
The dashed line in (a) corresponds to a model with a full single-crystalline TbFe2
layer whereas the solid line takes a disordered TbFe2 layer at the TbFe2/Nb inter-
face into account. Inset (c) depicts the transient strain pulse in the Nb layer normal-
ized to the different excitation fluences.
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strain amplitude of 1.5&, which is only present during a short time
window. The inset (c) in Fig. 2 shows the strain oscillation in Nb for
different pump fluences, normalized to the fluence of the laser pulses.
Since the transient strain curves nearly coincide, our data evidence a
linear fluence dependence for this strain oscillation feature in Nb up to
13.3 mJ/cm2.

The interpretation of the UXRD data from the thick TbFe2 layer
is based on the insights into ultrafast lattice response of photoexcited
thin films studied by UXRD, which were previously discussed by
Schick et al.44 The laser illumination leads to the excitation of coherent
and incoherent phonons, which superimpose in the strain response of
the absorbing layer.2 The strain pulse composed of the coherent excita-
tion of phonons subsequently propagates at the longitudinal acoustic
phonon velocity whereas the thermal energy leaves the excited layer by
a slower diffusion process.

Our experiment represents the limiting case of an inhomogene-
ously excited transducer since the TbFe2 layer thickness is approxi-
mately 25 times larger than the 19.9 nm light intensity penetration
depth at 800nm, which we obtain from ellipsometry measurements
using a commercial setup and analyzing software (SENTECH), as dis-
cussed in Sec. III of the supplementary material. The appearance of a
marked shoulder in the TbFe2 diffraction signal on the lower qz side
for the main diffraction in Fig. 1(d) signals the existence of a highly
strained surface layer on top of the nearly unperturbed TbFe2. Schick
et al.44 have analyzed in detail that the exponential stress profile origi-
nating from inhomogeneous laser heating leads to an initial compres-
sion of the majority of the layer. Since the Gaussian fit is most sensitive
to the central region of the diffraction peak, we observe the leading
compressive strain front as a shift of the Bragg peak maximum to
larger angles in the first 15 ps. When the free surface expansion propa-
gates into the material at the speed of sound, the strong expansive com-
ponent finally shifts the Bragg peak maximum to smaller angles. We
attribute the remaining slope to the heat transport that equilibrates the
inhomogeneous temperature profile within the TbFe2 layer on a time-
scale of hundreds of picoseconds to several nanoseconds.

The strain response of the Nb layer seen in Fig. 2(b) confirms
that the thermal transport occurs mainly within the TbFe2 layer since
we observe no thermal expansion that would appear as a background
within our 4 ns measurement window. The bipolar strain pulse marks
the delayed passage of the coherently excited phonon wave packet,
which is launched at the sample-air interface, through the buried Nb
layer. The detected diffraction peak shift of the 50 nm thick detection
layer thus shows a background-free signal of the strain pulse, consist-
ing of a compressive leading edge, which is followed by an expansive
trailing edge as it is known from previous picosecond acoustic investi-
gations.2,45 The smaller layer thickness leads to higher average strain
signals and sharper features as compared to the strain detected in the
thick transducer layer.

The signature of the exit of the bipolar strain pulse from the
probed TbFe2 layer is an increase in the average layer strain followed
by a decrease back to the thermal expansion background since the
leading compressive edge exits while the trailing expansive part is still
in the layer. In our experiment, we observe a pronounced delay
between the exit of the strain wave from the TbFe2 layer, at approxi-
mately 40 ps and its arrival in the adjacent Nb at 90 ps. This 50 ps delay
of the signatures can only be rationalized if the strain pulse traverses a
TbFe2 layer that does not contribute significantly to the X-ray

diffraction signal. Using vsound ¼ 3.94 nm/ps, known for polycrystal-
line TbFe2,

46 this corresponds to a layer with a thickness of approxi-
mately 187nm TbFe2 that has a considerably different texture.
Structural inhomogeneities are in-line with the mosaic peak broaden-
ing and the comparably small X-ray diffraction intensity of the TbFe2
peak. The existence of a structurally imperfect interface layer at the
TbFe2-Nb interface is further supported by Atomic Force microscopy
measurements that observed that the rare-earth alloy layer growth
proceeds first as separated 3-dimensional islands that only coalesce to
form a continuous film for thicknesses on the order of 100nm and
above.38 The large in-plane lattice-constant mismatch of 11.6%
between the underlying Nb template and the TbFe2 is reduced by a
thin FeNb layer but is probably the origin for the large mosaicity and
for the limited coherence length along the growth direction,47 which
amounts to 50nm in the present TbFe2 film.

Modeling the excitation and propagation of picosecond acoustic
strain pulses is achieved by solving the partial differential equation for
the time-dependent local strain in which the given spatio-temporal
stress profile acts as source term.2,44,48 The thin film geometry reduces
this to a 1-dimensional problem as the laser excitation spot is
much larger than the film thickness of the nanostructure and the
probed X-ray spot. Numerical solutions for the strain evolution in
nanoscopic layers are frequently applied in nanoscopic heterostructure
geometries where multiple interface reflections complicate analytical
solutions.32,48,49 In Figs. 2(a) and 2(b), we compare the UXRD data to
simulation results obtained with the udkm1Dsim toolbox package that
we used to calculate the time-resolved strain response based on a linear
chain model of masses and springs. Although details of the software
are given in the reference publication,50 we briefly outline the work-
flow of the modeling. Upon input of the thermophysical material
properties and the known sample geometry that are listed in Table I of
the supplementary material, we first calculate the absorbed optical
energy density and temperature profiles according to the heat diffusion
equation51 with unit cell resolution. The resulting spatio-temporal
temperature profile represents the thermoelastic stress that drives a
linear chain of masses and springs, where the masses represent indi-
vidual unit cells. In the last simulation step, the obtained time-resolved
strains are used as an input for the computation of the time-
dependent dynamical X-ray diffraction signal.52 The resulting diffrac-
tion peaks are fitted with a Gaussian line profile to yield the strain sig-
nal displayed as lines in Figs. 2(a) and 2(b).

The dashed line in Fig. 2(a) shows the modeled strain of a structur-
ally perfect 436nm thick TbFe2 layer on top of a 50nm Nb layer
attached to an Al2O3 substrate. The simulation data represented by the
solid line assume only 249nm structurally perfect TbFe2 on top of a
187nm TbFe2 layer with substantial disorder. The improved fit of the
model regarding the triangular feature beginning at 40ps substantiates
the evidence for a structurally different TbFe2 layer at the Nb interface.
The total TbFe2 layer thickness is determined by the arrival time of the
bipolar strain pulse in Nb using the directionally averaged speed of
sound of vsound ¼ 3.94nm/ps for polycrystalline TbFe2,

46 due to the
lack of exact elastic constants for single-crystalline TbFe2. Despite the
agreement between the simulated and experimental strains in the TbFe2
layer, the simulation substantially overestimates the bipolar strain pulse
amplitude in the Nb layer. This may be accounted for by taking into
account a slowly rising stress profile in TbFe2 and acoustic damping as
well as scattering of the coherent phonons at the interface.53–55
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B. Signals in the SiO2 capped sample

The central experimental result of this work is summarized in
Fig. 3. Here, we combine the experimental results from a sample
capped by an amorphous SiO2 layer as sketched in the inset of Fig.
3(e). Figure 3(a) shows the spatio-temporal strain profile that
is obtained within the linear chain model for the second sample struc-
ture with the stacking sequence 882 nm SiO2 / 342nm TbFe2 / 50 nm
Nb /Al2O3 substrate, which is solved by the udkm1Dsim toolbox.50

Red and blue colors correspond to regions of expansive and compres-
sive strain, respectively. One observes that the expansion of the laser-
heated region slowly spreads as the heat diffuses within the TbFe2 layer.
Now, the bipolar strain pulse that is launched towards the substrate is
clearly asymmetric, where a large-amplitude leading compressive part is
followed by a smaller expansive tail. In addition, a unipolar compression
pulse propagates in the SiO2 capping layer towards the surface where it
is converted into an expansion. The simulated strain in Fig. 3(a) clarifies
that for a very thin capping layer, the expansive unipolar wave reflected

at the surface would superimpose with the small expansive tail of the
asymmetric bipolar wave to form the symmetric bipolar wave observed
in sample 1, see Fig. 2. Multiple reflections of the strain pulses occur at
the material interfaces indicated by horizontal dashed lines where the
reflection and transmission arise due to the acoustic impedance mis-
match.2,56,57 A direct comparison of the simulation results is presented
in Sec. IV of the supplementary material.

The occurrence of multiple unipolar strain pulse echoes that tra-
verse the TbFe2 and Nb layers at different timings is readily seen in the
UXRD data presented in Fig. 3(b). The modeled average strain shown
as solid lines accurately predicts the timing and shape of the observed
features but the amplitude of the Nb strain is substantially overesti-
mated. This may indicate a finite electron-phonon-coupling time and
scattering of the coherent phonons in TbFe2 from structural imperfec-
tions, which are both not captured in the current modeling. The pre-
sented UXRD data were obtained under identical excitation
conditions as the experiments on the uncapped sample except for the
larger pump-fluence 24.6mJ/cm2, which leads to an increase in the
detected strain amplitudes.

In the following, we discuss the results of time-resolved MOKE
measurements, which probe the change of the polarization state of the
probe light upon reflection due to the permanent magnetization of the
sample. The measurement displayed in Fig. 3(c) was carried out close
to the polar MOKE geometry with an external out-of-plane magnetic
field of l0H¼ 800mT using 200 fs laser pulses at a central wavelength
of approximately 800nm, a repetition rate of 250 kHz, and a pump
fluence of approximately 2.7 mJ/cm2. In these measurements, the dif-
ference of the polarization changes for opposite external field orienta-
tions [S(Hup) � S(Hdown)] is probed using the reflection of 800nm
probe-light-pulses analyzed by a half-wave plate in combination with
a Wollaston-prism and a balanced photo-diode. Lock-in detection
using an acousto-optical modulation of the pump beam intensity at
50 kHz was employed. The resulting polar MOKE signal displayed as a
solid grey line essentially probes the out-of-plane magnetization com-
ponent of the TbFe2 layer within the 19.9 nm optical penetration depth
and is probably sensitive to the Fe sub-lattice.58 Subtraction of the
slowly varying thermal background approximated by a double-
exponential decay (red line) from the MOKE signal (grey line) reveals
multiple sharp peaks in the residual black curve. By comparison with
the linear chain model results in Fig. 3(a), it becomes obvious that the
observed features occur at the time when the longitudinal strain pulse
echoes traverse the top few nanometers of the TbFe2 layer given by the
penetration depth of the probe pulse. Note that the sign of the peaks
correlates with the sign of the (unipolar) strain-pulse echoes and that
even the small reflections from the TbFe2/Nb interface produce
observable MOKE signatures at around 180, 485, and 790 ps.

Figure 3(d) displays the time-resolved polarization analysis signal
of the reflected 800nm probe beam independent of the magnetization
state, which is obtained from the sum signal [S(Hup) þ S(Hdown)] of
the balanced detection. Similar time-resolved Brillouin scattering
experiments have shown that the observed oscillations originate from
the interference of the reflected light from the traveling strain pulse in
the transparent SiO2 medium and the static interfaces.59,60 Pronounced
phase jumps in this Brillouin signal occur when the strain pulses invert
their sign due to the reflection at the SiO2/air interface.

56,61

Consequently, the strain propagation as modeled by the 1-
dimensional-linear chain model accurately predicts the timings of all

FIG. 3. Time-resolved signals from the SiO2 capped sample structure: (a) spatio-
temporal strain simulation result that highlights the occurrence of multiple echoes
from bipolar and unipolar strain pulses. Horizontal dashed lines indicate the layer
interfaces of the schematic sample geometry displayed in (e). (b) Comparison of
the strain signal from UXRD measurements and udkm1Dsim toolbox simulations.
(c) Time-resolved all-optical MOKE signal S: [S(Hup) � S(Hdown)]. The background
subtracted signal shows pronounced peaks when strain pulses traverse the SiO2/
TbFe2 interface, which are marked by vertical dashed lines. The field-independent
polarization change [S(Hup) þ S(Hdown)] shown in (d) is dominated by oscillations
of the time-resolved Brillouin scattering signal of the strain pulses within the SiO2

capping.
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the experimental signals we observed in this heterostructure. We have
employed a single temperature model for the driving stress on the lat-
tice. This certainly oversimplifies the equilibration process of the
electron-, lattice-, and spin-subsystems to occur instantaneously. A
detailed analysis of the dynamics prior to the equilibration is beyond
the scope of the current investigation as it requires the knowledge of
the thermophysical properties for each sub-system as well as the cou-
pling constants of this largely unexplored material.

C. Experimental results from the buried detection
layer

In the henceforth presented data analysis, we put the focus on the
qualitative and quantitative information that can be directly extracted
from the UXRD signal in the buried Nb detection layer. In Fig. 4(a),
we see that the normalized, background-subtracted MOKE signal orig-
inating from TbFe2 matches the normalized Nb strain when shifted by
84 ps, which is the longitudinal acoustic propagation time through the
TbFe2 layer. This agreement proves a linear relation between the lattice
strain and the observed MOKE signal. The slight discrepancies at 485
and 790 ps probably originate from the fact that the MOKE signal
results from a superposition of the strain pulses reflected at the surface
and at the TbFe2/Nb interface, which traverse the top TbFe2 layer
simultaneously [see Fig. 3(a)]. Since only part of the reflection at the
TbFe2/Nb interface is again reflected at the TbFe2/SiO2 interface, the
Nb layer senses a different strain wave composition. It will be impor-
tant for future experiments investigating the interaction of shear waves
with the magnetization to accurately identify also the small longitudi-
nal acoustic pulse echoes in such multilayered structures. Previous
picosecond acoustic investigations in magnetic samples have observed
that strain pulses can exert a torque on the sample magnetization ~M
via a transient modification of the crystalline anisotropy, often result-
ing in a damped precessional motion of ~M .18,62,63 Although a torque
on the magnetization by the strain pulse is expected, the absence of
precessional oscillations challenges the theoretical interpretation of the

observed MOKE signal based on the Landau-Lifshitz-Gilbert model.
Crystalline defects in the TbFe2, resulting in small magnetic domains,63

in combination with a magneto-crystalline anisotropy and damping
could drastically suppress the coherent precessional signal. The signal
might have contributions from a modulation of the reflectivity driven
by the photoelastic effect;21 however, the reflectivity signal does not
exhibit significant spikes at the echo positions. In any case, the striking
resemblance of the detected strain pulses in the Nb layer to extracted
features in the MOKE measurements demonstrates a high sensitivity
of MOKE for probing strain pulses arriving at the TbFe2 surface.

In Fig. 4(b), we compare the initial bipolar strain pulses from the
capped and uncapped samples, normalized to their compressive part.
We observe that the leading, compressive parts coincide, whereas the
expansive parts in the SiO2 capped sample 2 are strongly reduced. The
black dashed line indicates a single exponential fit to the falling edge of
the compressive strain with a time constant of 4.6 ps, which translates
to a spatial extension of approximately 18nm using vsound¼ 3.94nm/ps.
This value provides an estimation of the spatial extension of the driving
stress profile.3,64 This matches the optical penetration depth obtained
from ellipsometry, which shows that potential hot-electron diffusion
does not substantially increase the excitation profile length.

The evolution of the unipolar strain pulse within the SiO2 cap-
ping is shown in Fig. 4(c), where we compare the first and second uni-
polar strain echoes that traverse the Nb layer at 396 ps and 695 ps to
the initial pulse launched into the SiO2 capping. The latter is extracted
from the difference between the bipolar strain pulses observed on the
capped and uncapped samples. In this analysis, we assume that the
laser generated stress profile is identical in the capped and uncapped
TbFe2 samples and that the difference of the initially detected bipolar
strain pulse seen in Fig. 4(b) originates solely from partial reflection of
the expansion at the top TbFe2 interface. The FWHM of the detected
strain signals increases from 9 to 16 and 21ps. The modeling does not
include any broadening mechanisms and reports echoes with a con-
stant width of 8 ps FWHM. Anharmonic interactions in the lattice
potential have been shown to change the shape and broaden high
amplitude coherent phonon wavepackets.65 Contributions from the
SiO2 surface roughness should also be taken into account.

IV. CONCLUSION

In this work, we have combined multiple techniques to follow the
trajectory of strain pulses that are generated by femtosecond laser
pulses exploiting the giant magnetostriction material Terfenol (TbFe2)
as a transducer. MOKEmeasurements in TbFe2 are shown to provide a
surface sensitive method to probe strain pulses at the top of the metallic
TbFe2 that is complementary to bulk sensitive X-ray diffraction.

Probing the strain pulse in a thin, buried detection layer adjacent
to an optically opaque transducer via UXRD allows for a characteri-
zation of the coherent strain pulse separately from heat expansion
without frontside-pump backside-probe schemes. By detecting the
strain pulse in the buried and perfect Nb layer, we demonstrate how
UXRD can clearly locate the structurally imperfect fraction of the
TbFe2 layer in this opaque heterostructure. Contrary to all-optical
methods, UXRD provides a quantitative measure of the average lat-
tice strain that does not require detailed knowledge of photo
elastic coefficients and optical properties. In combination with 1-
dimensional-linear chain models, UXRD can provide quantitative
information on realistic strains with unit cell resolution, which can be

FIG. 4. Analysis of the strain pulse signatures: (a) comparison of the coherent pho-
non strain contribution seen in the MOKE and UXRD signal, scaled to the maximum
amplitude and shifted to overlap in time. (b) Comparison of the initial asymmetric
bipolar strain pulse in the capped sample 2 and the symmetric bipolar strain in the
uncapped sample 1, to an exponential fit with a time-constant of 4.56 ps. (c)
Evolution of the strain pulse after passing the SiO2 layer multiple times.
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used as input for modeling strain-assisted magnetization switching
approaches.23 The obtained maximum strain amplitude in TbFe2 of
2& is well below the deterministic switching limit of a few percent
strain, but the local heating substantially lowers the anisotropy66 as it
is known from heat-assisted magnetic recording schemes.

The combination of MOKE and UXRD outlines a potential path
towards an experimental calibration of the magneto-elastic coefficient,
i.e., the magnetization change per strain amplitude for picosecond
acoustic pulses. Such a quantity is not only relevant for testing funda-
mental research that models magneto-elastic couplings but also repre-
sents a valuable input for application-oriented research.

We believe that probing the strain-pulse in a buried detection
layer is a versatile method for studying the stress generation profile as
it separates coherent from incoherent phonon excitations. It will be
especially useful in situations where multiple mechanisms with differ-
ent spatial or temporal characteristics superimpose in the strain gener-
ation process as it is the case in (anti-)ferromagnetic67,68 materials.
The use of an acoustic delay line further introduces the possibility to
study the evolution of the strain pulse shape and to calibrate the mag-
netization response to unipolar compression and expansion pulses.
This will support important future steps towards a full understanding
of the demagnetization process especially in high-anisotropy, giant
magnetostriction materials. A combination of time-resolved probes
that monitor different degrees of freedom within the same experiment
will foster the understanding of the intricate couplings between
electron-, spin-, and lattice systems in solids, which forms the basis for
many useful devices.

SUPPLEMENTARY MATERIAL

See supplementary material for the details of the time evolution of
the TbFe2 and Nb Bragg peaks (S1) and the material parameters used
in the modeling (S2). Furthermore, we provide the complex index of
refraction and the resulting optical properties that were extracted from
spectroscopic ellipsometry on the uncapped TbFe2 sample (S3) as well
as a section that compares the modeling results for the strain propaga-
tion in the capped and uncapped samples (S4).
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Ultrafast laser generated strain in granular and continuous FePt thin films
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We employ ultrafast X-ray diffraction to compare the lattice dynamics of laser-excited continuous and granular
FePt films on MgO (100) substrates. Contrary to recent results on free-standing granular films, we observe
in both cases a pronounced and long-lasting out-of-plane expansion. We attribute this discrepancy to the
in-plane expansion, which is suppressed by symmetry in continuous films. Granular films on substrates are
less constrained and already show a reduced out-of-plane contraction. Via the Poisson effect, out-of-plane
contractions drive in-plane expansion and vice versa. Consistently, the granular film exhibits a short-lived
out-of-plane contraction driven by ultrafast demagnetization which is followed by a reduced and delayed
expansion. From the acoustic reflections of the observed strain waves at the film-substrate interface, we
extract a 13% reduction of the elastic constants in thin 10 nm FePt films compared to bulk-like samples.
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We employ ultrafast X-ray diffraction to compare the lattice dynamics of laser-excited continuous

and granular FePt films on MgO (100) substrates. Contrary to recent results on free-standing granular

films, we observe in both cases a pronounced and long-lasting out-of-plane expansion. We attribute

this discrepancy to the in-plane expansion, which is suppressed by symmetry in continuous films.

Granular films on substrates are less constrained and already show a reduced out-of-plane contrac-

tion. Via the Poisson effect, out-of-plane contractions drive in-plane expansion and vice versa.

Consistently, the granular film exhibits a short-lived out-of-plane contraction driven by ultrafast

demagnetization which is followed by a reduced and delayed expansion. From the acoustic reflec-

tions of the observed strain waves at the film-substrate interface, we extract a 13% reduction of the

elastic constants in thin 10 nm FePt films compared to bulk-like samples. VC 2018 Author(s). All
article content, except where otherwise noted, is licensed under a Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/1.5050234

The L10 ordered phase of FePt is a prominent example

of a highly anisotropic material with a simple unit cell,

which can be easily stabilized in nanoscale thin films.1,2 Its

technological relevance originates from the large uniaxial

magnetic anisotropy (Ku),2,3 which makes FePt the material

of choice for heat-assisted magnetic recording (HAMR)

schemes.4,5 Established bulk characterization methods for

thermophysical properties, i.e., elastic constants (Cij), heat

capacity (Cp), thermal conductivity (j), and thermal expan-

sion coefficients (a), are mostly inapplicable in such nano-

scale thin film materials. The envisioned applications

nevertheless substantiate the need for a thorough characteri-

zation of all involved properties.

Ideally, the inaccessible properties of the material could

be calculated on an ab-initio basis. The so far simulated

properties relevant to the HAMR process range from the

Curie temperature variation in granular films6,7 over ab-ini-
tio models for mode specific electron phonon coupling con-

stants8 up to full multiscale models for the magnetization

dynamics.9 Apart from recent mode specific calculations of

the phonon Gr€uneisen constants10 (C) and extensive work on

the elastic constants,11–13 predictions for Cp, j, and a are

lacking, which hints at the complexity of full ab-initio theo-

retical approaches.

Experimental methods tailored to be applicable in the

thin-film regime have been developed alongside the

improved thin film growth techniques. Specifically, for

FePt, time-domain thermoreflectance in combination with

1D thermal transport models has been used to extract the

heat conductivity and thermal boundary resistances.14,15

Even an estimate for the diverging magnetic specific heat

has been obtained.16 The out-of-plane elastic constant C33

has been determined by picosecond ultrasonics from the

coherent phonon propagation monitored by an all-optical

pump-probe method17 and electromagnetic-acoustic reso-

nance.18 Diffraction studies on L10 FePt compounds report

a strong anisotropy in the thermal expansion upon equilib-

rium heating where the dominant in-plane expansion her-

alds anisotropic stresses.19,20

A recent time-resolved investigation has combined the

direct access to the structural dynamics of FePt nanograins via

ultrafast electron diffraction (UED) with direct measurements

of the Fe magnetization by resonant soft X-ray diffraction.10

This study connected the obtained experimental interpretation

with the insight of ab-initio theory to study the complex cou-

pled dynamics initiated by the simultaneous action of elec-

tronic, magnetic, and phononic stress contributions.10 The

ultrafast demagnetization and potentially anisotropic electron

and phonon stresses were found to drive a pronounced out-of-

plane contraction that decays to zero within 20 ps. For this

experiment, the FePt nanograins embedded in a carbon matrix

were transferred from the substrate to an ultrathin metal grid

suitable for UED and the out-of-plane lattice motion was

derived from asymmetric diffraction peaks. Ultrafast X-ray

diffraction (UXRD) in the symmetric Bragg reflection geome-

try is an established method for measurements of the lattice

expansion of thin films and heterostructures that are supported

by a substrate.21,22 A synchrotron-based UXRD study23 on

continuous FePt films has reported an out-of-plane expansion

upon photo-excitation; however, the time resolution was

insufficient to observe the acoustic vibrations.10

Here, we present laser-based UXRD experiments on

FePt in the L10 phase on MgO substrates with a time resolu-

tion of approximately 200 fs. We compare the latticea)bargheer@uni-potsdam.de
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response of a continuous crystalline FePt thin film to the

nano-granular FePt samples in a carbon matrix relevant for

magnetic recording. Both samples are investigated as-grown

onto the MgO (100) substrates. In contrast to the out-of-

plane contraction in free-standing granular FePt films,

observed by UED in the transmission geometry on a trans-

mission electron microscopy (TEM) grid,10 we observe an

ultrafast out-of-plane expansion within 2.5 ps limited by the

sound velocity. From the observed coherent phonon oscilla-

tions period of 4.6 ps and a precise measurement of the film

thickness d¼ 9.7 nm by X-ray reflectivity (XRR), we derive

an out-of-plane longitudinal acoustic sound velocity of

4.2 nm/ps which is in line with the previously reported elas-

tic constants17 and with the periods observed by UED.10 We

discuss that the out-of-plane structural dynamics strongly

varies for different film morphologies because out-of-plane

contractions are coupled to in-plane expansion by the

Poisson effect. Our study thus illustrates the capabilities of

laboratory-based UXRD for determining the elastic constants

in ultrathin samples. From a conceptually simple one-

dimensional linear chain (LC) model, we furthermore obtain

the different stresses that drive the out-of-plane response in

granular and thin-film media.

We compare granular and continuous FePt films that are

both in the L10 phase and grown onto MgO (100) oriented

substrates. The continuous film was prepared by magnetron-

sputtering Fe and Pt from a composite FePt target onto a sub-

strate preheated to 500 �C. The granular film was sputtered

from a FePt-carbon composite target with approximately

30 vol. % C onto a substrate preheated to 650 �C. The c-axis

and magnetization are oriented out-of-plane. XRR was car-

ried out to characterize the film thicknesses at the KMC3-

XPP endstation24 at the BESSY II synchrotron radiation

facility. Using programs from the reflpak suite,25 the XRR

data in Figs. 1(a) and 1(c) were analyzed and fitted by the

resulting electron density depicted in Figs. 1(e) and 1(f).

The insets (b) and (d) depict the inferred sample structures.

The Kiessig fringes of the granular film decay quickly, con-

firming the increased surface roughness known from cross

sectional TEM images of comparable samples.2,26

Scanning electron microscopy (SEM) images of simi-

larly prepared samples (not shown) display that the granular

film consists of segregated FePt-nanograins with a size dis-

tribution centered at approximately 10 nm embedded in

amorphous carbon that magnetically decouples the grains.

This is confirmed by the magnetic hysteresis measurements

shown in Fig. 1(g) carried out using a commercial SQUID-

vibrating sample magnetometer (Quantum Design). The

granular sample exhibits a large coercive field of approxi-

mately l0H ¼ 5 T, which is desirable for HAMR, whereas

the thin film switches at a considerably reduced field of

l0H ¼ 0:4 T via domain wall motion, which is inhibited in

granular samples.27 The saturation magnetization for the

granular film is reduced by a factor of 0.7 as compared to

the continuous film, which agrees with the volume filling

factor of FePt in the non-magnetic carbon estimated from

SEM images.

Using UXRD, we monitor the Bragg peak shift in the

symmetric Bragg diffraction geometry and thus the out-of-

plane lattice expansion of the two different crystalline

specimens with sub-picosecond time resolution at a

laboratory-based diffraction setup.28 Figure 2(a) displays the

Bragg diffraction curve of the unexcited granular and contin-

uous film samples and the inset (b) schematically shows the

diffraction and pump-probe geometry. The MgO (002) sub-

strate peak is located at h ¼ 21:45�, and the (002) FePt-

peaks appear approximately at h ¼ 24:6�. We optically

excite the samples with p-polarized pump pulses with a cen-

tral wavelength of 800 nm and a pulse duration of 100 fs.

From the 0.2 mJ pulse energy at a 1 kHz repetition rate with

a 1:4 mm� 1:5 mm (FWHM) beam profile incident under

b ¼ 45� relative to the surface normal, we calculate an inci-

dent fluence of 6 mJ cm�2. Using a transfer matrix algorithm

for the optical absorption calculation29 and literature values

for the optical properties,30 we find that a fraction of 25% of

the incident energy is absorbed in the continuous FePt mate-

rial. The hard X-ray probe-pulses with a duration of 200 fs

are generated by a laser driven X-ray source, monochromat-

ized, and focused onto the sample using a Montel optic31

with a convergence of approximately 0.3�. This produces a

flux of approximately 106 photons/s at the sample in the

energy range of Cu-K a1=a2 X-ray characteristic line emis-

sion. To obtain the time-resolved strain from the diffracted

intensity I, the detector images are mapped to the out-of-

plane reciprocal space coordinate qz as described previ-

ously.32 IðqzÞ is then fitted by a Gaussian line profile, in

order to extract the position of the (002) Bragg peaks qz;fitðtÞ
for each delay t between pump and probe pulses. Using

qzðtÞ ¼ 4p=cðtÞ, we obtain the evolution of the average FePt

lattice plane spacing c(t) in real space. The resulting strain

eðtÞ ¼ ðcðtÞ � c0Þ=c0, using c0 ¼ cðt < 0Þ, is depicted in

Figs. 2(c) and 2(d).

FIG. 1. Sample characterization: X-ray reflectivity data of the continuous (a)

and granular (c) film. Orange and cyan colored lines indicate the fit result

obtained by assuming the electron densities shown in (e) and (f). Sample

structures derived from the electron density without roughness [dashed lines

in (e) and (f)] are schematically shown in the insets (b) and (d). The magneti-

zation hysteresis in (g) shows a strongly enhanced coercivity and a reduced

saturation magnetization of the granular film compared to the continuous film.
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We first discuss the transient strain of the continuous

FePt film [Fig. 2(c)]. An out-of-plane lattice expansion of up

to 0.7% rises to its maximum within 2.8 6 0.2 ps.

Subsequently, an oscillation with a period of T ¼ 4:660:2
ps superimposes the strain relaxation that originates from the

flow of thermal energy to the substrate. From the measured

T and d, we obtain the longitudinal acoustic sound velocity

vs ¼ 2d=T ¼ 4:260:2 nm/ps.33,34

We observe a considerable out-of-plane expansion of

approximately 0.4% at t¼ 20 ps for the continuous thin film

after the coherent strain wave oscillations end due to

repeated partial transmission into the substrate. At such large

delays, the observed strain e scales linearly with the quasi-

thermal stress r according to Hooke’s law r ¼ Ee. In metal

films, the observed strain originates from a stress that is a

superposition of the contributions from energy deposition

into the electron and lattice system.33,35–37 In the particular

case of magnetically ordered materials, additional stress

originating from the excitation of the spin system has been

reported.10,21 Assuming thermal equilibration of these con-

tributing subsystems, the observed strain e directly indicates

the transient temperature rise DT via e ¼ aDT. For such a

simplified analysis, we can extract an effective linear thermal

expansion coefficient a, which incorporates all contributing

stresses, e.g., electron and phonon pressure, magnetostric-

tion, and the coupling of in- and out-of-plane strain by the

Poisson effect by a very coarse estimation of the temperature

rise. Considering the dominant contribution of the phonons

to the specific heat of approximately16 Cp ¼ 3:5� 106

J m–3 K–1, we estimate from the absorbed laser fluence Fa

and the film thickness d: DT ¼ Fa=ðdCÞ � 147 K. This

yields an estimate for the effective linear thermal expansion

coefficient,38 which is applicable only on timescales where

the electron-spin-phonon system is in a quasi-equilibrium

while in-plane strain propagation is still negligible: a
¼ e=DT � 2:7� 10�5 K–1. The observed decaying strain for

times t> 20 ps is attributed to a cooling of the FePt film by

phonon heat transport to the insulating substrate, in agree-

ment with previous synchrotron studies.23 In our coarse

approximation, we refer to a quasi-equilibrium, since recent

theoretical developments in the modeling of time-resolved

experiments that go beyond two or three temperature models

indicate that such an equilibration process may take many

tens of picoseconds due to mode dependent electron phonon

couplings8,10,37 or potentially weak spin-lattice coupling.21

In order to further interpret the measurement on the epi-

taxial thin film, we simulate the results in a 1-dimensional

LC model of coupled masses and springs. The simulations

are carried out using the strain calculation module from the

udkm1Dsim toolbox simulation package.39 We calculate the

response to a time-dependent expansive stress that is

assumed to be homogenous across the FePt thin films moti-

vated by the optical penetration depth30 for 800 nm light in

FePt of approximately 24.2 nm, which is large compared to

the 9.7 nm film thickness. The dashed-dotted line in Fig. 2(c)

shows the total time-dependent stress that leads to the

observed transient strain, with multiple acoustic reflections

shown as solid lines. It is rather close to a step function with

a rising edge given by the laser pulse duration. A slight addi-

tional rise and decay can be attributed to a conversion of

electronic to phononic stress and the onset of heat transport

to the substrate, respectively. For convenience, we have

added the simulated strain as solid lines to Fig. 2(c) assuming

different longitudinal acoustic sound velocities vs from which

we can obtain the elastic constant C33 ¼ qv2
s � 267 GPa

using vs ¼ 4:2 nm/ps. We use the density q ¼ 15 113 kg/m3

of FePt calculated from atomic weights and the known unit

cell dimensions of the conventional tetragonal unit cell of

parameters c¼ 3.72 Å and a¼ 3.85 Å of FePt.20 The derived

C33 value lies just at the lower bound of the range of 242

– 371 GPa from theoretical considerations.11–13 It agrees

well with the observed reduction of the elastic constant of

FePt specimen from 309 to about 250 GPa, when the thick-

ness is less than 40 nm.17 The temperature dependence of the

elastic constants observed under equilibrium heating18 sup-

ports an even further decrease in the transient bulk modulus

resulting from a laser-induced temperature increase. The sur-

prisingly small vs ¼ 2:2 nm/ps reported for the free standing

FIG. 2. X-ray diffraction and simulations: (a) Characterization of the sam-

ples using X-ray diffraction in the reflection geometry shown in the inset

(b). Data points in (c) and (d) show the strain extracted from the shift of the

FePt (002) Bragg peaks of the continuous and granular film in reciprocal

space. Solid lines in (c) and (d) represent the transient strains that result

from the applied time dependent stresses (dashed lines), in a linear chain

(LC) model. The lattice dynamics in the first 10 ps of the granular film differ

significantly from the strain observed in a continuous film. An initially con-

tractive stress is required to obtain a qualitative agreement between simula-

tion and measurement. (e)–(g) Schematic of clamping mechanisms that we

believe to affect the out-of-plane expansion for the three different growth

cases: (e) free-standing (f) granular film on a substrate and (g) continuous

film on a substrate.

123101-3 von Reppert et al. Appl. Phys. Lett. 113, 123101 (2018)

ULTRAFAST LASER GENERATED STRAIN IN GRANULAR AND CONTINUOUS FEPT THIN FILMS

149



grains10 might be due to a missing factor of 2 since for

spheres, the expected period T ¼ d=vs must be calculated

using the diameter d of the laser excited particles instead of

their radius.

Now, we discuss the dynamics in our nano-granular

film. The oscillation period is nearly identical to the continu-

ous film, as expected for the same layer thickness. The in-

plane dynamics of the granular film occur with a similar

period because the average grain size equals the thickness.

Its out-of-plane contraction within the first 2.5 ps [Fig. 2(d)]

confirms the ultrafast contractive stress contribution that was

reported for the free-standing granular film.10 The contrac-

tive stress component was shown to originate from the

release of magnetostriction due to the transient demagnetiza-

tion of the FePt.10 The timescale of the demagnetization

varies depending on the experimental conditions but is usu-

ally fitted by an exponential decay with time constants

smaller than 0.5 ps.10,26,27 The magnetization recovers

within several tens of picoseconds, depending on the excita-

tion fluence.10,26 For larger time delays (t> 2.5 ps), we defi-

nitely observe a long-lasting lattice expansion, which has

only about half the amplitude of the continuous film. The

contractive stress driven by spin-excitations is still operative

due to the slow remagnetization, but the phonon-driven heat

expansion prevails. As we argue below, the crossover from

compressive to tensile strain is due to partial constraints to

the in-plane motion of the nanograins. The contraction

observed in the free standing film is thus probably stopped as

soon as the in-plane grain expansion is inhibited by the epi-

taxial pinning to the MgO substrate and the surrounding car-

bon matrix, which is also pinned to the substrate. In the case

of the continuous epitaxial film, such in-plane constraints

completely inhibit the compressive strain at early delays.

For the epitaxial continuous film, the 1D LC model is an

excellent approximation for the first 20 ps, since in-plane

motion is prohibited by symmetry. In the nano-granular sam-

ple, this symmetry is broken and various anisotropic driving

stresses can occur so that a modeling of the three-

dimensional response of particles with anisotropic elastic

properties embedded in a carbon matrix would be required.

The inhomogeneous size distribution with unknown coupling

strength to the substrate further challenges ab-initio treat-

ment. Here, we analyze the strain response of the FePt granu-

lar sample grown on a substrate, because it connects the

previous research on free-standing nanograins10 and epitax-

ial thin films23 and since it is the relevant geometry used in

HAMR media. For a simplified simulation of the observed

out-of-plane strain, we assume the effective out-of-plane

stress shown in Fig. 2(d) as a dashed-dotted line, which

includes contributions from an in-plane expansion that leads

to an out-of-plane contractive stress via Poisson’s ratio. We

speculate that the crossover from a contractive to an expan-

sive out-of-plane stress within about 1 ps is due to the fact

that the in-plane expansion concomitant with the out-of-

plane contraction is hindered by epitaxial clamping to the

substrate and the carbon matrix. This contribution of the

Poisson effect adds to the out-of-plane contraction driven by

ultrafast spin disordering.10

Figures 2(e)–2(g) schematically show our current under-

standing of the pronounced differences for free-standing

grains vs. continuous epitaxial films of FePt, with nano-

granular films on a substrate as an intermediate case. While

the nearly free-standing grains, which are more loosely

embedded in a carbon matrix on a TEM grid, can contract

out-of-plane because they can expand in-plane, the continu-

ous film cannot expand in-plane. This suppresses the con-

traction out-of-plane and an expansion due to electron and

phonon stresses prevails. For the nano-granular film on the

substrate, the in-plane expansion is still somewhat sup-

pressed due to the carbon matrix and due to epitaxial strain

resulting from the pinning to the substrate.

In conclusion, we have shown that laser-excited FePt in

the L10 phase essentially expands out-of-plane, if the contin-

uous film or the nano-grains are epitaxially attached to a sub-

strate. From the observed strain-wave oscillations, we obtain

the out-of-plane sound velocity and thus the elastic constant

C33, well in line with the reported decrease for films of few

nm thickness.17 Our experiments showcase the capabilities

of table-top UXRD to monitor transient stresses via the

resulting coherent strain waves. The subpicosecond time-

resolution of the experiments reveal a markedly different

response of the granular sample compared to the continuous

film. This proves the relevance of different balances of the

in-plane stresses for the out-of-plane lattice dynamics. Few

previous experimental studies assume that the related

Poisson effect enhances the amplitude of ultrafast generated

strain in continuous films;21,38,40 however, an unambiguous

general proof for this enhancement is so far missing.

The complexity of the anisotropic nanogranular samples

calls for modeling approaches that go beyond harmonic

oscillator models8,16 or the 1D approximation that is fre-

quently applied in laser-excited bulk materials or continuous

thin films since the seminal work of Thomson et al.41 We

envision that time-resolved studies of various properties of

nanoparticles could be cross-fertilized by the development of

three-dimensional model calculations since they are often

intricately linked to the lattice via changes in their band

structure.
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P H Y S I C S

Spin stress contribution to the lattice dynamics of FePt
A. von Reppert1, L. Willig1,2, J.-E. Pudell1,2, S. P. Zeuschner1,2, G. Sellge3,4, F. Ganss3, O. Hellwig3,4, 
J. A. Arregi5, V. Uhlíř5,6, A. Crut7, M. Bargheer1,2*

Invar-behavior occurring in many magnetic materials has long been of interest to materials science. Here, we 
show not only invar behavior of a continuous film of FePt but also even negative thermal expansion of FePt 
nanograins upon equilibrium heating. Yet, both samples exhibit pronounced transient expansion upon laser heating 
in femtosecond x-ray diffraction experiments. We show that the granular microstructure is essential to support 
the contractive out-of-plane stresses originating from in-plane expansion via the Poisson effect that add to the 
uniaxial contractive stress driven by spin disorder. We prove the spin contribution by saturating the magnetic 
excitations with a first laser pulse and then detecting the purely expansive response to a second pulse. The contractive 
spin stress is reestablished on the same 100-ps time scale that we observe for the recovery of the ferromagnetic 
order. Finite-element modeling of the mechanical response of FePt nanosystems confirms the morphology 
dependence of the dynamics.

INTRODUCTION
Invar materials exhibit almost zero thermal expansion over a wide 
temperature range (1). Although the discovery of a 10-fold reduc-
tion of the thermal expansion of the Fe0.65Ni0.35 alloy compared to 
its pure elements (2) dates back to 1897, its origin remained an 
active area of solid-state research over the next century (3–5). Invar 
behavior requires a mechanism that counteracts the thermal expan-
sion resulting from anharmonic phonon-phonon interactions. For 
magnetic invar materials, it is found that the required contractive 
stress originates from an increased volume for the spin-ordered 
state compared to the disordered state that can now be predicted in 
different ab initio approaches (4, 5). Quantitative, time-resolved 
studies of the structural dynamics have recently started to explore 
the response of the lattice to magnetic stresses (6–12), which are 
attributed to the transfer of angular momentum (6, 7), energy 
(8, 12), and entropy (9) from and to the spin system. In this context, 
it is interesting to ask how invar materials respond to laser-induced 
heating on the picosecond time scale and to determine the lattice 
dynamics induced by counteracting contributions of phonon and 
spin stresses.

One approach for the separation of the magnetic response from 
the ever-present phonon contribution to the lattice dynamics in 
laser-excited metals is to compare the structural response above and 
below the magnetic ordering temperature (8–10). This is sometimes 
prohibited by irreversible modifications of the material under heating. 
A demagnetized state can also be created transiently by femtosecond 
laser excitation (13, 14) and characterized by applying a pump-probe 
sequence, where a second pump pulse excites the nonequilibrium 
state generated by the first pump pulse. Double-pulse excitation 

experiments not only have been used to demonstrate intriguing 
coherent control of the magnetization (15–17) and lattice dynamics 
(18, 19) but they also revealed that the induced magnetization 
dynamics, (20) total transient demagnetization (21), and magnetic 
anisotropy (22) critically depend on the pulse-to-pulse separation.

Invar behavior is found in many Fe-containing alloys (1, 23). 
The magnetic recording medium FePt in the fully ordered L10 
phase is receiving particular attention due to its large uniaxial magnetic 
anisotropy energy (Ku > 4.5 J/cm3) (24), which sustains nanoscopic 
magnetically stable bits with perpendicular magnetization. The 
envisioned heat-assisted magnetic recording scheme (25) aims at 
improving the magnetic information densities to exceed 2 Tb/in2 in 
commercial products of the near future (26). The possibility to grow 
magnetic, oriented nanograins with a high degree of structural 
order makes this material an ideal candidate for studying the lattice 
using time-resolved diffraction techniques. In a recent ultrafast 
x-ray diffraction (UXRD) study, we have found a short-lived lattice 
contraction along the short out-of-plane c axis of the tetragonal unit 
cell of a nanogranular FePt film on a substrate, whereas continuous 
epitaxial thin films merely expanded under otherwise identical 
excitation conditions (27). Previously, ultrafast electron diffraction 
experiments had reported a transient c-axis contraction and in-plane 
expansion for freestanding FePt nanograins (11). Spin-polarized 
density functional theory consistently predicts this tetragonal dis-
tortion when comparing the spin-ordered ferromagnetic ground 
state to the paramagnetic phase with full spin disorder (11). In the 
same paper, a strongly anisotropic phonon stress was predicted, 
seven times larger in-plane than out-of-plane (11). In all three cases 
the material is the L10 phase of FePt. Therefore, the variability of 
the measured ultrafast dynamics suggests that the morphology and 
substrate-induced strain must have an important influence on the 
lattice dynamics at ultrafast time scales.

Here, we use fluence-dependent UXRD experiments on granular 
FePt thin films to show experimentally that the initial contraction 
originates from spin entropy, as it saturates for high fluence when 
the spin system is disordered. Weak excitation pulses trigger an initial 
contraction driven by spin stress, but expansive lattice stresses 
prevail after about 3 ps. The direct connection of spin disorder with 
the contractive stress is revealed by double-pulse excitation scenarios. 
When a strong first excitation pulse has essentially disordered the 
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spin system, a second excitation pulse applied after a short delay 
only triggers expansion.

However, if the second pulse arrives about 100 ps later, the spin 
order has partially recovered, and the second pulse yields a contraction. 
This time scale for the recovery of the contractive stress is dictated 
by thermal transport and identical to the time scale of remagnetization 
observed in time-resolved magneto-optical Kerr effect (tr-MOKE) 
measurements. We model the coupled out-of-plane and in-plane 
lattice response of the nanograins using finite-element modeling 
(FEM) by varying the amplitude of the uniaxial contractive stress 
component ​​​⊥​ sp​​ associated with the spin disorder, which is the essen-
tial parameter for describing the two-pulse experiments. To provide 
a solid experimental basis for our interpretation, we compare gran-
ular films composed of FePt grains in a carbon matrix to continuous 
films, where the in-plane expansion on the picosecond time scale is 
forbidden by symmetry.

RESULTS
Time-resolved and static expansion
We first discuss the lattice response of FePt to laser excitation and 
equilibrium heating. Figure 1 (A and B) compares the lattice response 
of a granular and a continuous film of similar thickness to 100-fs 
pump laser pulses for incident laser fluences ranging from Fin = 1.4 
to 11 mJ/cm2 (see Materials and Methods for details). To show that 
lattice expansion beyond 3 ps is approximately proportional to Fin 
and thus to the energy density, we have normalized the observed 
out-of-plane strain ⊥ to the incident laser fluence. Because the phonon 
system hosts most of the energy density at this time, the strain per 
fluence is approximately the same, and variations are due to energy 
absorbed in the spin system. The central finding for the granular 
film (Fig. 1A) is the pronounced contraction in the first 2 ps. Its 
absolute value is maximized for medium laser fluences, and the 
contraction disappears upon increasing the laser fluence further 
(see Supplementary Materials for the unscaled data). This 
already hints at the spin disorder as the driving mechanism of the 
contraction. The UXRD results in Fig. 1B show that the contraction 
is essentially absent for the continuous FePt film at all fluences. The 
small delay of the expansion observed in Fig. 1B for low laser fluences 
suggests that expansive and contractive out-of-plane stresses have 
different time dependences. Although the thermal expansion of bulk 
FePt solid solutions of different composition has been studied (28–31), 
static characterization of the out-of-plane expansion for continuous 
and granular L10-ordered thin films approaching the Curie tempera-
ture TC ≈ 700 K was, so far, not available. Our results in Fig 1C show 
that the out-of-plane dimension of L10-FePt behaves invar-like for 
the continuous film and even exhibits negative thermal expansion 
(NTE) for the granular FePt sample. The in-plane thermal expansion 
coefficient of FePt matches the value 1 × 10−5 K−1 of the MgO substrate 
(see Supplementary Materials), so that epitaxial stresses on the thin film 
upon equilibrium heating are expected to be small (11, 29, 31). Figure 1 
thus directly contrasts that the FePt out-of-plane strain ⊥ exhibits 
a pronounced difference between equilibrium heating, which shows 
NTE and invar behavior for granular and continuous FePt films, 
respectively, and ultrafast laser heating, where FePt mainly expands 
out-of-plane showing a positive strain ⊥ = c/c. We attribute the 
differences in ⊥(t) for the nanogranular and continuous FePt to 
the different magnitudes of in-plane strain ∥(t). The probed region 
is almost homogeneously heated as the excitation spot is three times 

larger than the probe pulses. Any in-plane stresses are therefore balanced 
by the adjacent unit cells for the continuous FePt film. The in-plane 
strain propagation from the edge of the excitation region to the 
probed region at the sound velocity sets the 100-ns time scale (much 
longer than those investigated in the time-resolved experiments) on 
which this in-plane fixation is relieved. For the granular FePt film, 
the inhomogeneity at the carbon-FePt interface enables transverse 
stresses and strains even on picosecond time scales, whereas they 
are forbidden by symmetry in the continuous film case. Under static 
heating conditions, both the substrate and the thin film can relax 
in-plane, which creates additional contractive elastic stresses out-
of-plane via the Poisson effect. Thus, the static out-of-plane NTE of 
the granular film is reduced to an invar behavior in the continuous 
film, for which the in-plane expansion of FePt and hence the Poisson 
effect are limited by the epitaxial clamping to the substrate.

Double-pulse excitation: Spin stress tuning
The results of a double-pulse excitation scheme displayed in Fig. 2A 
confirm that the spin excitations drive the contraction in the granular 
FePt film. In these experiments, we use a first strong laser pulse (p1) 
to saturate the spin excitations and a second, weaker laser pulse (p2) 
for triggering subsequent dynamics with a delay t. The ultrashort 

Fig. 1. Comparison of granular and continuous FePt film responses to laser 
excitation and equilibrium heating. (A) Normalized transient out-of-plane strain 
⊥ in FePt derived from the Bragg peak shift in UXRD experiments involving excitation 
of the granular FePt film with various incident fluences Fin. The observed strain is 
normalized to Fin. (B) Same for the continuous film. (C) Out-of-plane strain ⊥ upon 
equilibrium heating for both samples. Points above 650 K are grayed out, because 
the Bragg peak intensity decrease by 20% of the granular sample may indicate a 
slight sample degradation. Solid lines serve as guide to the eye. The insets (D) and 
(E) schematically depict the sample structures.

ARTICLE X

156



von Reppert et al., Sci. Adv. 2020; 6 : eaba1142     8 July 2020

S C I E N C E  A D V A N C E S  |  R E S E A R C H  A R T I C L E

3 of 7

x-ray probe pulse detects the lattice dynamics ⊥(t) that is induced 
by this double-pulse excitation, as schematically depicted in Fig 2C. 
The dark gray data from Fig. 2A show the UXRD signal that characterizes 
the strain 1(t) due to a single strong pulse with Fin,1 = 8.5 mJ/cm2 at 
t = 0, which almost exclusively leads to expansion of the FePt film. 
In contrast, the light gray data representing the strain 2(t) generated 
by a weaker single pulse with Fin,2 = 5.2 mJ/cm2 arriving at ∆t = 13 ps 
show a pronounced contraction at the onset of the second pulse, 
consistent with the fluence series in Fig. 1A. When both pulses excite 
the sample with the delay set to ∆t = 13 ps, we observe the strain 
1 + 2(t) (red data points). The orange points represent the additional 
strain ne(t) = 1 + 2(t) − 1(t), which is induced by the photoexcitation 
of the sample in the nonequilibrium conditions previously set by the 
first pulse. It mainly differs from 2(t) (light gray curve in Fig. 2A) 
in the first 2 ps after the second laser pulse arrives. Clearly, there is 
no contraction at t = 15 ps just after the second pulse, if the sample 
was pre-excited with the first pulse. We conclude that the first pulse 
has essentially saturated the spin excitations. Figure 2B confirms this 
interpretation by reducing the fluences to Fin,1 = 4.2 mJ/cm2 and 
Fin,2 = 3.3 mJ/cm2 with the same timing. Now, ne(t) shows approxi-
mately half of the contraction at t = 15 ps compared to 2(t) (light 
gray data) because the first pulse does not fully saturate the spin 
excitations.

Our double-pulse scheme also allows monitoring the recovery of 
the contractive stress by adjusting the timing between the excitation 
pulses for constant Fin,1 and Fin,2. Figure 3A depicts the results from 
Fig. 2A for tuning the double-pulse time delay t. Again, the gray 

line shows the strain induced only by the first pump pulse with Fin,1 = 
8.5 mJ/cm². Within 200 ps, the cooling of the FePt lattice reduces 
the transient strain from ⊥ = 4 × 10−3 to the half value. The light-
colored lines show the strain 1 + 2(t) observed for double-pulse ex-
citation, and the bright colors show the nonequilibrium strain ne(t) = 
1 + 2(t) − 1(t). Figure 3B reproduces these data on a time axis 
where t = 0 indicates the arrival of the second pulse and compares 
ne(t − t) to 2(t) (light gray), i.e., the response to the second pulse 
with and without pre-excitation. For a pulse delay of t = 200 ps, 
ne(t − t) and 2(t) nearly coincide in the first 3 ps, indicating a 
reordering of the spin system within this time scale. For time delays 
shorter than t = 75 ps, the lattice expansion prevails. The red line 
(t = 13 ps) transforms continuously into the dark blue line (t = 
200 ps) with increasing time delay, indicating the emergence of the 
contractive stress as the spin system can be disordered again by the 
second pulse.

Magnetization dynamics and energy density
To corroborate our findings about the spin stress contribution to 
the lattice dynamics, we analyze the magnetic system. The spin stress 
contribution to the strain response must vanish if the magnetic 
system is in a state close to its maximal entropy that can be reached 
either thermally or via laser-induced demagnetization. According 
to recent FEM simulations of the field enhancement effects in 
the optical absorption of a similar nanogranular sample (32), the 
temperature change due to the inhomogeneous optical absorption 
of the irregularly shaped FePt nano-islands varies between 10 and 

Fig. 2. UXRD with double-pulse excitation. (A) Transient strain (t) of the granu-
lar FePt film from UXRD with single- and double-pulse excitation. The first pulse at 
t = 0 has a fluence of Fin,1 = 8.5 mJ/cm2, and the second pulse at 13 ps is weaker (Fin,2 = 
5.2 mJ/cm2). The nonequilibrium strains ne(t) = 1 + 2(t) − 1(t) (orange) are derived 
by subtracting the dark gray curve from the red curve. This strain is induced by the 
photoexcitation in the nonequilibrium conditions set by the first pulse. (B) Same 
for weaker pump pulses Fin,1 = 4.2 mJ/cm2 and Fin,2 = 3.3 mJ/cm2, which only partially 
demagnetize the film. (C) Relative timing of the double-pulse excitation experiments.

Fig. 3. Recovery of the spin entropy–driven lattice contraction. (A) Dark gray: 
transient strain 1(t) from UXRD with single-pulse excitation at t = 0 (Fin,1 = 8.5 mJ/cm2) 
for the granular film. Light-colored data: strain 1 + 2(t) observed for double-pulse 
excitation with the same first pulse and a second pulse with fluence (Fin,2 = 5.2 mJ/cm2) 
after t = 13, 23, 50, 75, 100, and 200 ps. The bright-colored data represent ne(t) = 1 + 2(t) − 
1(t). (B) Comparison of ne(t − t) from (A) to the strain 2(t) obtained for excitation 
only with the second pulse (gray). (C) Average strain ne(t − t) within the first 2 ps.
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30%. For Fin,1 = 8.5 mJ/cm², we therefore estimate the temperature 
rise to be in the range T = 300 to 700 K. The majority of the nano
granular FePt will be transiently heated above the Curie temperature, 
which is about TC ≈ 650 to 700 K for the current particle size (33).

Figure 4A contains tr-MOKE data for three selected fluences. 
We assume nearly full demagnetization for the incident fluence of 
11 mJ/cm², as the signal does not increase beyond this fluence. Con-
sistent with literature, this sets the initial demagnetization for the 
pulses (8.5 mJ/cm²) used in the UXRD experiment from Figs. 3A 
and 2A at 85%. Because of the large out-of-plane anisotropy and the 
single-domain character of the grains (no domain wall propagation), 
we can use the tr-MOKE signal recorded with an external field 
of ±0.7 T as an estimation of the time-dependent average magneti-
zation M(t) of the sample (34). The static magnetization curve M(T) 
of the granular FePt sample is depicted in Fig 4B. To relate the UXRD 
and tr-MOKE signal, we calculate an estimate for the spin contribution 
to the heat capacity (Fig. 4C) according to the mean field theory 
relation (35) ​​C​ sp​​ ∝ ​∂ ​M​​ 2​ _ ∂ T ​ = M ​∂ M _ ∂ T ​​, which agrees reasonably well with
recent theoretical predictions represented by the dashed line (36).

The colored dashed lines in Fig. 4 (A to C) indicate how the 
MOKE signal, which is proportional to M(t), is related to the auxiliary 
temperature T(t) of the spin system for the specific time t = t of the 

UXRD experiment. This temperature is used to estimate the energy 
density ​​​sp​ Q ​ = ​∫T​ 

∞
 ​​ ​C​ sp​​(T′) dT′​, which would be required to fully

saturate the heat capacity Csp(T) of the spin system. In a first-order 
analysis, the individual stresses from electrons, phonons, and spins ​​
​ e,ph,sp​​ = ​​ e,ph,sp​​ ​​e,ph,sp​ Q  ​​ are directly proportional to the heat energy 
densities ​​​e,ph,sp​ Q  ​​, and the dimensionless macroscopic Grueneisen 
coefficients e, ph, sp describe the efficiency for generating stress from 
energy in each of the three systems (8).

To combine UXRD and tr-MOKE, we reproduce on the vertical 
axis of Fig. 4D the average lattice strain ​​   ​​ from Fig. 3C, while the 
horizontal axis quantifies the fraction of the energy density ​​​sp​ Q ​(t)​ 
that the second pulse can still introduce into the spin system according to 
(Fig. 4C). For simplicity, we assume that after a short time delay t = 
15 ps, the FePt is still nearly fully demagnetized (Fig. 4A), and almost 
no energy density ​​​sp​ Q ​​ can be deposited into the spin system. 
Hence, the second pulse only induces expansion, i.e., positive ​​ ̄  ​(t)​ 
in Fig. 4D by exciting electrons and phonons. With increasing t, 
the contractive stress ​​​ sp​​ = ​​ sp​​ ​​sp​ Q ​​ increases. The slope of Fig. 4D 
is proportional to the macroscopic Grueneisen constant sp of the 
spin system, which must, in fact, be negative to support the observed 
NTE or invar behavior (3, 37).

Modeling
We experimentally find that the spin stress contribution recovers 
on a 100-ps time scale, consistent with the remagnetization of the 
grains. As domain wall propagation is not relevant within the nano-
scopic grains on this time scale, the dynamics are governed by thermal 
transport to the carbon matrix and the substrate. Figure 4C illustrates 
that the energy density ​​​sp​ Q ​​ and the associated spin entropy density ​​
S​ sp​​ ∝ ​​sp​ Q ​ / T​ that can be induced by a second excitation after a given 
time delay t are finite. Statistical mechanics limits the maximum 
spin entropy to Ssp = NkB ln (2J + 1), where J is the angular momentum 
per magnetic atom. This saturation provides the necessary mechanism 
for the reduced contractive stress contribution at high fluences in 
the otherwise linear stress-strain relations. NTE generally requires 
an increasing entropy with decreasing volume (23).

The main features of the fluence-dependent responses observed 
for the continuous and granular films (Fig. 1) and of the two-pulse 
excitation experiments (Figs. 2 and 3) can be qualitatively under-
stood in the light of a simplified equation of motion [see Materials 
and Methods for the full three-dimensional (3D) equation]

	​​ ​ ​∂​​ 2​ ​u​ ⊥​​ ─ 
∂ ​t​​ 2​

 ​  = ​ ∂ ─ ∂ z ​​
⎛
 ⎜ 

⎝
​​ ​​​C​ 33​​ ​ ∂ ​u​ ⊥​​ ─ ∂ z  ​ 
⏟

​​ 
elast.​​ ⊥​​

​ ​  + ​​2 ​C​ 31​​ ​​ ∥​​ 
⏟

​​ 
elast.​​⊥​ Poi​

​ ​ − ​​​​⊥​ sp​ 
⏟

​​ 
<0

​ ​ − ​​​​⊥​ e−ph​ 
⏟

​​ 
>0

​ ​​
⎞
⎟
⎠
​​​​	 (1)

At equilibrium, negative strain ​​​ ⊥​​ = ​∂ ​u​ ⊥​​ _ ∂ z ​ < 0​ occurs only if a con-
tractive spin stress ​​​⊥​ sp​​ and the elastic Poisson stress contribution ​​
​⊥​ Poi​(t) ∼ ​​ ∥​​(t)​ induced by in-plane strain ∥ add constructively to 
overcome the expansive out-of-plane stress ​​​⊥​ e−ph​​ imposed by hot 
electrons and phonons. Equation 1 is valid in the case of a thin FePt 
needle, i.e., a cylinder with radius much smaller than height (r ≪ d), 
because this allows us to assume that in-plane strains ∥ are relaxed 
and equal in x and y directions. The main reason for writing Eq. 1 is 
to see that it can be further simplified for the continuous film be-
cause ​​​⊥​ Poi​​ is absent at ultrafast time scales for which ∥ = 0 for symmetry 
reasons. Thus, on ultrafast time scales, Eq. 1 with ​​​⊥​ Poi​ = 0​ is exact, 
and the Poisson stress makes the out-of-plane response of the granular 
film response substantially different.

Fig. 4. Semiquantitative approximation of the remaining spin energy from 
tr-MOKE measurements. (A) Transient MOKE data for the granular FePt film 
for various fluences, normalized (Norm.) to their maximum demagnetization. 
(B) Equilibrium magnetization M(T) measurement for a similarly prepared granular 
FePt film obtained by vibrating sample magnetometry (VSM). (C) Spin-specific heat as 
derived via ​​C​ sp​​ ≈ M ​∂ M _ ∂ T ​​ (blue line) from M(T) and calculations (36) (thick black dashed 
line). The colored dashed lines connect the graphs at selected times for which par-
tial recovery of the spin entropy–driven contraction is observed (compare Fig 3). 
(D) Average strain ​​ ̄ ​(t)​ in the first 2 ps after the second pulse (green area in Fig. 3B) 
as a function of the energy density ​​​sp​ Q ​(t)​ that this second pulse can still intro-
duce into the spin system. The light blue shaded area in (C) visualizes ​​​sp​ Q ​​ for the 
case of T(100 ps) = 580 K, which gives rise to the light blue circle in (D).
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We complement this simple analysis of the FePt deformation 
dynamics by FEM simulations using the actual FePt nanostructure 
dimensions and considering 3D, nonsimplified equations of motion 
(see Materials and Methods and Supplementary Materials for technical 
details). The results for the granular FePt film are shown in Fig. 5, 
while those obtained for continuous films and free grains can be found 
in the Supplementary Materials. In each case, various values of the 
relative amplitude Asp of the spin stress contribution were used to mimic 
its variation in the context of fluence dependence (Fig. 1—saturation of 
the contraction) and two-pulse excitation (Figs. 2 and 3—time-dependent 
recovery of the spin stress). A complete reproduction of the measured 
time-resolved signals is challenging, as it would require to precisely 
take into account the morphological dispersion of the FePt grains 
and the heat transfer to the carbon. Nevertheless, enable a good 
qualitative reproduction of the strain dynamics measured for granular 
FePt films, as can be seen by comparing the measured strain 
(Figs. 1A and 3B) with the simulated strain in Fig. 5B.

Figure 5A illustrates the electron-phonon, spin, and Poisson 
stress contributions, which drive the out-of-plane strain dynamics 
of granular films (Eq. 1). As expected, in the absence of the contractive 
spin stress (Asp = 0), the total stress almost always remains positive. 
The computed out-of-plane strain dynamics correspond to oscillations 
of the FePt nanostructure configuration around an expanded equi-
librium, with a total absence of out-of-plane compression throughout 
the motion (Fig. 5B). These computed strain dynamics agree well 
with experimental strain data where the spin contribution is strongly 
reduced via the use of high-fluence light pulses (Figs. 1 to 3). Con-
versely, a sufficient amplitude of Asp (e.g., Asp = 0.2, as in Fig. 5A) 
creates a negative average value of the computed total stress enabling 
out-of-plane FePt contractions (Fig. 5B), in agreement with the experi-
mental observation of a contraction at the beginning of the dynamics. 
Moreover, the computed strains shown in Fig. 5B qualitatively re-

produce both the maximal contraction at 1.7 ps and maximal 
expansion at 4.5 ps, observed in the context of both low-fluence 
single-pump experiments (Fig. 1A) and double-pulse excitation with 
large delay between pump pulses, i.e., recovered spin order (Fig. 3B). 
The FePt deformation computed at these two instants is illustrated 
for Asp = 0.2 in Fig. 5. For the same range of Asp, our FEM modeling 
of a continuous film (see Supplementary Materials) reproduces the ab-
sence of a contraction and the 0.5-ps phase shift observed in Fig. 1B 
for increasing fluence. Conversely, the Poisson effect is enhanced for 
free FePt grains (see Supplementary Materials) because the in-plane 
displacement is unconstrained. Our simulations qualitatively repro-
duce the large out-of-plane contractions observed previously (11).

A systematic variation of the simulation parameters shows that a 
reasonable agreement with the experimental data can be obtained 
only by assuming an anisotropic electron-phonon stress, with non-
equal out-of-plane and in-plane amplitudes ​​​⊥​ e−ph,0​ = ​A​​ ani​ ​​∥​ e−ph,0​​. 
However, the optimal value of the anisotropy parameter Aani ≈ 3 
used for the simulations shown in Fig. 5 is more than twice smaller 
than predicted (11). Including an in-plane expansion resulting from 
spin stress (11) would even reduce Aani further. Although the overall 
agreement between simulations and experiments is good, the simula-
tions systematically underestimate the expansion beyond 3 ps ob-
served experimentally. This may be compensated for by adding 
expansive stress in the carbon shell resulting from heat transfer from 
the FePt, which would decrease the Poisson stress ​​​⊥​ Poi​​ acting on FePt 
on long time scales.

Our modeling shows that the difference in the response of free 
grains, a granular film, and the continuous film mainly originates 
from the different in-plane boundary conditions, which suppress or 
partially allow the Poisson effect. We can reproduce the essential 
conclusion drawn from the double-pulse experiment (Fig. 3) that the 
initial out-of-plane contraction is driven by spin stress.

CONCLUSION
In conclusion, we have shown that laser-generated spin entropy 
drives a pronounced but short-lived lattice contraction of nanogranular 
FePt films in the L10 phase. In a double-pulse excitation scenario, 
the absence of a contraction after the second laser pulse quantifies 
the contractive stress contribution of the spin excitations, as they 
saturate when the FePt temperature approaches TC. Fluence-dependent 
transient MOKE data confirm that the relaxation of the magnetization 
occurs on the same time scale as the spin entropy–driven contraction 
reappears.

Our elastic continuum modeling clarifies the important role of 
the Poisson effect in establishing the transient contraction of the 
granular film, which is not observed for the continuous film. We are 
confident that this double-pulse excitation scenario can be developed 
into a versatile tool for investigating coupled systems with many 
degrees of freedom, when a phase transition leads to the saturation 
for one of the driving stresses of the lattice response.

MATERIALS AND METHODS
X-ray and MOKE experiments
We performed laser-based UXRD pump-probe experiments with 
an x-ray pulse duration (38) of approximately 200 fs on two FePt 
thin films in the ordered L10 phase grown on MgO (001) oriented 
substrates. We observe the time-dependent evolution of the (002) 
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Fig. 5. FEM modeling of the mechanical response of a granular FePt film. 
(A) Time-dependent out-of-plane stresses ⊥(t) acting on FePt for Asp = 0 (no spin 
stress, solid lines) and Asp = 0.2 (dashed lines). The Poisson stress component was 
deduced from the computed in-plane strains. (B) Average out-of-plane strain ⊥(t) 
in arbitrary units (a.u.) computed for various ratios Asp of the spin and electron-phonon 
stress amplitudes. The computed FePt deformation at instants corresponding to 
maximal initial contraction and expansion for Asp = 0.2 are illustrated at the right.
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FePt diffraction peak, from which we deduce the time-resolved out-
of-plane lattice strain of the FePt layer ⊥(t). The samples are excited by 
p-polarized pump pulses with a duration of 100 fs at a central wave-
length of 800 nm, which are incident under 45° relative to the surface 
normal. The laser spot size of approximately 1.6 mm by 1.3 mm (full 
width at half maximum) ensures that a homogeneously excited sample 
area is probed by the x-rays that have rhombical 0.3 mm–by–0.3 mm 
profile (39). The tr-MOKE setup (34) uses comparable excitation 
parameters. For experimental details, see Supplementary Materials. 
Static x-ray diffraction measurements at different sample temperatures 
were recorded using a commercial diffraction setup (Rigaku SmartLab 
9 kW system).

Sample preparation
A continuous FePt thin film was prepared by magnetron-sputtering 
Fe and Pt from a composite FePt target onto a substrate preheated 
to 500°C. Similarly, a granular FePt film was prepared at a slightly 
higher substrate temperature of 650°C by adding approximately 
30 volume % of carbon to the sputtering target. X-ray reflectivity 
measured the sample thicknesses to be about d = 9.5 nm, where the 
continuous film is covered with an additional 1-nm layer of oxidized 
Al (27). According to scanning electron microscopy images of similarly 
prepared samples (see Supplementary Materials), the size distribu-
tion of the FePt nanograins segregated in a carbon matrix within the 
granular film is centered at approximately 8 nm. This nano-morphology 
yields a very large coercive field of approximately 0H = 5 T, whereas 
the coercive field of the continuous film 0H = 0.4 T is substantially 
smaller because of the possibility of domain wall motion that cannot 
occur in the nanogranular samples (40). The sample structures are 
schematically depicted as insets (C) and (D) in Fig. 1, and their 
properties and the measurement technique have been described in 
a previous publication (27).

FEM modeling
Finite-element simulations were performed using the Structural 
Mechanics Module of the COMSOL commercial software. It deter-
mines the spatiotemporal variations of displacement ui(x1, x2, x3, t) 
by the numerical, approximation-free resolution of the continuum 
mechanics equation of motion in all Cartesian directions xi

​​ ​ ​∂​​ 2​ ​u​ i​​ ─ 
∂ ​t​​ 2​

 ​  = ​ ∑ 
j=1

​ 
 3
 ​​ ​  ∂ ─ ∂ ​x​ j​​

 ​​(​​​ ∑
k,l=1

​ 
 3
  ​​ ​C​ ijkl​​ ​​ kl​​ − ​​ij​ ext​​)​​with the strain ​​ kl​​ = ​ 1 ─ 2 ​​(​​ ​ ∂ ​u​ k​​ ─ ∂ ​x​ l​​

 ​  +  ​ ∂ ​u​ l​​ ─ ∂ ​x​ k​​ ​​)​​​​	

The simulation system was composed of a FePt cylinder with the 
radius r = 4 nm and d=10 nm height encapsulated by a cylindrical 
carbon shell of 2-nm thickness and same height supported on a 
MgO substrate. Note that the choice of such an axially symmetric 
geometry allowed us to perform 2D simulations, which are compu-
tationally much less expensive than 3D ones. Perfect mechanical 

contact was assumed at all internal interfaces of the system. Vanishing 
in-plane displacement was imposed on the lateral surface of the 
simulation domain, 6 nm away from its symmetry axis, to describe 
the absence of lateral contraction in films. Stress-free and low-reflecting 
boundary conditions were, respectively, used at the top of the FePt–
carbon film and at the bottom of the MgO substrate.

FePt elastic anisotropy was neglected, and all materials were de-
scribed by their density , Young modulus Y, and Poisson ratio  as 
listed in Table 1.

The time-dependent displacement fields ui(t) induced in this 
system by its sudden excitation were computed in the time domain, 
and the average out-of-plane strain in FePt ​​​ ⊥​​(t ) = ​∂ ​u​ z​​(t) _ ∂ z  ​​ was deduced 
by spatial integration.

The laser-induced excitation was described by a time-dependent 
diagonal matrix obtained by summing the contributions of an 
expansive, anisotropic electron-phonon stress with components 
​​​​xx​ e−ph​(t) = ​​yy​ e−ph​(t) = ​A​​ ani​ ​​zz​ 

e−ph​(t) = ​A​​ ani​ ​​​ e−pho,0​ ​(​​1 + ​(​​ ​ ​​ e​​ _ ​​ ph​​​ − 1​)​​ ​e​​ −​ t _ ​​​)​​(t)​​ 
accounting for energy dissipation from electrons to phonons after 
selective excitation of the former by light (41) and an instantaneously 
rising contractive uniaxial spin stress ​​​zz​ 

sp​(t) = ​​⊥​ sp,0​ (t)​, where  is 
the Heaviside function. A  = 1 ps electron-phonon coupling time 
and a ​​ ​​ e​​ _ ​​ ph​​​ = 0.3​ ratio of electron and phonon Grüneisen constants were 
used in the modeling. We approximate both the contractive spin 
stress and the expansive electron stress as instantaneous, i.e., much 
shorter than the 200 fs time resolution of our UXRD experiment. 
This is consistent with recent ultrafast electron calorimetry, which 
has shown that the energy transfer to the spin system in nickel is 
effective within the first 20 fs (42).

SUPPLEMENTARY MATERIALS
Supplementary material for this article is available at http://advances.sciencemag.org/cgi/
content/full/6/28/eaba1142/DC1
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1) Excitation fluence dependent strain of granular and continuous FePt  

The fluence series of the time-resolved X-ray diffraction using single pulse excitation for 
both the granular and the continuous FePt film is displayed in figure S1: Figure S1 a) and 
b) show that the expansion maximum increases with increasing fluence. The contractive 
strain that occurs within the first 2ps that is observed in the granular film saturates at a 
contraction of approximately 2 ⋅ 10ିଷ. This threshold behavior already indicates a 
magnetic origin of the driving stress, as saturation of the spin contribution to the stress is 
predicted for a full demagnetization. The bottom panels c) and d) display the data 
normalized to the incident fluence as presented in the main text.  

 

Figure S1: Comparison of the fluence dependent lattice dynamics of the two FePt 
thin films after laser excitation. a) and b) display the time dependent strain for the 
granular and continuous FePt film respectively. The data normalized to fluence are 
displayed in the low panel c) and d) below, where the insets display the schematic sample 
structure. 

 

2) Temperature dependent thermal expansion of the granular and continuous FePt 
thin film 

The static diffraction curve as well as the temperature dependent experiments on the FePt 
thin films that have been conducted on the samples after the time-resolved experiments 
were finished are depicted in figure S2.  The static diffraction experiments were carried 
out at a Rigaku 9kW SmartLab system using a 4-circle goniometer that uses the 
characteristic Cu-𝐾ఈଵ radiation (𝜆 (𝐾ఈଵ) = 1.54 Å) of a rotating anode X-ray tube for 
diffraction. The sample was kept in an inert gas atmosphere inside a carbon dome 
chamber, while it was heated up to 800K.  The diffraction curve in Fig S2a) exhibits sharp 
and intense MgO substrate peaks and smaller diffraction peaks, which can be attributed to 
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the FePt thin films. In order to extract the thermal expansion strain 𝜂ୄ,ୣ୯ of the FePt thin 
films and the MgO substrate, we observed the FePt (002) and the MgO (004) shift as a 
function of the sample temperature. From similar experiments we extract the in-plane 
strain upon equilibrium heating  𝜂||,ୣ୯ by monitoring the peak shift of the FePt (220) and 
the MgO (440) diffraction peak.  

 

Figure S2 Static X-ray diffraction results: a) Rocking curves of the granular and 
continuous FePt thin films. The temperature dependence for the FePt (002) reflection for 
the continuous (b)) and the granular(c)) FePt exhibit only a very small shift, whereas the 
MgO substrates in c) and d) shift considerably to lower diffraction angles. The intensity 
decrease for the granular FePt above 650K indicates a modification of the structure, which 
prohibits reliable time-resolved experiments at temperatures above Tc 

 

The out-of-plane (𝜂ୄ,ୣ୯) and in-plane strains ሺ𝜂||,ୣ୯ሻ that we obtain from the peak shifts by 
peak fits to the temperature dependent diffraction data under equilibrium heating are 
displayed in figure S3.  Figure S3a) quantifies that the continuous film exhibits invar 
behavior (αୄ,୊ୣ୔୲,ୡ୭୬୲ ൎ  0ሻ along the out-of-plane direction from 300K – 700K whereas 
the granular FePt exhibits a negative thermal expansion with an expansion coefficient of 

αୄ,୊ୣ୔୲,୥୰ୟ୬,ଵ ൎ  െ9 ⋅ 10ି଺ ଵ

୏
 between 300K and 550K, which switches to a large positive 

thermal expansion of αୄ,୊ୣ୔୲,୥୰ୟ୬,ଶ ൎ  23 ⋅ 10ି଺ ଵ

୏
  between 580 and 650K. Qualitatively 

similar observations have been made in the magnetovolume effect of FePt alloys with 
different composition by Sumiyama et al.28. Above 650 K we observe a decrease of the X-
ray diffraction peak intensity of the granular FePt film that can be seen in Fig S2c). This 
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could be due to an irreversible carbon interdiffusion into the sample structure as the peak 
intensity remains reduced by 15% even after the sample has cooled to room temperature. 
This illustrates that experiments at elevated temperatures above T ൐ Tୡ ൎ 700 K modify 
the sample whereas transient heating above Tc on a picosecond timescale is reversible 
since no change of the Bragg peak intensity was observed after laser pulse excitation. The 
thermal expansion coefficient extracted from the MgO (004) peak shift is approximately 

αୄ,୑୥୓ ൎ  9.3 ⋅ 10ି଺ ଵ

୏
 in reasonable agreement with literature.31 The in-plane thermal 

expansion coefficient of both FePt morphologies that can be extracted from Figure S3 b) 

approximately matches the thermal expansion of the MgO substrate  α∥,୊ୣ୔୲ ൎ  9 ⋅ 10ି଺ ଵ

୏
 . 

 

Figure S3 Static thermal expansion of the granular and continuous FePt thin film: a) 
Out-of-plane and b) in-plane strain extracted from the T-dependent peak shifts under 
equilibrium heating, where the solid lines indicate linear fits for the thermal expansion 
coefficients. The peak center position for a) the FePt (002) / MgO (004) and b) the FePt 
(220) Bragg peak were obtained by a Gaussian fits to the data from Figure S2. 

 

 

3) SEM images of similarly prepared FePt samples 

Figure S4 shows a scanning electron micrograph (SEM) image of a similarly prepared 
granular FePt sample as the one employed in our study. The bright parts are the FePt 
grains whereas the black parts correspond to the amorphous carbon. The images illustrate 
the approximate size distribution, which is centered around 8nm islands with an 
approximate 2nm carbon separation. 
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Figure S4: Scanning Electron Microscope images of similarly prepared FePt samples, 
that illustrate the approximate size distribution for the granular specimen studied in the 
main text. Bright areas correspond to the FePt islands with an average diameter of 
approximately 8nm. The dark spacing in between the grains is due to the carbon 
nanolayer, which has an average thickness on the order of 2nm.   

 

4) FEM modeling 

FEM simulations were performed for both granular and continuous FePt films. To 
facilitate the comparison with the literature results reported for granular, matrix-free FePt 
films deposited on a TEM grid, the ideal case of a free FePt grain was also considered. 
Figure S5 shows the geometry of the FEM simulations, indicating the boundary conditions 
used in each case. Vanishing in-plane displacement at the cylinder lateral surface was 
assumed for continuous films bound to a substrate, while in-plane motion of the FePt 
surface was allowed in the granular film (at the FePt/C interface) and free nanoparticle 
cases.  

 

Figure S5: Geometry of the FEM simulations performed for three different FePt 
nanosystems: granular film (left), continuous film (middle) and free grain (right).  
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Fig. S6 shows the results of the FEM simulations for the continuous film (Fig. S6 a+b) and 
for a free FePt grain (Fig. S6 c+d), which complement those obtained for the granular film 
presented in Fig. 5 of the main text of the paper.   
The simulations performed for the continuous film noticeably show a variation (by about 
0.5 ps) with the amplitude of the spin stress contribution of the time at which the strain is 
maximal (Fig. S6 b), which is in agreement with experimental observations (Fig. 1b and 
S1b). The FEM results obtained for free grains (Fig. S6 d) are in qualitative agreement 
with the observations reported in the context of ultrafast electron-diffraction 
experiments11.  

 

  

Figure S6: FEM modeling of the mechanical response of a continuous FePt film and 
a free FePt grain: a) time-dependent out of plane stresses σୄሺtሻ acting on the FePt film 
for Aୱ୮ = 0.2 (solid lines). The dashed line shows the zero line corresponding to σୱ୮ ൌ 0 
for Aୱ୮ = 0  b) Average out of plane strain ηୄሺtሻ in arbitrary units (a.u.) computed for 
various ratios Aୱ୮ of the spin and electron-phonon stress amplitudes. c-d) same a- b) for a 
free grain. 

 

 

 

5) Laser based plasma x-ray source and femtosecond x-ray diffractometer 

The principal components of the laser-based femtosecond plasma x-ray source (PXS) have 
remained unchanged since their installation nine years ago.38 The input to the PXS are 50 
fs laser pulses at a center wavelength of 800 nm with a pulse energy of 5 mJ at 1kHz 

ARTICLE X – SUPPLEMENTAL MATERIAL

168



repetition rate that are focused by a 2 inch 90° off-axis parabolic mirror with a focal length 
of f = 10 cm into a vacuum chamber. At the focus, a 15 µm thick Cu band is transported 
fast enough to offer a fresh spot to each laser pulse impinging at a repetition rate of 1 kHz. 
The entrance and exit windows of the chamber are protected from the Cu plasma debris by 
moving plastic bands. The emitted x-rays are focused and monochromatized to the 𝐾ఈ 
doublet by a Montel multilayer optic with a convergence of 0.3° and a focal spot size of 
200–300 μm FWHM at a distance d = 1000 mm from the PXS point source. The x-ray 
pulses contain only about 500-1000 photons per pulse on the sample. Key to the good 
signal to noise ratio are the gated CMOS 2D pixel detector and a careful optimization of 
the stability of the entire setup including the pump-laser. The x-rays are guided through 
evacuated tubes in order to avoid absorption and scattering by air molecules. The detector 
rests on the 2Θ arm of the 2-circle goniometer and detects scattered x-rays in the vicinity 
of the selected Bragg reflections, that are evaluated as reciprocal space mapping with a 
convergent beam43.  

Each data point in Figs. 1a,b),  2 and 3 took an acquisition time of about 120 s for the 
granular film and 70 s for the continuous film.   
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By ultrafast x-ray diffraction we quantify the strain from coherent and
incoherent phonons generated by one- and two-photon absorption. We
investigated the ferrimagnetic insulator bismuth-doped yttrium iron
garnet, which is a workhorse for laser-induced spin dynamics that may
be excited indirectly via phonons. We identify the two-photon absorption
by the quadratic intensity dependence of the transient strain and confirm
a short lifetime of the intermediate state via the inverse proportional
dependence on the pump-pulse duration. We determine the two-photon
absorption coefficient using the linear relation between strain and absorbed energy density. For large
intensities of about 1 TW/cm2 considerable strain amplitudes of 0.1% are driven exclusively by two-photon
absorption.
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By ultrafast x-ray diffraction we quantify the strain from coherent and incoherent phonons generated by
one- and two-photon absorption. We investigated the ferrimagnetic insulator bismuth-doped yttrium iron garnet,
which is a workhorse for laser-induced spin dynamics that may be excited indirectly via phonons. We identify the
two-photon absorption by the quadratic intensity dependence of the transient strain and confirm a short lifetime
of the intermediate state via the inverse proportional dependence on the pump-pulse duration. We determine the
two-photon absorption coefficient using the linear relation between strain and absorbed energy density. For large
intensities of about 1 TW/cm2 considerable strain amplitudes of 0.1% are driven exclusively by two-photon
absorption.

DOI: 10.1103/PhysRevResearch.2.022013

Lattice dynamics is a unifying theme common to all laser-
excited condensed matter systems, since their phonon sub-
system provides a large bath for energy, entropy, and angular
momentum transfer [1–4]. The ultrafast increase of the energy
density in materials drives coherent atomic motion, i.e., siz-
able picosecond strain pulses [5–7], that add to the incoherent
thermal expansion. Ultrafast x-ray diffraction (UXRD) has
quantified these strain amplitudes generated in various mate-
rials, with a dependence on the incident fluence that is usually
linear [5–8] or sublinear if saturation effects play a role [9].
In semiconductors and insulators the excitation of electrons
across the band gap drives lattice strain [10–12]. However,
the stresses by hot phonons often prevail [13]. In GaAs a
nonlinear contribution to the fluence dependence of the strain
adds to the saturating one-photon absorption [14]. Various
time-resolved magneto-optical experiments in metallic mag-
nets demonstrate the possibility to trigger and control magne-
tization precession [15–18], using laser-induced strain pulses.
In contrast, most research on magnetic insulators, mainly
oxides, emphasizes energy-efficient magnetization switching
schemes [19,20] and nonthermal spin manipulation by the
inverse Faraday effect [21], the inverse Cotton-Mouton effect
[22], and photoinduced magnetic anisotropy [23]. Since these
oxides have large band gaps, the processes are thought to
proceed without absorption, and the generation of phonons
is not always mentioned as a mechanism to drive spins. In
some materials hybrid magnetoelastic modes are identified
as the relevant excitations [24,25]. Among the magnetic ox-
ides, yttrium iron garnet (YIG) provides the lowest magnon
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damping. Below the charge-transfer transitions identified with
the band gap of YIG, there are weaker crystal-field d-d
transitions down to about 800 nm [26,27]. A large magneto-
optical contrast is achieved by bismuth substitution [28],
which connects this workhorse of magnon spintronics [29,30]
and spin caloritronics [31] to optomagnetism. Recent publi-
cations on ferrimagnetic garnets reported magnetization dy-
namics via thermally induced crystalline anisotropy modifica-
tion [23,32,33], similar to previous work in antiferromagnets
[34–36]. More specifically, optically excited coherent and
incoherent phonons are reported to generate spin waves (SWs)
[27,37,38]. A quadratic fluence dependence of the spin-wave
amplitude was discovered in several garnets already with
moderate fluences below 15 mJ/cm2 [25,38].

Here, we present nondestructive UXRD measurements on
the very same Bi:YIG film [38], to quantify the lattice dynam-
ics upon below-band-gap femtosecond laser excitation with
fluences up to 100 mJ/cm2. This corresponds to intensities,
which are typical of experiments that manipulate magnetiza-
tion in insulators by femtosecond light pulses [19,33,37,38],
and we find a pronounced quadratic fluence dependence of
the strain amplitude that quantifies coherent and incoherent
phonons as propagating strain pulses and localized thermal
expansion, respectively. The strain amplitude is inversely
proportional to the pump pulse duration, which indicates a
short lifetime of the intermediate state during the two-photon
excitation. This is a quantitative and direct structural measure-
ment of transient strain generated dominantly by two-photon
absorption. We contrast this two-photon absorption process
with direct above-band-gap excitation using near-ultraviolet
(NUV) pulses. In this case, the lattice strain η depends linearly
on the excitation fluence.

We investigate two similar (100)-oriented thin films of
150 and 135 nm BixY3−xFe5O12 (Bi:YIG) with x = 1 and 2,
respectively, grown on a (100)-oriented Gd3Ga5O12 (GGG)
substrate, schematically pictured in Fig. 1(b). The single-
crystalline films were grown by pulsed laser deposition.
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FIG. 1. (a) Sketched pump-probe geometry. (b) Sample structure
and spatial intensity profiles in Bi:YIG for NUV (blue) and NIR
illumination (red). For NIR light the linear absorption is negligible
(dashed line) and it remains small (solid line) when including two-
photon absorption, assuming an intensity of 1 TW/cm2. (c) Scattered
x-ray intensity is plotted as a function of ϑ , showing the (800) Bragg
reflection of Bi2Y1Fe5O12 before 8 mJ/cm2 NUV excitation and for
a selection of pump-probe delays.

X-ray diffraction and spectroscopic ellipsometry reveal sim-
ilar structural and optical properties of both Bi:YIG samples.
Although the bismuth substitution enhances the electronic
d-d transition probabilities for photon energies just below
the band-gap energy [39], the optical properties are essen-
tially identical for both samples at the excitation wavelengths
λNUV = 400 nm and λNIR = 800 nm of our experiments. This
is verified by ellipsometry, which yields an optical penetration
depth of 170 nm at λNUV. For λNIR ellipsometry only yields
a lower bound for the penetration depth which is consistent
with the literature value of 65 μm [26–28]. The intensity
profiles for both excitation wavelengths are depicted true to
scale in Fig. 1(b). For our experiments the relevant difference
of the samples is the higher elastic constant for the lower
bismuth concentration. The larger speed of sound is partially
compensated by the increased layer thicknesses such that we
qualitatively find the same transient response to laser excita-
tion. The increased lattice constant upon doping [40] does not
affect our results as we examine solely the relative changes of
the lattice. Thus the two samples allow us to crosscheck the
amplitudes and timings of the photoinduced strain transients.

The UXRD data, exemplarily depicted in Fig. 1(c), are
measured at the laser-driven table-top plasma x-ray source
(PXS) [41] at the University of Potsdam with a 200-fs x-ray
pulse duration at a wavelength of 154 pm (Cu Kα). The
samples are excited at a 1 kHz repetition rate by p-polarized
NUV pulses at 400 nm or NIR pulses at 800 nm under an
angle of ϕ = 40◦ [see Fig. 1(a)]. The incident fluence Fi is
changed by a combination of a wave plate and polarizer.
Changes in the spot size resulting from self-focusing at higher
intensities, however, led us to adjust the full width at half
maximum (FWHM) of the Gaussian-shaped pump pulses
between 1.5 and 0.7 mm diameter, as controlled by a beam
profiler. Fi is calculated by the top-hat approximation with
the 1/e width for the laser excitation profile. The laser pulse

FIG. 2. Transient lattice strain η for different excitation param-
eters, measured with UXRD. Solid lines act as a guide to the eye.
(a) Fluence series for Bi2Y1Fe5O12 with femtosecond NUV excita-
tion. For Bi1Y2Fe5O12 we show (b) the fluence series with 120 fs
NIR excitation and (c) the pulse duration series with 100 mJ/cm2

NIR excitation. The gray data set has a similar pulse duration but
opposite linear chirp.

duration is determined by a single-shot autocorrelator. X-ray
pulses with a 0.3-mm-diam spot size probe the samples at
delays up to t = 3 ns at a Bragg angle of ω = 29.5◦ [see
Fig. 1(a)], associated with the symmetric (800) reflection for
both samples. In Fig. 1(c), the scattered x-ray intensity of
Bi:YIG around ω = ϑ , detected with a Pilatus 100k area de-
tector from Dectris, is exemplarily displayed for four different
pump-probe delays after an 8 mJ/cm2, NUV femtosecond
excitation. The transient angular shift �ϑ (t ) of the Bragg
reflection is calculated by the center-of-mass change of the
scattered intensity before and after excitation [42]. From this,
we calculate the mean transient out-of-plane strain (i.e., the
relative change of the layer thickness) in the Bi:YIG layer,
η(t ), via Bragg’s law modified by a geometric scaling factor
f . According to our diffraction geometry, with the sample and
area detector at fixed diffraction angles, and for a convergent
x-ray beam we use f ≈ 2 [43,44],

η(t ) = − f �ϑ (t ) cot(ω). (1)

First, we investigated the transient strain of Bi:YIG as a
function of the excitation fluence for NUV illumination to
determine the response to an above-band-gap excitation. The
results for Bi2Y1Fe5O12 are shown in Fig. 2(a) and yield
the typical linear scaling of the strain amplitude with the
fluence in accordance with other studies on semiconductors
and insulators [12,45]. This dependence is analyzed by the
blue linear fit in Fig. 3(a), where the average strain η in
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FIG. 3. Averaged lattice strain η in Bi:YIG between 75 ps and
1 ns evaluated from the data set in Fig. 2. (a) η as a function
of the fluence at NUV excitation of Bi2Y1Fe5O12 (blue) and NIR
excitation of Bi1Y2Fe5O12 (red). The NUV data are fitted with a
linear function and a quadratic fluence dependence is observed for
the NIR excitation as predicted by the presented modeling [see
Eq. (7)]. (b) Pulse duration dependence of η upon NIR excitation
of Bi1Y2Fe5O12. The gray data point was obtained under different
chirp conditions. The solid line results from Eq. (7) with the same
parameters as in (a). The vertical error bars are the standard deviation
of η and the horizontal error bars are estimated from the pump spot
size fluctuation and the GDD of the mirrors.

Bi:YIG from 75 ps to 1 ns is displayed as a function of
the NUV fluence. The transient strain data in Fig. 2 exhibit
multiple features characteristic of coherent and incoherent
phonons. During the first 50 ps, the rising edge, the local
maximum at 25 ps, and the falling edge are associated with
a coherent and bipolar phonon wave packet launched by
the absorption of an ultrashort laser pulse [12]. The time
to reach the maximum expansion/strain is governed by the
sound velocity in Bi:YIG and the film thickness. The falling
edge relates to the movement of the expansive part of the
bipolar wave packet out of the Bi:YIG layer [12]. The exact
temporal behavior of the measured average strain depends on
the spatial form of the wave packet [12]. The strain beyond 50
ps arises from heating, which is proportional to the absorbed
energy [1,46,47]. Within our measurement window of 3 ns
the thermal expansion shows almost no relaxation because
of the slow heat transport out of Bi:YIG, as expected from
the low thermal conductivity of garnet [48,49]. The dynamics
of the film with x = 1 is identical when we scale the timing
according to the different sound velocity and thickness.

Following the experiments for the excitation of spin waves
[24,25,38,50], we excited Bi:YIG with NIR light with a
short pulse duration (150 fs) and incident fluences up to
100 mJ/cm2. We used the very same x = 1 sample as Deb
et al. [38]. At fluences comparable to the NUV excitation
no significant strain was detected. The results for fluences
larger than 10 mJ/cm2 are displayed in Fig. 2(b) and show
a quadratic dependence of η(t ) on the fluence. Substantiated
by the red line in Fig. 3(a), this quadratic fluence dependence
indicates a two-photon strain generation process. Although
the transient strain response for NIR excitation shown in
Figs. 2(b) and 2(c) is very similar to the above-band-gap
excitation shown in Fig. 2(a), three small differences in the
observed strain signatures require discussion. The maximum
at 25 ps in Fig. 2(b) is slightly delayed, because the higher
sound velocity v1 = 6.3 nm/ps for x = 1 as compared to

v2 = 5.4 nm/ps for x = 2 [40,51] is overcompensated by
the layer thickness d . Second, the subsequent falling edge
shows an almost linear strain decrease from 25 to 50 ps
for NIR excitation, whereas for NUV excitation the slope
shows an exponential-like decrease. This is observed for both
samples and is due to the nearly homogeneous nonlinear
absorption in contrast to the steeper intensity profile for linear
absorption, displayed in Fig. 1(b). The absorption profiles lead
to different stress profiles inside the layer. Consequently, a
rectangular-shaped bipolar strain wave is launched upon NIR
excitation and a semiexponential-shaped bipolar strain wave is
launched upon NUV excitation [8]. The average strain in the
Bi:YIG layer is shaped accordingly [52], which we monitor
directly with UXRD [3,8,53]. The different intensity profiles
also determine the deposition of heat. This explains the third
difference observed at timescales beyond 1 ns when η(t )
retains a constant value for NUV excitation and decreases at
NIR excitation. We attribute this to a stronger heat gradient at
the Bi:YIG/GGG interface and faster cooling to the substrate
for NIR excitation.

We conclude our measurements with a variation of the NIR
pulse duration to examine the lifetime of the transient state
of the two-photon process. At a fluence of 100 mJ/cm2 we
tuned the pump pulse duration from τ = 75 to 400 fs. The
transient strain response, depicted in Fig. 2(c), is qualitatively
very similar to the data in Fig. 2(b). The dependence of the
average strain η(τ ) on the pulse duration τ is analyzed in
Fig. 3(b). The fit shows an inverse proportionality between
η and τ . The two-photon absorption for the shortest pulse
durations of 75 fs with opposite linear chirp show deviations
which we attribute to a higher-order chirp. The fit in Fig. 3(b)
only includes the red data points which have the same sign
of the linear chirp which was controlled by the grating com-
pressor of the laser system. We corrected the pulse durations
measured at the autocorrelator according to the group delay
dispersion GDD ≈ −500 ± 200 fs2 of the mirrors between
the autocorrelator and the sample.

Both the fluence and pulse duration dependence of the
strain are consistent with a model which is based on one- and
two-photon absorption processes. In the following we present
the modeling to fit the strain data in Fig. 3 and to determine the
two-photon absorption coefficient β of Bi:YIG for NIR light.
Lambert-Beer’s law can be modified by a second-order term
to account for two-photon absorption [see Eq. (2)] [54,55].
Starting from the attenuation of light in matter at the depth z
due to one- and two-photon absorption, we solve the following
equation for the intensity I ,

∂I

∂z
= −αI − βI2, (2)

where α is the one- and β the two-photon absorption coef-
ficient. In the case of linear one-photon absorption, i.e., for
NUV light, we set β = 0, which results in Lambert-Beer’s
law [see Eq. (3)]. In the case of NIR light, we set α = 0 to
model the strain generated solely by two-photon absorption as
suggested by the data in Fig. 3(a). If I0 is the incident intensity
on the Bi:YIG layer, the solutions of Eq. (2) are

I (z) =
{

I0e−αz for NUV,
I0

1+βI0z for NIR. (3)

022013-3

MEASUREMENT OF TRANSIENT STRAIN INDUCED BY TWO-PHOTON EXCITATION

179



S. P. ZEUSCHNER et al. PHYSICAL REVIEW RESEARCH 2, 022013(R) (2020)

Since the layer thickness is much smaller than the penetration
depth of the NIR light, we may Taylor-expand Eq. (3) at
z = 0, i.e., I (z) = I0 − βI2

0 z + O(z2). The linear spatial in-
tensity dependence is a good approximation for NIR light
[see Fig. 1(b)]. For time-resolved measurements, the inci-
dent intensity I0 is time dependent. In this experiment, the
excitation pulse can be well approximated by a Gaussian
envelope I0(t ) = 2

√
ln 2/π Fi/τ exp (−4 ln 2 t2/τ 2), where Fi

is the incident fluence, and τ is the pulse duration at FWHM.
The absorbed fluence inside the Bi:YIG layer Fa(Fi, τ ) is
calculated via temporal integration of the intensity difference
from the sample surface (z = 0) to the layer-substrate inter-
face (z = d)

Fa(Fi, τ ) =
∫ ∞

−∞
I0(t ) − I (z = d, t )dt (4)

=
{

(1 − e−αd )Fi for NUV,√
ln 4
π

βd F 2
i
τ

− O
(F 3

i
τ 2

)
for NIR.

(5)

The stress σ on the lattice resulting from the energy
density deposited by the pump pulse ρQ = Fa/d is given
by the macroscopic Grüneisen parameter � via σ = �ρQ

[3,46,47,56]. In the one-dimensional (1D) geometry of a ho-
mogeneously excited thin film with a cubic symmetry aligned
to the sample surface, the strain response perpendicular to the
surface is given by η = σ/C11, where C11 is the cubic elastic
constant. We estimate the mean strain in the Bi:YIG layer via
the linear NUV absorption (β = 0),

ηNUV = �

C11d
(1 − e−αd )Fi. (6)

The 2.1 × 10−4 per mJ/cm2 calculated from Eq. (6) is in
reasonable agreement with the strain ηNUV = 2.3 × 10−4 per
mJ/cm2 extracted from the blue line in Fig. 3(a). Here,
we used a film thickness of d = 135 nm, the linear ab-
sorption coefficient for NUV light α = 6 × 104 cm−1, the
elastic constant C11 = 190 GPa for Bi2Y1Fe5O12, and the
Grüneisen parameter of YIG, � ≈ 1, reported in the literature
[26,40,51,57]. The lattice strain η generated via nonlinear NIR
absorption can also be calculated in the same manner with a
different value of C11 = 230 GPa for Bi1Y2Fe5O12,

ηNIR = �

C11

√
ln 4

π
β

F 2
i

τ
. (7)

This equation describes the functional dependence of the
strain on the fluence Fi and the pulse duration τ which
we discovered experimentally upon NIR excitation. The red
curves in Fig. 3 are calculated with Eq. (7), fitting the data
precisely if we use β = 2.4 cm/GW as the two-photon ab-
sorption coefficient. We visualized the spatial intensity profile
according to two-photon absorption in Fig. 1(b) by the red
solid line. As a crosscheck we note that αI < βI2, already

for comparably low intensities of I = 0.1 TW/cm2 if we
use the literature value α = 150 cm−1 for NIR light [26].
This justifies neglecting the linear absorption term during the
evaluation of the NIR data, since βI2 is orders of magnitude
larger than αI at intensities higher than I = 1 TW/cm2.

A two-photon absorption coefficient of βYIG =
130 cm/GW was reported for undoped YIG at photon
energies of (1.17 + 1.93) eV = 3.1 eV [58]. Mainly, a
two-step process via the 6A1g(6S) → 4T1g(4G) and subsequent
4T1g(4G) → 4T1g(4P) Fe3+-ion transitions in YIG and Bi:YIG
accounts for the two-photon absorption in both materials
[27,59,60], i.e., the two-photon transition proceeds via real
and short-lived levels. The bismuth substitution affects the
electronic and optical properties of YIG, e.g., increasing
spin-orbit coupling, absorption, and even second-harmonic
generation (SHG) efficiency [39,61,62]. In particular, the
very weak 6A1g(6S) → 4T1g(4G) transition energy shifts with
doping and therefore modulates the one- and two-photon
absorption coefficients. According to our modeling the
previously reported βYIG would yield a strain of 4% and an
absorption of 60% at large peak intensities of 1 TW/cm2,
which contradicts the measured values of 0.1% strain and less
than 5% absorption.

To summarize, we used UXRD to directly measure the
strain in nanolayered Bi:YIG excited via one- and two-
photon absorption. We identify the two-photon process by the
quadratic fluence dependence and the inversely proportional
pulse duration dependence of the photoexcited strain. The
latter also proves that the intermediate state is short lived. We
substantiate our findings by a quantitative fit with Lambert-
Beer’s law with a two-photon absorption extension in com-
bination with the Grüneisen approach, where the absorbed
energy is proportional to the lattice strain, independent of how
the photon energy is absorbed. From this, we determine the
two-photon absorption coefficient β ≈ 2 cm/GW for exciting
Bi1Y2Fe5O12 at 800 nm. We believe that our quantitative
evaluation of the strain generated by two-photon absorption
is particularly important for a full understanding of light-
driven spin manipulation in magnetic insulators [23,27,32–
38], but it has more general relevance for ultrafast science
on supposedly nonabsorbing or transparent matter. The large
peak intensities around 1 TW/cm2 necessary to drive 0.1%
strain can be achieved both by high pump fluences and short
pulse durations.
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Phonons are often regarded as delocalized quasiparticles with certain energy and momentum. The anharmonic
interaction of phonons determines macroscopic properties of the solid, such as thermal expansion or thermal
conductivity, and a detailed understanding becomes increasingly important for functional nanostructures.
Although phonon-phonon scattering processes depicted in simple wave-vector diagrams are the basis of
theories describing these macroscopic phenomena, experiments directly accessing these coupling channels are
scarce. We synthesize monochromatic acoustic phonon wave packets with only a few cycles to introduce
nonlinear phononics as the acoustic counterpart to nonlinear optics. Control of the wave vector, bandwidth,
and consequently spatial extent of the phonon wave packets allows us to observe nonlinear phonon interaction,
in particular, second harmonic generation, in real time by wave-vector-sensitive Brillouin scattering with
x-rays and optical photons.
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Phonons are often regarded as delocalized quasiparticles with certain energy and momentum. The
anharmonic interaction of phonons determines macroscopic properties of the solid, such as thermal
expansion or thermal conductivity, and a detailed understanding becomes increasingly important for
functional nanostructures. Although phonon-phonon scattering processes depicted in simple wave-vector
diagrams are the basis of theories describing these macroscopic phenomena, experiments directly accessing
these coupling channels are scarce. We synthesize monochromatic acoustic phonon wave packets with only
a few cycles to introduce nonlinear phononics as the acoustic counterpart to nonlinear optics. Control of the
wave vector, bandwidth, and consequently spatial extent of the phonon wave packets allows us to observe
nonlinear phonon interaction, in particular, second harmonic generation, in real time by wave-vector-
sensitive Brillouin scattering with x-rays and optical photons.
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Basic physics lectures introduce phonons as uncoupled
quanta of the lattice excitation, i.e., delocalizedquasiparticles
with certain energy and momentum. The low-temperature
heat capacity of insulators and blackbody radiation are
fundamental macroscopic consequences of quantum
mechanics. Anharmonic effects are introduced to dis-
cuss heat expansion and thermal transport, where only
thermally activated phonons contribute to these phenom-
ena. Typically, theory averages over thermally excited
quantum states before properties of the “mean heat carrying
phonon” are compared to macroscopic measurements like
the temperature of a solid. Our Letter shows a route towards
detailed experimental information on mode-specific non-
linear interactions. This will facilitate fundamental tests of
the theory avoiding the calculation of thermal averages,
which inevitably obscure the full information.
Such progress is of high relevance for the “hot topic” of

heat transport manipulation in nanostructures which is
driven by the enormous size reduction of integrated circuits
[1–6] and the field of thermoelectrics. Recent work aims at
improving the conversion of waste heat into usable energy
by tailored phonon-phonon interaction processes [7–9].
Nonlinear effects have been predicted to yield efficient
thermal diodes [10]. Only in a few cases has the full phonon
dispersion relation including the linewidth (inverse life-
time) been measured by inelastic scattering [11–13], and at
low wave vectors the instrumental resolution currently sets
limits. Linewidth measurements yield mode-averaged dis-
sipation, but experimental knowledge about the dominant
coupled modes is unavailable. The free-electron lasers hold
great promise to access the coupling in the femtosecond
time domain using diffuse scattering and inelastic x-ray
scattering [14,15]. Recently, the coupling of terahertz
excited optical phonons with other optical phonons was

observed and presented as one example of nonlinear
phonon interactions [16].
Nonlinear phononics as discussed here shows many

analogies to nonlinear photonics in transparent media where
high electromagnetic wave fields yield nonlinear polariza-
tions. These processes are described by interacting photons
that fulfill momentum and energy conservation. The descrip-
tion of these optical phenomena is robust and extremely well
tested by an enormous number of experiments such as sum-
and difference-frequency generation or four-wave mixing.
The first analogous experiments on nonlinear phononics date
back to the 1960s, when collisions of two ultrasound beams
were studied in real time and space [17]. These experiments
somewhat resembled nonlinear optics before the utilization
of the laser. The required interaction volume was in the
centimeter range, and the time resolution was limited by the
10 MHz ultrasound frequency. The phonon analogue of
optical supercontinuum generation by femtosecond lasers
was studied in seminal picosecond-ultrasonics experiments
on the self-steepening of the strain-pulse fronts [18,19]
which finally lead to acoustic solitons [20–22]. In these
experiments, the excitation of nanometric strain waves was
not wave-vector specific. Recent progress in the creation and
detection of gigahertz and terahertz phonon wave packets
also known as hypersonic strain waves makes them a perfect
test ground to investigate phonon-phonon interaction proc-
esses on the nanoscale [23].
In this work, we combine the selective excitation of

longitudinal acoustic phonon wave packets with time-
resolved variants of x-ray and broadband Brillouin scattering
[23] to investigate the nonlinear interaction of phononswith a
specific wave vector. The experiments provide a high
temporal and spatial resolution for observing phonon dynam-
ics in real time over a broad range of wave vectors which
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correspond to the nanometer length scale. As the basic
example of nonlinear phononics, we shaped giant and ultra-
short phonon wave packets with well-defined momenta and
observed the generation of their second harmonic (SH).
To create such giant amplitude strain waves, ultrashort

laser pulses excite a metallic strontium ruthenate (SRO) film
deposited on a bulk strontium titanate (STO) substrate, a
system where we know the first-order lattice anharmonicity
[19] and where the acoustic impedances of the thin film and
substrate are nearly matched [24]. The metal film expansion
induced by each laser pulse launches a bipolar strain pulse
into STO [24]. A train of several laser pulses [Fig. 1(b)] with
a defined temporal delay τ creates a phonon wave packet
with a fundamental frequency of Ω ¼ 2π=τ [23,25,26]. If
the laser-pulse train is composed of femtosecond pulses
(blue lines in Fig. 1), the phonon wave packet exhibits

several sharp strain fronts [Fig. 1(c)], corresponding to the
excitation of higher harmonics n ·Ω. These harmonics are
identified in ultrafast x-ray diffraction (UXRD) experiments
from their wave vectorQ according to the dispersion relation
of longitudinal phonons [ω ¼ vLq, plotted in Fig. 1(d)]. For
small wave vectors, vLðqÞ is a constant describing the
longitudinal sound velocity. The UXRD data in Fig. 1(e)
were obtained with an ultrathin SRO transducer layer
(d ¼ 15 nm). The green curve displays the relative diffrac-
tion intensity before the four pump pulses (τ ¼ 11 ps) reach
the sample. The peak at G corresponds to the reciprocal
lattice vector (002) of the STO substrate. When the 100 ps
x-ray pulse was probing the sample shortly after the gen-
eration of the wave packet, additional diffraction intensity at
G� n ·Q ¼ n · 0.071 nm−1 was detected (blue curve). The
diffraction intensity is a direct measure of the spectral energy
distribution of the imprinted coherent phonon modes [27].
When we increased the width of the pump pulses from
ΔτFWHM ¼ 0.9 to 3.4 ps, the diffraction of higher orders ofQ
was suppressed and we observed only the additional scatter-
ing from G�Q (black curve) as suggested by the wave
vector diagram in Fig. 1(a). High-frequency components of
an oscillator can be excited only by stimuli which contain
these frequencies.
To demonstrate second harmonic generation (SHG) of

monochromatic phonon wave packets, we repeated the
UXRD experiment with a 70 nm SRO transducer, which
absorbs more optical energy. We used only two long laser
pulses (τ ¼ 17.7 ps and ΔτFHWM ¼ 5.3 ps) while keeping
the total incident laser fluence constant. This doubles the
local atomic displacement and quadruples the acoustic
energy density E ¼ E=V of the wave packet in the volume
V—defined by the beam area and the length of the wave
packet. This increased the up-conversion efficiency of
phonons at the expense of monochromaticity according
to the higher wave packet localization in space.
Figure 2(a) shows the fundamental phonon peak around

Q ¼ 0.044 nm−1 which was observed in the UXRD experi-
ment when the x-rays probed the sample immediately after
excitation. For time delays around 200 ps, a tiny peak at
2Q ¼ 0.088 nm−1 occurred. This rising SH is enhanced in
Fig. 2(b), where the measured diffraction signal is multi-
plied by q2 for better visibility. Figure 2(c) quantifies the
transient change of the peak area Σi in the vicinity of 0.044
and 0.088 nm−1 [28]. Σi ∼ Ei is proportional to the energy
density Ei ∼

R
ρEðq; tÞdq of the phonons around q ¼ iQ,

obtained from integrating the spectral energy density
ρEðq; tÞ over the bandwidth of the fundamental (i ¼ 1)
and the SH (i ¼ 2), respectively [27].
The signal Σ1 of the excited fundamental mode (red

diamonds) increased immediately after excitation, followed
by a nearly exponential decay. Σ2 describing the SH (cyan
dots) was delayed by approximately 200 ps. Thus, the SH
was not directly excited by the laser pulses but was only
generated by the propagation of phonons in the anharmonic
lattice of STO. The delay was longer than the 100 ps time
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FIG. 1 (color). Preparation and observation of phonon wave
packets. (a) X-rays with wave vector k are scattered (k0) by the
reciprocal lattice vector G plus a phonon with wave vector Q.
(b) A metal film is excited by a laser-pulse train with short (blue)
and long (black) pulses. (c) Short pulses excite phonon wave
packets at the fundamental and higher harmonics [rectangular
wave packet (blue)]. Excitation with long pulses suppresses
higher harmonics and generates a sinusoidal wave (black).
(d) The phonon dispersion relation connects the central frequency
Ω ¼ 2π=τ of the excited phonon wave packet with its corre-
sponding wave vector Q ¼ 2π=λ. (e) Experimental data of
ultrafast x-ray diffraction from the unexcited sample shows the
(002) substrate reflection (green). After excitation with short
pulses (blue), peaks at G�Q and G� 2Q occur. These peaks
originate from inelastic scattering by the induced phonon wave
packet. For longer pump pulses (black), the scattering at G� 2Q
is suppressed. This evidences that a narrow band phonon wave
packet without its higher harmonics was excited.
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resolution of this synchrotron experiment [37] and is a
direct evidence for the SHG of phonons. Although the SH
is continuously generated, it reaches its maximum very fast,
since the damping of phonons scales with the square of the
frequency.
The SH phonons damped out faster than the fundamental

as expected for the frequency dependence of the damping rate
Γ ∼ ω2 [27]. The gray lines in Fig. 2(c) show the damping
of both phonons corrected for effects of x-ray absorption in
STO [27]. The corrected exponential decay times for the
fundamental and the SH are 1056 and 300 ps, respectively, in
good agreement with the literature values [27,38].
To confirm our result and to explore the SHG of phonons

in the same sample in more detail, we performed broadband
time-domain Brillouin-scattering (TDBS) experiments,
which measure a substantial fraction of the phonon spectrum
from 0.035 to 0.06 nm−1 in STO [23]. We set the pulse
separation to τ ¼ 30 ps to let the SH phonon emerge at
2Q ¼ 0.052 nm−1, in the center of the spectrum accessible
by TDBS. The black line in Fig. 3(a) shows the time-
dependent optical reflectivity change at λ ¼ 580 nm which
corresponds to this wave vector. The reflectivity increases in
two steps from the two-pulse heating of SRO. We define the
time zero as 7.5 ps after the maximum of the second pump
pulse, confirmed by optical cross-correlation. The amplitude

of the small superimposed oscillations with the phonon
period 2Ω are a measure of how many second-harmonic
phonons are present in the sample [23,39]. The rising
oscillation amplitude indicates the nonlinear phonon inter-
action generating the SH of Q. The green line in Fig. 3(a)
shows almost no SH phonons just after the two pump pulses
with a pulse width of ΔτFWHM ¼ 15 ps. The maximum
number of these phonons is observed after approximately
600 ps. In the UXRD data of Fig. 2(c), the maximum is
observed earlier, because the phonons with larger wave
vector Q ¼ 0.088 nm−1 suffer a much stronger damping.
The broadband detection scheme allowed us to evaluate

the spectral content of this SH phonon wave packet
even more precisely. The relatively broad wave vector
spectrum that extends over a large fraction of the visible
range [Fig. 3(b)] results from the spatial confinement of the
excited strain wave to two oscillation cycles [23]. We
extracted the oscillation amplitude aðq; tÞ of the relative
reflectivity change as a function of the time delay for each
probe wavelength λ corresponding to the different wave
vectors q which compose the wave packet in the vicinity of
2Q [28–36,40].

In these experiments, the spectral energy density of the
acoustic wave packet ρEðq; tÞ is proportional [39] to the
square of the reflectivity modulations aðq; tÞ2 divided by
q2: ρE ∼ aðq; tÞ2=q2. The experimentally derived energy
proportional quantity aðq; tÞ2=q2 is plotted in Fig. 4(a) as
contour lines and compared to the transiently changing
spectral energy density ρEðq; tÞ calculated on the basis of a
Fermi-Pasta-Ulam (FPU) α-β chain with an empirical
damping term. The FPU chain is widely used in theory
to investigate phonons in the nonlinear lattice as well as
heat transport in 1D [41–44]. In fact, we simulated a chain
of oscillators with masses describing SRO and STO
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FIG. 2 (color). Transient x-ray diffraction from photoexcited
phonons and their SH. (a) X-ray diffraction signals around the
(002) lattice plane of the STO substrate. (b) Diffraction signals on
the right shoulder of the STO substrate peak weighted by q2 for
better visualization. The peak around Q ¼ 0.044 nm−1 after time
zero reflects the optically excited coherent phonon wave packet
with the central wave vectorQ. After a delay of 200 ps, additional
diffraction intensity around 2Q heralds the SH ofQ generated via
anharmonic phonon phonon interaction. (c) The gray (black)
lines quantify the transient change of the integrated peak
intensities of the fundamental and its second harmonic with
(and without) a correction for the x-ray absorption.
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PRL 115, 195502 (2015) P HY S I CA L R EV I EW LE T T ER S
week ending

6 NOVEMBER 2015

195502-3

SECOND HARMONIC GENERATION OF NANOSCALE PHONON WAVE PACKETS

187



unit cells connected by anharmonic springs, where the
second-order elastic constants along the [001] direction
were derived from the speed of sound determined by time-
resolved measurements [19,24,28]. From the comparison
of the experimental data to the simulation, we found a third-
order elastic constant describing the lattice anharmonicity
in STO C111 ¼ −3.9 × 1012 N=m2 consistent with single-
pulse time-resolved Brillouin scattering experiments [19].
It is 20% smaller than the value measured by megahertz
acoustics at a frequency which is 3 orders of magnitude
smaller [45]. In the calculation, the first few oscillators
representing the opaque SRO film experience quasi-
instantaneous [46] forces which describe the ultrafast
heating by the two laser pulses. The force amplitude is
known from previous UXRD measurements of the ultrafast
lattice dynamics of SRO films [24].
Figure 4(b) shows ρEðq; tÞ on a logarithmic scale over a

broader wave vector range. The fundamental mode at
0.025 nm−1 is indeed excited at t ¼ 0 ps, and subsequently
phonons at the second and third harmonics are generated.
The second harmonic is generated earlier than the third
harmonic. This is an intrinsic feature of this linear chain
calculation. By considering only the third order of the
lattice potential as the nonlinear term, only three phonon

processes are allowed [47,48], and the third harmonic can
only be generated via two sequential scattering processes.
By observing the very weak third-harmonic generation, one
could get information about the importance of higher orders
of the lattice potential.
A pronounced feature of the measured data is the slow

shift of the spectral distribution towards smaller wave
vectors. The physical origin is uncovered by the simula-
tions which show that the compressive strain front travels
faster than the expansive strain. Since the wave packet
contains only two strain cycles, this leads to a slightly
increasing central wavelength of the wave packet [19,28].
This effect is much less pronounced for wave packets with
more cycles.
Finally, the solid lines in Fig. 4(c) show the square root

of the energy density E2 of the generated SH as a function
of time for three different initial energy densities E1 of the
excited fundamental mode. The initial linear increase and
the linear dependence

ffiffiffiffiffi
E2

p
∼ E1 are characteristic for this

second-order nonlinear process of sum frequency gener-
ation or three-phonon scattering in general [48]. The
corresponding experimental data obtained from integrating
aðq; tÞ2=q2 over the samewave vector range show excellent
agreement. Both the experimental and simulated energy
density in Fig. 4(c) take into account that, for the same total
energy deposited, the energy density is larger for higher
wave vectors. To achieve the highest energy density, it was
necessary to increase the wave vector to q ¼ 0.03 nm−1 in
order to avoid multishot damage of the sample.
Conclusion.—With the generation of the SH of a certain

well-defined phonon wave packet, we have demonstrated a
first conceptually simple experiment that monitors an
elementary process of nanoscale nonlinear phononics in
real time. The observed damping of the fundamental and
SH to other modes is proportional to the square of the wave
vector. We strongly believe that these experiments stimulate
a series of new experiments ranging from simple extensions
such as difference-frequency mixing to more complex
experiments which are analogs of four-wave mixing, well
known in experimental photonics. Future investigations
may address the coupling of optical phonons to acoustic
phonons and extend the phase-matching considerations by
including also transverse polarisation of phonons and by
going to larger wave vectors where the dispersion relation
is bending over. Improvements of the signal-to-noise ratio
may eventually permit studies on the single quantum level.
A similar stimulus may be expected for theory. The Fermi-
Pasta-Ulam chain can well predict effects related to
longitudinal phonons. Modeling anharmonic phonon
propagation and interaction in three dimensions including
longitudinal and transverse phonon polarization in detail
remains a major challenge. Exploring the physical nature of
phonon damping processes and describing soft mode
behavior in the vicinity of structural phase transitions by
simulations and analytical theories can now be compared in
detail to experimental results on a microscopic level.
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FIG. 4 (color). Comparing SHG experiments to the theory.
(a) The color code shows the calculated transient change of the
spectral energy density ρE around the SH of the excited phonons.
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highest energy density was q ¼ 0.03 nm−1, somewhat larger than
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I. TIME RESOLVED X-RAY DIFFRACTION

A. Experimental Setup

For the time resolved x-ray diffraction experiments we used the ID09B beamline at the European Synchrotron Radiation
Facility (ESRF) in Grenoble (France). Here a femtosecond laser system with 1kHz repetition rate is synchronized to the storage
ring. By adjusting the grating compressor of the laser system we were able to change the temporal width of the produced
laser pulses. A combination of two interferometers was used to create 2 or 4 identical laser pulses with a defined temporal
displacement τ . The transient change of diffracted x-ray light in dependence of the diffraction angle θ was then used to obtain
information about the transient occupation of coherent phonons in the sample. The wavevector of these phonons is given by

q =
4π
λx

|sinθ − sinθ0| (1)

where λx = 0.08nm is the wavelength of the x-ray probe light and θ0 = 12.22◦ the diffraction angle of the (002) reciprocal lattice
point.

cross -
correlation

fs-laser
system

synchronisation
sample

ESRF
Beamline ID09B

scan

x-ray
detector

x-ray
pulse 15keV

FIG. 1. Experimental setup of the time-resolved x-ray diffraction A femtosecond laser system produces 800nm pump pulses with a
repetition rate of frep ≈ 1kHz for the excitation of the sample, synchronised to the synchrotron bunch clock. The laser pulse length can be
defined by an adjustable grating compressor inside the laser system. Two serial interferometers divide and recombine the incident laser pulse
into 4 collinear pulses. Their temporal delay τ is set by adjusting the interferometer arms: τ = τ1 = τ2/2. This pulse train finally generates a
propagating phonon wavepacket with central frequency Ω = 2π/τ in the SrTiO3 substrate of the sample. A delayed hard x-ray pulse from the
synchrotron probes the spectral content of the excited coherent acoustic phonons in the sample.

B. Evaluation of the sums Σi

To determine the integral diffraction intensities Σi of the fundamental (i = 1) and second harmonic (i = 2) we used the
monochromatic nature of the excited wavepacket. We used smooth functions to fit the background contributions to the signal
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which mainly stem from the wings of the substrate peak. For the fundamental we used a Lorentzian profile fitting the right wing
of the substrate peak. For the second harmonic a third order polynomial fit proved to be more useful to substract the background
farther away from the substrate peak. After the automated subtraction of the fitting function from the original datasets, we
integrated over the individual peaks to obtain Σ1 and Σ2 for each time delay.

II. TIME RESOLVED OPTICAL BRILLOUIN SCATTERING

A. Experimental Setup

For the optical Brillouin scattering experiments we used a lasersystem with a repetition rate of 5kHz and a central wavelength
of 800nm. The minimal pulselength is 100fs. The laser output is split into a pump and a probe beam. We used a grating
compressor to add chirp to the pump pulses which changes the pulsewidth to ∆τFWHM = 15ps at the sample. These pump pulses
are sent into an interferometer setup similar to the one used in the x-ray experiments (Fig. 1). Here two distinct pulses with
a temporal separation of τ = 30ps are generated. These two pulses are used to excite a spot of the SrRuO3 film with 210 µm
diameter. The probe pulse was focussed into a sapphire plate to generate a supercontinuum laser pulse which has mainly spectral

multipulse
generation

dispersion
by gratings

supercontinuum
generation

CCDCCD
sample

spectrometer

delayline

FIG. 2. Experimental setup of the time-resolved optical Brillouin scattering

components from 450− 800nm.1 We focused this broadband probe pulse onto a spot size of about 50 µm on the sample. The
all optical experiments were conducted through the backside of the polished 1mm thick substrate. This has the advantage that
Brillouin backscattered photons from phonons in the substrate are not attenuated by the metallic film.

B. Extraction of the Brillouin oscillations

In time-resolved Brillouin scattering experiment the wavelength dependent relative reflectivity change is measured as function
of the time delay between pump and probe pulses. This quantity is given by the change of the reflected intensity between the
pumped and the unpumped sample Ip − Iu divided by the reflected intensity Iu of the unpumped sample. In case of a small
reflection at the SrTiO3/SrRuO3 interface (|ru|2 � 1) we can describe the complex reflection coefficient rp of the pumped
sample as a sum of the unpumped ru, the small changes due to layer heating ∆rl and the reflection from induced phonons ∆rp,

Ip − Iu

Iu
=

|rp|2 −|ru|2
|ru|2

=
|ru +∆rl +∆rp|2 −|ru|2

|ru|2
(2)
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Here we neglect any change of the transmitted light fields after reflection from the soundwave because only a small part (≈ 10−5)
will be reflected. To first order approximation the transmitted field equals the incoming field and |∆rp|2 ≈ 0. Eq. 2 can be written
as,

Ip− Iu

Iu
=
|ru +∆rl |2
|ru|2

−1
︸ ︷︷ ︸

SL

+
2|ru +∆rl |∆rp cos(φ)

|ru|2︸ ︷︷ ︸
SH

(3)

Here SL is the slowly varying part of the signal. ∆rl(t) changes mainly due to the heat transport from the layer into the substrate.
SH oscillates with the high frequency ω of the probed phonon mode (φ = ωt). The probed phonon oscillation period (tens of
ps) is much shorter then the typical timescale of the heat transport (several ns). Thus we can determine SL by smoothing our
measured signal Ip−Iu

Iu
with an appropriate gaussian function broader then the phonon oscillation period but much smaller then

heat transport timescale. The difference of Ip−Iu
Iu

and SL yields SH . The amplitude of the oscillating quantity

O(t) =
SH√

SL +1
= 2
|∆rp(t)|
|ru|

cos(φ) = a(t)cos(φ) (4)

is independent of transient changes of ∆rl(t). It depends only on |rp| which is a measure of the occupation of the probed phonon
wavevector q. By using a short-time Fourier transform (STFT) we can calculate the amplitude a(t) of the quantity O(t) which
we finally used as a measure of exited coherent phonons.

III. THEORY

A. monoatomic linear chain with anharmonic springs

For the numeric simulations we used an one dimensional linear chain of masses coupled with anharmonic springs. Each mass
represents one unit cell of the material SrRuO3 or SrTiO3 where the distance between masses is given by the lattice constants
cM along the [001] direction.

mM ẍi = kM[(xi+1− xi)− (xi− xi−1)]+αM[(xi+1− xi)
2− (xi− xi−1)

2]

+βM[(xi+1− xi)
3− (xi− xi−1)

3]+mMγM[(ẋi+1− ẋi)− (ẋi− ẋi−1)]+Fi(t) (5)

The parameters kM and αM are the spring constants and the first order anharmonicities corresponding to the cubic contributions
of the interatomic lattice potentials, respectively. βM describes the quartic potential contribution and is in these calculations a
small value which ensures the numerical stability. In literature this model is know as the Fermi-Pasta-Ulam (FPU) α-β -chain.
Although first calculations were realized in the 1950s, the FPU-chain is still under theoretical investigations. Many interesting
phenomena can be studied in this model, such as the mode coupling of phonons2 or heat-transfer3,4. Several groups introduced
the concept of renormalized phonons5–8 of a heated FPU-chain, in which the mode coupling effectively changes the phonon
dispersion relation. Recently, the damping of harmonic waves excited on a heated nonlinear lattice was investigated.9 However,
to model the dynamics observed in the present experiment we excluded thermal excitation in the chain and used effective kM
and αM to simulate the mode coupling between the excited wave and its harmonics at a given temperature. For this work the
value of αM is crucial because it determines the cross section of three phonon scattering processes, whereas βM is not essential
and kept very small. We used an additional phenomenological damping γM of phonons which describes the coupling of coherent
phonons to the thermal bath. It mimics the q2 dependence of the Herring process in cubic crystals.10,11 The final term Fi(t) of
eq. (5) represents the external force on a the unit cell i with mass mM exerted by the laser heating, which is nonzero only for
SrRuO3. To calculate the forces Fi we used the thermoelastic model.12

Fig. 3 shows the spatiotemporal form of the wavepacket resulting from the simulation for an excitation with two laser pulses.
In the co-propagating frame or reference we see that the fundamental wavepacket decreases in amplitude and broadens in real
space, as the compressive strain travels faster than the tensile strain. At the same time, a small fraction of the wavepacket is
converted to the second harmonic.
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FIG. 3. Transient change of wavepacket’s spectral components The strain wavepacket (black) is shown for different propagation times
as calculated in the numerical simulation. The green curve shows the low frequency component mainly containing the excited wavevector
whereas the blue curve represents the high frequency components of the wavepacket scaled with a factor of five. The vertical grey lines
highlight the spatial broadening of the wavepacket.

B. Relation between elastic constants and the FPU-chain parameters

Comparing the continuum approximation of eq. (5) using βM = 0:

∂ 2

∂ t2 u(x, t) =
kMc2

M
mM

∂ 2

∂x2 u(x, t)+ γMc2
M

∂
∂ t

∂ 2

∂x2 u(x, t)+
2αMc3

M
mM

∂
∂x

u(x, t)
∂ 2

∂x2 u(x, t)+
kMc4

M
12mM

∂ 4

∂x4 u(x, t) (6)

with the standard partial differential equation of nonlinear elastic theory for wave propagation along the [001] direction in a
cubic crystal (eq. 4 in the paper of Hao and Maris13), we can deduce the second order elastic constant C11 =

kM
cM

as well as the

third order elastic constant C111 = 2αM−3 kM
cM

in dependence of the FPU-chain parameters.
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C. Normal modes and their energy

In order to calculate the energy density ρE(q, t) from the simulations we consider the linear chain as a coupled system of
harmonic oscillators described by the conjugated variables amplitude Aq and momentum Pq of normal modes.14 In a harmonic
system these modes do not influence each other. They are uncoupled. Adding a small third order anharmonicity to the system
leads in this picture to weakly coupled modes.15 Here Aq and Pq are defined by,

Aq(t) :=
1√
N ∑

n,sub
xn(t)e−iqna (7)

Pq(t) :=
1√
N ∑

n,sub
mẋn(t)eiqna (8)

The sum extends over all oscillators n of the SrTiO3 substrate with mass m whereas q represents the phonon wavevector. The
number of all substrate oscillators is given by N. Neglecting the very small coupling energy of the ”normal” modes we can write
the total energy E as a sum of ”normal” mode energies Eq which depend on Aq and Pq,

E = ∑
q

Eq = ∑
q

(
1

2m
Pq P∗q +

1
2

mω2
q AqA∗q

)
(9)

Eq, the energy per mode q, belongs to an excitation area a2 with a the lattice constant of the cubic SrTiO3 crystal (a = 3.905Å).
Consequently we define the energy per excited Volume V = a2l and wavevector interval as

ρE(q, t) =
Eq(t)
V ∆q

, (10)

where ∆q = 2π/Na is given by the distance between two neighboring wavevectors q. We define the length l = Nλ = Nvτ of the
wavepacket via its number N of cycles and wavelength λ or alternatively sound-velocity v and pulse delay τ .
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we study the creation of nanoscale strain waves, their reflection from interfaces, damping by scattering from
nanoparticles and propagation in soft and hard adjacent materials like polymer layers, quartz and mica. The
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Azobenzene – functionalized polyelectrolyte
nanolayers as ultrafast optoacoustic transducers

E. S. Pavlenko,a M. Sander,a S. Mitzscherling,b J. Pudell,a F. Zamponi,a M. Rössle,a

A. Bojahra and M. Bargheer*a,c

We introduce azobenzene-functionalized polyelectrolyte multilayers as efficient, inexpensive optoacous-

tic transducers for hyper-sound strain waves in the GHz range. By picosecond transient reflectivity

measurements we study the creation of nanoscale strain waves, their reflection from interfaces, damping

by scattering from nanoparticles and propagation in soft and hard adjacent materials like polymer layers,

quartz and mica. The amplitude of the generated strain ε ∼ 5 × 10−4 is calibrated by ultrafast X-ray

diffraction.

Introduction

Optomechanical transducers are widely used in condensed
matter. One application is to generate strain waves in order to
study mechanical, thermo-elastic, opto-acoustic, magneto-
acoustic and other properties of materials.1–5 In the field of
picosecond-acoustics, the ultrashort period of the excited
waves allows for investigations on the nanometer length scale.
Yet for soft matter, studying objects on the nano-scale by such
hyper-sound waves is not well developed, although it has been
successfully used for imaging of cells.6–8 Standard materials
like titanium, aluminum or chromium, which are used as
opto-mechanical transducers for many solids,9,10 often are not
suitable for soft matter samples. They may require additional
treatment due to hydrophobicity, are not biocompatible and
even if these technical problems are solved, they suffer from
large acoustic impedance mismatches. Therefore, soft matter
transducers will be advantageous to study soft matter objects.
Several polymers and photosensitive molecules have been
investigated regarding their opto-mechanical properties.11–13

Azobenzene (Azo) is the most thoroughly investigated photo-
sensitive molecule.14–18 It undergoes trans–cis and reverse iso-
merization when illuminated by ultraviolet (UV) and visible
(Vis) light, respectively. This effect is used in several experi-
mental realizations of Azo-containing molecular devices and
machines.19–23 In particular, various Azo-containing polyelec-
trolytes were investigated under periodic UV-Vis illumina-
tion.24,25 A partially irreversible expansion followed by

reversible contraction–expansion under appropriate illumina-
tion was observed.25 Polyelectrolyte multilayers form particu-
larly robust, electrostatically bound thin films which can be
deposited on various soft matter surfaces.24 The film thickness
is controlled via layer-by-layer deposition with nanometric pre-
cision.26 Even though expansion and contraction of Azo-con-
taining materials has been studied, there have been no reports
on using nanoscale multilayers as optoacoustic transducers.
Also the transient response of Azo-compound materials includ-
ing the photo-induced volume change has not been studied on
the picosecond time scale, on which molecular rearrange-
ments take place.

In this work, we obtain quantitative information on the
amplitude and phase of the strain waves generated in Azo-con-
taining polyelectrolyte multilayers that transform the light
energy of ultraviolet femtosecond pulses into hyper-sound
waves. We investigate the propagation of the waves in poly-
mers, crystalline mica, and quartz and observe the damping of
these waves by scattering from nanoparticles. For a quantitat-
ive assessment of the strain amplitude, we used ultrafast X-ray
diffraction (UXRD). Time-domain Brillouin scattering (TDBS)27

was used to follow the strain propagation on the picosecond
time scale in the all-optical experiments. We believe that these
polyelectrolyte-nanolayer-transducers will allow for a new class
of experiments using picosecond ultrasonics to investigate
various structures down to nano-sized objects.

Methods

We produced various samples via spin-assisted layer-by-layer
deposition.28,29 With this technique, one can create structures
with different, well-defined thicknesses on the nanometer
length scale, and very smooth interfaces. In this experiment
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the following polyelectrolytes have been used: poly(allylamine
hydrochloride) (PAH) Mw ∼ 58 000 g mol−1; poly(sodium 4-styr-
enesulfonate) (PSS) Mw ∼ 70 000 g mol−1; poly(ethyleneimine)
(PEI) 50 wt% aqueous solution, Mw ∼ 750 000 g mol−1; poly[1-
[4-(3-carboxy-4-hydroxyphenylazo)benzenesulfonamide]-1,2-
ethanediyl, sodium salt] (PAzo).

All polyelectrolytes were purchased from Sigma-Aldrich
Chemie Gmbh (Germany). PSS was dialyzed against ultra-puri-
fied water from an ELGA (PURELAB Classic) water purifier
system before application. The other polymers were used as
received, without further purification.

Aqueous polymer solutions were prepared with the follow-
ing concentrations of polyelectrolytes: for PSS, PAH – 0.1% by
weight, PEI – 1% by weight, PAzo – 0.1% by weight. The NaCl
concentrations in the final solutions were 0.7 mol l−1 for PSS
and PAH and 0.2 mol l−1 for PAzo; no NaCl was added to the
PEI.

Gold nanorods (GNR), used in only one sample structure
were synthesised by the method described by Nikoobakht
et al.30 to grow rods of the aspect ratio 3.25 indicated by a
longitudinal plasmon resonance at 700 nm and verified by
TEM images showing an average length of about 70 nm. The
GNRs were coated with PSS in order to provide reliable
bonding to the polymer surface.31 To deposit the GNRs onto
the sample, the surface was covered completely with GNR solu-
tion, left for 30 min and then washed with purified water.

Fig. 1(a) schematically summarizes the characteristic layer-
ing sequence of the samples.

Sample preparation

Fused silica discs (thickness 1.58 mm, diameter 24.5 mm)
were used as substrates for optical experiments. The substrates
were hydrophilized with a H2SO4/(30% H2O2) (3 : 1) (warning:
hazardous acid) bath for 1 h, after which the substrates were
washed excessively with pure water and dried in a nitrogen
flow. In order to provide a reliable bonding of the polyelectro-
lytes to the substrate, a single layer of PEI polyelectrolyte was
always deposited first, followed by washing. The thickness of
one double layer of PSS/PAH is about 2.5 nm.26 For PAzo/PAH
this parameter is about 4.7 nm, as determined by AFM
measurements. When films of dozens of double layers are con-
structed, the total thickness deviation is within 10% of the
expected thickness. As a substrate for the ultrafast X-ray diff-
raction (UXRD) experiments we used a mica sheet (from Ted-
pella) with a thickness of approximately 4.5 µm, determined
by spectroscopic ellipsometry. The polyelectrolyte structure has
been deposited on mica in the same way as onto the quartz
substrates, however without previous hydrophilization.

The main advantages of the proposed nanoscale trans-
ducers are the low cost of the layer-by-layer preparation and
the ease with which it can be attached to almost any flat or
curved surface.

Sample characterisation

The static all-optical characterization of the thin polyelectrolyte
multilayers was carried out using a UV-Vis spectrophotometer

(VARIAN CARY 5000). Fig. 1(c) shows typical transmission
spectra of a PAzo/PAH and a PSS/PAH multilayer as well as a
quartz substrate. Static reflection spectra of films with the
structure 2 for four different thicknesses dPAzo/PAH = 248, 423,
564, and 795 nm are plotted in Fig. 1(b). The interference of
light reflected at the surface and at the polymer–substrate
interface results in pronounced interference fringes as a func-
tion of the wavelength λ with minima at

2nfilmd cosðβÞ ¼ mλ; ð1Þ
where β is the internal angle of incidence according to Snell’s
law in the film with refractive index nfilm(λ) and thickness d.

These measurements were cross-checked with spectroscopic
ellipsometry (Sentech, SENresearch SE850E) and atomic force
microscopy of purposely scratched films.

Ultrafast pump–probe spectroscopy

In order to establish the azobenzene-containing polymer as an
opto-mechanical transducer for hyper-sound, we recorded
transient optical reflectivity spectra with 140 fs time resolution
based on a regeneratively amplified Ti:sapphire laser system
from Spectra-Physics (MaiTai/Spitfire Pro) with a central wave-
length of 795 nm. A small fraction of approximately 5 μJ was
frequency-doubled in a BBO crystal. These pump-pulses with a
wavelength of 398 nm were separated from the fundamental
by a filter and focused onto the sample with a pump fluence of

Fig. 1 (a) Schematic representation of the sample layering sequences.
(b) Static reflection spectra of samples with PAzo/PAH films with
different thicknesses on quartz. (c) Typical static transmission spectra of
PAzo/PAH and PSS/PAH films on quartz compared to a bare substrate.
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about 1 mJ cm−2 to excite the azobenzene. Another 2 μJ of the
laser energy were used to generate a white light continuum in
a 1 mm-thick sapphire plate. These pulses probe the sample
with an adjustable delay time t after excitation, and their
reflection is recorded in a fiber spectrometer (Avantes). The
pump and probe pulses are both p-polarized, and the pump
beam was chopped at a rate of 125 Hz to measure the relative
changes of the reflectance between the perturbed (R0 + ΔR)
and unperturbed (R0) sample.32 Both pulses enter the sample
from the front side (polymer structure side) at an angle of
about α = 30° which yields the internal angle β according to
Snell’s law.

Ultrafast X-ray diffraction (UXRD)

Ultrafast X-ray diffraction measurements were performed with
the diffractometer at the laser-driven plasma X-ray source
(PXS) at the University of Potsdam.33,34 The PXS provides a
temporal resolution below 200 fs at an X-ray photon energy of
8.047 keV (Cu Kα). The X-ray and UV footprints on the sample
have diameters of approximately 300 μm and 1 mm (FWHM),
respectively. The fluence of the 398 nm pump light was 4 mJ
cm−2. An X-ray optic with a convergent beam is used with an
X-ray area detector to map out the reciprocal space of the mica
substrate.35 Therefore, the specular and asymmetrically diff-
racted X-ray photons under the Bragg angle are detected simul-
taneously. The measurements were taken at a fixed sample
angle omega, which is interpreted as a cut through the crystal
truncation rod of the mica sheet.

Experimental results and discussion
All-optical generation and detection of propagating strain
waves

As a first example of all-polymer hyper-sound-transduction, we
designed and prepared samples on quartz substrates accord-
ing to structure 1 (Fig. 1a) with a relatively thick PSS/PAH mul-
tilayer (dPSS/PAH = 630 nm). We incorporated gold nanoparticles
in the middle of this PSS/PAH multilayer stack in order to
scatter the hyper-sound waves and to exemplify the detection
of impurities by nanoscale strain waves. The 80 nm thick com-
posite layer contains a volume fraction of about 1% Au par-
ticles. On the top of the sample we added a thin PAzo/PAH
multilayer (dPAzo1 = 141 nm) as the opto-mechanical transdu-
cer. The 398 nm pump pulses are exclusively absorbed in the
PAzo/PAH multilayer, since PSS/PAH is transparent at this
wavelength (Fig. 1(c)). Both layers are transparent for the white
probe pulse spectrum. The transient reflectivity data ΔR(t )/R0

in Fig. 2(a) show pronounced oscillations as a function of the
time delay. The wavelength-dependence of the oscillation
period

T ¼ λ=½2vsnðλÞcosðβÞ� ð2Þ

is characteristic of time-domain Brillouin scattering (TDBS)
from the hyper-sound waves in the PSS/PAH multilayer with
the sound velocity vs = 3.4 nm ps−1. TDBS can be interpreted
as interference of the probe light reflected at the surface and
from the propagating strain pulse.27 The refractive index n(λ)
of all materials was determined by ellipsometry (Table 1).

At t = 140 ps, the strain front launched from the surface
reaches the incorporated nanoparticles residing at a depth of
about 470 nm. The particles reduce the signal modulation by
scattering the hyper-sound amplitude. The wavepacket com-
ponents of the strain wave detected in Fig. 2 have a wavelength
of about 250 nm compared to the GNR length of about 70 nm.
Propagation of the entire strain front through the 80 nm com-
posite layer of the nanoparticles takes about 60 ps, therefore
the damping appears as a delayed feature (Fig. 2(a)). At t =
280 ps, the strain front reaches the quartz substrate and the
TDBS signal essentially disappears. The remaining amplitude
of the TDBS signal is caused by the reflection of the strain
pulse at the polymer–quartz interface (see Discussion below).

The transient reflection shown in Fig. 2(a) also exhibits the
characteristic static thin-film-interference (Fig. 1(b)) given by
the total optical path length s = n × dfilm = nPSS/PAH × DPSS/PAH +

Fig. 2 (a) Relative change of the transient reflectivity ΔR(t )/R0 at λ =
640 nm measured for the sample structure 1 (see text). An exponential
decay of the intensity is subtracted. (b) ΔR(t )/R0 over a broad spectral
range.

Table 1 Optical and acoustic properties of the materials used

Material Density [kg m−3] Sound velocity [nm ps−1] Acoustic impedance Z [106 Ns m−3] Refractive index @ λ = 600 nm

PSS/PAH 940 (ref. 36) 3.4 3.1 1.47
PAzo/PAH 1000 3.4 3.4 1.71
Quartz 2200 (ref. 37) 5.8 (ref. 37) 12.7 1.45 (ref. 37)
Mica 2700 5.0 (ref. 38) 13.5 1.56

Values from the literature are indicated by citations. Sound velocities are measured values according to eqn (2). Refractive indices are measured
by ellipsometry.
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nPAzo1 × DPAzo1 of the total polymer multilayers. In structures
with relatively thin PAzo/PAH layer, the total thickness is
nearly unchanged since the expanding transducer contributes
only little to the polymer film thickness.

Fig. 3(a) shows ΔR(t )/R0 of a 600 nm thick PAzo/PAH film
on quartz. Again, we observe the TDBS-related oscillations.
Their wavelength-dependent oscillation period T (λ) is the
same as for the sample structure 2, because the sound
velocities in PSS/PAH and PAzo/PAH films match. The strain
wave continuously expands the transducer layer until at t =
DAzo2/νpoly = 180 ps the strain front is reflected at the quartz
interface.

Surprisingly, the shift of the thin-film-interference indicates
a decreasing optical path length s = n × dfilm although the
transducer is expanding. A decreased refractive index nazo of
Azo-containing polymers for expanded films was already
observed by Tanchak et al.25 on much longer time scales. They
observed a decrease of the refractive index of Δn/n = −1% for a
relative thickness change of Δd/d = +1.4%. This is consistent
with our observations on ultrafast timescales: for an excitation
fluence of F = 4 mJ cm−2 the average strain (relative thickness
change) is about ε = Δd/d ∼ 5 × 10−4, which is calibrated by
ultrafast X-ray diffraction as described below. We can simulate
the observed transient reflectivity data including the 20 nm

shift of thin-film interference pattern (interference maximum
at 580 nm shifts to 560 nm) shown in Fig. 3a by assuming a
relative refractive index change of Δn/n = −2.6 × 10−4 in the
expanded polymer layer.

Fig. 3(b) shows the extracted oscillatory part of Fig. 3(a) by a
Fourier-decomposition. In the data, one can very clearly
observe the reflection of the strain wave at the quartz interface
at 180 ps. Fig. 3(c) shows four snapshots of the motion at
times, at which the main strain-front originating at the surface
is in the center of the film, as it bounces between the interface
and the surface. The linear chain model used for the illus-
tration is further explained in the discussion of the ultrafast
X-ray diffraction data. The green shaded area depicts the static
strain profile generated by the stress profile assumed in the
simulations according to the approximate penetration depth
of about 500 nm for the intense excitation pulses with a wave-
length of 400 nm. In the linear regime (Fig. 1c), the pene-
tration depth is less than 250 nm. The lines in Fig. 3(c)
indicate the superimposed propagating bipolar strain pulse.
Adding the static (green shaded area) and propagating bipolar
strain yield the total transient strain. Initially, it is essentially
an expansion wave travelling from the surface to the substrate
with a smaller leading compressive part.39 The reflection of
the bipolar strain pulse from the substrate – a material with
larger acoustic impedance – conserves the sign. According to
the acoustic impedance mismatch, a fraction of (Zpoly − ZQ)/
(Zpoly + ZQ) = 60% of the wave is reflected (Table 1). After the
first reflection (t = 180 ps), the acoustic waveform propagates
towards the laser probe-pulse. The refractive index change at
the strain front now has the opposite sign, yielding a phase
shift of π in the oscillation pattern. At t = 360 ps the acoustic
pulse is reflected at the air interface which reverses the sign of
the wave and of the propagation direction. Therefore, no phase
shift is observed in the TDBS signal. The third reflection at t =
540 ps is so weak that the signal vanishes in the noise. In
order to measure the 40% fraction of the strain pulse that pro-
pagates into the substrate, we designed a sample structure 2
with a thinner transducer of dPAzo/PAH = 282 nm. Fig. 4 shows
the oscillatory component of the transient reflection data.
During the first 200 ps, the sound front bounces twice between
the surface and the quartz interface, similar to the first 540 ps
shown in Fig. 3(b) for the thicker PAzo layer. However, now
due to the thinner sample, only about one full period of the

Fig. 3 (a) ΔR(t )/R0 of sample structure 2 with a 600 nm PAzo/PAH film
on quartz. (b) Oscillatory component of ΔR(t )/R0. (c) Normalized simu-
lated strain front within the PAzo/PAH at different time delays. The
green shaded area corresponds to the static strain in the Azo layer
resulting from the optical excitation.

Fig. 4 Oscillatory component of ΔR(t )/R0 for a 282 nm thin PAzo/PAH
multilayers on quartz (sample structure 2).
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TDBS modulation occurs between two reflections. After 200 ps,
the strain front passes the polymer–quartz interface and the
signal modulation period shortens. This is consistent with eqn
(2) for the sound velocity νQ = 5.8 nm ps−1 and refractive index
nQ of quartz. In fact, the strain created at the PAzo/air interface
reaches the substrate already at t = (DAzo3/νpoly) = 82 ps, but
until 200 ps the fast oscillations are masked by the stronger
signal modulation due to reflections of the strain wave in the
transducer. We have recorded such transient reflection spectra
also for approximately ten times thinner transducers. This
results in equivalent signals, where the dynamics in the trans-
ducer film are only visible in the first 20 ps.

Calibration of transient strain by ultrafast X-ray diffraction
(UXRD)

In order to calibrate the strain amplitude generated by the
optical excitation of PAzo/PAH films we measured the strain
after propagation into a crystalline medium, for which the
lattice constant change can be measured in real time by ultra-
fast X-ray diffraction.39 We prepared a film with dPAzo/PAH =
880 nm onto the 4.5 μm thin mica substrate. Fig. 5 shows the
detected shift of the Bragg angle Θ, from which the transient
strain can be calculated via εobs(t ) = Δc(t )/c = −ΔΘ × cot(Θ),
where c is the out-of-plane lattice constant of mica. The
maximum compression of mica is observed at t = 260 ps, when
the expansion wave created at the surface has travelled comple-
tely through the transducer. At this time, the wave front has
propagated around 1.3 μm into the substrate. Therefore, the
average strain within the first micrometer is about four times
larger than the measured strain since the remaining 3.2 μm of
the mica film are unchanged from their initial lattice constant.
Hence the strain pulse detected in mica has an amplitude of
about ε = −5 × 10−5. This is consistent with the simulation40,41

of the strain in mica (dashed line in Fig. 5) based on a linear
chain-model which we have previously tested against a large
number of ultrafast X-ray diffraction experiments carried out
on epitaxial metallic transducers.40,41 The agreement of the
simulation with the measured data confirms that the hyper-

sound-pulses created and propagating in these soft-matter
materials can be well described by a linear chain model with
the sound-velocity νpoly = 3.4 nm ps−1 characteristic of hyper-
sound in polymers.

From our model we predict that the corresponding expan-
sion of the PAzo/PAH film at t = 260 ps measures ε = 5 × 10−4.
The model simulates a linear chain of masses and springs,
which are adjusted such, that the mass density and sound
velocity of the materials are described correctly. The optical
excitation is assumed to instantaneously generate a stress
profile given by the absorption depth in the PAzo/PAH film.
For calculating the strain in PAzo from the measured lattice
deformation in mica, the model automatically takes into
account three factors:39,40 (i) 60% of the compressive sound
has been reflected at the PAzo/quartz interface due to the
acoustic impedance mismatch. (ii) The static expansion of the
photoexcited PAzo layer adds to the coherent sound wave.
(iii) The strain in mica is reduced by ratio 5/3.4 of the sound
velocities as the pulse is stretched.

It is difficult to compare the efficiency of strain transduc-
tion to conventional metal transducers, but we shall shortly
discuss a comparison to aluminum (Al). In our PAzo transdu-
cers, nearly all incident photons can be absorbed and con-
verted to stress. Al transducers reflect about 90% of the
incident fluence. The remaining fluence would be absorbed in
about 10 nm. If we assume the energy to be distributed by
rapid heat transport over 100 nm, the calculated temperature
rise for an incident fluence of 4 mJ cm−2 is about 15 K, yield-
ing a strain amplitude of ε ∼ 3 × 10−4. This estimate is based
on the specific heat and thermal expansion coefficient of Al. In
fact, the strain level is very similar to the strain produced by
the PAzo transducer. However, the two systems in fact have
quite different properties. While the Al transducer would be
more efficient for thinner transducers (high frequencies) as
the energy density is higher due to the smaller penetration
depth, the PAzo transducer can more easily be tuned to
different frequencies, as the energy density varies only weakly
for thicknesses between 20 and 500 nm. Moreover, the
efficiency of sound transduction between Al and soft matter is
significantly reduced by reflection according to the acoustic
impedance mismatch.

Conclusions

In this paper, we have presented azobenzene containing poly-
electrolyte multilayer films as transducers for picosecond ultra-
sonics, which is expected to boost the applicability of this
method in soft materials and nanocomposites. The frequency
spectrum of the generated strain can be tuned by the transdu-
cer thickness in the range of 1–100 GHz. We demonstrated the
propagation of these nanoscale hyper-soundwaves through
polyelectrolytes and their damping at nanometric metal
inclusions. The good coupling efficiency of the hyper-sound
pulses into various substrates demonstrates the potential for
assembling nanometric hybrid devices. It also allowed us to

Fig. 5 The time dependence and amplitude of the measured change of
the diffraction angle ΔΘ (blue circles) agrees well with the average strain
of the strained part (see text) of mica as calculated by the linear chain
model (dashed line).
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quantify the strain amplitude of the hyper-sound waves by
ultrafast X-ray diffraction to be up to ε = 5 × 10−4. This transi-
ent strain is accompanied by a tiny refractive index change of
about Δn/n = 2.6 × 10−4, which can nonetheless be easily
detected by a substantial transient shift of the thin-film inter-
ference pattern. This will allow for all-optical sensing of the
transducer dynamics in future applications.
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We present a nanostructured device that functions as photoacoustic hard x-ray switch. The device

is triggered by femtosecond laser pulses and allows for temporal gating of hard x-rays on picosec-

ond (ps) timescales. It may be used for pulse picking or even pulse shortening in 3rd generation

synchrotron sources. Previous approaches mainly suffered from insufficient switching contrasts

due to excitation-induced thermal distortions. We present a new approach where thermal distor-

tions are spatially separated from the functional switching layers in the structure. Our measure-

ments yield a switching contrast of 14, which is sufficient for efficient hard x-ray pulse shortening.

The optimized structure also allows for utilizing the switch at high repetition rates of up to

208 kHz. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4967835]

I. INTRODUCTION

The controlled manipulation of x-ray radiation is a diffi-

cult task, especially in the hard x-ray regime (Ephoton

> 2 keV). This is due to the fact that x-rays penetrate the

material rather than being reflected. In order to change the

beam direction, one has to rely on total reflection at surfa-

ces,1 Fourier-optical elements such as zone-plates,2,3 or at

diffracting elements, e.g., Bragg mirrors in monochroma-

tors.4,5 X-ray optics are therefore advanced devices placing

high requirements on technological properties such as sur-

face roughness, crystal quality, and structural perfection.

In order to tailor the imaging characteristics of x-ray

optical elements to environmental changes or to experimen-

tal requirements, adaptive optics are being developed. They

are used in x-ray astronomy to compensate for atmospheric

turbulence.6 In large-scale research facilities, such as syn-

chrotrons, adaptive x-ray optics are used to stabilize the

x-ray beam from thermal drifting7 or to optimize the imaging

properties for the requirements at the experimental station.8

Existing adaptive optics are typically based on slow physical

processes like gravitational or thermal deformation. More

advanced attempts rely on piezoelectric effects9 or on

MEMS-devices.10

Here, we demonstrate a different approach to build

active x-ray optical elements by optical excitation. As an

example, we introduce a switchable mirror where the reflec-

tivity is modulated on picosecond timescales. We call this

device the PicoSwitch. It utilizes modulation of the lattice

parameter, and thus the x-ray diffraction efficiency, via con-

trolled propagation of coherent acoustic phonon wavepack-

ets. We employ this device to gate the x-ray pulse emitted

from a synchrotron storage ring. The opening time of the

gate is significantly shorter than the x-ray pulse duration.

Hence, the PicoSwitch effectively reduces the duration of an

x-ray pulse and therefore increases the temporal resolution in

ultrafast x-ray diffraction (UXRD) experiments.

UXRD is an efficient technique to measure ultrafast

dynamics of the crystal lattice.11 Most experiments are per-

formed at large scale facilities, e.g., synchrotrons. The newest

generation of such large-scale radiation sources is free elec-

tron lasers (FELs). They provide significantly improved beam

characteristics in terms of intensity, coherence, and pulse

duration compared to 3rd generation synchrotron sources.12 In

the context of this article, we mention especially the pulse

duration, which is reduced from typically 100 picoseconds

(ps) at synchrotrons to sub-100 femtoseconds (fs) at FEL

sources. Hence, synchrotrons provide a poor temporal resolu-

tion in UXRD measurements. The better performance of

FELs is expressed by the brilliance (BR) parameter, which is

around 1032 photons

s�mrad2�mm2�0:1%bw
for FELs compared to

1025 photons

s�mrad2�mm2�0:1%bw
for 3rd generation synchrotrons.12 As an

alternative to large-scale facilities, there exist lab-based

table-top sources for hard x-rays. These plasma x-ray sources

(PXS) provide hard x-ray bursts with a duration of less

than 200 fs.13 Disadvantages of the PXS are low photon

count, large fluctuations, and high angular divergence,14

which results in a low brilliance of only

1:1� 1015 photons

s�mrad2�mm2�0:1%bw
.15 In particular, due to the high

angular divergence of the generated x-ray beam, the diffrac-

tion angle can only be measured with low resolution at a PXS.

The PicoSwitch aims at improving a key characteristic

of synchrotron sources, namely, the poor temporal resolu-

tion. We expect a reduction of the x-ray pulse duration down

to 5 ps. Other pulse shortening schemes have been developed
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and shown to reduce the pulse duration down to 200 fs.16

However, these femtoslicing schemes are far more expensive

in terms of equipment and experimental effort. The

PicoSwitch requires only a mount for positioning and for

aligning the incidence angle of the x-rays. It is an easy-to-

use and economically reasonable tool that may be installed

and removed in an UXRD setup upon request.

II. WORKING PRINCIPLE OF THE PICOSWITCH

The PicoSwitch is a photo-acoustic device that relies on

the propagation of coherent acoustic phonon wavepackets.17

These soundwaves are generated by ultrashort optical pulses

impinging on a transducer. Former designs already showed

an ultrafast lattice response, which resulted in shortening

an incident x-ray pulse.18 However, a synchrotron-based

pump-probe experiment with a shortened pulse revealed an

insufficient switching contrast,19 which stems from thermal

expansion of the transducer layer after optical excitation.

We demonstrate the PicoSwitch working principle

with a simulation of the time dependent diffraction effi-

ciency of sample I in Table I. The sample stack is shown in

Figure 1(c) and consists of 46 nm transparent LaAlO3

(LAO, green) on 77 nm metallic La0:67Sr0:33MnO3 (LSMO,

red) on transparent NdGaO3 (NGO, blue) substrate. The

PicoSwitch is excited by femtosecond (fs) laser pulses

which are transmitted through the LAO cap layer to be

absorbed in the LSMO transducer.

Absorption of the pump pulses leads to the excitation of

coherent compression waves into the cap layer and into the

substrate, respectively, as well as to expansion waves into

the transducer itself. These coherent sound waves modulate

the lattice parameter in the structure, thus shifting the x-ray

diffraction efficiency in reciprocal space. The dynamics of

the crystal lattice can be modeled with a linear chain of

masses and springs.20 The model yields transient strain

matrices that are used to calculate the time-dependent x-ray

diffraction efficiency21 using dynamic x-ray diffraction the-

ory.22 Specifically, a strain induced expansion or compres-

sion of the crystal leads to a shift of diffraction efficiency g
to lower or larger diffraction angles, respectively. In the fol-

lowing, we convert the diffraction angle to the out-of-plane

reciprocal space coordinate qz using the transformation

qz ¼ 4p
k sin h, where k and h denote the x-ray wavelength and

diffraction angle, respectively. The position of the diffraction

efficiency g in reciprocal space coordinates is independent of

the x-ray photon energy. We specifically investigate gðqz; sÞ
at the Bragg peaks of the PicoSwitch structure.

The color plot in Figure 1(a) depicts the simulated dif-

fraction efficiency of the PicoSwitch structure vs. pump-

probe delay s and out-of-plane reciprocal space coordinate

qz. Cross sections at different pump-probe delays are plotted

in Figure 1(b). The black line shows a simulation where the

sample is in thermal equilibrium, while the red, green, and

blue curves depict the diffraction efficiency of 6 ps, 15 ps,

and 35 ps after excitation, respectively. At s¼ 0, a compres-

sion wave is launched at the LSMO/LAO-interface and prop-

agates into the dielectric LAO-layer. Hence, the red curve

(6 ps delay) in Figure 1(b) shows an out-of-plane expanded

and compressed LSMO- and LAO-layer, respectively. After

reflection at the surface, the compression wave is converted

into an expansion wave and propagates back into the struc-

ture. This leads to the expansion of the LAO-layer depicted

in the green curve in Figure 1(b). Finally, the blue curve

TABLE I. Material properties of the PicoSwitch samples.

Material Lattice parameter (hkl) dlayer vsound

I LAO 3.791 Å (001) 46 nm 7:2
nm

ps

LSMO 3.933 Å (001) 77 nm 7:8
nm

ps

NGO 3.864 Å (110) 500 lm 7:8
nm

ps

II STO 3.893 Å (001) 31:1 nm 7:8
nm

ps

SRO 3.924 Å (001) 100 nm 6:3
nm

ps

DSO 3.948 Å (110) 500 lm 6:8
nm

ps

FIG. 1. (a) Simulation of the diffraction efficiency gðqz; sÞ of the sample I

from Table I after excitation with an ultrashort optical pulse. (b) Transient dif-

fraction efficiency vs. out-of-plane reciprocal space coordinate qz at pump-

probe delays of �0.5 ps (black), 6 ps (red), 13 ps (green), and 35 ps (blue),

respectively. The curves indicate the time-dependent compression and expan-

sion of the transparent cap layer at qz ¼ 3:355 Å
�1

and of the metallic trans-

ducer layer at qz ¼ 3:195 Å
�1

. (c) PicoSwitch sample structure and optical

excitation profile.
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(35 ps delay) shows a delay where all sound waves have

propagated into the substrate. Acoustic impedance matching

between the LAO cap layer and the LSMO transducer pre-

vents multiple reflection of sound waves. At late times

(s> 35 ps), the LSMO transducer is still expanded due to the

deposited thermal energy from the pump pulse. However,

the LAO cap layer is not strained in out-of-plane direction

and the corresponding Bragg-peak returns to its initial qz

position. The layer will successively warm up via thermal

diffusion from the laser excited-LSMO transducer and

expands in consequence. This process is much slower com-

pared to coherent phonon transport and occurs on long time-

scales irrelevant for the switching process. It is important to

note that the gate function is determined by the coherent

compression wave that shifts diffraction efficiency to higher

diffraction angles. Heating of the layer results in an expan-

sion, thus shifting the diffraction efficiency to even lower

diffraction angles. Hence, heat diffusion does not decrease

the switching contrast even on long timescales.

The advantage of the new PicoSwitch compared to pre-

vious designs is the following: by spatially separating the

excitation of the transducer from the switching in the trans-

parent layer, one obtains high switching contrast even after

depositing thermal energy in the sample. The best switching

contrast is reached in the grey shaded area in Figure 1(b),

i.e., in close proximity to the Bragg peak of the transparent

LAO cap layer. Using the diffraction efficiency before

(g0) and after (g1) the propagation of coherent phonons,

we define the qz-dependent switching contrast C0ðgÞ and

C1ðgÞ

C0;1 ¼
gmax � g0;1

g0;1
; (1)

where gmax is the maximum transient diffraction efficiency

of the LAO layer.

Currently, the maximum diffraction efficiency is 5� 10�3,

determined by the thickness of the transparent cap layer. The

efficiency may be further improved, e.g., by using asymmetric

diffraction geometries, different film thicknesses, or different

material systems.

Based on simulations shown in Figures 1(a) and 1(b),

we grew test samples for characterization of the new

PicoSwitch design in UXRD experiments. The general struc-

ture of the PicoSwitch consisting of a transparent cap layer

and a metallic transducer layer was realized with two differ-

ent material systems. Samples were epitaxially grown by

pulsed laser deposition (PLD).23 Relevant material properties

of both samples are listed in Table I.

III. EXPERIMENTAL METHOD

To fully characterize our pulse shortening device, we

have to determine the time and reciprocal space dependent

change of the diffraction efficiency gðqz; sÞ. Knowledge of

gðqz; sÞ provides characteristic parameters like switching

time (FWHM) and switching contrast (Equation (1)). It is

important to note that both a high temporal and angular reso-

lution of the measurement are necessary to accurately deter-

mine gðqz; sÞ.
We accomplish the characterization of our device by per-

forming two measurements which make use of the advantages

of different x-ray sources. First, we measure gðqz; sÞ with a

high temporal resolution at the PXS at University Potsdam.

The time resolution of 200 fs is clearly sufficient to determine

the expected switching time of �5 ps. Second, we resolve the

angular response of gðqz; sÞ in a correlation experiment simi-

lar to Ref. 18. This measurement was performed at the x-ray

Pump-Probe (XPP) station of the KMC3-beamline at the

Helmholtz-Zentrum for Materials and Energy. The PXS- and

XPP-setups are shown in Figures 2(a) and 2(b), respectively,

and have been described elsewhere in more detail.13,24

Both setups utilize femtosecond lasers for sample exci-

tation and detect diffracted photons with a two-dimensional

hybrid pixel area detector. The excitation fluence was

25 mJ/cm2 and 40 mJ/cm2 for the PXS and 13.6 mJ/cm2 for

the XPP measurement. Since the energy of an excitation

pulse is 50 times larger in the PXS measurement, the focal

area was reduced in the XPP-setup to achieve similar exci-

tation intensities. In contrast, the XPP setup can measure at

high repetition rates of up to 208 kHz. This leads to a large

power density in the excited volume on the sample and to a

FIG. 2. (a) UXRD setup at the

University of Potsdam using a Plasma

x-ray Source for the generation of

150–200 fs x-ray bursts.13 (b) XPP

experimental station at the KMC3-

beamline at BESSY II.24
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stronger average heating of the crystal lattice compared to

the PXS measurement. Specific issues for high-repetition

UXRD experiments, such as average heating and sample

deformation, are discussed in Refs. 24 and 25. Here, we

would like to point out that the quasi-equilibrium steady

state of the sample under excitation differs significantly

between the PXS and the XPP measurement. Our data eval-

uation and model simulations account for these specific

background effects by introducing a depth-dependent strain

profile in our simulations. The characteristic source param-

eters for the PXS and the XPP setup are listed in Table II.

All UXRD measurements are performed in symmetric

scattering geometry, i.e., the detector is held at twice the

incidence angle x of the x-ray beam to the sample surface.

Such x� 2h-scans measure diffraction at lattice planes par-

allel to the sample surface and along the Crystal Truncation

Rod (CTR) in reciprocal space.26 We measure the second

order diffraction, i.e., at the (002)-plane of the thin film

materials, which shows the highest diffraction efficiency.

This also holds for the 110-cut DSO substrate where we

measure the (220) diffraction peak in symmetrical diffraction

geometry. In principle, the switching contrast will be higher

at higher diffraction orders. As mentioned before, we convert

the diffraction angle h to the reciprocal space coordinate qz

in order to directly compare measurements performed at

PXS and XPP with different x-ray photon energies.

IV. RESULTS

Static diffraction efficiency gðqzÞ of samples I and II is

shown in Figures 3(a) and 3(b). In sample I, the bright NGO

substrate peak lies between the transparent LAO-peak at

qz¼ 3.355 Å
�1

and the Bragg-peak of the metallic LSMO

layer at qz¼ 3.195 Å
�1

. In sample II, all three peaks appear

in a qz-range of less than 0.5 Å
�1

, namely, at qz¼ 3.17 Å
�1

(DSO), qz¼ 3.236 Å
�1

(SRO), and qz¼ 3.264 Å
�1

(STO).

This is in contrast to sample I where the peaks distribute

over a range of �1.5 Å
�1

.

The two-dimensional plots in Figures 3(c) and 3(d)

depict the diffraction efficiency g vs. pump-probe delay

s and out-of-plane reciprocal space coordinate qz, obtained

by measurements at the PXS. The data were taken at an

excitation fluence of 25 mJ/cm2 (c) and 40 mJ/cm2 (d),

respectively. The initial peak position at s< 0 corresponds to

data shown in Figures 3(a) and 3(b), respectively. The

PicoSwitch was exposed to optical pump and x-ray probe

beams for several weeks during our experiments. We did

not observe any signs of long term degradation. Upon excita-

tion at s0¼ 0, the LAO peak in Figure 3(c) shifts to larger

qz-values until s1¼ 6.5 ps, indicating a compression of the

out-of-plane lattice parameter. Upon reflection of the sound

wave at the sample surface, the peak shift reverses its sign

and the peak returns to its initial position at s2¼ 13 ps.

Compression of the LAO cap layer is only slightly visible

due to the limited angular resolution of the measurement.

In contrast, the LSMO transducer peak shows an almost

continuous shift to smaller qz-values accompanied with a

broadening until delay time s2. This indicates an expansion of

the crystal lattice in out-of-plane direction. The substrate peak

is almost unchanged except for a narrow sideband due to the

propagating sound wave. The measured width of the substrate

peak is of the same order as the width of cap layer and trans-

ducer peaks, respectively. Note that the measurement reprodu-

ces the dynamic diffraction efficiency simulated in Figure 1(a).

TABLE II. Comparison of source parameters of the PXS and the XPP setup.

PXS XPP

X-ray pulse duration <200 fs <60 ps

Angular resolution 0.15� 0.01�

Photons on sample 106 s�1 108 s�1

X-ray photon energy 8047 eV 6500 eV

Optical pulse energy 0.5 mJ 10 lJ

Repetition frequency 1 kHz 208 kHz

FIG. 3. Results of static and time-

resolved x-ray diffraction measurements:

(a) and (b): Static x-ray diffraction mea-

surement from sample I and sample II.

The data were measured at the XPP-

beamline with high angular resolution.

(c) (sample I) and (d) (sample II):

Dynamic diffraction efficiency of the

PicoSwitch measured at the PXS. Laser-

excited propagating sound waves modu-

late the lattice parameter and lead to a

shift of the Bragg peak positions. (e) and

(f) Cross sections at qz¼ 3.365 Å
�1

(sample I) and qz¼ 3.277 Å
�1

(sample

II) demonstrating the ultrafast modula-

tion of the diffraction efficiency g.
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Figure 3(d) shows a qualitatively similar behaviour for

the STO- and SRO-peaks, respectively. Upon heating by

the optical excitation pulse, the SRO-layer expands and the

corresponding peak is covered by the DSO substrate peak

in the diffraction image. This effect is especially strong at

high repetition rates of the excitation laser, where the ther-

mal background due to deposited heat in the metallic film

is large.

The width of the substrate peaks in both measurements

indicates the angular resolution of the PXS. Simulations of

the sample structure shown in Figure 1 indicate a substrate

peak width of �0.005 Å
�1

. Due to the limited angular reso-

lution, the PXS-measurements require large excitation fluen-

ces of >20 mJ/cm2.

Cross-sections at specific qz-values of the normalized

dynamic diffraction efficiency gðsÞ of samples I and II are

shown in Figures 3(e) and 3(f), respectively. The rise and

fall of gðsÞ constitute a temporal gate for diffraction of

impinging x-ray photons. Both samples show comparable

switching times.

In order to determine gðsÞ with better angular resolution,

we resort to the XPP-experimental station at HZB. Due to

the insufficient temporal resolution at the synchrotron, we

perform a correlation experiment which is already described

in Ref. 18. It is important to note that we excite the sample

with a repetition rate of 208 kHz. This has two important

consequences. First, the high repetition rate results in a lower

energy of the optical pump pulse, which limits the available

excitation fluence. Second, accumulated heat in the sample

may lead to strong distortions of the diffraction peaks such

as peak broadening or a decrease in peak intensity. This

must be compensated by reducing the footprint of the pump

and probe pulses25 and by careful adjustment of the spatial

overlap.24

A measurement of the x-ray probe pulse at the XPP-

beamline is shown in Figure 4(a). Data of the correlation

experiment of the impinging x-ray pulse with the ultrafast

PicoSwitch response are shown in Figure 4(b). Owing to

the high repetition frequency, the experiment is performed

at an excitation fluence of 13.6 mJ/cm2, i.e., roughly half of

the excitation fluence of the PXS measurement. Therefore,

the switching gate differs from the data shown in Figure 3.

The experiment was only performed on sample I, where the

separation of the diffraction peaks in reciprocal space is

larger than in sample II. The larger separation is necessary

to circumvent heat-induced distortions of the diffraction

peaks. For modeling the experimental data, we use the sim-

ulated sample response shown in the green solid line in

Figure 4(b).

The magenta, dotted curve in Figure 4(b) depicts the

result of the correlation experiment. It shows an asymmetric

rise and fall of the diffracted intensity from the sample, simi-

lar to the incident x-ray pulse. Note that the latter is plotted

against a real time axis t and not against the pump-probe

delay s. Therefore, the asymmetries appear inverted in

Figure 4(b) compared to the incident x-ray beam shown in

Figure 4(a). Numeric correlation of the simulated sample

response with the incident x-ray pulse is shown in the blue

solid curve in Figure 4(b).

V. DISCUSSION

Measurements of transient changes in the diffraction effi-

ciency from the PicoSwitch samples shown in Figure 3 agree

with model simulations as shown in Figure 1. In particular, we

observe a compression and subsequent expansion of the trans-

parent cap layer. At the same time, the transducer expands upon

optical excitation. The extracted switching time ss perfectly

agrees with the value expected from simulations of coherent

phonon propagation in the samples. This value is given by ss

¼ dlayer=vsound and amounts to�8.1 ps and�4.0 ps for samples

I and II, respectively. Deviations to the experimental value may

stem from the limited angular resolution, background noise and

from fluence-dependent effects.

The absorbed fluence was calibrated by comparing the

measured angular shift of the LAO-peak to simulations

described in Section II and determined to be 8 mJ/cm2. We

added a static background obtained a perfect agreement of

simulation and experiment in Figure 4(b). The background

stems from the low excitation fluence and from background

scattering of the x-ray beam. The latter can be reduced by

decreasing the divergence of the focused x-ray beam at the

cost of x-ray flux.

The XPP-measurement shown in Figure 4 also demon-

strates that the PicoSwitch can sustain high average powers

and is thus suited for high-repetition UXRD setups.

Decreasing the focal area with appropriate x-ray optics allows

for stronger excitation fluences, which increases the switching

contrast.

Due to the limited angular resolution, switching con-

trasts defined in Equation (1) cannot be determined through

FIG. 4. (a) Time structure of the x-ray pulse at BESSY II in hybrid mode

plotted vs. a real time axis t. The temporal shape was measured via laser-

induced energy modulation of the relativistic electron bunch.27 (b)

Measured correlation of the BESSY x-ray pulse with the ultrafast response

of sample I after optical excitation (magenta dotted curve). The blue solid

line shows a simulated correlation signal using the measured BESSY x-ray

pulse in (a). The green solid line shows the sample response used to calcu-

late the correlation signal. All curves are plotted vs. the pump-probe delay

time s, which is inverted compared to the real time axis t.
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measurements performed at the PXS. We will now estimate

the switching contrast C0;1 from data obtained by XPP

measurements. The duration of a synchrotron x-ray pulse

during our experiment was only sfwhm¼ 60 ps. Hence, x-ray

photons are diffracted from the PicoSwitch during the

switching process and from background scattering while the

switch is in the off-state. The latter process reduces the mea-

sured contrast proportional to the ratio D of the switching

time ss and the pulse duration of the impinging x-ray pulse

sfwhm. From Figure 4(b), we find Dg ¼ 0.45. Using Equation

(1), we extract a switching contrast of

C ¼ Dg
g0

� 1

D
¼ 1� 0:45

0:45
� 58 ps

5 ps
� 14: (2)

Our measured contrast is a factor of two larger compared to

previous PicoSwitch designs.19 By dropping the limiting

noise floor, our calculations predict a switching contrast of

C0;1¼ 27. The PicoSwitch allows for even higher switch-

ing contrasts by increasing the excitation fluence. To the

best of our knowledge, LSMO and SRO transducers may be

excited with fluences up to 50 mJ/cm2 at a repetition fre-

quency of 1 kHz.

To quantify the effects of a finite switching contrast in a

pump probe measurement, we show a simulation of a heavy-

side function which is sampled by the PicoSwitch probe

pulse in Figure 5. The switching contrast was C0;1¼ 14, as

in the data shown in Figure 4. The switching background

results in a temporal smearing of the pump probe signal.

The ultrafast PicoSwitch gate results in a sharp drop of the

pump probe signal around time zero. The amplitude of the

drop is 30% of the total amplitude. The heavyside function is

resolved with the temporal resolution of the gated probe

pulse. The amplitude of the ultrafast response will be

increased with better contrast ratios.

While we demonstrated ultrafast switching of hard

x-rays on both samples, sample II is more vulnerable to

thermal distortions induced by the optical excitation. This

prevents efficient switching, especially at high repetition fre-

quencies. Separation in reciprocal space of the diffraction

peaks of the transducer and the transparent cap layer, respec-

tively, renders the switch more stable with respect to ther-

mally induced strain fields. However, both samples are

suited for pulse switching at low repetition rates where ther-

mal distortions are low.

Thermal diffusion leads to heating of the top layer of the

PicoSwitch on nanosecond timescales. Ultrafast experiments

resolving dynamics on the order of the x-ray pulse duration,

e.g., by using gateable detectors, are not affected by heat dif-

fusion. However, if the PicoSwitch is used as a beamline

device which is exposed to the full bunch pattern, e.g., as

pulse picker, dynamics on long timescales may become rele-

vant. Heat diffusion dynamics depend on material properties

and on experimental parameters, e.g., excitation fluence, rep-

etition rate, and device cooling. Owing to the complexity of

the issue, we will discuss thermally induced dynamics of

PicoSwitch structures in a separate publication.

It is important to note that the PicoSwitch does not

affect the divergence of the incident and reflected beam as

long as the excitation area is at least twice as large as the

footprint of the x-ray beam.

Finally, we compare reduction of the brilliance (BR) of

two pulse shortening schemes, namely, Femtoslicing and the

PicoSwitch. Both schemes reduce the brilliance by lowering

the number of photons available for experiments. This reduc-

tion stems from a limited efficiency g, the reduction of the

repetition rate D� ¼ fshort=fincident, and the pulse shortening

ratio D¼ sshort=sincident. The PicoSwitch implemented at the

XPP-station at BESSY II yields the following parameters:

g¼ 5� 10�3, D�¼ 208 kHz/1.25 MHz¼ 1/6, and D¼ 5 ps/

100 ps¼ 1/20. In total, BR is 4.16� 10�5. In comparison,

Femtoslicing yields the following parameters: g¼ 0.7,

D�¼ 1 kHz/1.25 MHz¼ 8� 10�4, and D¼ 100 fs/100 ps

¼ 1/1000.28,29 In total, Femtoslicing yields a BR of 5.6

� 10�7. The BR is more important for Femtoslicing com-

pared to the PicoSwitch because the repetition rate cannot be

increased to more than few kHz due to limits in the bunch

recovery time30 and because the sliced pulse is much shorter

than the incident pulse. To better compare brilliance between

both pulse shortening schemes, we suggest to compare the

peak brilliance, i.e., to normalize the BR to the duration of

the shorted pulse. For Femtoslicing this yields 5.6� 10�7/

100 fs¼ 5.6� 106 compared to 4.16� 10�5/5 ps¼ 8.3� 106

for the PicoSwitch. The peak brilliance is in the same order

of magnitude in both schemes. The PicoSwitch main advan-

tage is the high repetition frequency while Femtoslicing ben-

efits from a better efficiency. For the reduced charge (low-a)

mode, the same reasoning yields a BR of 0.01 and a peak

brilliance of 2� 109, assuming a pulse duration of 5 ps.

Low-a-mode yields the highest brilliance; however, it is only

available few weeks per year in normal 3rd generation

synchrotrons.

VI. CONCLUSION

In conclusion, we demonstrated ultrafast switching of

hard x-rays at high repetition frequencies using a photoa-

coustic Bragg-switch. The device, which we call the

PicoSwitch, is suitable for shortening x-ray pulses emitted

by 3rd generation synchrotron sources. Our characterization

yields a switching contrast of C0;1 ¼ 14. Comparison of

coherent phonon and dynamic x-ray simulations shows that

FIG. 5. Simulation of a Heavyside function (dashed) sampled by a shortend

synchrotron pulse which was generated by the PicoSwitch. The pump probe

response is shown in the red solid curve. The pump probe signal is smeared

out over the duration of the incident x-ray pulse due to a finite switching

contrast of C0;1 ¼ 14. We assumed a FWHM duration of 120 ps of the inci-

dent pulse. The ultrafast gate of the probe pulse results in a 30% drop in

amplitude. The ultrafast signal is therefore resolved with the time resolution

of the switching gate.
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the measured contrast is reduced by a static noise back-

ground which stems from the limited flux available during

our experiment. With an improved background, our analysis

yields C0;1 ¼ 27, which is sufficient to increase the temporal

resolution at synchrotron facilities to few ps. The contrast

may be optimized even further by increasing the excitation

fluence as demonstrated by measurements at a table-top

plasma x-ray source. The device operates at high repetition

frequencies up to 208 kHz. Our measurements of PicoSwitch

structures present a next step towards ultrafast active x-ray

optical elements.
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X-ray reflectivity measurements of femtosecond laser-induced transient gratings (TG) are applied to
demonstrate the spatiotemporal coherent control of thermally induced surface deformations on ultrafast
time scales. Using grazing incidence x-ray diffraction we unambiguously measure the amplitude of
transient surface deformations with sub-Å resolution. Understanding the dynamics of femtosecond TG
excitations in terms of superposition of acoustic and thermal gratings makes it possible to develop new
ways of coherent control in x-ray diffraction experiments. Being the dominant source of TG signal, the
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shifted by Λ=2. The ultimate speed limits of such an ultrafast x-ray shutter are inferred from the detailed
analysis of thermal and acoustic dynamics in TG experiments.
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Ultrafast photoacoustics [1,2] allows for the application of
strain to a crystal lattice on ultrashort time and length scales.
Numerous studies have investigated coherent and incoherent
phonon dynamics and the coupling of lattice deformations to
electronic [3], optical [4], magnetic [5–7], or plasmonic [8,9]
degrees of freedom. Strain-induced phenomena may be used
to discover new material properties and develop new appli-
cations, for example, the modification of optical and elec-
tronic properties in semiconductor nanostructures [10].
Surface acoustic waves (SAWs) are often employed as a
source of lattice strain. They can be generated [11] and
controlled [12] optically via the excitation of transient
gratings (TGs) [13,14]. Recently, these TG excitations have
been used to probe heat transport in suspended thin films [15]
and magnetoelastic coupling in thin nickel films [16–18].
Optical excitation of a solid generates not only coherent
sound waves but also incoherent thermal strain. Coherent
excitations can be controlled in amplitude and phase by series
of light pulses in the time domain, which is labeled temporal
coherent control [19]. The main fraction of the deposited
optical energy is stored in incoherent excitations of the
lattice, i.e., heat [20,21], which can consequently not be
controlled by a temporal sequence of light pulses. This
thermal lattice excitation often generates a background,
which makes is difficult to precisely observe the coherent
acoustic signal in purely optical experiments.
In thisLetterwedemonstrate, for the first time, the coherent

control of incoherent, thermal transient gratings. We apply

spatiotemporal coherent control showing that the spatial part
of coherent control adds a new degree of freedom to control
the amplitude and the phase of a thermally deformed surface.
This is clearly a new approach that introduces the concept of
spatial coherent control to the dynamics of incoherent
excitations on ultrafast time scales, a phenomenon impossible
to achieve with temporal coherent control only. We also
demonstrate the control of a transient thermal grating on a
time scale faster than the oscillation of the simultaneously
excited coherent acoustic modes. Our new quantitative
method allows for decomposing the coherent and incoherent
dynamics in the sample by measuring the amplitude of the
surface excursion with sub-Å precision and≈70 ps temporal
resolution. The modification of x-ray diffraction intensity
from laser-generated TGs is exploited to implement an
ultrafast hard x-ray shutter. Whereas our data confirm the
generation of Rayleigh SAWs and surface skimming longi-
tudinal waves (SSLW) [16], the most intriguing results deal
with coherent control of the incoherent, thermal transient
grating. The latter becomes possible by using a second time-
delayed and spatially phase-shifted TG excitation.
The optical TG excitation and experimental setup are

shown in Fig. 1(a). The sample was a 60-nm strontium
titanate (STO) on 150-nm strontium ruthenate (SRO) thin
film system grown on dysprosium scandate (DSO) [22].
The energy of the pump laser is absorbed only in the SRO
film, which has a penetration depth of 44 nm [23], i.e.,
shorter than the film thickness. The photoacoustic properties
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of these materials are well understood. In particular, we
studied nanoscale heat diffusion [21], thermoelastic effects
[24], and coherent phonon dynamics [25–29] in SRO, STO,
and similar materials. We assign a characteristic wave vector
jq⃗∥j ¼ 2π=Λ to the optically generated surface distortion
with periodicity Λ. q⃗jj is directed in the plane of the sample
and in the diffraction plane of the incident x-ray beam.
The periodic distortion results in a momentum transfer to the
reflected x-ray beam, k⃗out − k⃗in ¼ q⃗⊥ � q⃗∥. We emphasize
the conceptional difference to inelastic x-ray diffraction by
phonons [30]: instead of a specific reciprocal lattice vector G⃗,
q⃗⊥ denotes the recoilmomentumdue to specular reflection. It
is directed perpendicular to the sample surface and of

continuous magnitude q⃗⊥¼2kinsinαi. The Ewald construc-
tion of the scattering vector is shown in Fig. 1(b). It reveals
that the x-ray photons diffracted by the periodic surface
excursion (PSE) exhibit an exit angle αf ≠ αi. Indeed, a
typical detector image presented in Fig. 1(a) shows a first-
order diffraction spot (orange solid line) above the specular
total reflection (black solid line). Figure 1(c) shows a
differential x-ray reflectivity measurement Rðτ; αiÞ −
Rð−∞; αiÞ at a pump-probe delay of τ ¼ 500 ps around
the critical angle αc of total reflection. Evaluation of the
scattering condition for a spatial period ofΛ ¼ 8.8 μmyields
the blue and black dashed curves, which are in excellent
agreementwith the angular positionof the specular and�1st-
order reflection, respectively.Having established the capabil-
ity of picosecond x-ray reflectivity measurements to detect a
PSEand to quantify its spatial periodicity,wenow investigate
the dynamics of impulsively excited PSEs. The black
symbols in Fig. 2(a) represent the time-dependent intensity
of the first-order diffraction peak Iþ1ðτÞ at αi ¼ 0.16° after
TG excitation with a period of Λ ¼ 4.4 μm and an incident

q

q αi

2αf

(b)

i

f

(a)

(c)

FIG. 1. (a) Experimental setup. 70 ps x-ray pulses are delivered
from the synchrotron storage ring of the European Synchrotron
Radiation Facility (ESRF).�1st diffraction orders of an ultrashort
laser pulse are imaged onto the surface of the sample using a
cylindrical and spherical lens in 4f geometry and generate a
spatially periodic distortion at the surface. The x-ray pulses
impinge the sample at grazing incidence angles and diffract in a
specular beam and�1st diffraction orders. A fraction of the direct
beam is also visible at the bottom of the detector image. (b) Ewald
construction of the scattering vector (red arrow). (c) Difference of
x-ray reflectivity measurement at a pump-probe delay τ of 500 ps
and a characteristic wave vector q⃗jj¼2π=Λ, whereΛ¼8.8μm. The
measured specular reflection as well as �1st order correspond to
the theoretically expected positions (black and blue dashed lines).

FIG. 2. (a) Time-resolved relative diffracted intensity in the þ1st
order Iþ1 (black dots) and fit to the data using Eq. (2) (red solid line).
The TG period was Λ ¼ 4.4 μm. (b) Calculated diffraction effi-
ciency (symbols) versus surface amplitude u. The diffraction model
is described in the Supplemental Material [38]. The red solid line
shows a quadratic surface amplitude dependence. (c) Square root of
the measured intensity

ffiffiffiffiffiffiffi
Iþ1
p

, which corresponds to the surface
distortion (black dots). They scale is converted to a surface distortion
amplitude with the empirical calibration factor 0.02½%=ðmJ=cm2Þ�.
The simulated thermal background, the SAW, and the SSLW are
shown in the red, blue, and light blue solid lines, respectively. The
black diamonds show the measured data after subtraction of thermal
background and SAW.
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fluence of 19.6 mJ=cm2. Note that αi < αc; i.e., only the
evanescent field of the incident x-ray beam penetrates the
sample, and the main part of the beam is diffracted from
the surface [31]. Upon TG excitation (τ ¼ 0), we observe a
steplike increase of the diffracted intensity. The initial step,
which occurs with the temporal resolution of the experiment,
is followed by a signal decrease that lasts for 150 ps.
Subsequently we observe oscillations of the diffracted
intensity with a period of TSAW ¼ 1310 ps. Because of
the short x-ray penetration depth in our surface diffraction
experiment,we rely on kinematic theory [32–35] and find the
following expression for the diffracted intensity from a PSE
under grazing incidence below the critical angle αi < αc:

I1 ¼
����
Z
∥
e−i½q∥·r∥þðΔφ=2Þ sinð2πΛr∥Þ�dr∥

����
2

¼
����J1

�
Δφ
2

�����
2

: ð1Þ

J1ðΔφ=2Þ is the first-order Bessel function and Δφ denotes
the phase difference between x-raywave fields reflected from
the maximum and the minimum of the PSE. For small
argumentsΔφ=2, I1 is proportional to the square of the time-
dependent surface amplitude uðτÞ, as evidenced by Fig. 2(b).
Hence, in the limit of small deformations, the x-ray intensity
diffracted from the PSE is directly proportional to the squared
surface amplitude Iþ1 ∝ uðτÞ2. A quantitative comparison of
experimental data with theoretical models [20,36,37] shows
that an optical excitation fluence of 1 mJ=cm2 results in a
lattice strain of0.2� 0.05‰.Wederive the calibration factor
in the Supplemental Material [38]. With our excitation
fluence of 19.6 mJ=cm2 and a thickness of 150 nm of the
absorbing SRO layer, we determine the maximum surface
amplitude to 0.57 nm. The y scale of Fig. 2(c) is an absolute
scale that quantifies the surface distortion in nanometers.
Impulsive optical excitation of an absorbing medium with

a spatially periodic intensity distribution results in a time-
dependent surface deformation uðτÞ of the form uðτÞ ¼
uh expð−αhτÞ þ ucðτÞ, where the first term accounts for the
thermal grating. The coherent part uc is the sum of SAWand
SSLW contributions, respectively [16]:

ucðτÞ¼ uSAW cosðωSAWτþφSAWÞ
þuSSLWcosðωSSLWτþφSSLWÞexpð−αSSLWτÞ: ð2Þ

With the diffraction model outlined above, we can interpret
all components that result from the decomposition of the
measured surface amplitude uðτÞ shown in the black dotted
curve in Fig. 2(c). Tomodel the thermal background uhðτÞ of
the surface amplitude, we numerically solve the two-dimen-
sional heat diffusion equation for one period of the PSE with
periodic boundary conditions. The initial temperature profile
into the depth of the absorbing SRO thin film is determined
by the optical penetration depth and decays exponentially.
We choose the in-plane and out-of-plane thermal conduct-
ance of SRO and DSO in order to reproduce the slow decay
of the incoherent signal contribution (see Supplemental

Material [38]). By subtracting the simulated thermal back-
ground [red solid line in Fig. 2(c)], we obtain the coherent
part of the time-dependent surface amplitude, which we
decompose in two modes by fitting Eq. (2) to our data. The
blue solid line in Fig. 2(c) represents the amplitude uSAW of
the Rayleigh wave propagating parallel to the surface.
Further subtraction of the Rayleigh wave from the coherent
signal reveals a strongly dampedmodewith a decay constant
of 500 ps and a period of TSSLW ¼ 800 ps shown by the
black diamonds (measurement) and the light blue solid curve
(fit to data) in Fig. 2(c). We assign this feature to the SSLW
that is generated by the optical excitation and propagates into
the substrate. The results in Fig. 2 clearly demonstrate the
ability to decompose the full surface dynamics into individ-
ual coherent acoustic and incoherent thermal components.
In the following we address the incoherent thermal

background to fully control the surface deformation in a
coherent control scheme. In particular, our experiment
entails controlling the lateral heat flow in the sample by
a series of consecutive TG excitations with defined time
delay τ12. In addition, we control the spatial phase Θ ¼
2πΔx=Λ by adjusting the angle of incidence of the second
pulse on the transmission phase mask (see Supplemental
Material [38]). Δx denotes the distance between the
maxima of first and second TG excitation. Examples
for Θ ¼ π and Θ ¼ 0 are shown in Figs. 3(a) and 3(b),
where the PSE is eliminated and enhanced, respectively. An
experimental demonstration of this novel spatiotemporal
TG coherent control is shown in Fig. 3(c), where the first-
order diffracted intensity at a delay τ ¼ τ12 þ 150 ps is
plotted as a function of spatial phase Θ. The delay between

FIG. 3. Coherent control of a thermal transient grating using
two TG excitations. (a),(b) The first excitation generates a
thermal grating at τ ¼ 0. The second excitation at τ12 ¼
200 ps creates another thermal grating shifted by Δx ¼ Λ=2
(a) and Δx ¼ 0 (b), thus canceling (enhancing) the first grating.
(c) Diffracted intensity Iþ1 at a pump-probe delay of τ ¼ τ12 þ
150 ps versus the spatial phase Θ. The second TG excitation
impinges the sample at a delay of τ12 ¼ 200 ps.
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the first and second TG excitation τ12 is 200 ps. The
experimental data follow the expected ð1þ cosΘÞ depend-
ence (dashed line) and thus evidence spatial coherent
control of a thermal grating on ultrafast time scales.
Finally, we demonstrate coherent control of the thermal

grating along the temporal degree of freedom by keeping
the spatial phase Θ ¼ �π constant and by changing the
time delay τ12 between the first and second TG excitation.
We restrict the experiment to pump-probe delays much
shorter than the period of the coherent modes, i.e.,
τ12 ≪ TSAW, TSSLW. Hence the temporal phase difference
of the coherent modes launched by either TG excitation
nearly vanishes. The total spatiotemporal phase difference
results in complete destructive interference of both the
thermal grating and of the coherent acoustic waves because
the spatial alignment introduces a phase shift of π.
The above considerations are fully confirmed by the

experimental data (symbols) shown in Fig. 4(a), which
evidence an almost complete elimination of the first-order
diffraction efficiency by the second TG excitation for time
delays τ12 ¼ 50, 100, 200 ps. In particular, all traces reveal
that the transient PSE opens a temporal gate for incident
x-ray photons that is spanned by the first and second TG
excitation. The duration of the gate can be controlled by τ12
even to durations shorter than the incident x-ray pulse.
However, the measured gate width cannot be shorter than
the duration of the x-ray probe pulse [26,28], although
individual x-ray pulses are truncated by the gate. This
reduces the signal strength and decreases the signal-to-
noise ratio in this measurement. To prove that the recorded
data shown in Fig. 4(a) evidence the coherent superposition
of two time-delayed laser-induced surface gratings, we
construct the corresponding gate function by summation of
two replica of the measured transients for a single-TG

excitation such as shown in Fig. 2 with appropriate relative
sign and time delay. For a spatial phase Θ ¼ �π, the
second TG excitation reduces the amplitude of the surface
deformation, which we incorporate by a negative sign of
the second surface amplitude response. We further add
the relative time delay τ12 to the second transient. This
approach, which is explained in more detail in the
Supplemental Material [38], is solely based on experimen-
tally measured transients and yields the solid lines in
Fig. 4(a). We observe a very good agreement between
the measured and the constructed gate functions. The
dashed lines in Fig. 4(a) result from a convolution of gate
functions shown in Fig. 4(c) with a Gaussian-shaped x-ray
probe pulse. This simple model also yields very good
representation of the experimental data.
In conclusion, we demonstrated full control over a

thermally excited incoherent surface deformation by intro-
ducing spatiotemporal coherent control in ultrafast laser-
induced TG experiments. Our new approach allows for a
separation of the coherent and incoherent response of the
optically generated lattice excitation. We show that the
incoherent thermal grating can be controlled on a time scale
significantly shorter than the oscillation period of the
coherent modes, which we exploit to implement an ultrafast
shutter in grazing incidence x-ray diffraction geometry. The
presented concept is not limited to thin metallic transducers
deposited on dielectric substrates: it will work on any
optically opaque bulk sample. However, the ultimate speed
of an x-ray shutter will be determined by the acoustic
propagation time through the depth of the laser-generated
stress. With the demonstrated outstanding subangstrom
spatial precision and a sub-100-ps instrumental time reso-
lution, we are looking forward toward applying an ultrafast
x-ray gating technique to resolve the dynamics of strain- and
heat-induced phenomena in solids and nanostructures.
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SUPPLEMENTAL MATERIAL

I. STRAIN CALIBRATION

Our measurement of the surface amplitude u(τ) relies on knowledge of the generated

strain by an absorbed excitation laser pulse. We employ a linear chain of masses and

springs[? ? ] to model the propagation of coherent strain waves in our sample. The model

yields a spatio-temporal strain map that is shown in Fig. S1 a). The total expansion is

calculated by

u(τ) =
∑

n

<
∆c(τ)

c0

> |n · cn ·Nn (1)

where n denotes a sample layer, i.e., STO, SRO or DSO. ∆c(τ)
cn

is the time-dependent strain

calculated from the masses and springs model, cn is the out-of-plane lattice parameter and

Nn is the number of unitcells that compose the layer of material n. Lattice constants for the

thin films are 3.905 Å for STO and 3.9045 Å for SRO. Other relevant parameters are given

in Table I.

II. NUMERICAL SIMULATION

The heat transfer in our sample is is modeled using the heat diffusion equation,

ρC
∂T

∂t
+ ρCu.∇T +∇.q = 0, (2)

where ρ is the density, T is the temperature, C is the heat capacity, u is the field velocity,

q = −κ∇T, (3)

is the heat flux vector, κ is the thermal conductivity and∇ is the differential operator defines

for x and z direction. The convention used to name the space dimensions corresponds to the

one shown in Fig.2. The sample is periodic in the x-dimension and the front and the back

are isolated (i.e. there is no heat exchange at front and at the back).

The simulations have been done using COMSOL Multiphysics. The parameters used are

defined in the Table I. The spatio-temporal temperature distribution in SrRuO3 layer a few

picoseconds after laser excitation is defined as

T2 (x, z, t = 0) = T0 + ∆T exp (−z/δp2) (sin (2πx/Λ) + 1) /2, (4)

2
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FIG. 1: Supplemental Material, Fig. S3

where T0 is the initial temperature, ∆T is the maximum temperature rise, δp2 is the laser

penetration depth in SrRuO3 layer, Λ is the transient grating period. In order to optimize

the computational time, we reduce the size of DSO layer from 500 µm to 3 µm. We did

not observe any deviations with simulations assuming a thicker DSO layer. Using periodic

boundary conditions we consider only one TG period sampled with 300 elements in x-

direction. The z-axis is discretized with 20 elements for the STO, 60 elements for SRO and

75 elements for DSO layer, respectively. The time mesh is not equidistant; we used the

generalized − α method available in COMSOL Multiphysics Modul in order to reduce the

computation time. The initial time step equals to 0.1 ps and can change depending on the

numerical convergence of the solution.

The data analysis was performed using Matlab. We calculate the thermal contribution

3
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FIG. 2: Supplemental Material, Fig. S4 Illustration of the sample where STO corresponds to

SrTiO3 layer, SRO corresponds to SrRuO3 and DSO corresponds to DyScO3. This figure shows

the convention for x and z direction used in the simulation. zI corresponds to the interface between

SRO’s layer and STO’s layer.

to the surface variation,

∆L (x, t) =

∫ z=L1+L2+L3

z=0

[T (x, z, t)− T0]α(z)dz, (5)

where α is the thermal expansion coefficient. Its value change as we consider the first, the

second or the third layer. The thermal contribution to the surface variation is

uth (t) = ∆L(xmax, t)−∆L(xmin, t), (6)

where xmax (respectively, xmin) is the position along the x-dimension where the maximum

(respectively, minimum) temperature is reach at zI (i.e. the interface between the SRO

and the DSO layers). We compare uth (t) to the experimental curve. The parameters

used to fit the experimental curve are the SRO’s heat capacity (C2), SRO’s and DSO’s

thermal conductivity (κ2 and κ3) and the Kapitza resistance (RK (i.e. the interfacial thermal

resistance). The best fitting is achieved with C2 = 460 J/(kg.K), κ2 = 10 W/(m.K)[? ],

κ3 = 30 W/ (m.K) and RK = 5× 10−10.

4
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Layer Parameter Value

Whole sample

Grating period Λ = 4.4 µm

Initial temperature T0 = 293, 15 K

Kapitza resistance Fitting parameter

SrTiO3 (1)

Thickness L1 = 60 nm

Laser penetration depth δp1 =∞

Thermal expansion coefficient α1 = 1× 10−5

Thermal conductivity κ1 = 12 W/ (m.K)

Density ρ1 = 5.11× 103 kg/m3

Heat capacity C1 = 530 J/ (kg.K)

Initial temperature distribution T1 (x, z, t = 0) = T0

SrRuO3 (2)

Thickness L2 = 150 nm

Laser penetration depth δp2 = 46 nm

Thermal expansion coefficient α2 = 1.05× 10−5

Thermal conductivity Fitting parameter

Density ρ2 = 6.5× 103 kg/m3

Heat capacity Fitting parameter

Initial temperature distribution T2(x, z, t = 0) (see eq.(4))

DyScO3 (3)

Thickness L3 = 3 µm

Laser penetration depth δp3 =∞

Thermal expansion coefficient α3 = 8.4× 10−6

Thermal conductivity Fitting parameter

Density ρ3 = 6.9× 103 kg/m3

Heat capacity C3 = 650 J/ (kg.K)

Initial temperature distribution T3 (x, z, t = 0) = T0

TABLE I: Parameter’s value used for the numerical simulation

5
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FIG. 3: Supplemental Material, Fig. S2 Construction of a temporal gate from data shown in

Fig.2a). The original data is shown in the black dashed line. To represent the second TG excitation

(blue dotted line) the original data is time shifted by 100 ps and inverted to account for the phase

shift of ∆Θ = π. The gate is obtained by adding TG1 and TG2 (red solid line). A measured

temporal gate with an opening time of τ12 = 100 ps is shown by the black dots.

III. TEMPORAL GATE FROM A TWO PULSE TG EXPERIMENT

Here we exemplify the construction of the temporal gate functions that are shown by

the solid lines in Fig. 4c). The gate is modeled by combining replica of the measured

transient diffracted intensity in the first order I+1 that is shown in Fig. 2a). The same data

is depicted by the black dashed curve in Fig. S3. This transient depicts the sample response

to a first TG excitation. To model the second TG excitation, which is shift by a spatial

phase of ∆Θ = π and a temporal delay of τ12=100 ps, we transform the same measured

transient via I2
+1(τ + τ12) = −I1

+1(τ), where the subscripts 1, 2 denote the first and second

TG excitation, respectively. The spatial phase is incorporated by the minus sign, which

means that the second TG-excitaton I2
+1 reduces the surface excursion. I2

+1 is shown by the

blue dotted curve in Fig. S3. The temporal gate (red solid line) is simply the sum of both TG

6

ARTICLE XV – SUPPLEMENTAL MATERIAL

228



excitations, i.e., I1
+1 + I2

+1. The black dots in Fig. S3 depicts a measurement of a temporal

gate with an opening time of 100 ps showing very good agreement with the temporal gate

constructed from measured transients.

7
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We present time-resolved x-ray reflectivity measurements on laser excited coherent and incoherent

surface deformations of thin metallic films. Based on a kinematical diffraction model, we derive

the surface amplitude from the diffracted x-ray intensity and resolve transient surface excursions

with sub-Å spatial precision and 70 ps temporal resolution. The analysis allows for decomposition

of the surface amplitude into multiple coherent acoustic modes and a substantial contribution from

incoherent phonons which constitute the sample heating. Published by AIP Publishing.
https://doi.org/10.1063/1.5004522

Ultrafast photoacoustics1 has become an established

method to probe the interaction of optical,2 electronic,3 and

magnetic4 properties with the crystal lattice in solids. It

employs strain pulses that are generated by absorption of fem-

tosecond light pulses in an optoacoustic transducer.5

Subsequent lattice dynamics can be probed either optically or

by ultrafast x-ray diffraction.6 Nowadays, tailored longitudinal

strain waves can be generated and monitored using time-

resolved optical and x-ray techniques.1,7,8 Mode selective

excitation of coherent acoustic surface modes can be achieved

with a Transient Grating (TG) technique.9 In addition to

Rayleigh-like Surface Acoustic Waves (SAWs), this method

also excites so-called Surface Skimming Longitudinal Waves

(SSLWs).10,11 However, in any photoacoustic experiment, the

main fraction of the deposited optical energy is stored in inco-

herent phonon excitations.12,13 The absolute magnitude of the

coherent and incoherent excitation is hard to determine from

purely optical experiments. In this paper, we perform a full

decomposition of optically excited coherent acoustic surface

and longitudinal waves which propagate with their respective

group velocities and the concomitant thermal phonons which

move only by diffusion. Our method allows for measuring the

absolute deformation of a solid surface using time-resolved

x-ray reflectivity (TR-XRR). This method can resolve surface

deformation with sub-Å spatial and 70 ps temporal resolution.

The experiments were performed at the ID09 beamline

of the European Synchrotron Radiation Facility (ESRF) in

Grenoble, France. The beamline is equipped with a commer-

cial Ti:Sapphire laser amplifier (Coherent Legend) which

delivers 800 nm optical pulses with a duration of 600 fs at a

repetition rate of 1 kHz. The laser is synchronized to the stor-

age ring to allow for tuning the pump-probe delay with a pre-

cision of better than 5 ps.

The optical excitation pulses are coupled into the tran-

sient grating (TG) setup shown in Fig. 1 to produceþ1 and

–1 diffraction order from a series of transmission phase gra-

tings with various spatial periods K0. Both diffracted beams

are imaged onto the sample surface using a cylindrical (CL)

and spherical (SL) lens in 4f-geometry with focal lengths

fCL¼ 75 mm and fSL¼ 150 mm, respectively. Interference of

FIG. 1. Experimental setup installed at the ID09 beamline at the ESRF:

Transient optical gratings are generated by splitting the output of a femto-

second laser system using a transmission phase mask and combiningþ1 and

–1 order of the optical beam on the sample surface with a cylindrical (CL)

and spherical (SL) lens in 4f-geometry. The surface is probed with 70 ps

x-ray pulse impinging the sample at grazing incidence angle ai. The specular

beam is reflected at the exit angle af and the first order diffraction at af þ da.

We measure TR-XRR in a pump-probe scheme. A schematic of the LSMO/

NGO sample structure is shown at the top.a)Electronic mail: pgaal@physnet.uni-hamburg.de

0003-6951/2017/111(26)/261903/4/$30.00 Published by AIP Publishing.111, 261903-1
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both beams at the sample surface results in a spatial light

intensity distribution with spatial period K ¼ K0fSL=fCL

which is determined by the phase grating period and the opti-

cal magnification of the setup. We define the associated

wavevector qk ¼ 2p=K which lies within both the sample

surface and the x-ray diffraction plane. The optical setup

results in a laser profile envelope at the sample surface with

full-width at half maximum of 30 lm and 4 mm.

The sample is probed by 70 ps x-ray pulses with a pho-

ton energy of 15 keV (kx-ray¼ 0.8266 Å) which impinge the

surface with a wavevector ~k i at an incidence angle of

ai¼ 0.15�, i.e., below the critical angle of total reflection.

The x-ray footprint on the sample in our experiment was

10 lm� 1 mm, thus assuring overlap in a homogeneously

excited sample area. The area detector image shows two pro-

nounced peaks. The first peak originates from specular

reflection of the incident beam at the sample surface
~kf ¼ ~k i þ~q?, where ~q? ¼ 2~k i sin ðaiÞ is the recoil momen-

tum due to total reflection. The second peak is offset by an

angle da which results from the momentum transfer ~qk
according to the laser-induced surface distortion. Hence, we

call this peak the first-order diffraction from the laser-

induced transient surface grating. In the following, we inves-

tigate the temporal evolution of this first order peak.

The investigated sample consists of 100 nm Lanthanum

Strontium Manganate (LSMO) on a Neodym Gallate (NGO)

substrate. It was grown by pulsed laser deposition.14 The

substrate is transparent at the wavelength of the excitation

laser. Hence, the optical pump pulses are absorbed exclu-

sively in the metallic LSMO film.

Experimental data of the LSMO/NGO sample for an

absorbed pump fluence of 28 mJ/cm2 are shown in Fig. 2(a).

The plot depicts the intensity change of theþ1st-order dif-

fraction vs. pump-probe delay (I(s) – I0)/I0¼DI/I0. Upon

optical excitation, we observe an instantaneous rise of the

diffracted intensity within the temporal resolution of the

experiment. The initial rise is followed by a slight intensity

decay which lasts for approximately 150 ps. The decay is

followed by a signal increase which peaks at a pump-probe

delay of approximately 800 ps and subsequently oscillates

around an intensity offset with constant amplitude.

The time dependence of a similar TR-XRR measure-

ment on a different sample was recently discussed in detail.8

Briefly, the time-resolved data can be identified to be due to

a periodic surface excursion with time-dependent amplitude

u(s) described by

uðsÞ ¼ uth � e�aths þ uSAW � cos ðxSAWsþ uSAWÞ
þ uSSLW � cos ðxSSLWsþ uSSLWÞ � e�aSSLWs: (1)

Absorption of the ultrashort light pulse in the sample results in

two fundamentally different processes. First, the sample

is heated locally in the excitation area, which results in a peri-

odic thermal expansion of the surface with amplitude uth.
15 In

addition, the impulsive optical excitation launches coherent

strain waves which propagate parallel and perpendicular to the

sample surface7,16,17 and consist of two independent modes

with surface displacement amplitudes uSAW/SSLW, frequencies

xSAW/SSLW, and phases uSAW/SSLW, respectively. The thermal

grating decays on a timescale 1/ath � 100 ns by in-plane ther-

mal diffusion, a process which is much slower than the mea-

surement range in our experiment. The SSLW mode is strongly

damped with decay constant aSSLW, whereas the SAW mode

exhibits no decay within our measurement window. A visuali-

zation of this decomposition is depicted in Figs. 2(b) and

2(c). Figure 2(b) depicts constructive spatial interference of

the coherent modes with the thermal grating. Figure 2(c)

shows a situation where the thermal grating and the coher-

ent modes are spatially in the opposite phase. Hence, both

excitations interfere destructively. The interplay of coher-

ent and incoherent excitations can be exploited for spatio-

temporal control of the surface excursion.8

Here, we explicitly analyze the TR-XRR probing mecha-

nism to derive a diffraction model which relates the diffracted

intensity I(s) to the amplitude u of the surface excursion. A

spatial period of the distorted sample is shown in Fig. 3(a). An

x-ray beam impinges the sample at an incidence angle ai in

the bottom (point A) and on the top (point B) of the distortion

and is reflected with an exit angle af. After reflection from A,

the beam travels an additional path length X1, while the other

beam travels an additional path X2 before reflection from point

B. The total path difference results in a relative phase of both

beams of D/ ¼ 2p
kx�ray �ðX2 � X1Þ. D/ can be calculated using

the following set of equations:

X1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 þ ðK=2Þ2

q
� cos ðcÞ; (2)

X2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 þ ðK=2Þ2

q
� sin ðgÞ; (3)

c ¼ af � tan�1ð2u=KÞ; (4)

g ¼ p=2� ai � tan�1ð2u=KÞ; (5)

and the grating equation for constructive interference:

FIG. 2. (a) TR-XRR measurement of laser-generated transient surface defor-

mations of a LSMO/NGO sample excited with 28 mJ/cm2. The dotted line is

a guide to the eye. (b) and (c) Visualization of coherent and incoherent sur-

face dynamics: the surface amplitude is modulated by constructive and

destructive interference, respectively, of the periodic thermal grating and the

propagating acoustic modes.

261903-2 Sander et al. Appl. Phys. Lett. 111, 261903 (2017)
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gkx�ray ¼ Kðcos ðaf Þ � cos ðaiÞÞ: (6)

From kinematical theory of surface diffraction,18,19 we find

the following expression for the diffraction intensity of n-th

order from a periodically distorted surface for incidence

angles below the critical angle ai < ac, i.e., from a pure phase

grating,

In ¼
���� 1

r0

ð
k
e
�i nqkrkþDu

2
sin 2p

K rkð Þ
� �

drk

����
2

; (7)

¼
����Jn

Du
2

� �����
2

; (8)

where rk is the spatial coordinate along the surface grating,

r0 is a normalization constant, and Jn is the n-th Bessel func-

tion. The argument of the Bessel function is the modulation

of the phase difference due to variation of the grating surface

amplitude Du ¼ D/�np, where np is the phase shift due to

n-th order diffraction. For all practical purposes, we can

assume that the surface amplitude is much smaller than the

period of the surface grating, i.e., u�K/2 and thereforeffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 þ ðK=2Þ2

q
� K

2
1þ 2u2

K2

� 	
and tan�1 2u

K

� � ’ tan 2u
K

� � ’ 2u
K .

For grazing incidence ai � ac, the phase difference Du is

approximately given by

Du ¼ �2p
u

kx�ray

ai 1þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2nkx�ray

Ka2
i

s2
4

3
5: (9)

The results of the diffraction model laid out by Eqs. (2)–(8) are

presented in Fig. 3(b). We plot the normalized diffracted first-

order intensity I1 vs. the surface excursion u for spatial grating

periods K¼ 8.0 lm (pink), 4.4lm (blue), 2.0 lm (green), and

1.0 lm (red). The diffraction efficiency increases with increas-

ing surface excursion and with decreasing spatial period K.

The maximum diffraction efficiency is 33%, i.e., the maximum

of the Bessel function shown in Fig. 3(b). Experimental data

are shown in Fig. 3(c) which depicts the diffracted intensity

from the sample vs. incidence angle ai. The specular reflection

and the 61st-order diffraction are marked by dashed lines.

Integrated intensity of theþ1st (blue) and –1st diffraction order

is shown in Fig. 3(d). The integration was performed along the

colored dashed lines in panel 3(c).

The fluence dependence of theþ1st diffraction order

intensity from a laser-generated surface grating with spatial

period K¼ 4.4 lm is depicted in Fig. 3(e). The symbols indi-

cate the measured maximum diffracted intensity at 800 ps

time delay vs. absorbed pump fluence. The total surface

excursion at this time delay is the sum of a thermal grating

and coherent sound waves with an out-of-plane polarization

component [see Fig. 2(b)]. Using recent time-resolved x-ray

diffraction data from a similar LSMO sample,20 a calibration

factor for the laser-generated layer strain under the given cir-

cumstances can be estimated to be approx. 0.02% per mJ/

cm2.21 Taking into account the LSMO layer thickness of

100 nm, the experimental fluence can thus be converted to a

total surface excursion which is given at the top abscissa of

Fig. 3(e). The solid line shows results from our diffraction

model presented in Eqs. (2)–(5). The experimental data show

the expected quadratic dependence as derived from Eq. (9).

The time-resolved surface dynamics upon transient grat-

ing excitation is shown in Fig. 3(f). By taking the square root

of the diffracted intensity, i.e., data shown in Fig. 2(a), we

FIG. 3. (a) Schematic for the diffraction model given by Eqs. (2)–(5). (b) Relative diffraction efficiency vs. surface excursion for grating periods of K¼ 8.0 lm

(green), 4.4 lm (blue), 2.0 lm (magenta), and 1.0 lm (orange). (c) Angle-resolved diffracted intensity vs. incidence angle ai. The specular reflection (black

dashed line) andþ1st and –1st order diffraction from the surface grating (blue and red dashed lines) are indicated. (d) Intensity along theþ1st and –1st diffrac-

tion order, i.e., along the colored dashed lines in (c). (e) Diffracted intensity (symbols) vs. absorbed pump fluence (bottom) and surface amplitude (top). The

solid line shows a quadratic dependence of the diffracted intensity as expected from Eq. (9). (f) Decomposition of the diffraction data for an absorbed pump

fluence of 28 mJ/cm2. The amplitude of the individual components is given in the absolute scale.

261903-3 Sander et al. Appl. Phys. Lett. 111, 261903 (2017)
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depict the surface excursion on an absolute length scale.

Experimental data (symbols) are decomposed into a slowly

decaying thermal grating (red), a Rayleigh-like SAW mode

(magenta), and a SSLW-mode (green), respectively. The

solid blue line shows the time-dependent surface dynamics

given as described by Eq. (1), showing excellent agreement

with the experimental curve.

In conclusion, we measure the absolute amplitude of the

surface excursion of a laser-induced transient grating on a

solid surface by time-resolved x-ray reflectivity. Ultrafast

optical excitation generates incoherent thermal surface dis-

tortions and coherent acoustic surface waves. The measured

dynamics at the surface allow for a decomposition of the sur-

face amplitude in a thermal background and two coherent

acoustic modes: a Rayleigh-like surface acoustic wave and a

surface skimming longitudinal wave. Our method can be

applied to decompose coherent and incoherent surface

dynamics with sub-Å precision and with a temporal resolu-

tion better than 100 ps.
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We demonstrate full control of acoustic and thermal periodic deformations at solid surfaces down to
subnanosecond time scales and few-micrometer length scales via independent variation of the tempo-
ral and spatial phase of two optical transient grating (TG) excitations. For this purpose, we introduce
an experimental setup that exerts control of the spatial phase of subsequent time-delayed TG exci-
tations depending on their polarization state. Specific exemplary coherent control cases are discussed
theoretically and corresponding experimental data are presented in which time-resolved x-ray reflectivity
measures the spatiotemporal surface distortion of nanolayered heterostructures. Finally, we discuss exam-
ples where the application of our method may enable the control of functional material properties via
tailored spatiotemporal strain fields.

DOI: 10.1103/PhysRevApplied.12.024036

I. INTRODUCTION

Ultrashort strain pulses can be generated by absorption
of femtosecond or picosecond optical light pulses in solids
and nanostructures [1,2]. This photoacoustic generation is
employed to study properties of phonons in solids [3,4] or
the interaction of lattice strain with optic [5], electronic
[6], or magnetic [7,8] degrees of freedom. The various
interaction channels suggest that lattice strain may be used
as a functional tool to control and trigger specific pro-
cesses and functions in materials. Recently, the control and
enhancement of quantum entanglement using tailored sur-
face acoustic waves was suggested [9]. In fact, thanks to
their customizable short length and time scales down to
a few nanometers and picoseconds, respectively, optically
generated strain pulses may be particularly suited for selec-
tive excitation of nanostructures. However, a high level
of control of the shape, frequency, lifetime, etc., of lat-
tice strain is necessary before strain pulses can be used as
functional tools for device operation. The control is typi-
cally gained by tailoring the temporal excitation sequence
[10–13]. We recently demonstrated strain control on sub-
nanosecond time scales by exploiting spatial variation of
transient grating excitation sequences [14]. This method is
not only limited to the control of coherent strain pulses but

*marc.herzog@uni-potsdam.de
†pgaal@physnet.uni-hamburg.de

also applies to thermal deformations. In particular, the con-
trol of thermal deformations can be applied on the same
time scale as the control of coherent excitations. Hence,
thermal strain, which is often regarded as an undesired
side effect to optical excitations, can now be used to trigger
specific material functions.

In this article, we present a comprehensive discussion of
spatiotemporal control of acoustic and thermal excitations
in solids. Our method relies on shaping the temporal and
spatial sequence of optical excitations using the so-called
transient grating (TG) technique. In particular, our exper-
imental TG setup allows for easy tuning of the relative
spatial phase of subsequent TG excitations. The periodic
surface deformation (PSD) of the sample upon optical
excitation is detected using time-resolved x-ray reflectivity
(TRXRR) [15]. The article provides a detailed discussion
of spatiotemporal coherent control with particular focus on
important limiting cases in Sec. II. Also, the quantitative
probing of PSDs by diffraction of x rays in x-ray reflection
geometry is briefly explained. The optical setup for gener-
ating and controlling PSDs is presented in Sec. III. In Sec.
IV, we discuss results of spatiotemporal coherent control
measurements on thermal and acoustic PSDs in nanoscopic
heterostructures. We analyze and decompose the exper-
imental data by comparison to an empirical modeling.
Section V exemplifies how the strain-control capabilities
our method may be exploited in order to control func-
tional material properties. Finally, Sec. VI summarizes and
emphasizes the main results.
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II. COHERENT CONTROL OF PERIODIC
SURFACE DEFORMATIONS

Classical coherent control can be performed on any
oscillator or wavelike harmonic excitation due to the
superposition principle. Without restriction of the gen-
eral validity, we restrict our considerations to an impul-
sive and displacive excitation of modes by an ultrashort
excitation pulse [16]; i.e., the dynamics of the involved
modes is much slower than the excitation pulse duration
and the coherent oscillation occurs around a displaced
equilibrium. The oscillation amplitude of such an impul-
sively excited harmonic oscillator can either be suppressed
or doubled by a second identical excitation with a rel-
ative time delay τ of a half-period (relative phase φ =
π ) or a full period (φ = 2π ), respectively. This type of
coherent control has been successfully applied to vari-
ous phenomena such as phonons [17–20], magnons [21–
23], phonon-polaritons [24], and surface acoustic waves
(SAWs) [14,25–27]. In displacive excitations, coherent
control is limited to the oscillatory motion, i.e., the coher-
ent part of the system response. The displacement from the
equilibrium ground state, which for optical excitations cor-
responds to a heating of the sample due to the absorbed
optical energy, is typically ignored in the coherent control
experiments, although it may contain most of the absorbed
energy [28].

In addition to the temporal coherence exploited in earlier
coherent control experiments, an impulsive TG excitation
also possesses a spatial coherence in the form of a sinu-
soidal intensity variation with spatial period �, which is
typically oriented parallel to the sample surface. Assuming
a linear response of the sample, the absorption of optical
energy thus generates a spatially periodic energy density
along the sample surface with periodicity �. The depth
profile of the absorbed energy density is dictated by either
the optical properties of the sample or the sample dimen-
sions. In the following, we consider a thermoelastic excita-
tion; i.e., the absorbed energy density results in a mechan-
ical stress that eventually gives rise to a thermal transient
grating (TTG). Given the impulsive excitation with ultra-
short laser pulses, the thermoelastic stress also launches
coherent counterpropagating SAWs, resulting in a stand-
ing SAW in the optically excited area. Both excitations can
be associated with the characteristic wave vector |�q‖| =
2π/�. The spatial coherence introduces an additional
coherent control coordinate given by the spatial phase of
the TG excitation [14]. Hence, a second TG excitation
with a spatial phase ϕx relative to the first TG excitation
can be employed to control the relative spatial phase φth
of the corresponding TTGs. Choosing φth = 2nπ or φth =
(2n − 1)π either amplifies or suppresses the TTG, respec-
tively. Here, the relative spatial phase of the TG excitation
patterns directly determines the relative spatial phase of
the TTGs, i.e., φth = ϕx. The coherent SAW, however, is

controlled via the spatiotemporal phase φSAW = ϕx + ϕt =
ϕx + vSAW|�q‖|τ , where vSAW is the phase velocity of the
excited SAW and τ is the temporal delay between the
two TG excitation pulses. Similar to the TTG, the SAW
can be amplified (φSAW = 2nπ) or suppressed [φSAW =
(2n − 1)π ]. According to the definition of φSAW, a change
in the relative spatial phase ϕx implies an adopted time
delay τ if the interference of the SAWs is to be kept
unchanged. In summary, we introduce two experimen-
tal coherent control coordinates ϕx and ϕt given by the
relative spatial phase and the relative time delay of two
consecutive TG excitations in order to control the ther-
mal and coherent PSD via the spatiotemporal phases φth
and φSAW.

In this article, we employ these coherent control coordi-
nates to disentangle four extreme cases of coherent control,
which are depicted in Fig. 1:

A. Constructive interference of TTGs and construc-
tive interference of two standing SAWs: ϕx = 0, ϕt = 0 →
φth = 0, φSAW = 0 [Fig. 1(a)].

B. Destructive interference of TTGs and destructive
interference of two standing SAWs: ϕx = π , ϕt = 0 →
φth = π , φSAW = π [Fig. 1(b)].

C. Constructive interference of TTGs and destructive
interference of two standing SAWs: ϕx = 0, ϕt = π →
φth = 0, φSAW = π [Fig. 1(c)].

D. Destructive interference of TTGs and constructive
interference of two standing SAWs: ϕx = π , ϕt = π →
φth = π , φSAW = 2π ≡ 0 [Fig. 1(d)].

Note that, while there is no SAW oscillation present in
cases B and C, the SAW modulates the surface deformation
of a TTG or a flat surface in cases A and D, respectively,
as indicated by the blue shading in Figs. 1(a)–1(d). As
discussed below, TRXRR can unambiguously distinguish
these situations as they manifest differently in the experi-
mental data. Note that we assume two identical excitations
in accordance with a time-independent TTG. The ampli-
tude of the second TG excitation may of course be adapted
to compensate for a potential decay of the first excitation
during the time delay τ .

In the following, we briefly discuss the detection of
dynamics triggered by the TG excitation. Typically, exper-
iments employ an optical laser pulse that is diffracted
from the excited modes via photothermal or photoelastic
effects [29,30]. Alternatively, PSDs can be detected using
x-ray diffraction and photoemission electron microscopy
techniques [31–33]. We have recently shown that the
PSD associated with the excited quasistatic and tran-
sient modes may also be probed by TRXRR [14,15].
This method is exclusively sensitive to the surface dis-
placement and can detect deformations of only a few
nanometers [14]. Thermally induced expansion can be
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FIG. 1. Spatiotemporal coherent surface control with two tai-
lored excitations: yellow and red dashed lines depict quasistatic
TTGs of the individual excitations I and II, respectively. The
gradient of the colored shaded areas represents the temporal
evolution of the standing SAW on the TTG over a half-period.
Blue lines and blue colored areas represent the combined excita-
tion (excitation I & II). (a) Case A: constructive interference of
two TTGs and constructive interference of two standing SAWs.
Note that both excitations have the same spatiotemporal phase;
therefore, the shaded area is orange. (b) Case B: destructive inter-
ference of two TTGs and destructive interference of two standing
SAWs. (c) Case C: constructive interference of two TTGs and
destructive interference of two standing SAWs. Note that both
excitations have the same spatial phase and opposite temporal
phase; therefore, the shaded area is orange without a color gra-
dient. (d) Case D: destructive interference of two TTGs and
constructive interference of two standing SAWs. (e),(f) Square
root of the diffracted intensity from the combined excitation for
(e) cases A and C and (f) cases B and D. Note that, for x rays,
the square root of the intensity is proportional to the surface
modulation amplitude.

unambiguously disentangled from coherent elastic effects
via the characteristic time scale of the surface deforma-
tion [15], thus yielding a complete picture of the surface
dynamics. For the TRXRR probe, the Laue condition, i.e.,
momentum conservation, must be fulfilled:

�k±1 = �kin + �q⊥ ± �q‖, (1)

where �kin and �q⊥ are the wave vector of the incident probe
photons and the recoil momentum due to reflection at
the surface, respectively. We restrict our considerations to
first-order diffraction from the PSD, although diffraction to

higher orders is also present, even if a perfect sinusoidal
PSD is monitored [15]. Note that Eq. (1) is independent
of the spatial phase of the TG; i.e., the phase of the PSD
cannot be inferred from the diffracted intensity per se.
The intensity of the diffracted x-ray probe pulse is propor-
tional to �u2(t), i.e., to the squared difference between the
minimum and maximum surface deformation [15]. Thus,
the square root of the diffracted intensity measures the
magnitude of the total surface modulation amplitude, i.e.,√

I(t) = |�u(t)| = |�uth + �uSAW cos(ωt)|, where ω =
vSAW|q‖| is the frequency of the SAW.

First, consider the case where a strong TTG is mod-
ulated by a SAW with relatively small amplitude, i.e.,
�uSAW < �uth. Excluding thermal diffusion within the
TTG, �u(t) > 0 holds for all times and the measured
signal directly reveals the SAW’s frequency and its rel-
ative phase with respect to the TTG as depicted in
Fig. 1(e). However, if �uSAW > �uth, the detection signal
is altered. The extreme case is shown in Fig. 1(d), where
the SAW modulates a flat surface (case D), i.e., �uth = 0
(note that uth �= 0 may hold). Here, the time-dependent
intensity is proportional to �u2(t) = [�uSAW cos(ωt)]2 =
�u2

SAW [1 + cos(2ωt)] /2. Therefore, the diffracted probe
intensity shows twice the frequency of the SAW as pre-
sented in Fig. 1(f). The effect of the TTG is analogous to
a spatial local oscillator, which allows us to infer the spa-
tiotemporal phase of the coherent SAW from the diffracted
probe pulse after TG excitation.

III. EXPERIMENTAL METHODS

A detailed view of our optical experimental setup is
shown in Figs. 2(a)–2(e). The general layout of the TG
setup is described elsewhere [14,34]. Our particular setup
is designed for optical pump TRXRR probe measurements
at the ID09 beamline at the European Synchrotron Radi-
ation Facility (ESRF). Taking into account the specific
conditions at the beamline, we optimize the optical setup
for small size, stability, and tunability. Therefore, we use
two 50-mm-wide acylindrical lenses with a focal length of
40 mm to image the +1st and −1st diffraction order from a
transmission phase mask onto the sample surface. Interfer-
ence of the +1 and −1 beam at the sample surface results
in a sinusoidal modulation of the optical intensity. Grating,
lenses, and sample are mounted in 4f geometry. We option-
ally introduce an additional cylindrical lens with a focal
length of 75.6 mm in the perpendicular plane. This lens is
mounted with variable distance to the sample to generate
higher excitation fluences.

To generate two replica of an ultrashort optical pump
pulse with perpendicular polarization for coherent con-
trol, we use a Michelson interferometer [cf. Fig. 2(b)]
with a polarizing beamsplitter (PBS). The relative inten-
sity of the pulses can be tuned by a half-wave plate
(HWP) in front of the PBS. Each arm of the Michelson
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FIG. 2. Optical setup. (a) The output of a 1-kHz laser system is coupled to a Michelson interferometer (b), where s- and p-polarized
replicas of the pump pulse are generated. (c) Side view of the TG setup. (d) Front view of the beam path of the +1st and −1st diffraction
order. (e) Three-dimensional (3D) view of the TG setup with the optomechanical components. (f),(g) The created relative spatial phase
of the interference grating for parallel and perpendicular setting of the QWPs.

interferometer includes a quarter-wave plate, which we
refer to as Michelson-quarter-wave plates (MQWP) in
Fig. 2b. Due to the double passage of the beams, the
MQWP effectively rotates the linear polarization by 90◦.
Thus, the output of the interferometer yields one s- and one
p-polarized optical pump pulse. The pulses have a vari-
able relative time delay τ that is defined by the difference
of the path lengths of the Michelson interferometer arms.
Both pulses are subsequently coupled into the TG setup,
where they essentially are diffracted into ±1st-order beams
by the phase mask. Zero-order and higher-order diffrac-
tion intensities are minimized by the specific design of the
transmission phase mask.

In addition to simple TG excitation, our setup allows for
selecting the spatial phase of the TG to perform spatiotem-
poral coherent control. We use the fact that the spatial
phase of the TG at the sample surface depends on the rela-
tive temporal phase of the interfering optical beams. For
example, interference gratings generated by two optical
beams of either parallel or antiparallel polarization have an
opposite spatial phase with respect to each other [35]. Note
that, in the antiparallel case, the electric fields of +1st- and
−1st-order beams have a relative temporal phase of π , i.e.,
exactly the same value as the relative spatial phase shift of
the generated TG. As explained below, we employ quarter-
wave plates (QWP) and different polarizations to impose
a relative spatial phase shift between two consecutive TG
excitations.

After collimation by the first acylindrical lens, each
beam propagates through a QWP. The QWPs are ori-
ented either with the fast or slow axis aligned with the
polarization of the laser pulses. If the QWPs have iden-
tical orientation, there is no relative temporal phase offset
between the ±1st-order beams as they both traverse the
QWPs at either the fast or the slow axis. Note that both
consecutive s- and p-polarized laser pulses generate TGs
with an identical spatial phase, i.e., ϕx = 0. Hence, with a
parallel setting of the QWPs, one can generate cases A and
C, discussed in Sec. II.

If the QWPs are oriented perpendicular to each other,
the +1st- and −1st-order beams experience a relative tem-
poral phase shift of ±π/2, which directly translates into
a spatial phase offset of ±π/2 of the TG excitations. The
opposite sign of the temporal phase shift holds for the s-
and p-polarized beams, respectively. The magnitude of the
spatial phase difference between the s- and p-polarized TG
is therefore equal to π , i.e., ϕx = π . Hence, with a perpen-
dicular setting of the QWPs, one readily obtains cases B
and D, discussed in Sec. II, where the PSD due to the TTG
is relieved by the second TG excitation.

The experimental results presented and discussed in
the next section are obtained on a 30-nm-thick metal-
lic SrRuO3 (SRO) film epitaxially grown by pulsed laser
deposition on a (110)-oriented DyScO3 (DSO) substrate.
The sample is excited with TG excitations, each having a
spatial period � = 2.4 μm and an incident pump fluence
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of 18 mJ/cm2 for the central fringes of the TG [36]. We
employ a commercial Ti:sapphire laser amplifier (Coher-
ent Legend Elite), which delivers 800-nm pulses with a
duration of 1.2 ps and a pulse energy of 3.6 mJ. The laser
repetition rate is 1 kHz, synchronized to the synchrotron.
The shortest grating period � inscribed in the sample is
ultimately limited by the laser wavelength. By frequency
doubling or tripling of the fundamental frequency, one can
reduce the period to less than 300 nm. The generation of
transient gratings with periods less than 100 nm has been
demonstrated by using high-energy radiation from free-
electron laser sources [37,38]. Thus, our method can be
employed truly on nanometer length scales.

Monochromatized 15-keV x-ray probe pulses are
selected from the synchrotron pulse train by a high-speed
chopper at the same frequency. The pump-probe delay
can be changed electronically by the laser synchronization
unit. In the experiment presented here, the total temporal
resolution is limited to 75 ps, mainly due to the duration
of the x-ray probe pulses. In principle, the experimental
time resolution is also limited by the rather large wave-
front tilt between the exciting laser and probing x-ray
pulses; however, in the present case, this is only a minor
limitation (approximately 10 ps). Diffracted x-ray photons
are captured on an area detector (Rayonics MX170-HS)
[39,40]. For the evaluation, the intensity I−1st of the −1st
diffraction order is integrated in a region of interest on
the area detector. The recorded intensity is normalized to
a static diffraction background In to reduce influences of
beam instabilities and thermal drifts of the sample and
setup. In order to extract the surface modulation ampli-
tude �u, we take the square root of the diffracted intensity
after subtracting a scattering background Ibg by averaging
all unpumped detected intensities of the −1st diffraction
order. This results in

�u ∝
√∣∣∣∣ I−1st − Ibg

In

∣∣∣∣sgn
(
I−1st − Ibg

)
, (2)

where the absolute function circumvents imaginary results
and the sgn function projects these values on the negative
axis for the surface modulation amplitude �u.

IV. RESULTS AND DISCUSSION

First, we briefly discuss the transient response of the
sample surface to a single TG excitation. As derived in
earlier studies [15], the surface modulation amplitude �u
is proportional to the square root of the diffracted inten-
sity. The transient amplitude of the laser-generated PSD
inferred from the the x-ray intensity diffracted into −1st-
order is shown by the blue bullets in Fig. 3(a). It features
a steplike rise followed by oscillations on top of a slowly
decaying thermal offset. The surface excursion field can

2
(a)

(b)

FIG. 3. Single-pulse excitation. (a) Time-dependent surface
modulation amplitude �u(t) measured with TRXRR. The data
(blue bullets) are modeled by calculating the spatiotemporal
surface deformation field u(x, t) [cf. Eq. (3)]. The dark blue
solid line shows the time dependence of the Fourier compo-
nent (Fu)(q‖, t) at the characteristic wave vector q‖. The surface
modulation amplitude of only the thermal distortion (Futh)(q‖, t)
due to the TTG is shown by the gray lines with (solid) and
without (dashed) in-plane heat diffusion. (b) Illustration of the
spatiotemporal surface deformation field u(x, t) calculated using
Eq. (3).

thus be precisely modeled by

u = 	(t)
[
uth(x, t, ϕx) + uSAW(x, t, ϕx, ϕt)

]
, (3)

where uth is the slowly decaying amplitude of the TTG
and uSAW is the amplitude of the coherent surface acoustic
mode, defined as

uth = uth,0(t)
2

e−αxq2
‖t [1 + sin

(
q‖x − ϕx

)]
, (4)

uSAW = −uSAW,0

2
sin

(
q‖x − ϕx

)
cos(ωt − ϕt). (5)

The rise time τrise of the TTG is dictated by the ratio
of the thickness (or the optical penetration depth if the
latter is much shorter) and sound velocity of the laser-
excited film. Typical time scales of thin-film expansion
are a few tens of picoseconds or even down to a few
picoseconds for very thin films [41]. In the present case,
τrise is much shorter than all other involved dynamics
and thus approximated by the Heaviside function 	(t)
in Eq. (3). In fact, τrise defines the fundamental limit for
coherent control of the TTG (cases B and D), which can
thus be truly applied down to picosecond time scales as
demonstrated in Sander et al. [15]. The concept of spa-
tiotemporal coherent control is generally applicable to an
arbitrary number of coherent modes [14,15,42], but in
the present case the data only exhibit a single Rayleigh-
like SAW mode. We can thus restrict our model to only
include this single coherent mode. Note that the first TG
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excitation always defines the zero phase ϕx and ϕt, respec-
tively. In order to mimic the sensitivity of the x-ray probe
beam to only the modulation of the PSD, we extract
the transient wave-vector-dependent surface modulation
amplitude �u(q, t) = (Fu)(q, t) by Fourier transforma-
tion of the spatiotemporal surface deformation field u(x, t)
depicted in Fig. 3(b). We then evaluate the surface modula-
tion amplitude �u(q‖, t) at the characteristic wave vector
q‖. The dark blue solid line in Fig. 3(a) shows the tem-
poral behavior convoluted with the experimental temporal
resolution of 75 ps.

The slowly decaying signal shown in Fig. 3(a) is caused
by the PSD associated with the TTG that slowly decays
due to thermal diffusion. This decay clearly exhibits a
fast component decaying within the first 2 ns and a much
slower component. The latter is due to in-plane thermal
diffusion between hot and cold areas of the TTG. An
analytical solution of the in-plane thermal diffusion for
a sinusoidal thermal grating yields the exponential term
in Eq. (4), which implies a decay time of (αxq2

‖)
−1 =

210 ns [43,44]. Here, the homogeneous in-plane diffusiv-
ity αx = 0.8 mm2/s is used for a substrate temperature of
323 K [45]. The initial fast decay originates from different
thermal expansion coefficients of the metallic SRO film
and the insulating DSO substrate. In fact, SRO expands
stronger upon heating than DSO [46,47]. Thus, as heat
diffuses along the out-of-plane direction from the excited
areas in the SRO film into the substrate, the total sur-
face excursion is reduced. In order to verify this, we
model the out-of-plane heat transport by solving the one-
dimensional heat diffusion equation with a finite-element
method [48,49] by accounting for all relevant thermo-
physical properties of the materials. The experimental
data are reproduced without including additional thermal
resistance at the interface due to the nearly perfect acous-
tic impedance match between the involved materials and
the high structural quality of the sample. The simula-
tion yields the surface distortion uth,0(t) used as input
for Eq. (4). The surface modulation amplitude due to
combined out-of-plane and in-plane thermal diffusion is
shown as a gray solid line in Fig. 3(a). If in-plane ther-
mal diffusion is neglected (αx = 0), the grey dashed line
is obtained, which proves that the initial fast decay is
indeed governed by the out-of-plane thermal transport. The
very good agreement between experiment and calculation
evidences that the presented method can be a powerful
tool to investigate multidirectional thermal transport in
nanoscopic heterostructures. We do not observe deviations
from linear behavior of our sample even up to very large
excitation densities [50]. This aspect is particularly impor-
tant for the multipulse excitation discussed in the next
paragraph.

With the well-calibrated single-pulse excitation, we
finally demonstrate full spatiotemporal control of transient
and quasistatic PSDs via double-pulse TG excitation. By

employing two consecutive TG excitations, we set the
spatiotemporal phase of the excitation to the four differ-
ent cases introduced in Sec. II. The corresponding dynamic
surface excursion measured by TRXRR for these four
cases is shown in Figs. 4(a)–4(d), respectively. As pre-
dicted above, the spatial phase setting ϕx = 0, selected
by a parallel alignment of the QWPs in the optical setup,
results in an increase of the PSD (cases A and C) due to an
enhancement of the TTG. In contrast, the 90◦ rotation of
only one QWP suppresses the PSD and relieves the TTG
completely (cases B and D). The phase of the SAW is con-
trolled by both the spatial and temporal phase ϕx and ϕt,
respectively. For any setting of the spatial phase, one can
either suppress (cases C and B) or enhance (cases A and
D) the SAW mode by choosing the correct time delay τ

of the second TG excitation. Note, in particular, the com-
parison of cases A and B, where τ = 0.73 ns is identical.
Still, not only the timing τ alone determines the ampli-
tude of the SAW after the second excitation, as explained
in Sec. II.

The possibility of suppressing the coherent mode (cases
B and C) offers a precise tool for investigations of the
multidirectional thermal transport in nanoscale het-
erostructures without undesired coherent signals yet ensur-
ing sufficient time resolution given by the ultrashort laser
and x-ray pulses. In case C, we clearly observe the multi-
component relaxation due to in-plane and out-of-plane heat
diffusion, which is discussed above for single-pulse exci-
tation. However, here, the signal of thermal origin is not
masked by the coherent signal. The finite decaying inten-
sity after the second TG excitation in case B [Fig. 4(b)]
evidences that the TTG is not immediately suppressed by
the second excitation. This is caused by the partial decay
of the first TTG between the two excitations due to fast
out-of-plane heat diffusion, which results in the observed
imbalance of both TTGs. All observations are accurately
reproduced by our modeling introduced above. Altogether,
the sensitivity to thermal transport in layered heterostruc-
tures can be greatly enhanced with spatiotemporal coherent
control using TG excitations.

A qualitative difference from the other recorded sig-
nals is observed in case D shown in Fig. 4(d), where the
TTG is suppressed and the SAW is enhanced. Here, we
observe a coherent oscillation exhibiting twice the fre-
quency of the excited SAW. Recall that the data represent
the variations of the 1st-order diffracted x-ray intensity.
If a true second harmonic of the fundamental SAW is
present, Eq. (1) implies that the corresponding 1st order
of the second harmonic would be diffracted toward larger
angles. In other words, the 1st-order diffraction angle can-
not contain signatures of a second harmonic SAW. Again,
we model the transient diffracted x-ray intensity caused
by the spatiotemporal sample surface dynamics in anal-
ogy to the single-pulse excitation data analysis [cf. Eqs.
(3)–(5)]. Note that our model is a purely linear response
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FIG. 4. Double-pulse excitation: (a),(e) case A; (b),(f) case B; (c),(g) case C; (d),(h) case D. The single-pulse responses as modeled
in Fig. 3 are shown in gray for comparison in (a)–(d). Symbols show the TRXRR measurements and dark blue solid lines show the
transient surface modulation amplitude �u(q‖, t) for the characteristic wave vector q‖ of the spatiotemporal surface deformation field
shown in (e)–(h) derived from Eq. (3). All calculated traces are convoluted with a 75-ps Gaussian to match the temporal resolution of
the experiment. The orange line in (d) represents the best fit to the double-pulse data by allowing for an amplitude and phase variation
of the second excitation pulses.

model and thus does not support higher harmonics of the
employed modes. Assuming the time delay τ chosen in the
experiment and two identical TG excitations, we obtain
the dark blue curve in Fig. 4(d). Obviously, our model-
ing correctly yields the doubled frequency. As indicated
above, this is due to the detection process, which measures
different oscillation frequencies from the same acoustic
mode with and without the additional TTG that acts as
a spatial local oscillator. Note that the amplitudes of the
even and odd oscillation maxima are different, which can
be traced back to the heat diffusion dynamics of the first
TTG between the two TG excitations breaking the symme-
try. As case B reveals, the two TTGs converge in amplitude
after a few nanoseconds. In case D (dark blue line), this
is manifested in the equilibration of the even and odd
oscillation maxima on the same time scale. However, this
equilibration of oscillation amplitudes is not fully featured
in the experimental data, which indicates an asymmetry in
the TG excitation strengths. Also, the level around which
the signal oscillates is larger. Indeed, the data are accu-
rately reproduced [orange line in Fig. 4(d)] if we assume
a 9% larger amplitude and a slight detuning of the spatial
phase of 3% for the second excitation pulse. Such errors
may stem from slight deviations from optimal laser beam
and QWP alignments.

V. STRAIN CONTROL IN FUNCTIONAL
MATERIALS

In the following paragraph, we outline possible interac-
tion channels between the excited deformation and func-
tional properties of the crystal. In particular, we describe
strain-induced changes of the free energy density via mag-
netoelastic effects and changes of the electronic band
energy via deformation potential coupling. Finally, we
briefly introduce active optical elements that use dynamic
strain fields to manipulate x-ray pulses emitted by syn-
chrotron storage rings.

If strain is used as a functional tool, it is important
to recall that the interaction of lattice deformations with
a material strongly depends on the symmetry, i.e., on
the specific component of the strain tensor ε. The strain
fields corresponding to TTG and coherent Rayleigh-like
SAWs are composed of both compressive or tensile (e.g.,
εxx, εzz) and shear (e.g., εxz) components. The TRXRR
method detects the absolute surface deformation, i.e., the
integrated out-of-plane expansion of the excited volume.
However, knowing one component of the strain tensor of a
Rayleigh wave allows us to infer all the other components
as well [51]. In our coherent control scheme, all strain com-
ponents of the coherent mode are customizable as well as

024036-7

FULL SPATIOTEMPORAL CONTROL OF LASER-EXCITED PERIODIC SURFACE DEFORMATIONS

245



J.-E. PUDELL et al. PHYS. REV. APPLIED 12, 024036 (2019)

the in-plane and shear components of the TTG. Only the
out-of-plane component of the thermal grating is given by
the initially absorbed energy density profile.

In multiferroic materials, a dynamic strain wave modi-
fies the free energy density due to elastic deformations of
the lattice. As an example, we discuss ferromagnetic mate-
rials, where the magnetoelastic interaction modulates the
free magnetic energy density fmag [52]. In a static case,
fmag is composed of the Zeeman energy, which depends
on an external magnetic field, and of static anisotropy
components such as magnetocrystalline, shape, and mag-
netoelastic anisotropy [53]. The interplay of these terms
results in a direction and magnitude of the macroscopic
magnetization �M . Their dynamics can be induced through
time-dependent changes of free magnetic energy fmag.
Prominent examples are ferromagnetic resonance (FMR)
measurements [54], which act on the Zeeman energy or all-
optical switching [55], where laser-induced heating leads
to changes of the shape anisotropy. In complete anal-
ogy, an acoustic wave dynamically changes fmag via the
magnetoelastic energy term [52].

Although magnetoelastic interaction is well known,
magnetoacoustics has only been investigated quite
recently [8,56,57]. Since then, strain-induced magenti-
zation dynamics of nanoparticles excited specifically by
Rayleigh waves has gained strong interest [58,59]. These
efforts are driven by the potential of strain-induced dynam-
ics, i.e., energy efficiency, mode selectivity, and the ability
to tailor the excitation to nanosize dimensions. Several of
these recent experiments use optical generation of strain
waves, thus pushing magnetoelastic excitations to picosec-
ond time scales [34,42,60]. The strain control scheme
described in this article not only allows us to selectively
excite magnetization dynamics, but also enables control
of these excitations on picosecond time scales. In partic-
ular, this is not only limited to the coherent strain but
rather extends to thermal strain, while maintaining the high
temporal resolution.

The second interaction channel we discuss is the
deformation potential coupling of electrons with acous-
tic phonons. The deformation of the crystal lattice by an
acoustic lattice distortion leads to an energy shift �E = aε

of the extremal points of the electron bands, where a is
the deformation potential, which typically has a value of
about 10 eV at the � point of tetrahedral semiconductors
such as Si or GaAs [61]. Hence, already a small dynamic
strain of the order of 10−3 up to 10−2 leads to changes of
the conduction and valence bands of 10–100 meV. Strain-
induced changes of the electronic structure affect charge
transport and optical properties [62,63] and provide con-
trol of recombination dynamics in nanostructures [6,64].
Strain control of optical properties of nanostructures is a
promising candidate for applications in quantum compu-
tation and quantum information technology [65,66]. The
realization of such applications depends on the ability to

control the lattice strain, ideally on short to ultrashort time
scales. While the two examples given above may require
probing mechanisms other than TRXRR (e.g., magneto-
optical probing, optical and/or x-ray dichroism, or valence
spectroscopies), the method presented in this paper may
pave the way for these future applications.

Finally, we discuss a specific application developed
by our group, where strain-induced deformations are
used to realize active ultrafast x-ray optics. The devices
are optimized for installation at synchrotron beamlines.
A prominent example is the picosecond Bragg switch
(PicoSwitch), which shortens an incident synchrotron
x-ray pulse to a duration of a few picoseconds [67]. The
coherent control of TTGs similar to case B (cf. Sec. II)
allows for controlling diffraction of an incident x-ray pulse
into the ±1st diffraction order of the TTG. In particular, our
approach allows us to turn the diffraction on and off on sub-
nanosecond time scales. Thus, TTGs could be employed to
pick individual x-ray pulses from a synchrotron pulse train
for subsequent pump-probe experiments. Furthermore, the
device may also be employed as a variable beam splitter
in order to, e.g., distribute x-ray pulses among multiple
beamlines. This may be particularly interesting at x-ray
free-electron laser (XFEL) facilities, where currently only
one experimental station is operational at a time. With
such an approach, several instruments could be supplied
with XFEL pulses in parallel. The main challenge for this
device is to achieve high diffraction efficiencies. Our pre-
vious studies suggest that a maximum efficiency of more
than 30% could be reached [14,15,68].

VI. CONCLUSION

In conclusion, we demonstrate spatiotemporal control
of acoustic and thermal deformations of solid surfaces.
The optical setup allows for generation of transient surface
gratings with a variable spatial phase. Hence, a thermal
deformation can either be enhanced or suppressed by a
temporal sequence of excitation pulses on time scales
much shorter than the deformation lifetime. In addition,
we show that the suppression of the coherent signal facil-
itates investigations of multidirectional thermal transport
in nanolayered heterostructures with high time resolution.
We believe that our method presents an important step
toward developing strain as a functional tool for solids and
nanostructures. As examples, we discuss the magnetoelas-
tic interaction in ferromagnetic materials. While numerous
recent studies have demonstrated the ability to manipu-
late the macroscopic magnetization with coherent strain
pulses, our present scheme paves the way for controlled
strain-induced preparation of a ferromagnetic state. Strain
control may also be applied to manipulate electronic states
in bulk and low-dimensional semiconductors. Finally, we
discuss active optical elements, which are a new kind of
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strain-based device for ultrafast x-ray beam manipulation
at synchrotrons.
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CHAPTER SIX

Conclusion

In this thesis based on 17 publications I summarize my contributions to the research field of ultrafast
structural dynamics. It covers the complex interplay between electron, magnon, and phonon subsystems
and the resulting lattice strain after laser excitation.

In article I we present a perspective on the ultrafast coupling between electron and phonons in metal
heterostructures. The optical excitation of a 6 nm gold layer on top of a 12 nm nickel layer leads to a
rapid heating of the nickel lattice while the gold lattice initially remains cold. This was observed with
ultrafast x-ray diffraction (UXRD) measuring time-resolved the lattice constant of gold and nickel: The
covered nickel layer directly expands after the optical excitation whereas the gold layer is compressed
by the expansion of the nickel layer. The observed heat transfer from nickel to the gold lattice is found
to be very slow, on a time scale of 100 ps. The reason for this is that the optically introduced energy is
rapidly coupled with the nickel lattice. The large lattice heat capacity of nickel results in low temperature
gradients between the gold lattice and the nickel and therefore leads to the observed slow thermal transport
of heat to the gold lattice.

In article II the ultrafast transport by hot electrons through a material with weak electron–phonon
coupling is investigated with UXRD. From an optically excited 5 nm platinum layer electrons travel
through a 100 nm copper layer and couple to the lattice in a 20 nm nickel layer. The layer-specific UXRD
probe allows to track the energy transport, which can be modeled by a diffusive two-temperature model
considering the increased heat conductivity of hot electrons. We found that the transport by hot electrons
considering the electron–phonon coupling leads to a linear rise time of the relative temperature, i.e.
T e

rise = 10%T e
max.

The ultrafast heat transport is of great interest in nanoscale metal multilayers in the context of optically
induced demagnetization, remagnetization, and switching. In articles V– X we discuss the interplay of
lattice and magnetism.

In article VI the lattice dynamics of the rare earth metal holmium are discussed. In the paramagnetic
(PM) phase the optical excitation results in an exponentially decreasing stress profile driving the strain
wave. The experiments using a burried strain detection layer show that the stress profile closely matches
the optical penetration depth. In the antiferromagnetic (AFM) phase the optical excitation induces an
additional negative thermal expansion (NTE) with quasi-instantaneous contractive stress and a second
contractive stress contribution that increases on a 12 ps time scale attributed to the spin disordering time
scale. A numerical modeling using the UDKM1DSIM toolbox was required to extract the time scales of
the observed ultrafast NTE. This model was used to describe the positive and negative stress produced
by the excited phonon and spins in holmium. In article VII an extended model is presented. It considers
saturation effects at the phase transition within the magnetic transducer and fits the UXRD data sets of the
rare earth metal dysprosium.



CHAPTER SIX – CONCLUSION

Another topic of this thesis is the coherent control of excitations. Temporally delayed excitations allow
the enhancement or suppression of acoustic excitations to trigger material specific properties in order to
use them as a new excitation or use such samples as ultrafast switch. In article XVII a setup to excite
two spatiotemporal shifted transient gratings on the sample surface is introduced. This setup allows the
excitation of a spatiotemporal shifted pair of thermal and acoustic periodic surface deformations. The
resulting excitations are measured by time-resolved x-ray reflectivity (TR-XRR) and can be used as an
ultrafast x-ray switch.

Within the course of this thesis I rebuilt the optical path and implemented upgrades of the existing
laser-driven table-top UXRD setup. These upgrades allow us to achieve an enhancement of the x-ray flux
and reduce the maintenance time of the setup. This enables the study of single digit nanometer thin films
with UXRD. The extension of the UXRD setup with a magneto-optic Kerr effect (MOKE) and optical
reflectivity setup enable in-situ and operando studies of the energy flux in magnetic materials in the future.

The combination of these three techniques deliver promising results enriching the discussion about
the coupling of different subsystems in materials. These experiments prove the applicability of the
N-temperature model (NTM) and give insights in the energy flux after optical excitation.

From a physical point of view, the interplay between different dimensions is interesting. Here, measure-
ments of the in-plane and out-of plane dynamics of thin films and nano cubes could give answers to the
coupling between the in-plane and out-of plane stresses and strains.

To perform theses studies x-ray free-electron lasers (XFELs) are an interesting tool providing ultrashort
pulses with high x-ray flux. This enables studies on thinner samples that show faster dynamics. Further-
more, inelastic scattering techniques are available, which can monitor the excited phonon population
momentum- and frequency-resolved [121].

252



Bibliography

[1] D. G. Schlom, L.-Q. Chen, C. J. Fennie, V. Gopalan, D. A. Muller, X. Pan, R. Ramesh and
R. Uecker: "Elastic strain engineering of ferroic oxides", MRS Bulletin 39, 118 (2014)

[2] L. W. Martin and A. M. Rappe: "Thin-film ferroelectric materials and their applications", Nature
Reviews Materials 2, 16087 (2016)

[3] J. Coey, Ariando and W. Pickett: "Magnetism at the edge: New phenomena at oxide interfaces",
MRS Bulletin 38, 1040 (2013)

[4] E. Dagotto: "Complexity in Strongly Correlated Electronic Systems", Science 309, 257 (2005)

[5] J. Zhang and R. Averitt: "Dynamics and Control in Complex Transition Metal Oxides", Annual
Review of Materials Research 44, 19 (2014)

[6] N. A. Spaldin: Ferroelectric Materials and Their Applications (Cambridge University Press, 2010),
1st edition

[7] N. A. Spaldin: Magnetic Materials: Fundamentals and Applications (Cambridge University Press,
2010), 2nd edition

[8] D. Weller, O. Mosendz, G. Parker, S. Pisana and T. S. Santos: "L10 FePtX-Y media for heat-assisted
magnetic recording", physica status solidi (a) 210, 1245 (2013)

[9] D. Weller, G. Parker, O. Mosendz, A. Lyberatos, D. Mitin, N. Y. Safonova and M. Albrecht:
"Review Article: FePt heat assisted magnetic recording media", Journal of Vacuum Science &
Technology B, Nanotechnology and Microelectronics: Materials, Processing, Measurement, and
Phenomena 34, 060801 (2016)

[10] J. Zhu and Y. Wang: "Microwave Assisted Magnetic Recording Utilizing Perpendicular Spin
Torque Oscillator With Switchable Perpendicular Electrodes", IEEE Transactions on Magnetics 46,
751 (2010)

[11] C. M. Wolff, P. Caprioglio, M. Stolterfoht and D. Neher: "Nonradiative Recombination in
Perovskite Solar Cells: The Role of Interfaces", Advanced Materials 1902762 (2019)

[12] B. K. Tanner: "High resolution X-ray diffraction and topography for crystal characterization",
Journal of Crystal Growth 99, 1315 (1990)

[13] B. Warren: X-ray Diffraction Addison-Wesley series in metallurgy and materials engineering
(Dover Publications, 1990)

[14] R. Schoenlein, T. Elsaesser, K. Holldack, Z. Huang, H. Kapteyn, M. Murnane and M. Woerner:
"Recent advances in ultrafast X-ray sources", Philosophical Transactions of the Royal Society A:
Mathematical, Physical and Engineering Sciences 377, 20180384 (2019)

[15] W. C. Röntgen: Über eine neue Art von Strahlen (Stahel, Würzburg, 1896), 2nd edition

[16] B. L. Henke, E. M. Gullikson and J. C. Davis: "X-ray interactions: photoabsorption, scattering,

http://dx.doi.org/10.1557/mrs.2014.1
http://dx.doi.org/10.1557/mrs.2014.1
http://dx.doi.org/10.1038/natrevmats.2016.87
http://dx.doi.org/10.1038/natrevmats.2016.87
http://dx.doi.org/10.1038/natrevmats.2016.87
http://dx.doi.org/10.1557/mrs.2013.283
http://dx.doi.org/10.1557/mrs.2013.283
http://dx.doi.org/10.1126/science.1107559
http://dx.doi.org/10.1126/science.1107559
http://dx.doi.org/10.1146/annurev-matsci-070813-113258
http://dx.doi.org/10.1146/annurev-matsci-070813-113258
http://dx.doi.org/10.1146/annurev-matsci-070813-113258
http://dx.doi.org/10.1017/CBO9780511781599
http://dx.doi.org/10.1017/CBO9780511781599
http://dx.doi.org/10.1017/CBO9780511781599
http://dx.doi.org/10.1017/CBO9780511781599
http://dx.doi.org/10.1017/CBO9780511781599
http://dx.doi.org/10.1017/CBO9780511781599
http://dx.doi.org/10.1002/pssa.201329106
http://dx.doi.org/10.1002/pssa.201329106
http://dx.doi.org/10.1116/1.4965980
http://dx.doi.org/10.1116/1.4965980
http://dx.doi.org/10.1116/1.4965980
http://dx.doi.org/10.1116/1.4965980
http://dx.doi.org/10.1109/TMAG.2009.2036588
http://dx.doi.org/10.1109/TMAG.2009.2036588
http://dx.doi.org/10.1109/TMAG.2009.2036588
http://dx.doi.org/10.1002/adma.201902762
http://dx.doi.org/10.1002/adma.201902762
http://dx.doi.org/10.1016/S0022-0248(08)80127-3
http://dx.doi.org/10.1016/S0022-0248(08)80127-3
http://dx.doi.org/10.1098/rsta.2018.0384
http://dx.doi.org/10.1098/rsta.2018.0384
http://dx.doi.org/10.1098/rsta.2018.0384


BIBLIOGRAPHY

transmission, and reflection at E=50-30000 eV, Z=1-92", Atomic Data and Nuclear Data Tables 54,
181 (1993)

[17] V. Holy, T. Baumbach and U. Pietsch: High-Resolution X-Ray Scattering from Thin Films and
Multilayers, volume 149 of Springer Tracts in Modern Physics(Springer, Berlin and Heidelberg,
1999)

[18] L. J. P. Ament, M. van Veenendaal, T. P. Devereaux, J. P. Hill and J. van den Brink: "Resonant
inelastic x-ray scattering studies of elementary excitations", Phys. Chem. Chem. Phys. 83, 705
(2011)

[19] J. Als-Nielsen and Des McMorrow: Elements of modern X-ray physics (Wiley, Chichester, 2011),
second edition edition

[20] A. McPherson, G. Gibson, H. Jara, U. Johann, T. S. Luk, I. A. McIntyre, K. Boyer and C. K.
Rhodes: "Studies of multiphoton production of vacuum-ultraviolet radiation in the rare gases",
Journal of the Optical Society of America B 4, 595 (1987)

[21] X. F. Li, A. L’Huillier, M. Ferray, L. A. Lompré and G. Mainfray: "Multiple-harmonic generation
in rare gases at high laser intensity", Phys. Rev. A 39, 5751 (1989)

[22] M. M. Murnane, H. C. Kapteyn, M. D. Rosen and R. W. Falcone: "Ultrafast X-ray Pulses from
Laser-Produced Plasmas", Science 251, 531 (1991)

[23] M. Bargheer, N. Zhavoronkov, Y. Gritsai, J. C. Woo, D. S. Kim, M. Woerner and T. Elsaesser:
"Coherent atomic motions in a nanostructure studied by femtosecond X-ray diffraction", Science
306, 1771 (2004)

[24] M. Bargheer, N. Zhavoronkov, M. Woerner and T. Elsaesser: "Recent progress in ultrafast X-ray
diffraction", Chemphyschem : a European journal of chemical physics and physical chemistry 7,
783 (2006)

[25] M. Bargheer: "Atombewegung im Röntgenkino - Die Femtosekunden-Röntgenbeugung entschlüs-
selt ultraschnelle Gitterdynamik", Physik Journal 6, 1 (2007)

[26] F. Zamponi et al.: "Femtosecond hard X-ray plasma sources with a kilohertz repetition rate",
Applied Physics A 96, 51 (2009)

[27] J. Weisshaupt, V. Juvé, M. Holtz, S. Ku, M. Woerner, T. Elsaesser, S. Ališauskas, A. Pugžlys
and A. Baltuška: "High-brightness table-top hard X-ray source driven by sub-100-femtosecond
mid-infrared pulses", Nature Photonics 8, 927 (2014)

[28] N. Zhavoronkov, Y. Gritsai, M. Bargheer, M. Woerner, T. Elsaesser, F. Zamponi, I. Uschmann and
E. Förster: "Microfocus Cu K? source for femtosecond x-ray science", Optics Letters 30, 1737
(2005)

[29] N. Zhavoronkov, Y. Gritsai, M. Bargheer, M. Woerner and T. Elsaesser: "Generation of ultrashort
Kα radiation from quasipoint interaction area of femtosecond pulses with thin foils", Applied
Physics Letters 86, 244107 (2005)

[30] M. Bargheer, N. Zhavoronkov, R. Bruch, H. Legall, H. Stiel, M. Woerner and T. Elsaesser:
"Comparison of focusing optics for femtosecond X-ray diffraction", Applied Physics B 80, 715
(2005)

[31] Schoenlein, Chattopadhyay, Chong, Glover, Heimann, Shank, Zholents and Zolotorev: "Generation
of femtosecond pulses of synchrotron radiation", Science 287, 2237 (2000)

254

http://dx.doi.org/10.1007/BFb0109385
http://dx.doi.org/10.1007/BFb0109385
http://dx.doi.org/10.1007/BFb0109385
http://dx.doi.org/10.1007/BFb0109385
http://dx.doi.org/10.1103/RevModPhys.83.705
http://dx.doi.org/10.1103/RevModPhys.83.705
http://dx.doi.org/10.1364/JOSAB.4.000595
http://dx.doi.org/10.1364/JOSAB.4.000595
http://dx.doi.org/10.1103/PhysRevA.39.5751
http://dx.doi.org/10.1103/PhysRevA.39.5751
http://dx.doi.org/10.1126/science.251.4993.531
http://dx.doi.org/10.1126/science.251.4993.531
http://dx.doi.org/10.1126/science.1104739
http://dx.doi.org/10.1126/science.1104739
http://dx.doi.org/10.1002/cphc.200500591
http://dx.doi.org/10.1002/cphc.200500591
http://dx.doi.org/10.1002/cphc.200500591
http://dx.doi.org/10.1007/s00339-009-5171-9
http://dx.doi.org/10.1007/s00339-009-5171-9
http://dx.doi.org/10.1038/nphoton.2014.256
http://dx.doi.org/10.1038/nphoton.2014.256
http://dx.doi.org/10.1364/OL.30.001737
http://dx.doi.org/10.1364/OL.30.001737
http://dx.doi.org/10.1063/1.1946915
http://dx.doi.org/10.1063/1.1946915
http://dx.doi.org/10.1063/1.1946915
http://dx.doi.org/10.1007/s00340-005-1792-7
http://dx.doi.org/10.1007/s00340-005-1792-7
http://dx.doi.org/10.1126/science.287.5461.2237
http://dx.doi.org/10.1126/science.287.5461.2237


[32] S. Khan, K. Holldack, T. Kachel, R. Mitzner and T. Quast: "Femtosecond Undulator Radiation
from Sliced Electron Bunches", Physical Review Letters 97, 074801 (2006)

[33] D. Schick et al.: "Analysis of the halo background in femtosecond slicing experiments", Journal of
Synchrotron Radiation 23, 700 (2016)

[34] P. Gaal et al.: "Ultrafast switching of hard X-rays", Journal of synchrotron radiation 21, 380 (2014)

[35] M. Sander, R. Bauer, V. Kabanova, M. Levantino, M. Wulff, D. Pfuetzenreuter, J. Schwarzkopf
and P. Gaal: "Demonstration of a picosecond Bragg switch for hard X-rays in a synchrotron-based
pump–probe experiment", Journal of Synchrotron Radiation 26, 1253 (2019)

[36] S. Vadilonga, I. Zizak, D. Roshchupkin, A. Petsiuk, I. Dolbnya, K. Sawhney and A. Erko: "Pulse
picker for synchrotron radiation driven by a surface acoustic wave", Opt. Lett. 42, 1915 (2017)

[37] R. Shayduk and P. Gaal: "Transition regime in the ultrafast laser heating of solids" (2020)

[38] C. Bostedt et al.: "Linac Coherent Light Source: The first five years", Rev. Mod. Phys. 88, 015007
(2016)

[39] S. Huang et al.: "Generating Single-Spike Hard X-Ray Pulses with Nonlinear Bunch Compression
in Free-Electron Lasers", Physical Review Letters 119, 154801 (2017)

[40] M. Chergui and A. H. Zewail: "Electron and X-Ray Methods of Ultrafast Structural Dynamics:
Advances and Applications", ChemPhysChem 10, 28 (2009)

[41] A. Rousse, C. Rischel and J.-C. Gauthier: "Femtosecond x-ray crystallography", Rev. Mod. Phys.
73, 17 (2001)

[42] F. Schotte, M. Lim, T. A. Jackson, A. V. Smirnov, J. Soman, J. S. Olson, G. N. Phillips, M. Wulff
and P. A. Anfinrud: "Watching a Protein as it Functions with 150-ps Time-Resolved X-ray
Crystallography", Science 300, 1944 (2003)

[43] N. Thielemann-Kühn, D. Schick, N. Pontius, C. Trabant, R. Mitzner, K. Holldack, H. Zabel,
A. Föhlisch and C. Schüßler-Langeheine: "Ultrafast and Energy-Efficient Quenching of Spin Order:
Antiferromagnetism Beats Ferromagnetism", Phys. Rev. Lett. 119, 197202 (2017)

[44] D. Schick, A. Bojahr, M. Herzog, P. Gaal, I. Vrejoiu and M. Bargheer: "Following strain-induced
mosaicity changes of ferroelectric thin films by ultrafast reciprocal space mapping", Physical
review letters 110, 095502 (2013)

[45] T. Barron, J. Collins and G. White: "Thermal expansion of solids at low temperatures", Advances
in Physics 29, 609 (1980)

[46] G. K. White: "Phase transitions and the thermal expansion of holmium", Journal of Physics:
Condensed Matter 1, 6987 (1989)

[47] G. Ernst, C. Broholm, G. R. Kowach and A. P. Ramirez: "Phonon density of states and negative
thermal expansion in ZrW2O8", Nature 396, 147 (1998)

[48] S. Khmelevskyi, I. Turek and P. Mohn: "Large negative magnetic contribution to the thermal
expansion in iron-platinum alloys: quantitative theory of the Invar effect", Physical review letters
91, 037201 (2003)

[49] C. v. Korff Schmising et al.: "Ultrafast magnetostriction and phonon-mediated stress in a photoex-
cited ferromagnet", Physical Review B 78 (2008)

[50] M. Nicoul, U. Shymanovich, A. Tarasevitch, D. von der Linde and K. Sokolowski-Tinten: "Picosec-

255

http://dx.doi.org/10.1103/PhysRevLett.97.074801
http://dx.doi.org/10.1103/PhysRevLett.97.074801
http://dx.doi.org/10.1107/S160057751600401X
http://dx.doi.org/10.1107/S160057751600401X
http://dx.doi.org/10.1107/S160057751600401X
http://dx.doi.org/10.1107/S1600577513031949
http://dx.doi.org/10.1107/S1600577513031949
http://dx.doi.org/10.1107/S1600577519005356
http://dx.doi.org/10.1107/S1600577519005356
http://dx.doi.org/10.1364/OL.42.001915
http://dx.doi.org/10.1364/OL.42.001915
http://dx.doi.org/10.1103/RevModPhys.88.015007
http://dx.doi.org/10.1103/RevModPhys.88.015007
http://dx.doi.org/10.1103/PhysRevLett.119.154801
http://dx.doi.org/10.1103/PhysRevLett.119.154801
http://dx.doi.org/10.1002/cphc.200800667
http://dx.doi.org/10.1002/cphc.200800667
http://dx.doi.org/10.1103/RevModPhys.73.17
http://dx.doi.org/10.1103/RevModPhys.73.17
http://dx.doi.org/10.1126/science.1078797
http://dx.doi.org/10.1126/science.1078797
http://dx.doi.org/10.1103/PhysRevLett.119.197202
http://dx.doi.org/10.1103/PhysRevLett.119.197202
http://dx.doi.org/10.1103/PhysRevLett.110.095502
http://dx.doi.org/10.1103/PhysRevLett.110.095502
http://dx.doi.org/10.1103/PhysRevLett.110.095502
http://dx.doi.org/10.1080/00018738000101426
http://dx.doi.org/10.1080/00018738000101426
http://dx.doi.org/10.1080/00018738000101426
http://dx.doi.org/10.1088/0953-8984/1/39/009
http://dx.doi.org/10.1088/0953-8984/1/39/009
http://dx.doi.org/10.1088/0953-8984/1/39/009
http://dx.doi.org/10.1038/24115
http://dx.doi.org/10.1038/24115
http://dx.doi.org/10.1103/PhysRevLett.91.037201
http://dx.doi.org/10.1103/PhysRevLett.91.037201
http://dx.doi.org/10.1103/PhysRevB.78.060404
http://dx.doi.org/10.1103/PhysRevB.78.060404


BIBLIOGRAPHY

ond acoustic response of a laser-heated gold-film studied with time-resolved x-ray diffraction",
Applied Physics Letters 98, 191902 (2011)

[51] J. Chen, L. Fan, Y. Ren, Z. Pan, J. Deng, R. Yu and X. Xing: "Unusual transformation from strong
negative to positive thermal expansion in PbTiO3-BiFeO3 perovskite", Physical review letters 110,
115901 (2013)

[52] R. M. van der Veen, O.-H. Kwon, A. Tissot, A. Hauser and A. H. Zewail: "Single-nanoparticle
phase transitions visualized by four-dimensional electron microscopy", Nature chemistry 5, 395
(2013)

[53] D. J. Singh, Q. Xu and K. P. Ong: "Strain effects on the band gap and optical properties of
perovskite SrSnO3 and BaSnO3", Applied Physics Letters 104, 011910 (2014)

[54] M. Weiß et al.: "Dynamic acoustic control of individual optically active quantum dot-like emission
centers in heterostructure nanowires", Nano Letters 14, 2256 (2014)

[55] A. V. Scherbakov et al.: "Coherent magnetization precession in ferromagnetic (Ga,Mn)As induced
by picosecond acoustic pulses", Physical Review Letters 105, 117204 (2010)

[56] J.-W. Kim, M. Vomir and J.-Y. Bigot: "Ultrafast magnetoacoustics in nickel films", Physical
Review Letters 109, 166601 (2012)

[57] M. Deb, E. Popova, M. Hehn, N. Keller, S. Mangin and G. Malinowski: "Picosecond acoustic-
excitation-driven ultrafast magnetization dynamics in dielectric Bi-substituted yttrium iron garnet",
Physical Review B 98, 444 (2018)

[58] M. Deb, E. Popova, M. Hehn, N. Keller, S. Petit-Watelot, M. Bargheer, S. Mangin and G. Mali-
nowski: "Femtosecond Laser-Excitation-Driven High Frequency Standing Spin Waves in Nanoscale
Dielectric Thin Films of Iron Garnets", Phys. Rev. Lett. 123, 027202 (2019)

[59] A. Koç: "Ultrafast x-ray studies on the non-equilibrium of the magnetic and phononic system in
heavy rare-earths" doctoralthesis, Universität Potsdam (2018)

[60] R. Gross and A. Marx: Festkörperphysik (de Gruyter, Berlin, 2014), 2nd edition

[61] J.-C. Diels and W. Rudolph: Ultrashort Laser Pulse Phenomena : Fundamentals, Techniques, and
Applications on a Femtosecond Time Scale (Elsevier, Amsterdam, 2006), 2nd edition

[62] R. Menzel: Phontonics – Linear and Nonlinear Interactions of Laser Light and Matter (Springer,
Berlin, 2007), 2nd edition

[63] T. G. Mayerhöfer, H. Mutschke and J. Popp: "Employing Theories Far beyond Their Limits—The
Case of the (Boguer-) Beer–Lambert Law", ChemPhysChem 17, 1948 (2016)

[64] M. Bass, E. W. Van Stryland, D. R. Williams and W. L. Wolfe: "Volume I: Fundamentals,
Techniques, and Design" in Handbook of Optics, (McGraw-Hill, Inc., New York, NY, USA, 2010),
2nd edition

[65] A. Khorsand, M. Savoini, A. Kirilyuk and T. Rasing: "Optical excitation of thin magnetic layers in
multilayer structures", Nature materials 13, 101 (2014)

[66] A. Eschenlohr et al.: "Reply to Optical excitation of thin magnetic layers in multilayer structures",
Nature materials 13, 102 (2014)

[67] Abelès, Florin: "La théorie générale des couches minces", Journal de Physique et Le Radium 11,
307 (1950)

256

http://dx.doi.org/10.1063/1.3584864
http://dx.doi.org/10.1063/1.3584864
http://dx.doi.org/10.1103/PhysRevLett.110.115901
http://dx.doi.org/10.1103/PhysRevLett.110.115901
http://dx.doi.org/10.1103/PhysRevLett.110.115901
http://dx.doi.org/10.1038/nchem.1622
http://dx.doi.org/10.1038/nchem.1622
http://dx.doi.org/10.1063/1.4861838
http://dx.doi.org/10.1063/1.4861838
http://dx.doi.org/10.1021/nl4040434
http://dx.doi.org/10.1021/nl4040434
http://dx.doi.org/10.1103/PhysRevLett.105.117204
http://dx.doi.org/10.1103/PhysRevLett.105.117204
http://dx.doi.org/10.1103/PhysRevLett.109.166601
http://dx.doi.org/10.1103/PhysRevLett.109.166601
http://dx.doi.org/10.1103/PhysRevLett.109.166601
http://dx.doi.org/10.1103/PhysRevB.98.174407
http://dx.doi.org/10.1103/PhysRevB.98.174407
http://dx.doi.org/10.1103/physrevlett.123.027202
http://dx.doi.org/10.1103/physrevlett.123.027202
http://dx.doi.org/10.25932/publishup-42328
http://dx.doi.org/10.25932/publishup-42328
http://dx.doi.org/10.1002/cphc.201600114
http://dx.doi.org/10.1002/cphc.201600114
http://dx.doi.org/10.1038/nmat3850
http://dx.doi.org/10.1038/nmat3850
http://dx.doi.org/10.1038/nmat3851
http://dx.doi.org/10.1038/nmat3851
http://dx.doi.org/10.1051/jphysrad:01950001107030700
http://dx.doi.org/10.1051/jphysrad:01950001107030700
http://dx.doi.org/10.1051/jphysrad:01950001107030700


[68] P. Lissberger: "The Relationship between Optical Absorptance and Electric Field of the Radiation
in Multilayer Thin Films", Optica Acta: International Journal of Optics 28, 187 (1981)

[69] H. Ishida and K. Ohta: "Matrix Formalism for Calculation of Electric Field Intensity of Light in
Stratified Multilayered Films", Applied Optics 29, 1952 (1990)

[70] K. Ohta and H. Ishida: "Matrix Formalism for Calculation of the Light Beam Intensity in Stratified
Multilayered Films, and its Use in the Analysis of Emission Spectra", Applied Optics 29, 2466
(1990)

[71] L. Le Guyader, A. Kleibert, F. Nolting, L. Joly, P. M. Derlet, R. V. Pisarev, A. Kirilyuk, T. Rasing
and A. V. Kimel: "Dynamics of Laser-Induced Spin Reorientation in Co/SmFeO3 Heterostructure",
Physical Review B 87, 054437 (2013)

[72] L. D. Landau and E. M. Lifshitz: "Electrodynamics of Continuous Media" in Course of Theoretical
Physics, volume 8 (Pergamon Press, Oxford, 1960), 2nd edition

[73] J. D. Jackson: Classical Electrodynamics (John Wiley & Sons, New York, 1998), 3rd edition

[74] P. M. Oppeneer: "Magneto-Optical Kerr Spectra" in K. H. J. Buschow (Editor), Handbook of
Magnetic Materials, volume 13, chapter 3, 229–422 (Elsevier, Amsterdam, 2001), 1st edition

[75] P. S. Pershan: "Magneto-Optical Effects", Journal of Applied Physics 38, 1482 (1967)

[76] G. Jellison Jr.: "Data analysis for spectroscopic ellipsometry", Thin Solid Films 234, 416 (1993)

[77] M. N. Polyanskiy: "Refractive index database" https://refractiveindex.info
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