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## Introduction

One method of embedding groups into skew fields was introduced by A. I. Mal'tsev and B. H. Neumann (cf. [18, 19]). If $G$ is an ordered group and $F$ is a skew field, the set $F((G))$ of formal power series over $F$ in $G$ with well-ordered support forms a skew field into which the group ring $F[G]$ can be embedded. Unfortunately it is not sufficient that $G$ is left-ordered since $F((G))$ is only an $F$-vector space in this case as there is no natural way to define a multiplication on $F((G))$. One way to extend the original idea onto left-ordered groups is to examine the endomorphism ring of $F((G))$ as explored by N. I. Dubrovin (cf. [5, 6]). It is possible to embed any crossed product ring $F[G ; \eta, \sigma]$ into the endomorphism ring of $F((G))$ such that each non-zero element of $F[G ; \eta, \sigma]$ defines an automorphism of $F((G))$ (cf. [5, 10). Thus, the rational closure of $F[G ; \eta, \sigma]$ in the endomorphism ring of $F((G))$, which we will call the Dubrovin-ring of $F[G ; \eta, \sigma]$, is a potential candidate for a skew field of fractions of $F[G ; \eta, \sigma]$. The methods of N. I. Dubrovin allowed to show that specific classes of groups can be embedded into a skew field. For example, N. I. Dubrovin contrived some special criteria, which are applicable on the universal covering group of $\operatorname{SL}(2, \mathbb{R})$. These methods have also been explored by J. Gräter and R. P. Sperner (cf. [10]) as well as N.H. Halimi and T. Ito (cf. [11]).

Furthermore, it is of interest to know if skew fields of fractions are unique. For example, left and right Ore domains have unique skew fields of fractions (cf. [2]). This is not the general case as for example the free group with 2 generators can be embedded into nonisomorphic skew fields of fractions (cf. [12]). It seems likely that Ore domains are the most general case for which unique skew fields of fractions exist. One approach to gain uniqueness is to restrict the search to skew fields of fractions with additional properties. I. Hughes has defined skew fields of fractions of crossed product rings $F[G ; \eta, \sigma]$ with locally indicable $G$ which fulfill a special condition. These are called Hughes-free skew fields of fractions and I. Hughes has proven that they are unique if they exist [13, 14]. This thesis will connect the ideas of N. I. Dubrovin and I. Hughes. The first chapter contains the basic terminology and concepts used in this thesis. We present methods provided by N. I. Dubrovin such as the complexity of elements in rational closures and special properties of endomorphisms of the vector space of formal power series $F((G))$. To combine the ideas of N.I. Dubrovin and I. Hughes we introduce Conradian left-ordered groups of maximal rank and examine their connection to locally indicable groups. Furthermore we provide notations for crossed product rings, skew fields of fractions as well as Dubrovin-rings and prove some technical statements which are used in later parts.
The second chapter focuses on Hughes-free skew fields of fractions and their connection to Dubrovin-rings. For that purpose we introduce series representations to interpret elements of Hughes-free skew fields of fractions as skew formal Laurent series. This
allows us to prove that for Conradian left-ordered groups $G$ of maximal rank the statement " $F[G ; \eta, \sigma]$ has a Hughes-free skew field of fractions" implies "The Dubrovin ring of $F[G ; \eta, \sigma]$ is a skew field". We will also prove the reverse and apply the results to give a new prove of Theorem 1 in [13]. Furthermore we will show how to extend injective ring homomorphisms of some crossed product rings onto their Hughes-free skew fields of fractions. At last we will be able to answer the open question whether Hughes-free skew fields are strongly Hughes-free (cf. [17, page 53]).

## 1 Basics

### 1.1 Rational closure and complexity

Definition 1.1.1 If $R$ is a ring with 1 , a subring $S$ of $R$ is called rationally closed in $R$, if $1 \in S$ and $s^{-1} \in S$ for every $s \in S \cap \mathrm{U}(R)$. For every subset $M \subseteq R$

$$
\bigcap\{S \subseteq R \mid M \subseteq S, S \text { is a rationally closed subring in } R\}
$$

is called the rational closure of $M$ in $R$.

## Remark 1.1.2

1. The rational closure of $M$ in $R$ is the smallest rationally closed subring of $R$ containing $M$.
2. If $D$ is a skew field, each subring which is rationally closed in $D$ is itself a skew field.

Theorem 1.1.3 ([8, Propositon 2.1]) Let $\Lambda$ be an ordinal number and $\mathbb{N}(\Lambda)$ be the free abelian $\mathbb{N}_{0}$-monoid with basis $\{\lambda \in \mathbb{O} \mathrm{n} \mid \lambda \leq \Lambda\}$. For all $x, y \in \mathbb{N}(\Lambda)$, there are $k \in \mathbb{N}$, $\lambda_{1}, \ldots, \lambda_{k} \in \mathbb{O}$ n and $n_{1}, \ldots, n_{k}, m_{1}, \ldots, m_{k} \in \mathbb{N}_{0}$ with $\lambda_{k}<\cdots<\lambda_{1}$ and

$$
\begin{aligned}
& x=n_{1} \lambda_{1}+\cdots+n_{k} \lambda_{k} \\
& y=m_{1} \lambda_{1}+\cdots+m_{k} \lambda_{k} .
\end{aligned}
$$

If there is a minimal $i \leq k$ with $n_{i} \neq m_{i}$, we define $x<y$ for $n_{i}<m_{i}$. This relation defines a well-order on $\mathbb{N}(\Lambda)$ which satisfies

$$
x<y \Longrightarrow x+z<y+z .
$$

for all $x, y, z \in \mathbb{N}(\Lambda)$.
Definition 1.1.4 Let $R$ be a ring with $1, M \subseteq R$ and $D$ be the rational closure of $M$ in $R$. We define a recursive series $\left(D_{\alpha}\right)_{\alpha<\gamma}$ of subsets in $R$ with $\gamma \in \mathbb{O} \mathrm{n}$ such that the union of the series is $D$. We start with

$$
\begin{aligned}
& D_{0}:=\{0\}, \\
& D_{1}:=\{0,1,-1\} \cup M \cup-M .
\end{aligned}
$$

If $\alpha \in \mathbb{O} \mathrm{n}$ is a limit ordinal number, we define $D_{\alpha}=\bigcup_{\alpha^{\prime}<\alpha} D_{\alpha}$. Otherwise there is an $\alpha^{\prime} \in \mathbb{O} \mathrm{n}$ with $\alpha=\alpha^{\prime}+1$. Here we distinguish the following cases.

Case 1: $D_{\alpha^{\prime}}$ is not additively closed. Then there is a minimal $\alpha_{1}+\cdots+\alpha_{n} \in \mathbb{N}\left(\alpha^{\prime}\right)$ with $D_{\alpha_{1}}+\cdots+D_{\alpha_{n}} \nsubseteq D_{\alpha^{\prime}}$. We define

$$
D_{\alpha}=D_{\alpha^{\prime}} \cup\left(D_{\alpha_{1}}+\cdots+D_{\alpha_{n}}\right) .
$$

Case 2: $D_{\alpha^{\prime}}$ is not multiplicatively closed but additively closed. Then there is a minimal $\alpha_{1}+\cdots+\alpha_{n} \in \mathbb{N}\left(\alpha^{\prime}\right)$ with $D_{\alpha_{1}} \cdots D_{\alpha_{n}} \nsubseteq D_{\alpha^{\prime}}$. We define

$$
D_{\alpha}=D_{\alpha^{\prime}} \cup\left(\bigcup_{\pi \in \mathrm{S}_{n}} D_{\alpha_{\pi(1)}} \cdots D_{\alpha_{\pi(n)}}\right) .
$$

Case 3: $D_{\alpha^{\prime}}$ is a ring but not rationally closed in $R$. Then there is a minimal $\alpha_{1} \leq \alpha^{\prime}$ with $D_{\alpha_{1}}^{-1} \nsubseteq D_{\alpha^{\prime}}$. We define

$$
D_{\alpha}=D_{\alpha^{\prime}} \cup D_{\alpha_{1}}^{-1}
$$

Case 4: If $D_{\alpha^{\prime}}$ is a rationally closed subring of $R$, we define $D_{\alpha}=D_{\alpha^{\prime}}$.
Since this series is strictly ascending for the first three cases, there exists a minimal $\gamma \leq \operatorname{card} R$ with $D_{\gamma}=D_{\gamma+1}$. Therefore $D_{\gamma}$ is the rational closure of $M$ in $R$.

Definition 1.1.5 ([8, Definitions 2.2, 2.3]) With the notation like in Definition 1.1.4 we define $\operatorname{cp}(a):=\min \left\{\alpha<\gamma \mid a \in D_{\alpha}\right\}$ as the complexity of $a \in D$. Furthermore we define

$$
\begin{aligned}
& a \unlhd b \Longleftrightarrow \operatorname{cp}(a) \leq \operatorname{cp}(b), \\
& a \triangleleft b \Longleftrightarrow \operatorname{cp}(a)<\operatorname{cp}(b)
\end{aligned}
$$

for all $a, b \in D$.
Remark 1.1.6 It is important to note that the complexity depends on $M$ and not purely the rational closure of $M$. If $M$ and $M^{\prime}$ have the same rational closure they may define different complexities.

Definition 1.1.7 ([8], page 38]) If $a \in D$ is not a sum of elements with lesser complexity, we call $a$ (additively) indecomposable. Otherwise it is called additively decomposable and there are $a_{1}, \ldots, a_{n} \in D$ with $a=a_{1}+\cdots+a_{n}$ and $c p\left(a_{1}\right)+\cdots+\operatorname{cp}\left(a_{n}\right)$ minimal in $\mathbb{N}(\gamma)$. This representation as a sum is called a complete additive decomposition of $a$. If $a \in D$ is additively indecomposable, we call $a$ a complete additive decomposition of $a$ itself.

Remark 1.1.8 ([8, Proposition 3.1]) If $a \in D, a \neq 0$ is additively indecomposable, $\{b \in D \mid b \triangleleft a\}$ is an abelian group with respect to + .

Theorem 1.1.9 ([8, Theorem 3.6]) If $a \in D$ is additively decomposable and $a_{1}+\cdots+a_{n}$ is a complete additive decomposition of $a$ as well as

$$
\begin{aligned}
& x=a_{1}+\cdots+a_{j}, \\
& y=a_{j+1}+\cdots+a_{n}
\end{aligned}
$$

for some $j \in\{1, \ldots, n-1\}$, the following statements hold true.
i) The sums $a_{1}+\cdots+a_{j}$ and $a_{j+1}+\cdots+a_{n}$ are complete additive decompositions of $x$ and $y$ respectively.
ii) For $x^{\prime}, y^{\prime} \in D$ with $x^{\prime} \unlhd x$ and $y^{\prime} \unlhd y$ we have $x^{\prime}+y^{\prime} \unlhd a$. If additionally $x^{\prime} \triangleleft x$ or $y^{\prime} \triangleleft y$ holds, then $x^{\prime}+y^{\prime} \triangleleft a$.

## Remark 1.1.10

1. Each additively decomposable element in $D$ is a sum of two elements with lesser complexity.
2. The above theorem can be generalized for any finite sum.

Definition 1.1.11 Let $a \in D$ be additively indecomposable. If $a \in D$ is not a product of elements with lesser complexity, we call $a$ an atom. Otherwise it is called multiplicatively decomposable and there are $a_{1}, \ldots, a_{n} \in D$ with $a=a_{1} \cdots a_{n}$ and $c p\left(a_{1}\right)+\cdots+\operatorname{cp}\left(a_{n}\right)$ minimal in $\mathbb{N}(\gamma)$. This representation as a product is called a complete multiplicative decomposition of $a$. If $a \in D$ is an atom, we call $a$ a complete multiplicative decomposition of $a$ itself and for $a \notin D_{1}$ we call $a$ a proper atom.

Theorem 1.1.12 ([8, Proposition 4.1]) If $a \in D$ is a proper atom, it is a unit in $D$ and $a^{-1} \triangleleft a$. Furthermore $\{b \in D \mid b \triangleleft a\}$ is a subring in $D$ and for each unit $b \in D$ the following holds:

$$
\begin{aligned}
& b^{-1} \unlhd a^{-1} \Longrightarrow b \unlhd a, \\
& b^{-1} \triangleleft a^{-1} \Longrightarrow b \triangleleft a
\end{aligned}
$$

Theorem 1.1.13 ([8, Theorem 4.6]) If $a \in D$ is multiplicatively decomposable and $a_{1} \cdots a_{n}$ is a complete multiplicative decomposition of $a$ as well as

$$
\begin{aligned}
& x=a_{1} \cdots a_{j}, \\
& y=a_{j+1} \cdots a_{n}
\end{aligned}
$$

for some $j \in\{1, \ldots, n-1\}$, the following statements hold true.
i) The products $a_{1} \cdots a_{j}$ and $a_{j+1} \cdots a_{n}$ are complete multiplicative decompositions of $x$ and $y$ respectively.
ii) For $x^{\prime}, y^{\prime} \in D$ with $x^{\prime} \unlhd x$ and $y^{\prime} \unlhd y$ we have $x^{\prime} y^{\prime} \unlhd a$. If additionally $x^{\prime} \triangleleft x$ or $y^{\prime} \triangleleft y$, then $x^{\prime} y^{\prime} \triangleleft a$.

## Remark 1.1.14

1. Each multiplicatively decomposable element in $D$ is a product of two elements with lesser complexity.
2. The above theorem can be generalized for any finite products.

Theorem 1.1.15 ([8, Proposition 4.8, Theorem 4.9]) Let $M$ as in Definition 1.1.4 be a subgroup of the group of units in $R$. Then the following statements hold.
i) If $a \in D$ and $g \in M \cup-M$, then $\operatorname{cp}(a g)=\operatorname{cp}(g a)=\operatorname{cp}(a)$.
ii) If $a \in D \backslash\{0\}$ is additively indecomposable, then $a$ is a unit in $D$. If additionally $\operatorname{cp}(a)>1$, then $a^{-1} \triangleleft a$ and $a^{-1}$ is additively decomposable.

Proposition 1.1.16 Let $S, R_{1}, R_{2}$ be rings with 1 and $\varphi: R_{1} \longrightarrow R_{2}$ as well as $\iota_{i}: S \longrightarrow R_{i}$ be injective ring homomorphisms with $\varphi(1)=1$ and $\iota_{i}(1)=1$ for $i \in\{1,2\}$ such that

is a commutative diagram. If $R_{1}$ is the rational closure of $\iota_{1}(S)$ in $R_{1}$, then $\varphi$ is uniquely determined by the commutative diagram.

Proof. Let $\varphi^{\prime}: R_{1} \longrightarrow R_{2}$ be an injective ring homomorphism such that

is a commutative diagram. We will show $\varphi(r)=\varphi^{\prime}(r)$ for all $r \in R_{1}$ by induction on $\operatorname{cp}(r)$. The induction basis is $r=\iota_{1}(s)$ for some $s \in S$. Since the above diagrams are commutative we conclude

$$
\varphi(r)=\varphi\left(\iota_{1}(s)\right)=\iota_{2}(s)=\varphi^{\prime}\left(\iota_{1}(s)\right)=\varphi^{\prime}(r) .
$$

If $r$ is additively decomposable there are $r_{1}, r_{2} \in R_{1}$ with $r=r_{1}+r_{2}$ and $r_{1}, r_{2} \triangleleft r$ as seen in Remark 1.1.10. Thus,

$$
\varphi(r)=\varphi\left(r_{1}+r_{2}\right)=\varphi\left(r_{1}\right)+\varphi\left(r_{2}\right) \stackrel{\mathrm{IH}}{=} \varphi^{\prime}\left(r_{1}\right)+\varphi^{\prime}\left(r_{2}\right)=\varphi^{\prime}\left(r_{1}+r_{2}\right)=\varphi^{\prime}(r) .
$$

If $r$ is multiplicatively decomposable there are $r_{1}, r_{2} \in R_{1}$ with $r=r_{1} r_{2}$ and $r_{1}, r_{2} \triangleleft r$ as seen in Remark 1.1.14. Thus,

$$
\varphi(r)=\varphi\left(r_{1} r_{2}\right)=\varphi\left(r_{1}\right) \varphi\left(r_{2}\right) \stackrel{\mathrm{IH}}{=} \varphi^{\prime}\left(r_{1}\right) \varphi^{\prime}\left(r_{2}\right)=\varphi^{\prime}\left(r_{1} r_{2}\right)=\varphi^{\prime}(r) .
$$

If $r$ is a proper atom, then $r^{-1} \triangleleft r$ as seen in Theorem 1.1.12. Thus,

$$
\varphi(r)=\varphi\left(r^{-1}\right)^{-1} \stackrel{\mathrm{H}}{=} \varphi^{\prime}\left(r^{-1}\right)^{-1}=\varphi^{\prime}(r) .
$$

Proposition 1.1.17 Let $S, R$ be rings with $1, D$ be a skew field and $\varphi: D \longrightarrow R$, $\iota_{1}: S \longrightarrow D$ as well as $\iota_{2}: S \longrightarrow R$ be injective ring homomorphisms with $\varphi(1)=1$ and $\iota_{i}(1)=1$ for $i \in\{1,2\}$ such that

is a commutative diagram. If $D$ is the rational closure of $\iota_{1}(S)$ in $D$, then $\varphi(D)$ is the rational closure of $\iota_{2}(S)$ in $R$.

Proof. Since $D$ is a skew field and $\varphi$ is injective, $\varphi(D)$ is also a skew field and as such rationally closed in $R$. Furthermore, $\iota_{1}(S) \subseteq D$ implies $\iota_{2}(S)=\varphi\left(\iota_{1}(S)\right) \subseteq \varphi(D)$. Therefore, if $R^{\prime}$ is the rational closure of $\iota_{2}(S)$ in $R$, then $R^{\prime} \subseteq \varphi(D)$. Let $D^{\prime}$ be the inverse image of $R^{\prime}$ under $\varphi$. If $d \in D^{\prime}$ is a unit in $D$, then $\varphi(d) \in R^{\prime}$ is a unit in $R$ which implies $\varphi\left(d^{-1}\right)=\varphi(d)^{-1} \in R^{\prime}$ and thus $d^{-1} \in D^{\prime}$. Therefore, $D^{\prime}$ is rationally closed in $D$. As $\varphi\left(\iota_{1}(S)\right)=\iota_{2}(S) \subseteq R^{\prime}$ implies $\iota_{1}(S) \subseteq D^{\prime}$ and $D$ is the rational closure of $\iota_{1}(S)$ in $D$, we conclude $D \subseteq D^{\prime}$. Therefore $\varphi(D) \subseteq \varphi\left(D^{\prime}\right)=R^{\prime}$.

### 1.2 Conradian left-ordered groups and locally indicable groups

Definition 1.2.1 If $G$ is a group and $<$ is a total order on $G$, then $<$ is called left-order of $G$ and $G$ is called left-ordered with respect to $<$ if

$$
a<b \Longrightarrow c a<c b
$$

for all $a, b, c \in G$. Analogously one defines right-orders. If $<$ is a left-order and a right-order at the same time it is called an order of $G$ and $G$ is called ordered group with respect to $<$.

## Remark 1.2.2

1. If $G$ is a left-ordered group and nothing more is said, we will use $<$ as the symbol for the corresponding left-order. Even if there are multiple left-ordered groups we will use the same symbol if there is no danger of confusion.
2. If $G$ is abelian and $<$ is a left-order of $G$, then $<$ is an order of $G$.
3. If $G$ is a left-ordered group it is torsion-free since $e<g$ implies $e<g<g^{2}<\cdots<g^{n}$ and therefore $e \neq g^{n}$ for all $n \in \mathbb{N}$.

Definition 1.2.3 If $G$ is a group then a subset $P \subseteq G$ is called a positive cone of $G$, if the following properties are fulfilled:
i) $P \cdot P \subseteq P$,
ii) $P \cap P^{-1}=\emptyset$,
iii) $G=P \cup P^{-1} \cup\{e\}$.

Theorem 1.2.4 (cf. [4, page 267][16, section 1.5.]) If $G$ is a left-ordered group then $P_{<}:=\{a \in G \mid e<a\}$ is a positive cone of $G$ such that

$$
a<b \Longleftrightarrow a^{-1} b \in P_{<}
$$

for all $a, b \in G$.
Theorem 1.2.5 (cf. [4, page 267][16, section 1.5.]) If $G$ is a group and $P$ is a positive cone of $G$ then

$$
a<b: \Longleftrightarrow a^{-1} b \in P
$$

for all $a, b \in G$ defines a left-order of $G$ such that $P=P_{<}$.

## Remark 1.2.6

1. As seen above each left-order admits a corresponding positive cone and vice versa. Therefore we will use both terms interchangeable.
2. If $G$ is a right-ordered group, then $P_{<}:=\{a \in G \mid e<a\}$ is a positive cone such that $a<b$ is equivalent to $b a^{-1} \in P_{<}$for all $a, b \in G$. Conversely, each positive cone $P$ of a group $G$ defines a right-order $<$ on $G$ such that $P=P_{<}$. Thus, each left-order of a group has a corresponding right-order and vice versa. This way one can translate statements about left-orders and right-orders of groups into each other. This comes in handy as we will mainly use left-orders even though most of the literature is about right-orders.

Definition 1.2.7 If $G$ is a left-ordered group and $C \subseteq G$ is a subset (subgroup) of $G$ then $C$ is called convex subset (subgroup) of $G$, if

$$
a<b<c \Longrightarrow b \in C
$$

for all $b \in G$ and $a, c \in C$.
Remark 1.2.8 For a subgroup $C$ of the left-ordered group $G$ it is sufficient to prove that $e<a<b$ implies $a \in C$ for all $a \in G$ and $b \in C$ to prove that $C$ is a convex subgroup of $G$.

Theorem 1.2.9 ([16, Theorem 2.1.1]) If $G$ is a left-ordered group the following statements hold:
i) The set of all convex subgroups is totally ordered with respect to $\subset$.
ii) The intersection as well as the union of any nonempty family of convex subgroups is a convex subgroup.

Definition 1.2.10 If $G$ is a left-ordered group and $a \in G, a \neq e$ we define

$$
\begin{aligned}
& C_{a}^{-}:=\bigcup\{C \subseteq G \mid C \text { is a convex subgroup of } G \text { with } a \notin C\}, \\
& C_{a}^{+}:=\bigcap\{C \subseteq G \mid C \text { is a convex subgroup of } G \text { with } a \in C\}, \\
& C_{a}:=C_{a}^{-}\langle a\rangle .
\end{aligned}
$$

## Remark 1.2.11

1. We define $C_{e}^{-}:=C_{e}^{+}:=C_{e}:=\{e\}$.
2. Theorem 1.2 .9 shows that $C_{a}^{-}$and $C_{a}^{+}$are convex subgroups of $G$. Furthermore $C_{a}^{+}\left(C_{a}^{-}\right)$is the smallest (biggest) convex subgroup of $G$ (not) containing $a$ (for $a \neq e$ ).

Definition 1.2.12 Let $G$ and $H$ be left-ordered groups. A group homomorphism $\varphi: G \longrightarrow H$ is called order-preserving if

$$
\varphi(a)<\varphi(b) \Longrightarrow a<b
$$

for all $a, b \in G$.

## Remark 1.2.13

1. The above property is equivalent to $a \leq b \Longrightarrow \varphi(a) \leq \varphi(b)$ for all $a, b \in G$.
2. The kernel $\operatorname{ker} \varphi$ is convex in $G$.
3. If $G$ and $H$ are left-ordered groups with corresponding positive cones $P_{G}$ and $P_{H}$ then a group homomorphism $\varphi: G \longrightarrow H$ is order-preserving if and only if $\varphi(a) \in P_{H}$ implies $a \in P_{G}$ for all $a \in G$.

Theorem 1.2.14 (4, 3.5 and Remark before 3.6]) Let $G$ be a left-ordered group and $C$ be a convex normal subgroup of $G$. Then $G / C$ is a left-ordered group with respect to the positive cone

$$
P:=\{g C \in G / C \mid g>e \text { and } g \notin C\}
$$

and the canonical homomorphism $\varphi: G \longrightarrow G / C$ is order-preserving.

## Remark 1.2.15

1. The above order of $G / C$ is called canonical left-order of $G / C$.
2. If $C$ is a convex normal subgroup of the left-ordered group $G$, then there is an order-preserving correspondence between the convex subgroups of $G / C$ and the convex subgroups of $G$ containing $C$. [4, after 3.6]

Theorem 1.2.16 (cf. [4, Lemma 4.1]) Let $G$ be a left-ordered group. The following properties are equivalent.
i) For all $a, b \in G$ with $e<a, b$ there exists an $n \in \mathbb{N}$ with $a b<(b a)^{n}$.
ii) For all $a, b \in G$ with $e<a<b$ there exists an $n \in \mathbb{N}$ with $b<a^{-1} b^{n} a$.
iii) For all $a, b \in G$ with $e<a, b$ there exists an $n \in \mathbb{N}$ with $a<b a^{n}$.

Definition 1.2.17 A left-order < is called Conradian left-order if it has one of the properties in Theorem 1.2.16 and a left-ordered group is called Conradian left-ordered group if its left-order is a Conradian left-order.

Remark 1.2.18 Each ordered group is also Conradian left-ordered.
Definition 1.2.19 A left-ordered group $G$ is called Archimedean left-ordered group if for all $a, b \in G$ with $e<b$ there exists an $n \in \mathbb{N}$ with $a<b^{n}$.

Theorem 1.2.20 (cf. [4, 3.8][16, Theorem 2.2.1]) If $G$ is a left-ordered group, then $G$ is Archimedean left-ordered if and only if there exists an order-preserving isomorphism of $G$ onto a subgroup of the additive group $\mathbb{R}$.

Remark 1.2.21 Since $\mathbb{R}$ is commutative, each Archimedean left-order is also an order. Therefore we will also use the term Archimedean order.

Theorem 1.2.22 ([4, 4.1]) Let $G$ be a left-ordered group with respect to $<$. The following statements are equivalent.
i) The left-order $<$ is a Conradian left-order.
ii) For every $a \in G$ the subgroup $C_{a}^{-}$is a normal subgroup of $C_{a}^{+}$and $C_{a}^{+} / C_{a}^{-}$is an Archimedean ordered group with respect to the canonical order.

Corollary 1.2.23 If $G$ is a Conradian left-ordered group and $a \in G$ then $C_{a}$ is a subgroup of $C_{a}^{+}$and $C_{a}^{-}$is a normal subgroup of $C_{a}$.

Definition 1.2.24 Let $G$ be a group and $\Lambda$ be a set of subgroups of $G$. We call $\Lambda$ a subnormal system if the following holds:
i) $\{e\}, G \in \Lambda$.
ii) $\Lambda$ is totally ordered with respect to $\subset$.
iii) If $\Lambda^{\prime} \subseteq \Lambda, \Lambda^{\prime} \neq \emptyset$, then $\bigcap \Lambda^{\prime}, \bigcup \Lambda^{\prime} \in \Lambda$.
iv) If $\Delta, \Delta^{\prime} \in \Lambda$ such that $\Delta$ is the direct successor of $\Delta^{\prime}$ in $\Lambda$, then $\Delta^{\prime}$ is a normal subgroup of $\Delta$. We call $\Delta / \Delta^{\prime}$ factor of $\Lambda$.

## Remark 1.2.25

1. If $\Lambda$ is a subnormal system and $a \in G, a \neq e$, we define $\Delta_{a}^{-}:=\bigcup\{\Delta \in \Lambda \mid a \notin \Delta\}$ and $\Delta_{a}^{+}:=\bigcap\{\Delta \in \Lambda \mid a \in \Delta\}$. As one can easily see, $\Delta_{a}^{+}$is the direct successor of $\Delta_{a}^{-}$in $\Lambda$. Furthermore $\Delta_{a}^{+}\left(\Delta_{a}^{-}\right)$is the smallest (biggest) element of $\Lambda$ (not) containing $a$.
2. Theorem 1.2 .22 shows that a left-ordered group $G$ is Conradian left-ordered if and only if the set of all convex subgroups of $G$ is a subnormal system such that the canonical left-orders of its factors are Archimedean orders.

Lemma 1.2.26 If $G$ is a group and $\Lambda$ is a subnormal system in $G$ such that each factor of $\Lambda$ admits a Conradian left-order, there is a Conradian left-order on $G$ so that the canonical homomorphisms of the factors of $\Lambda$ are order preserving. Especially each element of $\Lambda$ is a convex subgroup of $G$.

Proof. We define $P:=\left\{a \in G \backslash\{e\} \mid a \Delta_{a}^{-}>\Delta_{a}^{-}\right\}$. If $a, b \in P$ one can assume that $b \in \Delta_{a}^{+}$. We examine the following cases
Case 1: If $b \in \Delta_{a}^{-}$then $a b \in \Delta_{a}^{+} \Delta_{a}^{-} \subseteq \Delta_{a}^{+}$and $a b \Delta_{a}^{-}=a \Delta_{a}^{-}>\Delta_{a}^{-}$which implies $a b \notin \Delta_{a}^{-}$. Hence $\Delta_{a b}^{-}=\Delta_{a}^{-}$and therefore $a b \in P$.
Case 2: If $b \notin \Delta_{a}^{-}$then $\Delta_{b}^{-}=\Delta_{a}^{-}$and $\Delta_{b}^{+}=\Delta_{a}^{+}$. Since $\Delta_{a}^{+} / \Delta_{a}^{-}$is left-ordered we conclude $a b \Delta_{a}^{-}>\Delta_{a}^{-}$which also implies $a b \notin \Delta_{a}^{-}$. Since $a b \in \Delta_{a}^{+} \Delta_{b}^{+}=\Delta_{a}^{+}$we have $\Delta_{a b}^{-}=\Delta_{a}^{-}$and therefore $a b \in P$.
These cases prove $P \cdot P \subseteq P$. If $a \in P$ then $a \Delta_{a}^{-}>\Delta_{a}^{-}$. This implies $a^{-1} \Delta_{a}^{-}<\Delta_{a}^{-}$and since $\Delta_{a}^{-}=\Delta_{a^{-1}}^{-}$we conclude $a \notin P$. Thus $P \cap P^{-1}=\emptyset$. If $a \in G$ with $a \neq e$, then $a \Delta_{a}^{-}>\Delta_{a}^{-}$or $a^{-1} \Delta_{a}^{-}>\Delta_{a}^{-}$. Since $\Delta_{a}^{-}=\Delta_{a^{-1}}^{-}$this proves $G=P \cup P^{-1} \cup\{e\}$. Hence $P$ is a positive cone and defines a left-order $<$ of $G$.
Let $\Delta / \Delta^{\prime}$ be a factor of $\Lambda$ and $\varphi: \Delta \longrightarrow \Delta / \Delta^{\prime}$ be the corresponding canonical homomorphism. If $a \in \Delta$ with $\varphi(a)>e$, then $a \Delta_{a}^{-}>\Delta_{a}^{-}$and therefore $a>e$. Thus $\varphi$ is order-preserving according to Remark 1.2.13. Furthermore this shows that $\Delta^{\prime}$ is convex in $G$ as it is the kernel of $\varphi$.
If $\Delta \in \Lambda$ with $\Delta=G$ it is obviously convex. Otherwise $\Delta$ is convex since

$$
\Delta=\bigcap_{a \in G \backslash \Delta} \Delta_{a}^{-}
$$

where each $\Delta_{a}^{-}$is convex as seen above and the nonempty intersection of convex subgroups is itself convex according to Theorem 1.2.9.
For $a, b \in G$ with $e<a, b$ we can assume that $b \in \Delta_{a}^{+}$. Since $a>e$ we have $a \Delta_{a}^{-}>\Delta_{a}^{-}$. Let $\varphi: \Delta_{a}^{+} \longrightarrow \Delta_{a}^{+} / \Delta_{a}^{-}$be the canonical homomorphism. We examine the following cases.

Case 1: If $b \in \Delta_{a}^{-}$then $a b \Delta_{a}^{-}=b a \Delta_{a}^{-}=a \Delta_{a}^{-}<a^{2} \Delta_{a}^{-}=(a b)^{2} \Delta_{a}^{-}=(b a)^{2} \Delta_{a}^{-}$. Thus $a b<(b a)^{2}$ and $b a<(a b)^{2}$ since $\varphi$ is order-preserving.
Case 2: If $b \notin \Delta_{a}^{-}$then $\Delta_{a}^{-}=\Delta_{b}^{-}$and therefore $b \Delta_{a}^{-}>\Delta_{a}^{-}$as $b>e$. Since $\Delta_{a}^{+} / \Delta_{a}^{-}$is a Conradian left-ordered group there exists an $n \in \mathbb{N}$ with $a b \Delta_{a}^{-}=a \Delta_{a}^{-} b \Delta_{a}^{-}<$ $\left(b \Delta_{a}^{-} a \Delta_{a}^{-}\right)^{n}=(b a)^{n} \Delta_{a}^{-}$. Thus $a b<(b a)^{n}$ since $\varphi$ is order-preserving.
This proves that $<$ is a Conradian left-order.
Theorem 1.2.27 If $G$ is a group and $\Lambda$ is a subnormal system in $G$ such that each factor of $\Lambda$ is abelian and torsion-free, there exists a Conradian left-order of $G$ with the following properties:
i) Each element of $\Lambda$ is a convex subgroup of $G$.
ii) For each $a \in G$ the finitely generated subgroups of $C_{a}^{+} / C_{a}^{-}$are cyclic.

Proof. Because of Lemma 1.2 .26 it is sufficient to prove this statement for torsion-free abelian groups, whereas the second property is obtained by considering the following diagram and Remark 1.2.15.

$$
C_{a}^{+} / C_{a}^{-} \nleftarrow C_{a}^{+} / \Delta_{a}^{-} \subseteq \Delta_{a}^{+} / \Delta_{a}^{-}
$$

Let $H$ be an additively written abelian torsion-free group. Then $\sim$ defined by

$$
(a, m) \sim(b, n): \Longleftrightarrow n a=m b
$$

for all $a, b \in H$ and $m, n \in \mathbb{N}$ is an equivalence relation on $H \times \mathbb{N}$. If one defines $\frac{a}{n}:=\{(b, m) \in H \times \mathbb{N} \mid(a, n) \sim(b, m)\}$ and $H^{\prime}:=\left\{\left.\frac{a}{n} \right\rvert\, a \in H, n \in \mathbb{N}\right\}$ then $H^{\prime}$ equipped with the operation

$$
\frac{a}{n}+\frac{b}{m}:=\frac{m a+n b}{n m}
$$

for all $\frac{a}{n}, \frac{b}{m} \in H^{\prime}$ is an abelian torsion-free group such that $H \longrightarrow H^{\prime}, h \longmapsto \frac{h}{1}$ is an injective group homomorphism. Furthermore $H^{\prime}$ is divisible and can therefore be viewed as a $\mathbb{Q}$-vector space. It has a $\mathbb{Q}$ basis $B$ which we assume to be well-ordered. Let $B=\left\{v_{\alpha} \mid \alpha<\gamma\right\}$ for an ordinal number $\gamma \in \mathbb{O}$ n. For each $\beta \leq \gamma$ we define $H_{\beta}$ as the subspace of $H^{\prime}$ with basis $\left\{v_{\alpha} \mid \alpha<\beta\right\}$. Thus $\Lambda:=\left\{H_{\beta} \mid \beta \leq \gamma\right\}$ is a subnormal system in $H^{\prime}$ with factors which are isomorphic to $\mathbb{Q}$. Lemma 1.2 .26 implies that there exists a Conradian left-order on $H^{\prime}$ such that the elements of $\Lambda$ are convex subgroups of $H^{\prime}$. This induces a Conradian left-order on $H$ such that the factors of the subnormal system of its convex subgroups are isomorphic to subgroups of $\mathbb{Q}$. Thus each finitely generated subgroup of such a factor is cyclic.

Definition 1.2.28 A Conradian left-ordered group $G$ has maximal rank if for each $a \in G$ the finitely generated subgroups of $C_{a}^{+} / C_{a}^{-}$are cyclic.

Lemma 1.2.29 If $G$ is a Conradian left-ordered group with respect to $<$, there exists a Conradian left-order $<^{\prime}$ on $G$ such that $G$ with $<^{\prime}$ has maximal rank and each convex subgroup of $G$ with respect to $<$ is also a convex subgroup with respect to the $<^{\prime}$.

Proof. Let $\Lambda$ be the set of all convex subgroups of $G$ with respect to $<$. According to Remark $1.2 .25 \Lambda$ is a subnormal system with Archimedian ordered factors. Since Archimedian ordered groups are abelian and torsion-free we can apply Theorem 1.2.27 which proves the claim.

Definition 1.2.30 ([16, page 50]) A group $G$ is called locally indicable if for every finitely generated nontrivial subgroup $U$ of $G$ there is a nontrivial homomorphism from $U$ onto $\mathbb{Z}$.

Theorem 1.2.31 ([21, Theorem 4.1.][15]) A group is locally indicable if and only if there exists a Conradian left-order of the group.

### 1.3 Group extensions and crossed product rings

Remark 1.3.1 Details about crossed product groups (group extensions) can be found in [22] and [1, Chapter 4.1].

Definition 1.3.2 Let $H$ and $N$ be groups and $\sigma: H \longrightarrow \operatorname{Aut} N, a \longmapsto \sigma_{a}$ as well as $\eta: H^{2} \longrightarrow N$ be functions. We call $(N, H, \eta, \sigma)$ a factor system if the following is true for all $a, b, c \in H$ and $u \in N$ :
i) $\eta(a, e)=\eta(e, a)=e$,
ii) $\sigma_{a} \sigma_{b}(u)=\eta(a, b) \sigma_{a b}(u) \eta(a, b)^{-1}$,
iii) $\sigma_{a}(\eta(b, c)) \eta(a, b c)=\eta(a, b) \eta(a b, c)$.

Remark 1.3.3 If $u \in N$ then $\sigma_{e} \sigma_{e}(u)=\eta(e, e) \sigma_{e^{2}}(u) \eta(e, e)^{-1}=e \cdot \sigma_{e}(u) \cdot e=\sigma_{e}(u)$ and since $\sigma_{e}$ is an automorphism we conclude $\sigma_{e}=\operatorname{id}_{N}$.

Definition 1.3.4 Let $(N, H, \eta, \sigma)$ be a factor system. Then $N \rtimes_{\eta, \sigma} H$ is defined as the set $N \times H$ equipped with the operation

$$
(u, a)(v, b):=\left(u \sigma_{a}(v) \eta(a, b), a b\right)
$$

This set is called crossed product group of $N$ and $H$ with respect to the factor system ( $N, H, \eta, \sigma$ ).

Theorem 1.3.5 If $(N, H, \eta, \sigma)$ is a factor system, $N \rtimes_{\eta, \sigma} H$, the crossed product group of $N$ and $H$ with respect to $(N, H, \eta, \sigma)$, is a group,

$$
\iota: N \longrightarrow N \rtimes_{\eta, \sigma} H, u \longmapsto(u, e)
$$

is an injective homomorphism and

$$
\pi: N \rtimes_{\eta, \sigma} H \longrightarrow H,(u, a) \longmapsto a
$$

is a surjective homomorphism with kernel $\operatorname{ker} \pi=\iota(N)$.
Theorem 1.3.6 Let $G, H$ be groups, $N$ be a normal subgroup of $G$ and $G / N \cong H$. Then there exists a factor system $(N, H, \eta, \sigma)$ such that $G \cong N \rtimes_{\eta, \sigma} H$.

Remark 1.3.7 Details about crossed product rings can be found in [20, Chapter 1].
Theorem 1.3.8 Let $F$ be a skew field, $G$ be a group and $\left(F^{\times}, G, \eta, \sigma\right)$ be a factor system. For any fixed set $X$ and bijective map $x: G \longrightarrow X, g \longmapsto x_{g}$, define $F[G ; \eta, \sigma]$ as the left $F$-vector space with basis $X$. Each element of $F[G ; \eta, \sigma]$ has a unique representation in the form

$$
\sum_{g \in G} a_{g} x_{g}
$$

with $a_{g} \neq 0$ for only finitely many $g \in G$ and

$$
\left(\sum_{g \in G} a_{g} x_{g}\right)\left(\sum_{h \in G} b_{h} x_{h}\right):=\sum_{g \in G} \sum_{h \in G} a_{g} x_{g} \cdot b_{h} x_{h}
$$

with

$$
a_{g} x_{g} \cdot b_{h} x_{h}:=a_{g} \sigma_{g}\left(b_{h}\right) \eta(g, h) x_{g h}
$$

defines a multiplication on $F[G ; \eta, \sigma]$ such that $F[G ; \eta, \sigma]$ is a ring with 1 . We call $F[G ; \eta, \sigma]$ a crossed product ring.

Remark 1.3.9 Let $F[G ; \eta, \sigma]$ be a crossed product ring.

1. There are canonical embeddings of $F$ and $F^{\times} \rtimes_{\eta, \sigma} G$ into $F[G ; \eta, \sigma]$ and the group of units of $F[G ; \eta, \sigma]$ respectively. These are

$$
\begin{aligned}
& \pi_{1}: F \longrightarrow F[G ; \eta, \sigma], a \longmapsto a x_{e}, \\
& \pi_{2}: F^{\times} \rtimes_{\eta, \sigma} G \longrightarrow \mathrm{U}(F[G ; \eta, \sigma]),(a, g) \longmapsto a x_{g}
\end{aligned}
$$

We will view $F$ and $F^{\times} \rtimes_{\eta, \sigma} G$ as subsets of $F[G ; \eta, \sigma]$.
2. For $T \subseteq F$ and $U \subseteq G$ we will write $T U:=\left\{a x_{g} \mid a \in T, g \in U\right\}$. Thus, $F^{\times} G=F^{\times} \rtimes_{\eta, \sigma} G$.

Theorem 1.3.10 If $G$ is a left-ordered group and $F[G ; \eta, \sigma]$ is a crossed product ring, then the group of units in $F[G ; \eta, \sigma]$ is equal to $F^{\times} G$.

Proof. As noted in Remark 1.3 .9 each $a x_{g} \in F^{\times} G$ is a unit in $F[G ; \eta, \sigma]$. Now let $b_{1} x_{h_{1}}+\cdots+b_{m} x_{h_{m}}$ be a unit in $F[G ; \eta, \alpha]$ with $m \in \mathbb{N}, b_{j} \in F^{\times}$and $h_{j} \in G$ for $j \leq m$. Without loss of generality one can assume that $h_{1}<\cdots<h_{m}$. If $a_{1} x_{g_{1}}+\cdots+a_{n} x_{g_{n}}$ is the inverse of $b_{1} x_{h_{1}}+\cdots+b_{m} x_{h_{m}}$ with $n \in \mathbb{N}, a_{i} \in F^{\times}$and $g_{i} \in G$ for $i \leq n$, as well as pairwise different $g_{i}$, we have

$$
x_{e}=\left(a_{1} x_{g_{1}}+\cdots+a_{n} x_{g_{n}}\right)\left(b_{1} x_{h_{1}}+\cdots+b_{m} x_{h_{m}}\right)
$$

and therefore

$$
0=\sum_{\substack{i \leq n, j \leq m \\ g_{i} h_{j}=g}} a_{i} x_{g_{i}} b_{j} x_{h_{j}}=\sum_{\substack{i \leq n, j \leq m \\ g_{i} h_{j}=g}} \underbrace{\left(a_{i} \sigma_{g_{i}}\left(b_{j}\right) \eta\left(g_{i}, h_{j}\right)\right)}_{\neq 0} x_{g}
$$

for all $g \in G$ with $g \neq e$. We choose $i^{\prime}, i^{\prime \prime} \leq n$ with $g_{i^{\prime}} h_{1}$ minimal and $g_{i^{\prime \prime}} h_{m}$ maximal in $G$. If $j \leq m$ and $i \leq n$, we observe

$$
\left.\begin{array}{l}
g_{i^{\prime}} h_{1} \leq g_{i} h_{1}<g_{i} h_{j}, \quad \text { for } j \neq 1 \\
g_{i^{\prime}} h_{1}<g_{i} h_{1} \leq g_{i} h_{j}, \quad \text { for } i \neq i^{\prime}
\end{array}\right\} \Longrightarrow g_{i^{\prime}} h_{1}<g_{i} h_{j}, \text { for }(i, j) \neq\left(i^{\prime}, 1\right)
$$

Thus there is only one pair $(i, j)$ with $g_{i} h_{j}=g_{i^{\prime}} h_{1}$. For this we conclude $e=g_{i} h_{j}=g_{i^{\prime}} h_{1}$. Similarly $g_{i^{\prime \prime}} h_{m}=e$ which implies $m=1$. Hence $b_{1} x_{h_{1}}+\cdots+b_{m} x_{h_{m}}=b_{1} x_{h_{1}} \in F^{\times} G$.

Theorem 1.3.11 Let $G_{1}, G_{2}$ be left-ordered groups and $F_{1}\left[G_{1} ; \eta_{1}, \sigma_{1}\right], F_{2}\left[G_{2} ; \eta_{2}, \sigma_{2}\right]$ be crossed product rings as well as

$$
\varphi: F_{1}\left[G_{1} ; \eta_{1}, \sigma_{1}\right] \longrightarrow F_{2}\left[G_{2} ; \eta_{2}, \sigma_{2}\right]
$$

be a ring homomorphism with $\varphi(1)=1$. Then $\varphi\left(F_{1}\right) \subseteq F_{2}$ and there exists a unique group homomorphism $\psi: G_{1} \longrightarrow G_{2}$, such that for every $g \in G_{1}$ there is an $a \in F_{2}^{\times}$ with $\varphi\left(x_{g}\right)=a x_{\psi(g)}$.

Proof. If $a \in F_{1}$ with $a=0$ or $a=1$, then $\varphi(a)=0 \in F_{2}$ or $\varphi(a)=1 \in F_{2}$. Now let us choose an $a \in F_{1}$ with $a \neq 0,1$. Then $a$ as well as $a-1$ are units in $F_{1}\left[G_{1}, \eta_{1}, \alpha_{1}\right]$. Therefore $\varphi(a)$ and $\varphi(a-1)$ are units in $F_{2}\left[G_{2}, \eta_{2}, \alpha_{2}\right]$. Theorem 1.3.10 implies that there are $b \in F_{2}, g \in G_{2}$ with $\varphi(a)=b x_{g}$. Thus $b x_{g}-x_{e}=\varphi(a)-\varphi(1)=\varphi(a-1) \in F_{2}^{\times} G_{2}$. Theorem 1.3.10 now implies $g=e$ and therefore $\varphi(a)=b x_{e} \in F_{2}$.
For each $g \in G_{1}$ there are $a \in F_{2}^{\times}$and $g^{\prime} \in G_{2}$ with $\varphi\left(x_{g}\right)=a x_{g^{\prime}}$. Let $\psi: G_{1} \longrightarrow G_{2}$ be defined by $\psi(g):=g^{\prime}$. If $g, h \in G_{1}$, there are $a, b \in F_{2}^{\times}$and $g^{\prime}, h^{\prime} \in G_{2}$ with $\varphi\left(x_{g}\right)=a x_{g^{\prime}}$ and $\varphi\left(x_{h}\right)=b x_{h^{\prime}}$. Since

$$
\begin{aligned}
\varphi\left(x_{g h}\right) & =\underbrace{\varphi\left(\eta_{2}(g, h)\right)^{-1}}_{=: c \in F_{2}^{\times}} \varphi\left(\eta_{2}(g, h)\right) \varphi\left(x_{g h}\right)=c \varphi\left(\eta_{2}(g, h) x_{g h}\right)=c \varphi\left(x_{g} x_{h}\right)=c \varphi\left(x_{g}\right) \varphi\left(x_{h}\right) \\
& =c a x_{g^{\prime}} b x_{h^{\prime}}=\underbrace{c a \sigma_{2 g^{\prime}}(b) \eta_{2}\left(g^{\prime}, h^{\prime}\right)}_{\neq 0} x_{g^{\prime} h^{\prime}}
\end{aligned}
$$

we conclude $\psi(g h)=g^{\prime} h^{\prime}=\psi(g) \psi(h)$. Thus $\psi$ is a group homomorphism. At last, $\psi$ is uniquely defined by $\varphi$ since for each $g \in G_{1}$ there is an $a \in F_{2}^{\times}$with $\varphi\left(x_{g}\right)=a x_{\psi(g)}$.

Remark 1.3.12 If $F[G ; \eta, \sigma]$ is a crossed product ring and $H$ is a subgroup of $G$, then $F\left[H ;\left.\eta\right|_{H \times H},\left.\sigma\right|_{H}\right]$ is a crossed product ring and

$$
\iota: F\left[H ;\left.\eta\right|_{H \times H},\left.\sigma\right|_{H}\right] \longrightarrow F[G ; \eta, \sigma], a_{1} x_{h_{1}}+\cdots+a_{n} x_{h_{n}} \longmapsto a_{1} x_{h_{1}}+\cdots+a_{n} x_{h_{n}}
$$

is an injective ring homomorphism with $\iota(1)=1$. We will write $F[H ; \eta, \sigma]$ instead of $F\left[H ;\left.\eta\right|_{H \times H},\left.\sigma\right|_{H}\right]$ and can interpret $F[H ; \eta, \sigma]$ as a subring of $F[G ; \eta, \sigma]$.

Proposition 1.3.13 Let $F[G ; \eta, \sigma]$ be a crossed product ring. Then the following statements hold.
i) If $a_{1}, \ldots, a_{n} \in F$ and $g_{1}, \ldots, g_{n} \in G$ for some $n \in \mathbb{N}$, then there is an $a \in F$ with

$$
\prod_{i=1}^{n} a_{i} x_{g_{i}}=a x_{g_{1} \cdots g_{n}}
$$

Furthermore $a=0$ implies $a_{i}=0$ for some $i \leq n$.
ii) If $g \in G$ then there is an $a \in F^{\times}$with $x_{g}^{-1}=a x_{g^{-1}}$.

Proof.
i) We will prove this by induction on $n$. For $n=1$ there is nothing to show. If $n>1$ we have

$$
\prod_{i=1}^{n} a_{i} x_{g_{i}}=a_{1} x_{g_{1}} \prod_{i=2}^{n} a_{i} x_{g_{i}} \stackrel{\mathrm{IH}}{=} a_{1} x_{g_{1}} a^{\prime} x_{g_{2} \cdots g_{n}}=\underbrace{a_{1} \sigma_{g_{1}}\left(a^{\prime}\right) \eta\left(g_{1}, g_{2} \cdots g_{n}\right)}_{=: a \in F} x_{g_{1} \cdots g_{n}} .
$$

If $a=0$ then $a_{1}=0$ or $\sigma_{g_{1}}\left(a^{\prime}\right)=0$, where the latter implies $a^{\prime}=0$ and therefore $a_{i}=0$ for some $i \leq n$ with $i \neq 0$ by induction hypothesis.
ii) Since

$$
x_{g^{-1}} x_{g}=\eta\left(g^{-1}, g\right) x_{g^{-1} g}=\eta\left(g^{-1}, g\right) x_{e}
$$

we have $x_{g}^{-1}=\eta\left(g^{-1}, g\right)^{-1} x_{g^{-1}}$.

### 1.4 Formal power series

Remark 1.4.1 In the following section $F$ will be a skew field and $\Gamma$ a totally ordered nonempty set without maximal or minimal elements. Furthermore we define $\hat{\Gamma}:=$ $\Gamma \cup\{\infty\}$ together with $\gamma<\infty$ for all $\gamma \in \Gamma$.

Definition 1.4.2 Let $m: \Gamma \longrightarrow F$ be a function. Then $\operatorname{supp} m:=\{\gamma \in \Gamma \mid m(\gamma) \neq 0\}$ is called the support of $m$. If $\operatorname{supp} m$ is a well-ordered subset of $\Gamma$ we call $m$ a formal power series (over $\Gamma$ with coefficients in $F)$. Furthermore $F((\Gamma)$ ) denotes the set of all formal power series over $\Gamma$ with coefficients in $F$.

## Remark 1.4.3

1. $F((\Gamma))$ is a right $F$-vector space with respect to the operations

$$
\begin{aligned}
m+m^{\prime} & : \Gamma \longrightarrow F, \gamma \longmapsto m(\gamma)+m^{\prime}(\gamma) \\
m a & : \Gamma \longrightarrow F, \gamma \longmapsto m(\gamma) a
\end{aligned}
$$

for $m, m^{\prime} \in F((G))$ and $a \in F$.
2. For $m \in F((\Gamma))$ we define $m_{\gamma}:=m(\gamma)$ for all $\gamma \in \Gamma$ and write $m$ as the formal sum $\sum_{\gamma \in \Gamma} \gamma m_{\gamma}$ or just $\sum \gamma m_{\gamma}$ if there is no ambiguity. Then we have

$$
\begin{aligned}
\sum \gamma m_{\gamma}+\sum \gamma m_{\gamma}^{\prime} & =\sum \gamma\left(m_{\gamma}+m_{\gamma}^{\prime}\right) \\
\left(\sum \gamma m_{\gamma}\right) \cdot a & =\sum \gamma\left(m_{\gamma} a\right)
\end{aligned}
$$

3. If supp $m=\left\{\gamma_{1}, \ldots, \gamma_{n}\right\}$ for some $n \in \mathbb{N}_{0}$ we also write $m=\gamma_{1} m_{\gamma_{1}}+\cdots+\gamma_{n} m_{\gamma_{n}}$.
4. We write $\gamma$ instead of $\gamma 1$. Thus, we can treat $\Gamma$ as a subset of $F((\Gamma))$.

Definition 1.4.4 For $\left\{m_{i} \mid i \in I\right\} \subseteq F((\Gamma))$ the formal sum $\sum_{i \in I} m_{i}$ is called convergent if for every $\gamma \in \Gamma$ there are only finitely many $i \in I$ with $\gamma \in \operatorname{supp} m_{i}$ and $\bigcup_{i \in I} \operatorname{supp} m_{i}$ is well-ordered.

## Remark 1.4.5

1. If $\sum_{i \in I} m_{i}$ is convergent then

$$
m: \Gamma \longrightarrow F, \gamma \longmapsto \sum_{i \in I} m_{i}(\gamma)
$$

is a well-defined function and $\operatorname{supp} m \subseteq \bigcup_{i \in I} \operatorname{supp} m_{i}$ is well-ordered. Thus, $m \in F((\Gamma))$. We write $\sum_{i \in I} m_{i}:=m$.
2. If $\sum_{i \in I} m_{i}$ is convergent then $\sum_{i \in I^{\prime}} m_{i}$ is convergent for each $I^{\prime} \subseteq I$.
3. We will write $\sum m_{i}$ instead of $\sum_{i \in I} m_{i}$ if there is no ambiguity.
4. For $m \in F((\Gamma))$ we can interpret $\gamma m_{\gamma}$ as an element of $F((\Gamma))$. In this case the sum $\sum \gamma m_{\gamma}$ is convergent and therefore the formal sum coincides with the convergent sum.
5. If $\sum m_{i}$ is convergent then $\left\{m_{i} \mid i \in I\right\}$ is called summable in [5, $\S 4$ Definition 2].

Lemma 1.4.6 Let $J, I$ be index sets $m_{j} \in F((\Gamma))$ for all $j \in J$ such that $\sum_{j \in J} m_{j}$ converges and $J_{i} \subseteq J$ for all $i \in I$ such that $J=\bigcup_{i \in I} J_{i}$ is a disjoint union. Then $\sum_{j \in J_{i}} m_{j}$ converges for all $i \in I$. If $m_{i}^{\prime}:=\sum_{j \in J_{i}} m_{j}$ then $\sum_{i \in I} m_{i}^{\prime}$ converges and $\sum_{j \in J} m_{j}=\sum_{i \in I} m_{i}^{\prime}$.

Proof. Since $J_{i} \subseteq J$ for each $i \in I$ there is nothing to show for the first convergence. Because of supp $m_{i}^{\prime} \subseteq \bigcup_{j \in J_{i}} \operatorname{supp} m_{j}$ we have

$$
\bigcup_{i \in I} \operatorname{supp} m_{i}^{\prime} \subseteq \bigcup_{i \in I} \bigcup_{j \in J_{i}} \operatorname{supp} m_{j} \subseteq \bigcup_{j \in J} \operatorname{supp} m_{j}
$$

which implies that $\bigcup_{i \in I} \operatorname{supp} m_{i}^{\prime}$ is well-ordered. If $\gamma \in \Gamma$ with $\gamma \in \operatorname{supp} m_{i}^{\prime}$ for some $i \in I$ then there exists a $j \in J_{i}$ with $\gamma \in \operatorname{supp} m_{j}$. Since $J=\bigcup_{i \in I} J_{i}$ is a disjoint union and there are only finitely many $j \in J$ with $\gamma \in \operatorname{supp} m_{j}$ there are only finitely many $i \in I$ with $\gamma \in \operatorname{supp} m_{i}^{\prime}$. Thus $\sum_{i \in I} m_{i}^{\prime}$ converges.
For a fixed $\gamma \in \Gamma$ the set $J^{\prime}:=\left\{j \in J \mid \gamma \in \operatorname{supp} m_{j}\right\}$ is finite. If $J_{i}^{\prime}:=J^{\prime} \cap J_{i}$ for all $i \in I$ then $J^{\prime}=\bigcup_{i \in I} J_{i}^{\prime}$ is a disjoint union. Hence

$$
\sum_{j \in J} m_{j}(\gamma)=\sum_{j \in J^{\prime}} m_{j}(\gamma)=\sum_{i \in I} \sum_{j \in J_{i}^{\prime}} m_{j}(\gamma)=\sum_{i \in I} m_{i}^{\prime}(\gamma)
$$

and $\sum_{j \in J} m_{j}=\sum_{i \in I} m_{i}^{\prime}$ is proven.
Remark 1.4.7 ([9]) Let $I, J$ be index sets and $m_{i j} \in F((\Gamma))$ for all $i \in I$ and $j \in J$. If $\sum_{(i, j) \in I \times J} m_{i j}$ converges then $\sum_{j \in J} m_{i j}$ converges for all $i \in I, \sum_{i \in I} m_{i}$ converges for $m_{i}=\sum_{j \in J} m_{i j}$ and $\sum_{(i, j) \in I \times J} m_{i j}=\sum_{i \in I} m_{i}$. This is proven by Lemma 1.4.6 if one chooses $J^{\prime}:=I \times J$ and $J_{i}^{\prime}:=\{i\} \times J$ for all $i \in I$.

Theorem 1.4.8 (cf. [7, 9]) For $\Delta \subseteq \Gamma$ anti-well-ordered we define

$$
U_{\Delta}:=\{m \in F((\Gamma)) \mid \forall \gamma \in \Delta: m(\gamma)=0\}
$$

and

$$
\mathfrak{U}:=\left\{U_{\Delta} \mid \Delta \subseteq \Gamma \text { is anti-well-ordered }\right\} .
$$

There is a topology on $F((\Gamma))$ such that $F((\Gamma))$ is a topological $F$-vector space and $\mathfrak{U}$ forms a basis for the neighborhood filter of $\mathcal{O}$. Hereby we will consider $F$ as topological field with respect to the discrete topology.

## Remark 1.4.9

1. We will always consider $F((\Gamma))$ as a topological $F$-vector space with respect to this topology.
2. An endomorphism $f$ of $F((\Gamma))$ is continuous if and only if for every $U_{\Delta} \in \mathfrak{U}$ there is a $U_{\Delta^{\prime}} \in \mathfrak{U}$ with $f\left(U_{\Delta^{\prime}}\right) \subseteq U_{\Delta}$.
3. The set of all continuous endomorphisms of $F((\Gamma))$ forms a subalgebra with 1 of the endomorphism algebra of $F((\Gamma))$.
4. For details about topological vector spaces see [24].

Theorem 1.4.10 For $m \in F((\Gamma))$ and $m_{i} \in F((\Gamma))$ with $i \in I$ the following statements are equivalent.
i) The sum $\sum_{i \in I} m_{i}$ is convergent with $\sum_{i \in I} m_{i}=m$.
ii) For every anti-well-ordered $\Delta \subseteq \Gamma$ there is a finite $I^{\prime} \subseteq I$ such that

$$
\sum_{i \in I^{\prime}} m_{i} \in m+U_{\Delta}
$$

and $m_{i} \in U_{\Delta}$ for each $i \in I \backslash I^{\prime}$.
Proof. "i) $\Longrightarrow$ ii)": Let $\Delta \subseteq \Gamma$ be anti-well-ordered. Since $\sum_{i \in I} m_{i}$ is convergent, $\bigcup_{i \in I} \operatorname{supp} m_{i}$ is well-ordered and thus $\Delta^{\prime}:=\Delta \cap \bigcup_{i \in I} \operatorname{supp} m_{i}$ is finite. For each $\gamma \in \Gamma$ we define $I_{\gamma}=\left\{i \in I \mid \gamma \in \operatorname{supp} m_{i}\right\}$. Since $\sum_{i \in I} m_{i}$ is convergent, each $I_{\gamma}$ is finite. Furthermore $I_{\gamma}=\emptyset$ for $\gamma \in \Delta \backslash \Delta^{\prime}$. Now we define

$$
I^{\prime}:=\left\{i \in I \mid m_{i} \notin U_{\Delta}\right\}=\bigcup_{\gamma \in \Delta} I_{\gamma}=\bigcup_{\gamma \in \Delta^{\prime}} I_{\gamma} .
$$

Since $\Delta^{\prime}$ and each $I_{\gamma}$ are finite, $I^{\prime}$ is finite. Furthermore $m_{i} \in U_{\Delta}$ for each $i \in I \backslash I^{\prime}$ by the definition of $I^{\prime}$. At last, if $\gamma \in \Delta$, then

$$
m(\gamma)=\sum_{i \in I_{\gamma}} m_{i}(\gamma)=\sum_{i \in I^{\prime}} m_{i}(\gamma)
$$

and thus $\sum_{i \in I^{\prime}} m_{i} \in m+U_{\Delta}$.
"ii) $\Longrightarrow \mathrm{i})$ ": Let $\Delta \subseteq \bigcup_{i \in I} \operatorname{supp} m_{i}$ be a strictly decreasing sequence. As such it is anti-well-ordered and therefore there is a finite $I^{\prime} \subseteq I$ like in the premise. For $i \in I \backslash I^{\prime}$ we have $m_{i} \in U_{\Delta}$ and thus supp $m_{i} \cap \Delta=\emptyset$. Therefore, we conclude that $\Delta \subseteq \bigcup_{i \in I^{\prime}} \operatorname{supp} m_{i}$ and since $\bigcup_{i \in I^{\prime}} \operatorname{supp} m_{i}$ is a finite union of well-ordered subsets of $\Gamma$ it is itself wellordered. As $\Delta$ is well-ordered and anti-well-ordered it has to be finite which shows that $\bigcup_{i \in I} \operatorname{supp} m_{i}$ is well-ordered.
For any $\gamma \in \Gamma$ we define $\Delta:=\{\gamma\}$. Thus, there is a finite $I^{\prime} \subseteq I$ like in the premise. For each $i \in I$, if $\gamma \in \operatorname{supp} m_{i}$, then $m_{i} \notin U_{\Delta}$ and therefore $i \in I^{\prime}$. As $I^{\prime}$ is finite there are only finitely many $i \in I$ with $\gamma \in \operatorname{supp} m_{i}$. Hence $\sum_{i \in I} m_{i}$ is convergent. Furthermore,
we have

$$
\left(\sum_{i \in I} m_{i}\right)(\gamma)=\sum_{i \in I^{\prime}} m_{i}(\gamma)=m(\gamma)
$$

since $\sum_{i \in I^{\prime}} m_{i} \in m+U_{\Delta}$. This shows $\sum_{i \in I} m_{i}=m$.
Theorem 1.4.11 (cf. [7, 9]) Let $f$ be an endomorphism of $F((\Gamma))$. The following statements are equivalent:
i) The endomorphism $f$ is continuous.
ii) If $\sum m_{i}$ is convergent, then $\sum f\left(m_{i}\right)$ is convergent and $f\left(\sum m_{i}\right)=\sum f\left(m_{i}\right)$.

Proof. "i) $\Longrightarrow \mathrm{ii})$ ": Let $\sum_{i \in I} m_{i}$ be convergent with $m=\sum_{i \in I} m_{i}$ and $\Delta \subseteq \Gamma$ be an anti-well-ordered set. Since $f$ is continuous there is an anti-well-ordered set $\Delta^{\prime} \subseteq \Gamma$ with $f\left(U_{\Delta^{\prime}}\right) \subseteq U_{\Delta}$. According to Theorem 1.4.10, since $\sum_{i \in I} m_{i}$ is convergent there is a finite set $I^{\prime} \subseteq I$ such that

$$
\sum_{i \in I^{\prime}} m_{i} \in m+U_{\Delta^{\prime}}
$$

and $m_{i} \in U_{\Delta^{\prime}}$ for each $i \in I \backslash I^{\prime}$. Thus, we have

$$
\sum_{i \in I^{\prime}} f\left(m_{i}\right)=f\left(\sum_{i \in I^{\prime}} m_{i}\right) \in f\left(m+U_{\Delta^{\prime}}\right)=f(m)+f\left(U_{\Delta^{\prime}}\right) \subseteq f(m)+U_{\Delta},
$$

and $f\left(m_{i}\right) \in U_{\Delta}$ for each $i \in I \backslash I^{\prime}$. This shows that $\sum_{i \in I} f\left(m_{i}\right)$ is convergent with $\sum_{i \in I} f\left(m_{i}\right)=f(m)=f\left(\sum_{i \in I} m_{i}\right)$.
"ii) $\Longrightarrow$ i)": For any anti-well-ordered $\Delta \subseteq \Gamma$ we define

$$
\Delta^{\prime}:=\{\gamma \in \Gamma \mid \operatorname{supp} f(\gamma) \cap \Delta \neq \emptyset\}
$$

Let $\left\{\gamma_{i} \mid i \in I\right\} \subseteq \Delta^{\prime}$ be a strictly increasing sequence. Then $\sum \gamma_{i}$ converges in $F((\Gamma))$. According to the premise this implies that $\sum f\left(\gamma_{i}\right)$ converges with $\sum f\left(\gamma_{i}\right)=f\left(\sum \gamma_{i}\right)$. Therefore, there is a finite $I^{\prime} \subseteq I$, such that

$$
\sum_{i \in I^{\prime}} f\left(\gamma_{i}\right) \in f\left(\sum_{i \in I} \gamma_{i}\right)+U_{\Delta}
$$

and $f\left(\gamma_{i}\right) \in U_{\Delta}$ for each $i \in I \backslash I^{\prime}$. Thus supp $f\left(\gamma_{i}\right) \cap \Delta=\emptyset$ for each $i \in I \backslash I^{\prime}$. Since $\operatorname{supp} f\left(\gamma_{i}\right) \cap \Delta \neq \emptyset$ for each $i \in I$ this implies $I=I^{\prime}$. Hence $I$ is finite. As each strictly increasing sequence in $\Delta^{\prime}$ is finite, $\Delta^{\prime}$ is anti-well-ordered.
For $m \in U_{\Delta^{\prime}}$ we can write $m=\sum_{\gamma \in \Gamma} \gamma m_{\gamma}$. According to the premise we know that $\sum_{\gamma \in \Gamma} f\left(\gamma m_{\gamma}\right)$ is convergent with $\sum_{\gamma \in \Gamma} f\left(\gamma m_{\gamma}\right)=f(m)$. Thus

$$
f(m)=\sum_{\gamma \in \Gamma} \underbrace{f\left(\gamma m_{\gamma}\right)}_{\in U_{\Delta}} \in U_{\Delta}
$$

and therefore $f\left(U_{\Delta^{\prime}}\right) \subseteq U_{\Delta}$.

Remark 1.4.12 In [5, §5 Definition 1] the notion of $\sigma$-linearity is introduced. Theorem 1.4.11 shows that $\sigma$-linear endomorphisms and continuous endomorphisms are exactly the same.

Definition 1.4.13 A map $f: F((\Gamma)) \longrightarrow F((\Gamma))$ is called $v$-compatible if

$$
v(m)<v\left(m^{\prime}\right) \Longleftrightarrow v(f(m))<v\left(f\left(m^{\prime}\right)\right)
$$

holds for all $m, m^{\prime} \in F((\Gamma))$, where

$$
v: F((\Gamma)) \longrightarrow \hat{\Gamma}, m \longmapsto \begin{cases}\min \operatorname{supp} m & \text { for } m \neq \mathcal{O} \\ \infty & \text { else } .\end{cases}
$$

## Remark 1.4.14

1. If $f$ is a $v$-compatible endomorphism of $F((\Gamma))$ then $f$ is injective.
2. The $v$-compatible automorphisms of $F((\Gamma))$ form a group with respect to the composition.
3. In [5, $\S 5$ Definition 2] $v$-compatible endomorphisms are called monotone.

Theorem 1.4.15 ([6, Lemma 3][9, 23]) If $f$ is a $v$-compatible continuous automorphism of $F((\Gamma))$ then $f^{-1}$ is also a $v$-compatible continuous automorphism.

Definition 1.4.16 A map $f: F((\Gamma)) \longrightarrow F((\Gamma))$ is called $v$-compatible on $\Gamma$ if

$$
\gamma<\gamma^{\prime} \Longleftrightarrow v(f(\gamma))<v\left(f\left(\gamma^{\prime}\right)\right)
$$

for all $\gamma, \gamma^{\prime} \in \Gamma$. Furthermore $f$ is called surjective on $\Gamma$ if for every $\gamma \in \Gamma$ there exists a $\gamma^{\prime} \in \Gamma$ such that $\gamma=v\left(f\left(\gamma^{\prime}\right)\right)$.

Remark 1.4.17 A mapping $f: F((\Gamma)) \longrightarrow F((\Gamma))$ which is $v$-compatible on $\Gamma$ (surjective on $\Gamma$ ) is called locally monotone (locally surjective) in [5, §5 Definition 2, §5 Definition 4].

Theorem 1.4.18 (cf. [5, §5 Theorem 1] 9 ) If $f$ is a continuous endomorphism of $F((\Gamma))$ then the following statements are equivalent:
i) $f$ is a $v$-compatible automorphism,
ii) $f$ is $v$-compatible on $\Gamma$ and surjective on $\Gamma$.

Definition 1.4.19 An endomorphism $f$ of $F((\Gamma))$ is called monomial if for every $\gamma \in \Gamma$ there exist $\gamma^{\prime} \in \Gamma$ and $m_{\gamma^{\prime}} \in F$ such that $f(\gamma)=\gamma^{\prime} m_{\gamma^{\prime}}$.

Lemma 1.4.20 (cf. [5, §7 Proposition 1][9]) Let $\mathcal{G}$ be a group of monomial continuous $v$-compatible automorphisms of $F((\Gamma))$. If $D$ is the rational closure of $\mathcal{G}$ in the endomorphism ring of $F((\Gamma))$ then

$$
\operatorname{supp} f(m) \subseteq\{v(g(\gamma)) \mid g \in \mathcal{G}, \gamma \in \operatorname{supp} m\}
$$

for all $f \in D$ and $m \in F((\Gamma))$.

### 1.5 Skew fields of fractions of crossed product rings

Remark 1.5.1 For the remainder of this chapter $F$ will be a skew field, $G$ a Conradian left-ordered group and $F[G ; \eta, \sigma]$ a crossed product ring.

Definition 1.5.2 If $R$ is a ring and $D$ a skew field then $D$ is called skew field of fractions of $R$ if there is an injective homomorphism $\varphi: R \longrightarrow D$ with $\varphi(1)=1$ such that $D$ is the rational closure of $\varphi(R)$ in $D$. The map $\varphi$ is called the associated embedding of $R$ into $D$.

Remark 1.5.3 Since $\varphi$ is injective one can interpret $R$ as a subring of $D$.
Definition 1.5.4 Let $R$ be a ring with 1 containing $F[G ; \eta, \sigma]$ as a subring such that both have the same 1. If $U$ is a subgroup of $G$ and $g \in G$, then $R_{U}$ is the rational closure of $F^{\times} U$ ( or $F[U ; \eta, \sigma]$ ) in $R$ and $R_{g}^{+}:=R_{C_{g}^{+}}, R_{g}^{-}:=R_{C_{g}^{-}}$as well as $R_{g}:=R_{C_{g}}$.

Remark 1.5.5 If we are using complexity as in Definition 1.1 .5 for $R_{U}$ or its derived rings as in Definition 1.5.4 we will consider $F^{\times} U$ as the starting set $M$ if nothing else is specified.

Proposition 1.5.6 If $D$ is a skew field of fractions of $F[G ; \eta, \sigma]$, then $x_{g}^{-k} D_{g}^{-} x_{g}^{k}=D_{g}^{-}$ for all $g \in G$ and $k \in \mathbb{Z}$.

Proof. At first we will show $x_{g}^{-k} r x_{g}^{k} \subseteq D_{g}^{-}$for all $r \in D_{g}^{-}$, using induction on the complexity of $r \in D_{g}^{-}$. For $r \in F C_{g}^{-}$there are $a \in F$ and $h \in C_{g}^{-}$with $r=a x_{h}$. Applying Proposition 1.3.13 we have $x_{g}^{-k} a x_{h} x_{g}^{k}=a^{\prime} x_{g^{-k} h g^{k}}$ for some $a^{\prime} \in F$. Since $C_{g}^{-}$is a normal subgroup of $C_{g}^{+}$we conclude $g^{-k} h g^{k} \in C_{g}^{-}$and therefore $x_{g}^{-k} a x_{h} x_{g}^{k}=$ $a^{\prime} x_{g^{-k} h g^{k}} \in F C_{g}^{-} \subseteq D_{g}^{-}$.
If $r$ is additively decomposable there are $r_{1}, \ldots, r_{n} \in D_{g}^{-}$with $r=r_{1}+\cdots+r_{n}$ and $r_{1}, \ldots, r_{n} \triangleleft r$. Applying the induction hypothesis we have

$$
x_{g}^{-k} r x_{g}^{k}=x_{g}^{-k}\left(r_{1}+\cdots+r_{n}\right) x_{g}^{k}=\underbrace{x_{g}^{-k} r_{1} x_{g}^{k}}_{\in D_{g}^{-}}+\cdots+\underbrace{x_{g}^{-k} r_{n} x_{g}^{k}}_{\in D_{g}^{-}} \in D_{g}^{-} .
$$

If $r$ is multiplicatively decomposable there are $r_{1}, \ldots, r_{n} \in D_{g}^{-}$with $r=r_{1} \cdots r_{n}$ and
$r_{1}, \ldots, r_{n} \triangleleft r$. Applying the induction hypothesis we have

$$
x_{g}^{-k} r x_{g}^{k}=x_{g}^{-k}\left(r_{1} \cdots r_{n}\right) x_{g}^{k}=\underbrace{\left(x_{g}^{-k} r_{1} x_{g}^{k}\right)}_{\in D_{g}^{-}} \cdots \underbrace{\left(x_{g}^{-k} r_{n} x_{g}^{k}\right)}_{\in D_{g}^{-}} \in D_{g}^{-} .
$$

If $r$ is a proper atom, there is a $r_{1} \in D_{g}^{-}$with $r_{1} \triangleleft r$ and $r=r_{1}^{-1}$. Applying the induction hypothesis we have

$$
x_{g}^{-k} r x_{g}^{k}=x_{g}^{-k} r_{1}^{-1} x_{g}^{k}=\underbrace{\left(x_{g}^{-k} r_{1} x_{g}^{k}\right)^{-1}}_{\in D_{g}^{-}} \in D_{g}^{-}
$$

This shows $x_{g}^{-k} D_{g}^{-} x_{g}^{k} \subseteq D_{g}^{-}$for all $k \in \mathbb{Z}$, and therefore also $x_{g}^{k} D_{g}^{-} x_{g}^{-k} \subseteq D_{g}^{-}$for all $k \in \mathbb{Z}$, which completes the proof.

Corollary 1.5.7 If $D$ is a skew field of fractions of $F[G ; \eta, \sigma], g \in G, n_{1}, \ldots, n_{k} \in \mathbb{Z}$ and $a_{1}, \ldots, a_{k} \in D_{g}^{-}$for some $k \in \mathbb{N}$, then there is an $a \in D_{g}^{-}$with

$$
\prod_{i=1}^{k} a_{i} x_{g}^{n_{i}}=a x_{g}^{n_{1}+\cdots+n_{k}}
$$

Proof. We use induction on $k$ and apply Proposition 1.5.6. If $k=1$ there is nothing to show. For $k>1$, by induction hypothesis, there is some $a^{\prime} \in D_{g}^{-}$with

$$
\prod_{i=2}^{k} a_{i} x_{g}^{n_{i}}=a^{\prime} x_{g}^{n_{2}+\cdots+n_{k}}
$$

Therefore

$$
\prod_{i=1}^{k} a_{i} x_{g}^{n_{i}}=a_{1} x_{g}^{n_{1}} a^{\prime} x_{g}^{n_{2}+\cdots+n_{k}}=a_{1} \underbrace{x_{g}^{n_{1}} a^{\prime} x_{g}^{-n_{1}}}_{\in D_{g}^{-}} x_{g}^{n_{1}+n_{2}+\cdots+n_{k}}=a x_{g}^{n_{1}+\cdots+n_{k}}
$$

with $a=a_{1}\left(x_{g}^{n_{1}} a^{\prime} x_{g}^{-n_{1}}\right) \in D_{g}^{-}$by Proposition 1.5.6.
Definition 1.5.8 Let $D$ be a skew field and $x$ an indeterminate over $D$. If $a_{n} \in D$ for all $n \in \mathbb{Z}$ and $a_{n}=0$ for all $n<N$ and some $N \in \mathbb{Z}$ then the formal sum

$$
\sum_{n \in \mathbb{Z}} a_{n} x^{n}
$$

is called (skew) formal Laurent series over $D$ in $x$.
Remark 1.5.9 If $f=\sum_{n \in \mathbb{Z}} a_{n} x^{n}$ is a (skew) formal Laurent series over $D$ in $x$ as in Definition 1.5.8 we will also write $f=\sum_{n \geq N} a_{n} x^{n}$ or $f=\sum a_{n} x^{n}$.

Theorem 1.5.10 (cf. [3, Chapter 1.5]) Let $D$ be a skew field, $\sigma$ an automorphism of $D, x$ an indeterminate over $D$ and $D[[x ; \sigma]]$ the set of all skew formal Laurent series over $D$ in $x$. Then $D[[x ; \sigma]]$ is a skew field with respect to the canonical addition and multiplication defined by

$$
\left(\sum a_{n} x^{n}\right) \cdot\left(\sum b_{n} x^{n}\right):=\sum c_{n} x^{n}
$$

whereas

$$
c_{n}:=\sum_{k+l=n} a_{k} \sigma^{k}\left(b_{l}\right) .
$$

We call $D[[x ; \sigma]]$ the ring of skew formal Laurent series over $D$ in $x$.
Remark 1.5.11 For $f \in D[[x ; \sigma]]$ with

$$
f=\sum a_{n} x^{n}
$$

and $a_{n}=0$ for all $n \in \mathbb{Z}, n \leq 0$ the inverse of $1-f$ in $D[[x ; \sigma]]$ can be calculated by applying the geometric series. The idea is to use $(1-f)^{-1}=1+f+f^{2}+\ldots$, although it is not formally defined. If

$$
(1-f)^{-1}=\sum b_{n} x^{n}
$$

then $b_{n}=a_{0, n}+\cdots+a_{n, n}$ whereas $a_{k, n}$ is defined by

$$
f^{k}=\sum_{n \in \mathbb{Z}} a_{k, n} x^{n}
$$

for each $k \in \mathbb{N}_{0}$. Thus,

$$
a_{k, n} x^{n}=\sum_{n_{1}+\cdots+n_{k}=n} \prod_{i=1}^{k} a_{n_{i}} x^{n_{i}}
$$

or

$$
a_{k, n}=\left(\sum_{n_{1}+\cdots+n_{k}=n} \prod_{i=1}^{k} a_{n_{i}} x^{n_{i}}\right) x^{-n}
$$

for all $n, k \in \mathbb{Z}, k \geq 0$. If $k \in \mathbb{N}_{0}$ and $n_{1}, \ldots, n_{k} \in \mathbb{Z}$, then $\prod_{i=1}^{k} a_{n_{i}} x^{n_{i}} \neq 0$ implies $a_{n_{i}} \neq 0$ and therefore $n_{i} \geq 1$ for all $i \leq k$. Hence $n_{1}+\cdots+n_{k} \geq k$ if $\prod_{i=1}^{k} a_{n_{i}} x^{n_{i}} \neq 0$. By contraposition $a_{k, n}=0$ for all $k, n \in \mathbb{Z}$ with $k>n$. We can write

$$
b_{n}=\sum_{k \geq 0}\left(\sum_{n_{1}+\cdots+n_{k}=n} \prod_{i=1}^{k} a_{n_{i}} x^{n_{i}}\right) x^{-n}
$$

since the occurring sums have only finitely many non-zero summands. For $\hat{f} \in D[[x ; \sigma]]$, $\hat{f} \neq 0$ with

$$
\hat{f}=\sum \hat{a}_{n} x^{n}
$$

such that $N \in \mathbb{Z}$ is minimal with $\hat{a}_{N} \neq 0$ we write

$$
\hat{f}=\left(\hat{a}_{N} x^{N}\right) \sum\left(\hat{a}_{N} x^{N}\right)^{-1} \hat{a}_{n} x^{n}=\left(\hat{a}_{N} x^{N}\right) \sum c_{n} x^{n}
$$

with $c_{n}:=\left(\hat{a}_{N} x^{N}\right)^{-1} \hat{a}_{n+N} x^{N}$. Then $c_{n}=0$ for all $n \in \mathbb{Z}, n<0$ and $c_{0}=1$. Applying the above results leads to

$$
\left(\sum c_{n} x^{n}\right)^{-1}=\sum \hat{c}_{n} x^{n}
$$

with $\hat{c}_{n} \in D$ defined by

$$
\hat{c}_{n}=\sum_{k \geq 0}\left(\sum_{\substack{n_{1}, \ldots, n_{k} \in \mathbb{N} \\ n_{1}+\cdots+n_{k}=n}} \prod_{i=1}^{k}\left(-c_{n_{i}}\right) x^{n_{i}}\right) x^{-n}
$$

for all $n \in \mathbb{Z}$. Now

$$
\hat{f}^{-1}=\left(\sum c_{n} x^{n}\right)^{-1}\left(\hat{a}_{N} x^{N}\right)^{-1}=\sum \hat{c}_{n} x^{n}\left(\hat{a}_{N} x^{N}\right)^{-1}=\sum \hat{b}_{n} x^{n}
$$

with $\hat{b}_{n}:=\hat{c}_{n+N} x^{n+N}\left(\hat{a}_{N} x^{N}\right)^{-1} x^{-n} \in D$. Thus,

$$
\begin{aligned}
\hat{b}_{n} & =\sum_{k \geq 0}\left(\sum_{\substack{n_{1}, \ldots, n_{k} \in \mathbb{N} \\
n_{1}+\ldots+n_{k}=n+N}} \prod_{i=1}^{k}\left(-c_{n_{i}}\right) x^{n_{i}}\right) x^{-(n+N)} x^{n+N}\left(\hat{a}_{N} x^{N}\right)^{-1} x^{-n} \\
& =\sum_{k \geq 0}\left(\sum_{\substack{n_{1}, \ldots, n_{k} \in \mathbb{N} \\
n_{1}+\cdots+n_{k}=n+N}} \prod_{i=1}^{k}-\left(\hat{a}_{N} x^{N}\right)^{-1} \hat{a}_{n_{i}+N} x^{n_{i}+N}\right)\left(\hat{a}_{N} x^{N}\right)^{-1} x^{-n} .
\end{aligned}
$$

Proposition 1.5.12 (cf. [3, page 88]) Let $D$ be a skew field, $\sigma$ an automorphism of $D$ and $x$ an indeterminate over $D$. For the skew Laurent polynomial ring $D\left[x, x^{-1} ; \sigma\right]$ there is a unique injective ring homomorphism $\iota: D\left[x, x^{-1} ; \sigma\right] \longrightarrow D[[x ; \sigma]]$ such that $\iota\left(a_{k} x^{k}+\cdots+a_{l} x^{l}\right)=\sum a_{n} x^{n}$ for all $k, l \in \mathbb{Z}, k \leq l$ and $a_{n} \in D$ for $n \in \mathbb{Z}$ with $a_{n}=0$ for $n \notin\{k, \ldots, l\}$. We call $\iota$ the canonical embedding of $D\left[x, x^{-1} ; \sigma\right]$ into $D[[x ; \sigma]]$ and view $D\left[x, x^{-1} ; \sigma\right]$ as a subring of $D[[x ; \sigma]]$.

Remark 1.5.13 Let $D_{i}$ be a skew field, $\sigma_{i}$ an automorphism of $D_{i}, x_{i}$ an indeterminate over $D_{i}$ for $i \in\{1,2\}$ and $\varphi: D_{1}\left[x_{1}, x_{1}^{-1} ; \sigma_{1}\right] \longrightarrow D_{2}\left[x_{2}, x_{2}^{-1} ; \sigma_{2}\right]$ an injective ring homomorphism such that $\varphi\left(D_{1}\right) \subseteq D_{2}$ and $\varphi\left(x_{1}\right)=d x_{2}^{l}$ for some $d \in D_{2}, d \neq 0$ and $l \in \mathbb{N}$. Then

$$
\psi: D_{1}\left[\left[x_{1} ; \sigma_{1}\right]\right] \longrightarrow D_{2}\left[\left[x_{2} ; \sigma_{2}\right]\right], \sum a_{n} x_{1}^{n} \longmapsto \sum \hat{a}_{n} x_{2}^{n}
$$

with $\hat{a}_{n}:=a_{m}\left(d x_{2}^{l}\right)^{m} x_{2}^{-n}$ if there is some $m \in \mathbb{Z}$ with $n=l m$ and $\hat{a}_{n}=0$ else, is a well-defined injective ring homomorphism such that

is a commutative diagram, whereas $\iota_{1}, \iota_{2}$ are the canonical embeddings. Furthermore, $\psi$ is uniquely defined by $\varphi$. This allows us to view $D_{1}\left[\left[x_{1} ; \sigma_{1}\right]\right]$ as a subring of $D_{2}\left[\left[x_{2} ; \sigma_{2}\right]\right]$.

### 1.6 Dubrovin-rings

Theorem 1.6.1 (cf. [10]) For $g \in G$ and $a \in F, a \neq 0$

$$
f_{a x_{g}}: F((G)) \longrightarrow F((G)), \sum_{\gamma \in G} \gamma m_{\gamma} \longmapsto \sum_{\gamma \in G} g \gamma \underbrace{\left(\sigma_{g \gamma}(a \eta(g, \gamma)) m_{\gamma}\right)}_{\in F}
$$

is a monomial, continuous, and $v$-compatible automorphism of $F((G))$. The map

$$
f: F[G ; \eta, \sigma] \longrightarrow \operatorname{End}(F((G))), a_{1} x_{g_{1}}+\cdots+a_{n} x_{g_{n}} \longmapsto f_{a_{1} x_{g_{1}}}+\cdots+f_{a_{n} x_{g_{n}}}
$$

is a well-defined injective ring homomorphism.
Proof. Let $g \in G$ and $a \in F, a \neq 0$ be fixed. For $m \in F((G))$ and $\gamma \in G$ we define

$$
\hat{m}_{\gamma}:=g \gamma\left(\sigma_{g \gamma}(a \eta(g, \gamma)) m_{\gamma}\right) \in F((G)) .
$$

If $\gamma \in G$, then $\operatorname{supp} \hat{m}_{\gamma}=\{g \gamma\}$ for $\gamma \in \operatorname{supp} m$ and $\operatorname{supp} \hat{m}_{\gamma}=\emptyset$ else, since $\hat{m}_{\gamma}=0$ is equivalent to $m_{\gamma}=0$. If $\gamma^{\prime} \in G$, then $\gamma^{\prime} \in \operatorname{supp} \hat{m}_{\gamma}$ implies $\gamma^{\prime}=g \gamma$ and therefore $\gamma=g^{-1} \gamma^{\prime}$. Thus, there is only one $\gamma \in G$ with $\gamma^{\prime} \in \operatorname{supp} \hat{m}_{\gamma}$. Since supp $m$ is wellordered and $G$ is a left-ordered group, $g \operatorname{supp} m$ is well-ordered. Hence

$$
\bigcup_{\gamma \in G} \operatorname{supp} \hat{m}_{\gamma}=\bigcup_{\gamma \in \operatorname{supp} m} g \gamma=g \operatorname{supp} m
$$

implies that $\bigcup_{\gamma \in G} \operatorname{supp} \hat{m}_{\gamma}$ is well-ordered. Thus $\sum_{\gamma \in G} \hat{m}_{\gamma}$ converges and $f_{a x_{g}}$ is welldefined. Furthermore, we have shown that $\operatorname{supp} f_{a x_{g}}(m)=g \operatorname{supp} m$. If $\gamma \in G$, then
$\operatorname{supp} f_{a x_{g}}(\gamma)=\{g \gamma\}$, hence $f_{\text {axg }}$ is monomial.
Let $\Delta \subseteq G$ be anti-well-ordered. Then $g^{-1} \Delta \subseteq G$ is anti-well-ordered. If $m \in U_{g^{-1}} \Delta$, then $\gamma \notin \operatorname{supp} m$ for all $\gamma \in g^{-1} \Delta$. Thus, $g \gamma \notin g \operatorname{supp} m=\operatorname{supp} f_{a x_{g}}(m)$ for all $\gamma \in g^{-1} \Delta$ and therefore, $\gamma^{\prime} \notin \operatorname{supp} f_{a x_{g}}(m)$ for all $\gamma^{\prime} \in \Delta$. Hence $f_{a x_{g}}\left(U_{g^{-1} \Delta}\right) \subseteq U_{\Delta}$ and $f_{a x_{g}}$ is continuous.
If $\gamma, \gamma^{\prime} \in G$ with $\gamma<\gamma^{\prime}$, then $v\left(f_{a x_{g}}(\gamma)\right)=g \gamma<g \gamma^{\prime}=v\left(f_{a x_{g}}\left(\gamma^{\prime}\right)\right)$, since $G$ is a left-ordered group. Hence $f_{a x_{g}}$ is $v$-compatible on $G$. Furthermore, if $\gamma \in G$, then $v\left(f_{a x_{g}}\left(g^{-1} \gamma\right)\right)=g g^{-1} \gamma=\gamma$ with $g^{-1} \gamma \in G$. Hence $f_{a x_{g}}$ is surjective on $G$. Since $f_{a x_{g}}$ is continuous, $v$-compatible on $G$ and surjective on $G$ we can apply Theorem 1.4.18 which proves that $f_{a x_{g}}$ is a $v$-compatible automorphism.
For $g \in G$ we define $f_{g}^{\prime}: F \longrightarrow \operatorname{End}(F((G))), a \longmapsto f_{a x_{g}}$ whereas $f_{0}:=0$. If $a_{1}, a_{2} \in F$ and $m \in F((G))$, then

$$
\begin{aligned}
f_{g}^{\prime}\left(a_{1}+a_{2}\right)(m) & =\sum_{\gamma \in G} g \gamma\left(\sigma_{g \gamma}\left(\left(a_{1}+a_{2}\right) \eta(g, \gamma)\right) m_{\gamma}\right) \\
& =\sum_{\gamma \in G} g \gamma\left(\sigma_{g \gamma}\left(a_{1} \eta(g, \gamma)\right) m_{\gamma}\right)+\sum_{\gamma \in G} g \gamma\left(\sigma_{g \gamma}\left(a_{2} \eta(g, \gamma)\right) m_{\gamma}\right) \\
& =f_{g}^{\prime}\left(a_{1}\right)(m)+f_{g}^{\prime}\left(a_{2}\right)(m) .
\end{aligned}
$$

Hence $f_{g}^{\prime}$ is a group homomorphism. Since $F[G ; \eta, \sigma]$ is a left vector space with basis $\left\{x_{g} \mid g \in G\right\}$ it is also a direct sum of copies of the additive group $F$. We define the group homomorphisms $\iota_{g}: F \longrightarrow F[G ; \eta, \sigma], a \longmapsto a x_{g}$ for all $g \in G$. According to the universal property of direct sums there exists a unique group homomorphism $f: F[G ; \eta, \sigma] \longrightarrow \operatorname{End}(F((G)))$ such that

is a commutative diagram for each $g \in G$. If $g, \gamma \in G$ and $a, m_{\gamma} \in F$, then

$$
x_{g \gamma}^{-1} a x_{g} x_{\gamma}=x_{g \gamma}^{-1} a \eta(g, \gamma) x_{g \gamma}=\sigma_{g \gamma}(a \eta(g, \gamma))
$$

and thus

$$
f\left(a x_{g}\right)\left(\gamma m_{\gamma}\right)=f_{a x_{g}}\left(\gamma m_{\gamma}\right)=g \gamma\left(\sigma_{g \gamma}(a \eta(g, \gamma)) m_{\gamma}\right)=g \gamma\left(x_{g \gamma}^{-1} a x_{g} x_{\gamma} m_{\gamma}\right) .
$$

Therefore,

$$
\begin{aligned}
f\left(\left(a_{1} x_{g_{1}}\right)\left(a_{2} x_{g_{2}}\right)\right)\left(\gamma m_{\gamma}\right) & =f((\underbrace{a_{1} x_{g_{1}} a_{2} x_{g_{2}} x_{g_{1} g_{2}}^{-1}}_{\in F}) x_{g_{1} g_{2}})\left(\gamma m_{\gamma}\right) \\
& =\left(g_{1} g_{2}\right) \gamma\left(x_{\left(g_{1} g_{2}\right) \gamma}^{-1} a_{1} x_{g_{1}} a_{2} x_{g_{2}} x_{g_{1} g_{2}}^{-1} x_{g_{1} g_{2}} x_{\gamma} m_{\gamma}\right) \\
& =g_{1}\left(g_{2} \gamma\right)\left(x_{g_{1}\left(g_{2} \gamma\right)}^{-1} a_{1} x_{g_{1}} x_{g_{2} \gamma} x_{g_{2} \gamma}^{-1} a_{2} x_{g_{2}} x_{\gamma} m_{\gamma}\right) \\
& =f\left(a_{1} x_{g_{1}}\right)\left(g_{2} \gamma\left(x_{g_{2} \gamma}^{-1} a_{2} x_{g_{2}} x_{\gamma} m_{\gamma}\right)\right) \\
& =f\left(a_{1} x_{g_{1}}\right) f\left(a_{2} x_{g_{2}}\right)\left(\gamma m_{\gamma}\right) .
\end{aligned}
$$

for all $a_{1}, a_{2} \in F^{\times}$and $g_{1}, g_{2} \in G$. Since all occurring endomorphisms are continuous, this proves $f\left(\left(a_{1} x_{g_{1}}\right)\left(a_{2} x_{g_{2}}\right)\right)=f\left(a_{1} x_{g_{1}}\right) f\left(a_{2} x_{g_{2}}\right)$. This is sufficient to prove that $f$ is a ring homomorphism. If $g_{1}, \ldots, g_{n} \in G$ are pairwise different and $a_{1}, \ldots, a_{n} \in F$ for some $n \in \mathbb{N}_{0}$, then $f\left(a_{1} x_{g_{1}}+\cdots+a_{n} x_{g_{n}}\right)=0$ implies

$$
g_{1} \sigma_{g_{1}}\left(a_{1}\right)+\cdots+g_{n} \sigma_{g_{n}}\left(a_{n}\right)=f_{a_{1} x_{g_{1}}}(e)+\cdots+f_{a_{n} x_{g_{n}}}(e)=0 .
$$

Hence $\sigma_{g_{1}}\left(a_{1}\right)=\cdots=\sigma_{g_{n}}\left(a_{n}\right)=0$, since $g_{1}, \ldots, g_{n}$ are linearly independent in $F((G))$. Therefore $a_{1}=\cdots=a_{n}=0$ which means that $f$ is injective.

Definition 1.6.2 The rational closure of $f\left(F^{\times} G\right)$ in $\operatorname{End}(F((G)))$ with $f$ as in Theorem 1.6 .1 is called the Dubrovin-ring of $F[G ; \eta, \sigma]$.

Remark 1.6.3 The Dubrovin-ring $R$ of $F[G ; \eta, \sigma]$ is the rational closure of $f(F[G ; \eta, \sigma])$ in $\operatorname{End}(F((G)))$. Since $f$ is injective, we can interpret $F[G ; \eta, \sigma]$ as a subring of $R$.

Lemma 1.6.4 Let $R$ be the Dubrovin-ring of $F[G ; \eta, \sigma]$ and $I$ a set. If $g \in G$ with $g>e$ and $a_{i} \in R_{g}^{-}, n_{i} \in \mathbb{Z}$ for all $i \in I$ such that for each $n \in \mathbb{Z}$ there are only finitely many $i \in I$ with $n_{i} \leq n$ and $a_{i} \neq 0$, then

$$
\sum_{i \in I} a_{i} x_{g}^{n_{i}} m
$$

converges for all $m \in F\left(\left(C_{g}^{+}\right)\right)$such that $\sum_{i \in I} a_{i} x_{g}^{n_{i}} m \in F\left(\left(C_{g}^{+}\right)\right)$.
Proof. Since $G$ is a Conradian left-ordered group, the factor group $C_{g}^{+} / C_{g}^{-}$is Archimedian ordered. Because of Lemma 1.4.20 we have

$$
\begin{aligned}
\operatorname{supp} a_{i} x_{g}^{n_{i}} m & \subseteq\left\{v\left(a x_{h} \gamma\right) \mid a x_{h} \in F^{\times} C_{g}^{-}, \gamma \in \operatorname{supp} x_{g}^{n_{i}} m\right\} \\
& \subseteq\left\{h \gamma \mid h \in C_{g}^{-}, \gamma \in g^{n_{i}} \operatorname{supp} m\right\} \\
& =C_{g}^{-} g^{n_{i}} \operatorname{supp} m \subseteq C_{g}^{-} C_{g}^{+} C_{g}^{+} \subseteq C_{g}^{+}
\end{aligned}
$$

for each $i \in I$. Let $\gamma \in G$ be fixed. If $i \in I$ with $\gamma \in \operatorname{supp} a_{i} x_{g}^{n_{i}} m$ then $a_{i} \neq 0$ and there are $\gamma^{\prime} \in \operatorname{supp} m \subseteq C_{g}^{+}$and $c \in C_{g}^{-}$with $\gamma=c g^{n_{i}} \gamma^{\prime}$. Since $v(m) \leq \gamma^{\prime}$, we have $v(m) C_{g}^{-} \leq \gamma^{\prime} C_{g}^{-}$. Hence

$$
\gamma C_{g}^{-}=c g^{n_{i}} \gamma^{\prime} C_{g}^{-}=g^{n_{i}} \gamma^{\prime} C_{g}^{-} \geq g^{n_{i}} v(m) C_{g}^{-}
$$

which implies $\gamma v(m)^{-1} C_{g}^{-} \geq g^{n_{i}} C_{g}^{-}$. Since $C_{g}^{+} / C_{g}^{-}$is Archimedian ordered there is an $n \in \mathbb{N}$ with

$$
g^{n_{i}} C_{g}^{-} \leq \gamma v(m)^{-1} C_{g}^{-}<\left(g C_{g}^{-}\right)^{n}=g^{n} C_{g}^{-}
$$

and thus $n_{i}<n$. Hence there are only finitely many $i \in I$ with $\gamma \in \operatorname{supp} a_{i} x_{g}^{n_{i}} m$. Let $M$ be a nonempty subset of $\bigcup_{i \in I} \operatorname{supp} a_{i} x_{g}^{n_{i}} m$ and $\gamma \in M$. As seen above there is
an $n \in \mathbb{N}$ with $\gamma v(m)^{-1} C_{g}^{-}<g^{n} C_{g}^{-}$. For all $i \in I$ and $\gamma^{\prime} \in G$ with $n_{i}>n$ and $\gamma^{\prime} \leq \gamma$ we have

$$
\gamma^{\prime} v(m)^{-1} C_{g}^{-} \leq \gamma v(m)^{-1} C_{g}^{-}<g^{n} C_{g}^{-}<g^{n_{i}} C_{g}^{-}
$$

and therefore $\gamma^{\prime} \notin \operatorname{supp} a_{i} x_{g}^{n_{i}} m$. We define $I^{\prime}:=\left\{i \in I \mid n_{i} \leq n, a_{i} \neq 0\right\}$, which is a finite set by assumption. Since $\bigcup_{i \in I^{\prime}} \operatorname{supp} a_{i} x_{g}^{n_{i}} m$ is a finite union of well-ordered sets it is well-ordered itself. Because of $\gamma \in M \cap \bigcup_{i \in I^{\prime}} \operatorname{supp} a_{i} x_{g}^{n_{i}} m$, there is a smallest element $\gamma_{0}$ in $M \cap \bigcup_{i \in I^{\prime}} \operatorname{supp} a_{i} x_{g}^{n_{i}} m$. If $\gamma^{\prime} \in M$ with $\gamma^{\prime} \leq \gamma_{0}$, then $\gamma^{\prime} \leq \gamma_{0} \leq \gamma$ and $\gamma^{\prime} \in \operatorname{supp} a_{i} x_{g}^{n_{i}} m$ for some $i \in I$. The argumentation above shows $n_{i} \leq n$ and thus $i \in I^{\prime}$ by definition of $I^{\prime}$, which means $\gamma^{\prime} \in M \cap \bigcup_{i \in I^{\prime}}$ supp $a_{i} x_{g}^{n_{i}} m$ and therefore $\gamma_{0} \leq \gamma^{\prime}$. Hence $\gamma_{0}$ is the smallest element of $M$ and $\bigcup_{i \in I} \operatorname{supp} a_{i} x_{g}^{n_{i}} m$ is well-ordered.
Since $\operatorname{supp} a_{i} x_{g}^{n_{i}} m \subseteq C_{g}^{+}$for all $i \in I$ we conclude $\operatorname{supp} \sum a_{i} x_{g}^{n_{i}} m \subseteq C_{g}^{+}$. Hence $\sum a_{i} x_{g}^{n_{i}} m \in F\left(\left(C_{g}^{+}\right)\right)$.

Corollary 1.6.5 Let $R$ be the Dubrovin-ring of $F[G ; \eta, \sigma], g \in G$ with $g>e$ and $a_{n} \in R_{g}^{-}$for all $n \in \mathbb{Z}$. If there exists an $N \in \mathbb{Z}$ such that $a_{n}=0$ for all $n<N$, then

$$
\sum_{n \in \mathbb{Z}} a_{n} x_{g}^{n} m
$$

converges for all $m \in F\left(\left(C_{g}^{+}\right)\right)$and $\sum_{n \in \mathbb{Z}} a_{n} x_{g}^{n} m \in F\left(\left(C_{g}^{+}\right)\right)$.
Lemma 1.6.6 Let $R$ be the Dubrovin-ring of $F[G ; \eta, \sigma], g \in G$ with $g>e$ and $r_{1}, \ldots, r_{k} \in R, N_{1}, \ldots, N_{k} \in \mathbb{Z}$ for some $k \in \mathbb{N}$. If $a_{i, n} \in R_{g}^{-}$are continuous for all $n \in \mathbb{Z}, i \in\{1, \ldots, k\}$ and $a_{i, n}=0$ for all $n<N_{i}, i \in\{1, \ldots, k\}$ such that

$$
r_{i} m=\sum_{n \in \mathbb{Z}} a_{i, n} x_{g}^{n} m
$$

for all $m \in F\left(\left(C_{g}^{+}\right)\right)$, then

$$
\sum_{n \in \mathbb{Z}}\left(\sum_{\substack{n_{1}, \ldots, n_{k} \in \mathbb{Z} \\ n_{1}+\cdots+n_{k}=n}}\left(\prod_{i=1}^{k} a_{i, n_{i}} n_{g}^{n_{i}}\right) m\right)
$$

converges for all $m \in F\left(\left(C_{g}^{+}\right)\right)$and

$$
\begin{equation*}
r_{1} \cdots r_{k} m=\sum_{n \in \mathbb{Z}}\left(\sum_{\substack{n_{1}, \ldots, n_{k} \in \mathbb{Z} \\ n_{1}+\cdots+n_{k}=n}}\left(\prod_{i=1}^{k} a_{i, n_{i}} x_{g}^{n_{i}}\right) m\right) \tag{1.1}
\end{equation*}
$$

Proof. As seen in Corollary 1.5.7, if $n_{1}, \ldots, n_{k} \in \mathbb{Z}$, there is an $a_{n_{1}, \ldots, n_{k}} \in R_{g}^{-}$with $\prod_{i=1}^{k} a_{i, n_{i}} x_{g}^{n_{i}}=a_{n_{1}, \ldots, n_{k}} x_{g}^{n_{1}+\cdots+n_{k}}$ which means that

$$
\left(\prod_{i=1}^{k} a_{i, n_{i}} x_{g}^{n_{i}}\right) x_{g}^{-\left(n_{1}+\cdots+n_{k}\right)}=a_{n_{1}, \ldots, n_{k}} \in R_{g}^{-}
$$

Let $n \in \mathbb{Z}$ be fixed for now. If $n_{1}, \ldots, n_{k} \in \mathbb{Z}$ with $a_{n_{1}, \ldots, n_{k}} \neq 0$ and $n_{1}+\cdots+n_{k} \leq n$ then $a_{i, n_{i}} \neq 0$ for all $i \in\{1, \ldots, k\}$, which implies $n_{i} \geq N_{i}$ for all $i \in\{1, \ldots, k\}$. Therefore,

$$
N_{i} \leq n_{i} \leq n-\sum_{j \neq i} n_{j} \leq n-\sum_{j \neq i} N_{j}
$$

for all $i \in\{1, \ldots, k\}$. Thus, there are only finitely many $\left(n_{1}, \ldots, n_{k}\right) \in \mathbb{Z}^{k}$ with $a_{n_{1}, \ldots, n_{k}} \neq 0$ and $n_{1}+\cdots+n_{k} \leq n$. According to Lemma 1.6.4 the sum

$$
\begin{align*}
\sum_{\left(n_{1}, \ldots, n_{k}\right) \in \mathbb{Z}^{k}} & \underbrace{\left(\prod_{i, n_{i}}^{k} x_{g}^{n_{i}}\right) m}_{i=1}  \tag{1.2}\\
& =a_{n_{1}, \ldots, n_{k}} x_{g}^{n_{1}+\cdots+n_{k}} m
\end{align*}
$$

converges for all $m \in F\left(\left(C_{g}^{+}\right)\right)$. Because of Lemma 1.4.6 and

$$
\mathbb{Z}^{k}=\bigcup_{n \in \mathbb{Z}}\left\{\left(n_{1}, \ldots, n_{k}\right) \in \mathbb{Z}^{k} \mid n_{1}+\cdots+n_{k}=n\right\}
$$

being a disjoint union,

$$
\sum_{n \in \mathbb{Z}}\left(\sum_{n_{1}+\cdots+n_{k}=n}\left(\prod_{i=1}^{k} a_{i, n_{i}} x_{g}^{n_{i}}\right) m\right)
$$

converges for all $m \in F\left(\left(C_{g}^{+}\right)\right)$and is equal to (1.2).
To prove (1.1), we will use induction on $k$. For $k=1$ prerequisite and claim are identical and there is nothing to show. If $k>1$ we can apply the induction hypothesis on $r_{1} \cdots r_{k-1}$. Thus

$$
\begin{aligned}
r_{1} \cdots r_{k-1}\left(r_{k} m\right) & \stackrel{\mathrm{IH}}{=} \sum_{n \in \mathbb{Z}}\left(\sum_{n_{1}+\cdots+n_{k-1}=n}\left(\prod_{i=1}^{k-1} a_{i, n_{i}} x_{g}^{n_{i}}\right) r_{k} m\right) \\
& =\sum_{n \in \mathbb{Z}}\left(\sum_{n_{1}+\cdots+n_{k-1}=n}\left(\prod_{i=1}^{k-1} a_{i, n_{i}} x_{g}^{n_{i}}\right)\left(\sum_{n_{k} \in \mathbb{Z}} a_{k, n_{k}} x_{g}^{n_{k}} m\right)\right) \\
& =\sum_{n \in \mathbb{Z}}\left(\sum_{n_{k} \in \mathbb{Z}}\left(\sum_{n_{1}+\cdots+n_{k-1}=n}\left(\prod_{i=1}^{k} a_{i, n_{i}} x_{g}^{n_{i}}\right) m\right)\right) .
\end{aligned}
$$

Hereby we use, that the $a_{i, n_{i}} x_{g}^{n_{i}}$ are continuous. Using the convergence in (1.2) as well as applying Lemma 1.4.6 and the facts that

$$
\mathbb{Z}^{k}=\bigcup_{n \in \mathbb{Z}} \underbrace{\left\{\left(n_{1}, \ldots, n_{k}\right) \in \mathbb{Z}^{k} \mid n_{1}+\cdots+n_{k-1}=n\right\}}_{=: M_{n}}
$$

is a disjoint union and

$$
M_{n}=\left\{\left(n_{1}, \ldots, n_{k-1}\right) \in \mathbb{Z}^{k-1} \mid n_{1}+\cdots+n_{k-1}=n\right\} \times \mathbb{Z}
$$

for all $n \in \mathbb{Z}$ we observe that

$$
\begin{aligned}
\sum_{\left(n_{1}, \ldots, n_{k}\right) \in \mathbb{Z}^{k}}\left(\prod_{i=1}^{k} a_{i, n_{i}} x_{g}^{n_{i}}\right) m & =\sum_{n \in \mathbb{Z}}\left(\sum_{\substack{\left(n_{1}, \ldots, n_{n}\right) \in \mathbb{Z}^{k} \\
n_{1}+\cdots n_{k-1}=n}}\left(\prod_{i=1}^{k} a_{i, n_{i}} x_{g}^{n_{i}}\right) m\right) \\
& =\sum_{n \in \mathbb{Z}}\left(\sum_{n_{k} \in \mathbb{Z}}\left(\sum_{n_{1}+\cdots+n_{k-1}=n}\left(\prod_{i=1}^{k} a_{i, n_{i}} x_{g}^{n_{i}}\right) m\right)\right)
\end{aligned}
$$

Thus we have proven (1.1).

## 2 Hughes-free embeddings

### 2.1 Hughes-free skew fields of fractions

Definition 2.1.1 (cf. [13]) Let $F[G ; \eta, \sigma]$ be a crossed product ring and $G$ a locally indicable group. A skew field $D$ is called a Hughes-free skew field of fractions of $F[G ; \eta, \sigma]$ if $D$ is a skew field of fractions of $F[G ; \eta, \sigma]$ and the following holds. For each finitely generated subgroup $H$ of $G$ and each normal subgroup $N$ of $H$ such that $H / N$ is an infinite cyclic group with $h N$ as a generating element of $H / N$ every $t \in F^{\times} x_{h}$ is left transcendental over the rational closure $D_{N}$ of $F[N ; \eta, \sigma]$ in $D$, that is, $a_{n} t^{n}+\cdots+a_{1} t+a_{0}=0$ implies $a_{n}=\cdots=a_{0}=0$ for all $a_{0}, \ldots, a_{n} \in D_{N}$ and all $n \in \mathbb{N}_{0}$. The associated embedding is called Hughes-free embedding.

Definition 2.1.2 Let $F[G ; \eta, \sigma]$ be a crossed product ring and $G$ a Conradian leftordered group with maximal rank. A skew field $D$ is called a free skew field of fractions of $F[G ; \eta, \sigma]$ if $D$ is a skew field of fractions of $F[G ; \eta, \sigma]$ and any $t \in F^{\times} x_{g}$ is left transcendental over the rational closure $D_{g}^{-}$of $F\left[C_{g}^{-} ; \eta, \sigma\right]$ in $D$ for each $g \in G \backslash\{e\}$. The associated embedding is called free embedding.

Proposition 2.1.3 Let $F[G ; \eta, \sigma]$ be a crossed product ring and $G$ a Conradian leftordered group with maximal rank. If $D$ is a Hughes-free skew field of fractions of $F[G ; \eta, \sigma]$ then it is also a free skew field of fraction of $F[G ; \eta, \sigma]$ with respect to the same embedding.

Proof. According to Theorem 1.2.31, $G$ is locally indicable. For any $g \in G, g \neq e$ let $a_{0}, \ldots, a_{n} \in D_{g}^{-}$and $t \in F^{\times} x_{g}$ be such that

$$
a_{n} t^{n}+\cdots+a_{1} t+a_{0}=0
$$

Since $a_{0}, \ldots, a_{n} \in D_{g}^{-}$there are $g_{1}, \ldots, g_{k} \in C_{g}^{-}$for some $k \in \mathbb{N}$ such that $a_{0}, \ldots, a_{n} \in$ $D_{\left\langle g_{1}, \ldots, g_{n}\right\rangle}$. If we define $U:=\left\langle g, g_{1}, \ldots, g_{k}\right\rangle \subseteq C_{g}^{+}$and $N:=U \cap C_{g}^{-}$then $N$ is a normal subgroup of $U$ such that $U / N$ is infinite cyclic and $g N$ is a generating element of $U / N$. Because of $g_{1}, \ldots, g_{k} \in U \cap C_{g}^{-}=N$ we know that $a_{0}, \ldots, a_{n} \in D_{N}$ and since $D$ is a Hughes-free skew field of fractions of $F[G ; \eta, \sigma]$ this implies $a_{0}=\cdots=a_{n}=0$. Thus we have proven that $D$ is a free skew field of fractions of $F[G ; \eta, \sigma]$.

### 2.2 Series Representations

Remark 2.2.1 For the remainder of this chapter we will assume that $F[G ; \eta, \sigma]$ is a crossed product ring whereas $G$ is a Conradian left-ordered group with maximal rank with respect to $<$ and $D$ is a free skew field of fractions of $F[G ; \eta, \sigma]$ with $\iota: F[G ; \eta, \sigma] \longrightarrow D$ as the associated embedding. Furthermore, in most cases we will consider $F[G ; \eta, \sigma]$ to be a subring of $D$.
If $g \in G$ then $x_{g}$ induces an automorphism on $F[G ; \eta, \sigma]$ by conjugation. It is an extension of $\sigma_{g}$ and can also be extended onto $D_{g}^{-}$as seen in Proposition 1.5.6. We will denote all these automorphisms by $\sigma_{g}$. If $g \neq e$ then $x_{g}$ is left transcendental over $D_{g}^{-}$since $D$ is a free skew field of fractions of $F[G ; \eta, \sigma]$ and therefore an indeterminate over $D_{g}^{-}$. The skew Laurent polynomial ring $D_{g}^{-}\left[x_{g}, x_{g}^{-1} ; \sigma_{g}\right]$ is an Ore-domain (cf. [1, Chapter 1.1 especially Proposition 1.1.4.]) with the unique skew field of fractions $D_{g}^{-}\left(x_{g} ; \sigma_{g}\right)$ which is isomorphic to $D_{g}$. Since $D_{g}^{-}\left[\left[x_{g} ; \sigma_{g}\right]\right]$ contains a skew field of fractions of $D_{g}^{-}\left[x_{g}, x_{g}^{-1} ; \sigma_{g}\right]$ there is a unique embedding of $D_{g}$ into $D_{g}^{-}\left[\left[x_{g} ; \sigma_{g}\right]\right]$ such that

is a commutative diagram [1 page 88]. We will consider $D_{g}$ to be a subring of $D_{g}^{-}\left[\left[x_{g} ; \sigma_{g}\right]\right]$.

Remark 2.2.2 We formally define $D_{e}^{-}\left[\left[x_{e} ; \sigma_{e}\right]\right]:=F$ and write each $d \in D_{e}^{-}\left[\left[x_{e} ; \sigma_{e}\right]\right]$ in the form

$$
d=\sum_{n \in \mathbb{Z}} a_{n} x_{e}^{n}
$$

with $a_{0}=d$ and $a_{n}=0$ for $n \in \mathbb{Z}, n \neq 0$.
Definition 2.2.3 If $d \in D$ and $g \in G, g \geq e$ such that $d \in D_{g} \subseteq D_{g}^{-}\left[\left[x_{g} ; \sigma_{g}\right]\right]$, we call

$$
d=\sum_{n \in \mathbb{Z}} a_{n} x_{g}^{n} \in D_{g}^{-}\left[\left[x_{g} ; \sigma_{g}\right]\right]
$$

series representation of $d$. If additionally $a_{n} \triangleleft d$ holds for all $n \in \mathbb{Z}$ or $d \in F^{\times}$and $g=e$, we call the series representation proper. If there is an $h \in G$ such that $x_{h}^{-1} d$ or $d x_{h}^{-1}$ has a (proper) series representation, it is called a (proper) left or right series representation respectively.

Theorem 2.2.4 If $d \in D$ and $h \in G$ such that

$$
x_{h}^{-1} d=\sum_{n \in \mathbb{Z}} a_{n} x_{g}^{n} \in D_{g}^{-}\left[\left[x_{g} ; \sigma_{g}\right]\right]
$$

is a left series representation and $\hat{g}, \hat{h} \in G$ with $g, \hat{h}^{-1} h \in C_{\hat{g}}$ as well as $\hat{g} \geq e$, then there exist $\hat{a}_{n} \in D_{\hat{g}}^{-}$for all $n \in \mathbb{Z}$ such that

$$
x_{\hat{h}}^{-1} d=\sum_{n \in \mathbb{Z}} \hat{a}_{n} x_{\hat{g}}^{n} \in D_{\hat{g}}^{-}\left[\left[x_{\hat{g}} ; \sigma_{\hat{g}}\right]\right],
$$

is a left series representation such that one of the following alternatives holds.
i) If $C_{g}^{+}=C_{\hat{g}}^{+}$, then for each $\hat{n} \in \mathbb{Z}$ there exist $n \in \mathbb{Z}$ and $b, c \in F G$ such that $\hat{a}_{\hat{n}}=b a_{n} c \in D_{\hat{g}}^{-}$or $\hat{a}_{\hat{n}}=0$.
ii) If $C_{g}^{+} \subset C_{\hat{g}}^{+}$, then there are $b, c \in F G$ and $\hat{N} \in \mathbb{Z}$ with $\hat{a}_{n}=b d c \in D_{\hat{g}}^{-}$for $n=\hat{N}$ and $\hat{a}_{n}=0$ for $n \neq \hat{N}$.

Proof. Since $g, \hat{h}^{-1} h \in C_{\hat{g}}$ there are $l, m \in \mathbb{Z}$ and $g^{\prime}, h^{\prime} \in C_{\hat{g}}^{-}$with $g=g^{\prime} \hat{g}^{l}$ as well as $\hat{h}^{-1} h=h^{\prime} \hat{g}^{m}$. Hence there exist $b^{\prime}, c^{\prime} \in F C_{\hat{g}}^{-}$with $x_{g}=c^{\prime} x_{\hat{g}}^{l}$ and $x_{\hat{h}}^{-1} x_{h}=b^{\prime} x_{\hat{g}}^{m}$. As seen in Remark 1.5 .13 this allows us to view $D_{g}^{-}\left[\left[x_{g} ; \sigma_{g}\right]\right]$ as a subring of $D_{\hat{g}}^{-}\left[\left[x_{\hat{g}} ; \sigma_{\hat{g}}\right]\right]$. We examine the following cases.
Case 1: $C_{g}^{+}=C_{\hat{g}}^{+}$. For $g=\hat{g}=e$ there is nothing to show. If $g, \hat{g}>e$ then $l>0$. For each $n \in \mathbb{Z}$ there exists a $c_{n}^{\prime} \in F C_{\hat{g}}^{-}$with $x_{g}^{n}=\left(c^{\prime} x_{\hat{g}}^{l}\right)^{n}=c_{n}^{\prime} x_{\hat{g}}^{l n}$. Therefore we have

$$
\begin{aligned}
x_{\hat{h}}^{-1} d=x_{\hat{h}}^{-1} x_{h} x_{h}^{-1} d=x_{\hat{h}}^{-1} x_{h} \sum_{n \in \mathbb{Z}} a_{n} x_{g}^{n} & =b^{\prime} x_{\hat{g}}^{m} \sum_{n \in \mathbb{Z}} a_{n}\left(c_{n}^{\prime} x_{\hat{g}}^{l n}\right) \\
& =\sum_{n \in \mathbb{Z}} b^{\prime} x_{\tilde{g}}^{m} a_{n} c_{n}^{\prime} x_{\hat{g}}^{-m} x_{\hat{g}}^{l n+m} .
\end{aligned}
$$

We define $\hat{a}_{\hat{n}}:=b^{\prime} x_{\hat{g}}^{m} a_{n} c_{n}^{\prime} x_{\hat{g}}^{-m} \in D_{\hat{g}}^{-}$for $\hat{n}, n \in \mathbb{Z}$ with $\hat{n}=l n+m$ and $\hat{a}_{\hat{n}}=0$ else, to get

$$
x_{\hat{h}}^{-1} d=\sum_{n \in \mathbb{Z}} \hat{a}_{n} x_{\tilde{g}}^{n} .
$$

Because of $b^{\prime}, a_{n}, c_{n}^{\prime} \in D_{\hat{g}}^{-}$we have $\hat{a}_{l n+m}=b^{\prime} x_{\hat{g}}^{m} a_{n} c_{n}^{\prime} x_{\hat{g}}^{-m} \in D_{\hat{g}}^{-}$as well as $b^{\prime} x_{\tilde{g}}^{m}, c_{n}^{\prime} x_{\hat{g}}^{-m} \in F G$.
Case 2: $C_{g}^{+} \neq C_{\hat{g}}^{+}$. Then $C_{g}^{+} \subseteq C_{\hat{g}}^{-}$, which implies $x_{h}^{-1} d \in D_{g} \subseteq D_{\hat{g}}^{-}$as well as

$$
x_{\hat{h}}^{-1} d=x_{\hat{h}}^{-1} x_{h} x_{h}^{-1} d=b^{\prime} x_{\tilde{g}}^{m} x_{h}^{-1} d=(\underbrace{b^{\prime} x_{\tilde{g}}^{m} x_{h}^{-1}}_{\in F G} d \underbrace{x_{\hat{g}}^{-m}}_{\in F G}) x_{\tilde{g}}^{m} .
$$

Since $x_{h}^{-1} d, b^{\prime} \in D_{\hat{g}}^{-}$, we have $b^{\prime} x_{\hat{g}}^{m} x_{h}^{-1} d x_{\hat{g}}^{-m} \in D_{\hat{g}}^{-}$. We define $\hat{N}:=m$.

Remark 2.2.5 The left series representation of $x_{\hat{h}}^{-1} d$ as given in Theorem 2.2.4 is proper if and only if the left series representation of $x_{h}^{-1} d$ is proper and $C_{g}^{+}=C_{\hat{g}}^{+}$.

Theorem 2.2.6 Let

$$
x_{h_{i}}^{-1} d_{i}=\sum_{n \in \mathbb{Z}} a_{i, n} x_{g_{i}}^{n} \in D_{g_{i}}^{-}\left[\left[x_{g_{i}} ; \sigma_{g_{i}}\right]\right]
$$

be left series representations of $d_{1}, \ldots, d_{k} \in D$. There exist $g, h \in G$ with $g \geq e$ and

$$
C_{g}^{+}=C_{g_{1}}^{+} \cup \cdots \cup C_{g_{k}}^{+} \cup C_{h^{-1} h_{1}}^{+} \cup \cdots \cup C_{h^{-1} h_{k}}^{+}
$$

as well as

$$
g_{1}, \ldots, g_{k}, h^{-1} h_{1}, \ldots, h^{-1} h_{k} \in C_{g}
$$

For $d:=d_{1}+\cdots+d_{k}$ there exists a left series representation

$$
x_{h}^{-1} d=\sum_{n \in \mathbb{Z}} a_{n} x_{g}^{n} \in D_{g}^{-}\left[\left[x_{g} ; \sigma_{g}\right]\right]
$$

with $a_{n}=\hat{a}_{1, n}+\cdots+\hat{a}_{k, n}$. Hereby for each $n \in \mathbb{Z}$ and $i \in\{1, \ldots, k\}$ there are $n^{\prime} \in \mathbb{Z}$ and $b, c \in F G$ with $\hat{a}_{i, n}=b a_{i, n^{\prime}} c \in D_{g}^{-}, \hat{a}_{i, n}=b d_{i} c \in D_{g}^{-}$or $\hat{a}_{i, n}=0$. Furthermore, for each $n \in \mathbb{Z}$ there exist $i \in\{1, \ldots, k\}, n^{\prime} \in \mathbb{Z}$ and $b, c \in F G$ with $\hat{a}_{i, n}=b a_{i, n^{\prime}} c \in D_{g}^{-}$or $\hat{a}_{i, n}=0$.

Proof. One can choose any $h \in h_{1} C_{g_{1}}^{+} \cup \cdots \cup h_{k} C_{g_{k}}^{+}$. Since the convex subgroups of $G$ are ordered with respect to $\subseteq$ one of the convex subgroups $C_{g_{1}}^{+}, \ldots, C_{g_{k}}^{+}, C_{h^{-1} h_{1}}^{+}, \ldots, C_{h^{-1} h_{k}}^{+}$ is maximal, which we will denote by $C^{+}$. As $G$ has maximal rank there is a $g \in C^{+}$, $g \geq e$ with $C_{g}^{+}=C^{+}$and $g_{1}, \ldots, g_{k}, h^{-1} h_{1}, \ldots, h^{-1} h_{k} \in C_{g}$. According to Theorem 2.2.4 there exists a left series representation

$$
x_{h}^{-1} d_{i}=\sum_{n \in \mathbb{Z}} \hat{a}_{i, n} x_{g}^{n} \in D_{g}^{-}\left[\left[x_{g} ; \sigma_{g}\right]\right],
$$

for each $i \in\{1, \ldots, k\}$, such that for every $n \in \mathbb{Z}$ there are $n_{i} \in \mathbb{Z}$ and $b, c \in F G$ with $\hat{a}_{i, n}=b a_{i, n_{i}} c \in D_{g}^{-}, \hat{a}_{i, n}=b d_{i} c \in D_{g}^{-}$or $\hat{a}_{i, n}=0$.
We examine the following cases.
Case 1: There is an $i \in\{1, \ldots, k\}$ with $C_{g}^{+}=C_{g_{i}}^{+}$. Then for each $n \in \mathbb{Z}$ there are $n_{i} \in \mathbb{Z}$ and $b, c \in F G$ with $\hat{a}_{i, n}=b a_{i, n_{i}} c \in D_{g}^{-}$or $\hat{a}_{i, n}=0$.
Case 2: $C_{g}^{+} \neq C_{g_{i}}^{+}$for all $i \in\{1, \ldots, k\}$. Then there is a $j \in\{1, \ldots, k\}$ with $C_{g}^{+}=$ $C_{h^{-1} h_{j}}^{+}$. Furthermore, for each $i \in\{1, \ldots, k\}$ there are $N_{i} \in \mathbb{Z}$ as well as $b, c \in F G$ with $\hat{a}_{i, n}=b d_{i} c \in D_{g}^{-}$for $n=N_{i}$ and $\hat{a}_{i, n}=0$ else. To show that for each $n \in \mathbb{Z}$ there exists an $i \in\{1, \ldots, k\}$ with $\hat{a}_{i, n}=0$, it is sufficient to prove,
that $N_{1}, \ldots, N_{k}$ are not all the same. According to Theorem 2.2.4 we have $h^{-1} h_{i} \in g^{N_{i}} C_{g}^{-}$for all $i \in I$. Since $C_{g}^{+}=C_{h^{-1} h_{j}}^{+}$, we know that $h^{-1} h_{j} \notin C_{g}^{-}$ and therefore $N_{j} \neq 0$. By choice of $h$ there is a $j^{\prime} \in\{1, \ldots, k\}$ with $h \in h_{j^{\prime}} C_{g_{j^{\prime}}}^{+}$. Hence $h^{-1} h_{j^{\prime}} \in C_{g_{j^{\prime}}}^{+} \subseteq C_{g}^{-}$, which implies $N_{j^{\prime}}=0$.

Theorem 2.2.7 Let $d_{1}, \ldots, d_{k} \in D$ and $h_{1}, \ldots, h_{k+1} \in G$, such that each $d_{i} x_{h_{i+1}}$ with $i \in\{1, \ldots, k\}$ has a left series representation

$$
x_{h_{i}}^{-1}\left(d_{i} x_{h_{i+1}}\right)=\sum_{n \in \mathbb{Z}} a_{i, n} x_{g_{i}}^{n} \in D_{g_{i}}^{-}\left[\left[x_{g_{i}} ; \sigma_{g_{i}}\right]\right] .
$$

Then there are $g, h \in G$ with $g \geq e$ and

$$
C_{g}^{+}=C_{g_{1}}^{+} \cup \cdots \cup C_{g_{k}}^{+}
$$

as well as

$$
g_{1}, \ldots, g_{k}, h^{-1} h_{1} \in C_{g}
$$

such that $d:=d_{1} \cdots d_{k} x_{h_{k+1}}$ has a left series representation

$$
x_{h}^{-1} d=\sum_{n \in \mathbb{Z}} a_{n} x_{g}^{n} \in D_{g}^{-}\left[\left[x_{g} ; \sigma_{g}\right]\right]
$$

with

$$
a_{n}=\sum_{n_{1}+\cdots+n_{k}=n}\left(\prod_{i=1}^{k} \hat{a}_{i, n_{i}} x_{g}^{n_{i}}\right) x_{g}^{-n} .
$$

Hereby, for each $i \in\{1, \ldots, k\}$ and $n_{i} \in \mathbb{Z}$ there exist $n^{\prime} \in \mathbb{Z}$ and $b, c \in F G$ such that $\hat{a}_{i, n_{i}}=b a_{i, n^{\prime}} c \in D_{g}^{-}, \hat{a}_{i, n_{i}}=b d_{i} c \in D_{g}^{-}$or $\hat{a}_{i, n_{i}}=0$. Furthermore, there is an $i \in\{1, \ldots, k\}$ such that for each $n_{i} \in \mathbb{Z}$ there exist $n^{\prime} \in \mathbb{Z}$ as well as $b, c \in F G$ with $\hat{a}_{i, n_{i}}=b a_{i, n^{\prime}} c \in D_{g}^{-}$or $\hat{a}_{i, n_{i}}=0$.

Proof. Since the convex subgroups of $G$ are totally ordered with respect to $\subseteq$, one of the convex subgroups $C_{g_{1}}^{+}, \ldots, C_{g_{k}}^{+}$, is maximal, which will be denoted by $C^{+}$. We may choose any $h \in h_{1} C^{+}$and since $G$ has maximal rank there is a $g \in C^{+}, g \geq e$ with $C_{g}^{+}=C^{+}$and $g_{1}, \ldots, g_{k}, h^{-1} h_{1} \in C_{g}$. According to Theorem 2.2.4 and since $h_{2}^{-1} h_{2}, \ldots, h_{k}^{-1} h_{k} \in C_{g}$ there exist left series representations

$$
x_{h}^{-1}\left(d_{1} x_{h_{2}}\right)=\sum_{n_{1} \in \mathbb{Z}} \hat{a}_{1, n_{1}} x_{g}^{n_{1}} \in D_{g}^{-}\left[\left[x_{g} ; \sigma_{g}\right]\right]
$$

for $d_{1} x_{h_{2}}$ and

$$
x_{h_{i}}^{-1}\left(d_{i} x_{h_{i+1}}\right)=\sum_{n_{i} \in \mathbb{Z}} \hat{a}_{i, n_{i}} x_{g}^{n_{i}} \in D_{g}^{-}\left[\left[x_{g} ; \sigma_{g}\right]\right]
$$

for $d_{i} x_{h_{i+1}}$ with $i \in\{2, \ldots, k\}$, such that for every $n_{i} \in \mathbb{Z}$ there are $n^{\prime} \in \mathbb{Z}$ and $b, c \in F G$ with $\hat{a}_{i, n_{i}}=b a_{i, n^{\prime}} c \in D_{g}^{-}, \hat{a}_{i, n_{i}}=b d_{i} x_{h_{i+1}} c \in D_{g}^{-}$or $\hat{a}_{i, n}=0$.
Now we have

$$
x_{h}^{-1} d=x_{h}^{-1} d_{1} \cdots d_{k} x_{h_{k+1}}=x_{h}^{-1} d_{1} x_{h_{2}} \prod_{i=2}^{k} x_{h_{i}}^{-1} d_{i} x_{h_{i+1}}=\prod_{i=1}^{k} \sum_{n_{i} \in \mathbb{Z}} \hat{a}_{i, n_{i}} x_{g}^{n_{i}}=\sum_{n \in \mathbb{Z}} a_{n} x_{g}^{n}
$$

and

$$
a_{n}=\sum_{n_{1}+\cdots+n_{k}=n}\left(\prod_{i=1}^{k} \hat{a}_{i, n_{i}} x_{g}^{n_{i}}\right) x_{g}^{-n} .
$$

Since $C_{g}^{+}=C_{g_{i}}^{+}$holds for at least one $i \in\{1, \ldots, k\}$ there exist $n^{\prime} \in \mathbb{Z}$ and $b, c \in F G$ for each $n_{i} \in \mathbb{Z}$, such that $\hat{a}_{i, n_{i}}=b a_{i, n^{\prime} c} \in D_{g}^{-}$or $\hat{a}_{i, n_{i}}=0$.

Remark 2.2.8 The analogous statements about right series representations for Theorems 2.2.4, 2.2.6, 2.2.7 are also true.

Theorem 2.2.9 Each element $d \in D$ with $\operatorname{cp}(d) \geq 1$ has a proper left series representation. If

$$
x_{h}^{-1} d=\sum_{n \in \mathbb{Z}} a_{n} x_{g}^{n} \in D_{g} \subseteq D_{g}^{-}\left[\left[x_{g} ; \sigma_{g}\right]\right]
$$

is a proper left series representation then $C_{g}^{+}$and the left coset $h C_{g}^{+}$are uniquely determined by $d$. The analogous statement for proper right series representations and right cosets also holds.

Proof. We will only prove the statements about left series representations as the respective statements about right series representations can be proven similarly. We will use induction on the complexity of $d$. The induction basis is $\mathrm{cp}(d)=1$. Then $d \in F G$ and there are $g \in G, b \in F$ with $d=b x_{g}=x_{g^{-1}}^{-1}\left(x_{g^{-1}} b x_{g}\right)$. By choosing $h=g^{-1}$ and $a=x_{g^{-1}} b x_{g} \in F$ we are done. For the induction step we can assume $d \in D$ with $d \notin F G$.
If $d$ is additively decomposable let $d=d_{1}+\cdots+d_{k}$ with $d_{1}, \ldots, d_{k} \triangleleft d$ be a complete additive decomposition of $d$. Applying the induction hypothesis there are proper left series representations

$$
x_{h_{i}}^{-1} d_{i}=\sum_{n \in \mathbb{Z}} a_{i, n} x_{g_{i}}^{n} \in D_{g_{i}}^{-}\left[\left[x_{g_{i}} ; \sigma_{g_{i}}\right]\right]
$$

for $d_{1}, \ldots, d_{k}$. Since $d \notin F G$ we know that $h_{1}=\cdots=h_{k}$ and $g_{1}=\cdots=g_{k}=e$ are not both true. Because of Theorem 2.2.6 there are $g, h \in G$ with $g>e$

$$
C_{g}^{+}=C_{g_{1}}^{+} \cup \cdots \cup C_{g_{k}}^{+} \cup C_{h^{-1} h_{1}}^{+} \cup \cdots \cup C_{h^{-1} h_{k}}^{+}
$$

as well as

$$
g_{1}, \ldots, g_{k}, h^{-1} h_{1}, \ldots, h^{-1} h_{k} \in C_{g}
$$

such that for $d:=d_{1}+\cdots+d_{k}$ there exists a left series representation

$$
x_{h}^{-1} d=\sum_{n \in \mathbb{Z}} a_{n} x_{g}^{n} \in D_{g}^{-}\left[\left[x_{g} ; \sigma_{g}\right]\right]
$$

with $a_{n}=\hat{a}_{1, n}+\cdots+\hat{a}_{k, n}$. Hereby, for each $n \in \mathbb{Z}$ and $i \in\{1, \ldots, k\}$ there are $n^{\prime} \in \mathbb{Z}$ and $b, c \in F G$ with $\hat{a}_{i, n}=b a_{i, n^{\prime}} c, \hat{a}_{i, n}=b d_{i} c$ or $\hat{a}_{i, n}=0$. Applying Theorem 1.1.15 leads to

$$
\begin{aligned}
& \hat{a}_{i, n}=b a_{i, n^{\prime}} c \unlhd a_{i, n^{\prime}} \unlhd d_{i}, \\
& \hat{a}_{i, n}=b d_{i} c \unlhd d_{i}
\end{aligned}
$$

or $\hat{a}_{i, n}=0 \unlhd d_{i}$. Furthermore for each $n \in \mathbb{Z}$ there exist $i \in\{1, \ldots, k\}, n^{\prime} \in \mathbb{Z}$ and $b, c \in F G$ with $\hat{a}_{i, n}=0 \triangleleft d_{i}$ or $\hat{a}_{i, n}=b a_{i, n^{\prime}} c \triangleleft d_{i}$ if $d_{i} \notin F^{\times} G$.
Let us assume that there is an $n \in \mathbb{Z}$ such that no $i \in\{1, \ldots, k\}$ satisfies $\hat{a}_{i, n} \triangleleft d_{i}$. Then $d_{i} \in F^{\times} G$ for all $i \in\{1, \ldots, k\}$. Thus, there are $N_{i} \in \mathbb{Z}$ and $b, c \in F G$ for each $i \in\{1, \ldots, k\}$ with $\hat{a}_{i, n}=b d_{i} c$ if $n=N_{i}$ and $\hat{a}_{i, n}=0$ else. If $N_{1}=\cdots=N_{k}$ then

$$
d=x_{h}\left(\sum_{i=1}^{k} \hat{a}_{i, n}\right) x_{g}^{n} \in F G
$$

for an $n \in \mathbb{Z}$, which contradicts $\operatorname{cp}(d)>1$. Therefore, for each $n \in \mathbb{Z}$ there is an $i \in\{1, \ldots, k\}$ with $\hat{a}_{i, n}=0 \triangleleft d_{i}$, a contradiction to the above assumption.
Thus, we have proven that $\hat{a}_{i, n} \unlhd d_{i}$ for each $i \in\{1, \ldots, k\}$ and $\hat{a}_{i, n} \triangleleft d_{i}$ for some $i \in\{1, \ldots, k\}$ if $n \in \mathbb{Z}$. Therefore, $a_{n}=\hat{a}_{1, n}+\cdots+\hat{a}_{k, n} \triangleleft d_{1}+\cdots+d_{k}=d$ by Theorem 1.1.9. This implies that the left series representation

$$
x_{h}^{-1} d=\sum_{n \in \mathbb{Z}} a_{n} x_{g}^{n} \in D_{g}^{-}\left[\left[x_{g} ; \sigma_{g}\right]\right]
$$

is proper.
If $d$ is additively indecomposable and multiplicatively decomposable then $d$ admits a complete multiplicative decomposition $d=d_{1} \cdots d_{k}$ with $d_{1}, \ldots, d_{k} \triangleleft d$. We will define $h_{k+1}, \ldots, h_{1}$ in such a way, that $d_{i} x_{h_{i+1}}$ has a proper left decomposition

$$
x_{h_{i}}^{-1}\left(d_{i} x_{h_{i+1}}\right)=\sum_{n \in \mathbb{Z}} a_{i, n} x_{g_{i}}^{n} \in D_{g_{i}}^{-}\left[\left[x_{g_{i}} ; \sigma_{g_{i}}\right]\right]
$$

for $i \in\{1, \ldots, k\}$ and we choose $h_{k+1}:=e$. If $h_{k+1}, \ldots, h_{i+1}$ are chosen, we can apply the induction hypothesis because of $\operatorname{cp}\left(d_{i} x_{h_{i+1}}\right)=\operatorname{cp}\left(d_{i}\right)$. Hence $d_{i} x_{h_{i+1}}$ has a proper left series representation of the required kind. As the $d_{i}$ are proper atoms, we know that $g_{1}, \ldots, g_{k}>e$ for all $i \in\{1, \ldots, k\}$. According to Theorem 2.2.7 there are $g, h \in G$ with $g>e$ and

$$
C_{g}^{+}=C_{g_{1}}^{+} \cup \cdots \cup C_{g_{k}}^{+}
$$

as well as

$$
g_{1}, \ldots, g_{k}, h^{-1} h_{1} \in C_{g}
$$

such that $d:=d_{1} \cdots d_{k} x_{h_{k+1}}$ has a left series representation

$$
x_{h}^{-1} d=\sum_{n \in \mathbb{Z}} a_{n} x_{g}^{n} \in D_{g}^{-}\left[\left[x_{g} ; \sigma_{g}\right]\right]
$$

with

$$
a_{n}=\sum_{n_{1}+\cdots+n_{k}=n}\left(\prod_{i=1}^{k} \hat{a}_{i, n_{i}} x_{g}^{n_{i}}\right) x_{g}^{-n} .
$$

Hereby, for each $i \in\{1, \ldots, k\}$ and $n_{i} \in \mathbb{Z}$ there are $n^{\prime} \in \mathbb{Z}$ and $b, c \in F G$ with $\hat{a}_{i, n_{i}}=b a_{i, n^{\prime}} c \unlhd a_{i, n^{\prime}} \unlhd d_{i}, \hat{a}_{i, n_{i}}=b d_{i} c \unlhd d_{i}$ or $\hat{a}_{i, n_{i}}=0 \unlhd d_{i}$. Furthermore, there is an $i \in\{1, \ldots, k\}$ such that for each $n_{i} \in \mathbb{Z}$ there exist $n^{\prime} \in \mathbb{Z}$ as well as $b, c \in F G$ with $\hat{a}_{i, n_{i}}=b a_{i, n^{\prime}} c \unlhd a_{i, n^{\prime}} \triangleleft d_{i}$ or $\hat{a}_{i, n_{i}}=0 \triangleleft d_{i}$.
If $n_{i} \in \mathbb{Z}$ is fixed for each $i \in\{1, \ldots, k\}$ we know that $\hat{a}_{i, n_{i}} x_{g}^{n_{i}} \unlhd \hat{a}_{i, n_{i}} \unlhd d_{i}$ holds for all $i \in\{1, \ldots, k\}$ and $\hat{a}_{i, n_{i}} x_{g}^{n_{i}} \unlhd \hat{a}_{i, n} \triangleleft d_{i}$ is true for some $i \in\{1, \ldots, k\}$. Therefore, we can apply Theorems 1.1.15 and 1.1.13 to show

$$
\left(\prod_{i=1}^{k} \hat{a}_{i, n_{i}} x_{g}^{n_{i}}\right) x_{g}^{-n} \unlhd \prod_{i=1}^{k} \underbrace{\hat{a}_{i, n_{i}} x_{g}^{n_{i}}}_{\unlhd d_{i}} \triangleleft d
$$

Since $d$ is additively indecomposable we can furthermore apply Remark 1.1.8 and conclude

$$
a_{n}=\sum_{n_{1}+\cdots+n_{k}=n} \underbrace{\left(\prod_{i=1}^{k} \hat{a}_{i, n_{i}} x_{g}^{n_{i}}\right) x_{g}^{-n}}_{\triangleleft d} \triangleleft d,
$$

which shows that the associated left series representation is proper.
If $d$ is a proper atom then $d^{-1} \triangleleft d$ according to Theorem 1.1.12, which implies that $d^{-1}$ has a proper right series representation

$$
d^{-1} x_{h}^{-1}=\sum_{n \in \mathbb{Z}} \hat{a}_{n} x_{g}^{n} \in D_{g}^{-}\left[\left[x_{g} ; \sigma_{g}\right]\right] .
$$

Then $\hat{a}_{n} \triangleleft d^{-1} \triangleleft d$ and therefore $\hat{a}_{n} x_{g}^{n} \triangleleft d^{-1} \triangleleft d$ for each $n \in \mathbb{Z}$. Let $N \in \mathbb{Z}$ be minimal with $\hat{a}_{N} \neq 0$. Since $d$ is a proper atom $\left(\left(\hat{a}_{N} x_{g}^{N}\right)^{-1}\right)^{-1} \triangleleft d^{-1}$ implies $\left(\hat{a}_{N} x_{g}^{N}\right)^{-1} \triangleleft d$ according to Theorem 1.1.12. Now we have $x_{h^{-1}}^{-1} d=x_{h^{-1}}^{-1}\left(d^{-1} x_{h}^{-1} x_{h}\right)^{-1}=\left(x_{h^{-1}}^{-1} x_{h}^{-1}\right)\left(d^{-1} x_{h}^{-1}\right)^{-1}$. Hence $d$ has a left series representation

$$
x_{h^{-1}}^{-1} d=\sum_{n \in \mathbb{Z}} a_{n} x_{g}^{n} \in D_{g}^{-}\left[\left[x_{g} ; \sigma_{g}\right]\right],
$$

with

$$
a_{n}=\sum_{k \geq 0} \sum_{\substack{n_{1}, \ldots, n_{k} \in \mathbb{N} \\ n_{1}+\cdots+n_{k}=n+N}}\left(x_{h^{-1}}^{-1} x_{h}^{-1}\right)[\prod_{i=1}^{k}-\underbrace{\left(\hat{a}_{N} x_{g}^{N}\right)^{-1}}_{\triangleleft d} \underbrace{\hat{a}_{n_{i}+N} x_{g}^{n_{i}+N}}_{\triangleleft d}] \underbrace{\left(\hat{a}_{N} x_{g}^{N}\right)^{-1}}_{\triangleleft d} x_{g}^{-n} \triangleleft d
$$

according to Theorem 1.1 .12 for the complexity and Remark 1.5 .11 for calculating the inverse of $d^{-1} x_{h}^{-1}$.
To prove the uniqueness we take a $d \in D$ with $\operatorname{cp}(d)>1$ as well as $h_{1}, h_{2}, g_{1}, g_{2} \in G$, $g_{1}, g_{2}>e$ such that $d$ has proper left series representations

$$
x_{h_{i}}^{-1} d=\sum_{n \in \mathbb{Z}} a_{i, n} x_{g_{i}}^{n}
$$

for $i \in\{1,2\}$. As the series representations are proper, there are at least two $n \in \mathbb{Z}$ for each $i$ with $a_{i, n} \neq 0$.
We first show $h_{1} C_{g_{1}}^{+} \cap h_{2} C_{g_{2}}^{+} \neq \emptyset$ and assume equality. Without loss of generality let $g:=h_{1}^{-1} h_{2}>e$. Then $h_{1}^{-1} h_{2} \notin C_{g_{1}}^{+}, C_{g_{2}}^{+}$and therefore $C_{g_{1}}^{+}, C_{g_{2}}^{+} \subseteq C_{g}^{-}$. Hence

$$
x_{h_{1}}^{-1} d, x_{h_{2}}^{-1} d \in D_{g}^{-} .
$$

There is a $c \in F^{\times}$with $x_{h_{1}}^{-1} x_{h_{2}}=c x_{h_{1}^{-1} h_{2}}=c x_{g}$. Therefore we know that

$$
\begin{aligned}
0=x_{h_{1}}^{-1}(d-d) & =x_{h_{1}}^{-1} d-\left(x_{h_{1}}^{-1} x_{h_{2}}\right) x_{h_{2}}^{-1} d \\
& =x_{h_{1}}^{-1} d-c x_{g}\left(x_{h_{2}}^{-1} d\right) x_{g}^{-1} x_{g}=a_{0}+a_{1} x_{g}
\end{aligned}
$$

with $a_{0}=x_{h_{1}}^{-1} d \in D_{g}^{-}$and $a_{1}=-c x_{g}\left(x_{h_{2}}^{-1} d\right) x_{g}^{-1} \in D_{g}^{-}$. Since $D$ is free, we conclude that $0=a_{0}=x_{h_{1}}^{-1} d$ and especially $d=0$, which contradicts $\operatorname{cp}(d)>1$. It remains to show that $C_{g_{1}}^{+}=C_{g_{2}}^{+}$since then $h_{1} C_{g_{1}}^{+} \cap h_{2} C_{g_{2}}^{+} \neq \emptyset$ would imply $h_{1} C_{g_{1}}^{+}=h_{2} C_{g_{2}}^{+}$. We assume $C_{g_{1}}^{+} \neq C_{g_{2}}^{+}$. Without loss of generality let $C_{g_{2}}^{+} \subseteq C_{g_{1}}^{-}$. As $G$ has maximal rank, there is a $g \in G, g>e$ with $C_{g}^{+}=C_{g_{1}}^{+}$and $g_{1}, h_{1}^{-1} h_{2} \in C_{g}$. Without loss of generality we can assume that $g_{1}=g$. Furthermore, we define $h:=h_{1}$. Since $x_{h_{2}}^{-1} d \in D_{g_{2}} \subseteq D_{g}^{-}$ and $x_{h_{1}}^{-1} x_{h_{2}} \in F C_{g}$ there is an $N \in \mathbb{Z}$ and a $b_{N} \in D_{g}^{-}$with $b_{N} x_{g}^{N}=x_{h_{1}}^{-1} x_{h_{2}} x_{h_{2}}^{-1} d$. Hence

$$
0=x_{h}^{-1}(d-d)=x_{h_{1}}^{-1} d-x_{h_{1}}^{-1} x_{h_{2}} x_{h_{2}}^{-1} d=\left(\sum_{n \in \mathbb{Z}} a_{1, n} x_{g}^{n}\right)-b_{N} x_{g}^{N}=\sum_{n \in \mathbb{Z}} a_{n} x_{g}^{n}
$$

with $a_{n}=a_{1, n} \in D_{g}^{-}$for all $n \in \mathbb{Z}$ with $n \neq N$ as well as $a_{N}=a_{1, N}-b_{N} \in D_{g}^{-}$. Since at least two of the $a_{1, n}$ are not zero some of the $a_{n}$ are not zero. This is a contradiction, since $x_{g}$ is an indeterminate over $D_{g}^{-}$.

### 2.3 Embedding Hughes-free skew fields of fractions into Dubrovin-rings

Theorem 2.3.1 If $d \in D, d \neq 0$,

$$
x_{h}^{-1} d=\sum_{n \in \mathbb{Z}} a_{n} x_{g}^{n}
$$

is a proper left series representation and $g^{\prime} \in G$ then $d \in D_{g^{\prime}}^{+}$if and only if $g, h \in C_{g^{\prime}}^{+}$.
Proof. " $\Longleftarrow$ ": For $x_{h}^{-1} d \in D_{g}$ we have $d \in x_{h} D_{g} \subseteq D_{h}^{+} D_{g}^{+} \subseteq D_{g^{\prime}}^{+}$because of $g, h \in C_{g^{\prime}}^{+}$. " $\Longrightarrow$ ": We will prove this statement by contradiction. Without loss of generality we can assume $h=e$ if $h \in C_{g}^{+}$.
Case 1: $h \notin C_{g^{\prime}}^{+}$. Then $g^{\prime} \in C_{h}^{-}$and therefore $d \in D_{g^{\prime}}^{+} \subseteq D_{h}^{-}$. Furthermore we have $D_{g}^{+} \subseteq D_{h}^{-}$, since $h \neq e$ and hence $g \in C_{h}^{-}$. Thus

$$
0=\underbrace{x_{h}^{-1} d}_{\in x_{h}^{-1} D_{h}^{-}}-\underbrace{x_{h}^{-1} d}_{\in D_{g}^{+} \subseteq D_{h}^{-}} .
$$

Since $D$ is a free skew field of fractions we conclude $x_{h}^{-1} d=0$ and $d=0$, which contradicts $d \neq 0$.
Case 2: $h \in C_{g^{\prime}}^{+}$and $g \notin C_{g^{\prime}}^{+}$. Then $C_{h}^{+} \subseteq C_{g^{\prime}}^{+} \subseteq C_{g}^{-}$and hence $d \in D_{g^{\prime}}^{+} \subseteq D_{g}^{-}$as well as $h=e$. As such we get

$$
\sum_{n \in \mathbb{Z}} a_{n} x_{g}^{n}=x_{h}^{-1} d=d \in D_{g}^{-}
$$

and hence the contradiction $d=a_{0} x_{g}^{0}=a_{0} \triangleleft d$.

Corollary 2.3.2 For $g^{\prime} \in G$ and $d \in D_{g^{\prime}}^{+}\left(d \in D_{g^{\prime}}^{-}\right)$the following statements hold.
i) If $d$ is additively decomposable in $D$ there are $d_{1}, \ldots, d_{k} \in D_{g^{\prime}}^{+}\left(d_{1}, \ldots, d_{k} \in D_{g^{\prime}}^{-}\right)$ such that $d=d_{1}+\cdots+d_{k}$ is a complete additive decomposition of $d$ in $D$.
ii) If $d$ is additively indecomposable and multiplicatively decomposable there are $d_{1}, \ldots, d_{k} \in D_{g^{\prime}}^{+}\left(d_{1}, \ldots, d_{k} \in D_{g^{\prime}}^{-}\right)$such that $d=d_{1} \cdots d_{k}$ is a complete multiplicative decomposition of $d$ in $D$.

Proof. Since $D_{g^{\prime}}^{-}=\bigcup\left\{D_{g^{\prime \prime}}^{+} \mid g^{\prime \prime} \in C_{g^{\prime}}^{-}\right\}$it is sufficient to prove the statements for $d \in D_{g^{\prime}}^{+}$.
i) Because $d$ is additively decomposable, it has a complete additive decomposition $d=d_{1}+\cdots+d_{k}$ in $D$. Similar to the proof of Theorem 2.2.6 one gets a proper left series representation of $d$ from proper series representations of $d_{1}, \ldots, d_{k}$ with

$$
C_{g}^{+}=C_{g_{1}}^{+} \cup \cdots \cup C_{g_{k}}^{+} \cup C_{h^{-1} h_{1}}^{+} \cup \cdots \cup C_{h^{-1} h_{k}}^{+} .
$$

According to Theorem 2.3.1 we know that $g, h \in C_{g^{\prime}}^{+}$and as such

$$
g_{1}, \ldots, g_{k}, h^{-1} h_{1}, \ldots, h^{-1} h_{k} \in C_{g}^{+} \subseteq C_{g^{\prime}}^{+}
$$

which also leads to $h_{i} \in h C_{g^{\prime}}^{+} \subseteq C_{h}^{+} C_{g^{\prime}}^{+} \subseteq C_{g^{\prime}}^{+}$for each $i \in\{1, \ldots, k\}$. Hence $d_{1}, \ldots, d_{k} \in D_{g^{\prime}}^{+}$.
ii) Since $d$ is additively indecomposable and multiplicatively decomposable, it has a complete multiplicative decomposition $d=d_{1}^{\prime} \cdots d_{k}^{\prime}$ in $D$. Similar to the proof of Theorem 2.2.7 there are $h_{1}, \ldots, h_{k+1}$ and one gets a proper left series representation of $d$ from proper series representations of $d_{1}^{\prime} x_{h_{2}}, \ldots, d_{k}^{\prime} x_{h_{k+1}}$ with

$$
C_{g}^{+}=C_{g_{1}}^{+} \cup \cdots \cup C_{g_{k}}^{+} .
$$

According to Theorem 2.3.1 we know that $g, h \in C_{g^{\prime}}^{+}$and as such

$$
g_{1}, \ldots, g_{k} \in C_{g}^{+} \subseteq C_{g^{\prime}}^{+}
$$

Hence

$$
d=\underbrace{\left(x_{h} x_{h_{1}}^{-1} d_{1}^{\prime} x_{h_{2}}\right)}_{\in x_{h} D_{g_{1}}^{+} \subseteq D_{g^{\prime}}^{+}} \underbrace{\left(x_{h_{2}}^{-1} d_{2}^{\prime} x_{h_{3}}\right)}_{\in D_{g_{2}}^{+} \subseteq D_{g^{\prime}}^{+}} \cdots \underbrace{\left(x_{h_{k}}^{-1} d_{k}^{\prime} x_{h_{k+1}}\right)}_{\in D_{g_{k}}^{+} \subseteq D_{g^{\prime}}^{+}} .
$$

We define $d_{1}=x_{h} x_{h_{1}}^{-1} d_{1}^{\prime} x_{h_{2}}$ and $d_{i}=x_{h_{i}}^{-1} d_{i}^{\prime} x_{h_{i+1}}$ for $i \in\{2, \ldots, k\}$. By Theorem 1.1.15 this implies $\operatorname{cp}\left(d_{i}\right)=\operatorname{cp}\left(d_{i}^{\prime}\right)$ for all $i \in\{1, \ldots, k\}$. Thus, $d=d_{1} \cdots d_{k}$ is a complete multiplicative decomposition of $d$ in $D$ with $d_{1}, \ldots, d_{k} \in D_{g^{\prime}}^{+}$, since $d=d_{1}^{\prime} \cdots d_{k}^{\prime}$ is a complete multiplicative decomposition of $d$ in $D$.

Theorem 2.3.3 Let $R$ be the Dubrovin-ring of $F[G ; \eta, \sigma]$. There exists a unique ring isomorphism $\varphi: D \longrightarrow R$ such that

is a commutative diagram. Furthermore, every non-zero element of $R$ is a $v$-compatible continuous automorphism of $F((G))$.

Proof. Let $\kappa$ be the supremum of the complexities of the elements in $D$. We will construct a series of maps $\varphi_{\alpha}: D_{\alpha} \longrightarrow R$ for $1 \leq \alpha \leq \kappa$ with the following properties.
i) If $\beta<\alpha$, then $\left.\varphi_{\alpha}\right|_{D_{\beta}}=\varphi_{\beta}$.
ii) If $d \in D_{\alpha}$ and $b, c \in F G$, then $\varphi_{\alpha}(b d c)=b \varphi_{\alpha}(d) c$.
iii) If $g \in G$, then $\varphi_{\alpha}\left(D_{g}^{-} \cap D_{\alpha}\right) \subseteq R_{g}^{-}$and $\varphi_{\alpha}\left(D_{g}^{+} \cap D_{\alpha}\right) \subseteq R_{g}^{+}$.
iv) Each non-zero element of $\varphi_{\alpha}\left(D_{\alpha}\right)$ is a continuous, $v$-compatible automorphism.
v) If $d \in D_{\alpha}$ with $\operatorname{cp}(d)>1$ and

$$
d=\sum_{n \in \mathbb{Z}} a_{n}^{\prime} x_{g^{\prime}}^{n}
$$

is a proper series representation as well as $m \in F\left(\left(C_{g^{\prime}}^{+}\right)\right)$, then

$$
\varphi_{\alpha}(d) m=\sum_{n \in \mathbb{Z}} \varphi_{\alpha}\left(a_{n}^{\prime}\right) x_{g^{\prime}}^{n} m
$$

whereas the right sum is convergent.
vi) If $d_{i j} \in D_{\alpha}$ for all $i \leq k$ and $j \leq l_{i}$ then

$$
\sum_{i=1}^{k} \prod_{j=1}^{l_{i}} d_{i j}=0 \Longrightarrow \sum_{i=1}^{k} \prod_{j=1}^{l_{i}} \varphi_{\alpha}\left(d_{i j}\right)=0
$$

We define $\varphi_{1}: D_{1} \longrightarrow R, a x_{g} \longmapsto a x_{g}$ and as such the above properties are fulfilled, whereas iv was shown in Theorem 1.6.1. Assume that $\alpha>1$ is fixed and the maps $\varphi_{\beta}$ are defined for all $\beta<\alpha$. If $\alpha$ is a limit ordinal number we will define $\varphi_{\alpha}:=\bigcup_{\beta<\alpha} \varphi_{\alpha}$ and the properties are obviously fulfilled. For the remainder we assume that $\alpha$ is a successor ordinal number. If $d \in D$ with $\operatorname{cp}(d)<\alpha$ we define $\varphi_{\alpha}(d):=\varphi_{\alpha-1}(d)$, which implies ii) trivially. Thus, let $d \in D$ be with $\operatorname{cp}(d)=\alpha$. For $b, c \in F G$ with $b=0$ or $c=0$ and independent of the definition of $\varphi_{\alpha}(d)$, we have

$$
\varphi_{\alpha}(b d c)=\varphi_{\alpha}(0)=\varphi_{\alpha-1}(0)=0=b \varphi_{\alpha}(d) c
$$

and thus (ii) holds for $b=0$ or $c=0$. Because of vil, if $a_{1}, \ldots, a_{k}, b_{1}, \ldots, b_{l} \in D_{\alpha-1}$ then

$$
\begin{aligned}
a_{1} & +\cdots+a_{k}=b_{1}+\cdots+b_{l} \\
& \Longrightarrow a_{1}+\cdots+a_{k}+\left(-b_{1}\right)+\cdots+\left(-b_{l}\right)=0 \\
& \xlongequal{\text { vi] }} \varphi_{\alpha-1}\left(a_{1}\right)+\cdots+\varphi_{\alpha-1}\left(a_{k}\right)+\varphi_{\alpha-1}\left(-b_{1}\right)+\cdots+\varphi_{\alpha-1}\left(-b_{l}\right)=0 \\
& \xrightarrow{\Longrightarrow} \varphi_{\alpha-1}\left(a_{1}\right)+\cdots+\varphi_{\alpha-1}\left(a_{k}\right)-\varphi_{\alpha-1}\left(b_{1}\right)-\cdots-\varphi_{\alpha-1}\left(b_{l}\right)=0 \\
& \Longrightarrow \varphi_{\alpha-1}\left(a_{1}\right)+\cdots+\varphi_{\alpha-1}\left(a_{k}\right)=\varphi_{\alpha-1}\left(b_{1}\right)+\cdots+\varphi_{\alpha-1}\left(b_{l}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
a_{1} & \cdots a_{k}=b_{1} \cdots b_{l} \\
& \Longrightarrow a_{1} \cdots a_{k}+(-1) \cdot b_{1} \cdots b_{l}=0 \\
& \stackrel{\text { vil }}{\Longrightarrow} \varphi_{\alpha-1}\left(a_{1}\right) \cdots \varphi_{\alpha-1}\left(a_{k}\right)+\varphi_{\alpha-1}(-1) \varphi_{\alpha-1}\left(b_{1}\right) \cdots \varphi_{\alpha-1}\left(b_{l}\right)=0 \\
& \xlongequal{\mid i()} \varphi_{\alpha-1}\left(a_{1}\right) \cdots \varphi_{\alpha-1}\left(a_{k}\right)=\varphi_{\alpha-1}\left(b_{1}\right) \cdots \varphi_{\alpha-1}\left(b_{l}\right) .
\end{aligned}
$$

To define $\varphi_{\alpha}(d)$ we will examine the following cases.

Case 1: Let $d$ be additively decomposable. Then $d$ has a complete additive decomposition $d=d_{1}+\cdots+d_{k}$ and we define

$$
\varphi_{\alpha}(d)=\varphi_{\alpha-1}\left(d_{1}\right)+\cdots+\varphi_{\alpha-1}\left(d_{k}\right)
$$

To prove that $\varphi_{\alpha}(d)$ is well-defined we have to show that it is independent of the complete additive decomposition. Let $d=d_{1}^{\prime}+\cdots+d_{k^{\prime}}^{\prime}$ be another complete additive decomposition of $d$. Then

$$
d_{1}+\cdots+d_{k}=d_{1}^{\prime}+\cdots+d_{k^{\prime}}^{\prime}
$$

and therefore

$$
\varphi_{\alpha-1}\left(d_{1}\right)+\cdots+\varphi_{\alpha-1}\left(d_{k}\right)=\varphi_{\alpha-1}\left(d_{1}^{\prime}\right)+\cdots+\varphi_{\alpha-1}\left(d_{k^{\prime}}^{\prime}\right)
$$

according to vi). As seen in Corollary 2.3 .2 we can assume that $d_{1}, \ldots, d_{k} \in D_{g}^{-}$ if $d \in D_{g}^{-}$and therefore

$$
\varphi_{\alpha}(d)=\underbrace{\varphi_{\alpha-1}\left(d_{1}\right)}_{\in R_{g}^{-}}+\cdots+\underbrace{\varphi_{\alpha-1}\left(d_{k}\right)}_{\in R_{g}^{-}} \in R_{g}^{-}
$$

which proves the first part of (iii) for this case. The second part can be proven similarly. Furthermore, $\varphi_{\alpha}(d)$ is continuous, since it is a sum of continuous endomorphisms. If $b, c \in F^{\times} G$, then $\operatorname{cp}\left(b d_{i} c\right)=\operatorname{cp}\left(d_{i}\right)$ for all $i \in\{1, \ldots, k\}$ and $\operatorname{cp}(b d c)=\operatorname{cp}(d)$ by Theorem 1.1.15. Hence $b d c=b d_{1} c+\cdots+b d_{k} c$ is a complete additive decomposition of $b d c$ in $D$. Therefore

$$
\begin{aligned}
\varphi_{\alpha}(b d c) & =\varphi_{\alpha-1}\left(b d_{1} c\right)+\cdots+\varphi_{\alpha-1}\left(b d_{k} c\right) \stackrel{\text { il] }}{=} b \varphi_{\alpha-1}\left(d_{1}\right) c+\cdots+b \varphi_{\alpha-1}\left(d_{k}\right) c \\
& =b\left(\varphi_{\alpha-1}\left(d_{1}\right)+\cdots+\varphi_{\alpha-1}\left(d_{k}\right)\right) c=b \varphi_{\alpha}(d) c,
\end{aligned}
$$

which proves (ii) for this case.
First we will prove v) only for one proper series representation and treat the general later on. As in the proof of Theorem 2.2 .9 we see that $d_{1}, \ldots, d_{k}$ have left series representations

$$
x_{h}^{-1} d_{i}=\sum_{n \in \mathbb{Z}} \hat{a}_{i, n} x_{g}^{n}
$$

Each of them is either proper or has only one non-zero summand. Thus, we can either apply V ) or use the fact that the sum is finite to obtain

$$
\varphi_{\alpha-1}\left(x_{h}^{-1} d_{i}\right)=\sum_{n \in \mathbb{Z}} \varphi_{\alpha-1}\left(\hat{a}_{i, n}\right) x_{g}^{n} m
$$

for each $m \in F\left(\left(C_{g}^{+}\right)\right)$and $i \in\{1, \ldots, k\}$. Furthermore, $d$ has a a proper left series representation

$$
x_{h}^{-1} d=\sum_{n \in \mathbb{Z}} a_{n} x_{g}^{n}
$$

with $a_{n}=\hat{a}_{1, n}+\cdots+\hat{a}_{k, n}$ for each $n \in \mathbb{Z}$. By assumption, $d$ has a proper series representation, which is a proper left series representation. Hence $h \in C_{g}^{+}$by Theorem 2.2.9. Therefore, without loss of generality we can assume that $h=e$. For $m \in F\left(\left(C_{g}^{+}\right)\right)$we conclude

$$
\begin{aligned}
\varphi_{\alpha}(d) m & =\left(\varphi_{\alpha-1}\left(d_{1}\right)+\cdots+\varphi_{\alpha-1}\left(d_{k}\right)\right) m=\varphi_{\alpha-1}\left(d_{1}\right) m+\cdots+\varphi_{\alpha-1}\left(d_{k}\right) m \\
& =\sum_{n \in \mathbb{Z}} \varphi_{\alpha-1}\left(\hat{a}_{1, n}\right) x_{g}^{n} m+\cdots+\sum_{n \in \mathbb{Z}} \varphi_{\alpha-1}\left(\hat{a}_{k, n}\right) x_{g}^{n} m \\
& =\sum_{n \in \mathbb{Z}}\left(\varphi_{\alpha-1}\left(\hat{a}_{1, n}\right) x_{g}^{n} m+\cdots+\varphi_{\alpha-1}\left(\hat{a}_{k, n}\right) x_{g}^{n} m\right) \\
& =\sum_{n \in \mathbb{Z}}\left(\varphi_{\alpha-1}\left(\hat{a}_{1, n}\right)+\cdots+\varphi_{\alpha-1}\left(\hat{a}_{k, n}\right)\right) x_{g}^{n} m \\
& \stackrel{v i}{=} \sum_{n \in \mathbb{Z}}\left(\varphi_{\alpha-1}\left(\hat{a}_{1, n}+\cdots+\hat{a}_{k, n}\right) x_{g}^{n} m\right) \\
& =\sum_{n \in \mathbb{Z}} \varphi_{\alpha-1}\left(a_{n}\right) x_{g}^{n} m=\sum_{n \in \mathbb{Z}} \varphi_{\alpha}\left(a_{n}\right) x_{g}^{n} m .
\end{aligned}
$$

The convergence of the sums is obtained by Lemmata 1.6.4 and 1.4.6.
Case 2: Let $d$ be additively indecomposable and multiplicatively decomposable. Then $d$ has a complete multiplicative decomposition $d=d_{1} \cdots d_{k}$ and we define

$$
\varphi_{\alpha}(d)=\varphi_{\alpha-1}\left(d_{1}\right) \cdots \varphi_{\alpha-1}\left(d_{k}\right)
$$

To prove that $\varphi_{\alpha}(d)$ is well-defined we have to show, that it is independent of the complete multiplicative decomposition. Let $d=d_{1}^{\prime} \cdots d_{k^{\prime}}^{\prime}$ be another complete multiplicative decomposition of $d$. Then

$$
d_{1} \cdots d_{k}=d_{1}^{\prime} \cdots d_{k^{\prime}}^{\prime}
$$

and therefore

$$
\varphi_{\alpha-1}\left(d_{1}\right) \cdots \varphi_{\alpha-1}\left(d_{k}\right)=\varphi_{\alpha-1}\left(d_{1}^{\prime}\right) \cdots \varphi_{\alpha-1}\left(d_{k^{\prime}}^{\prime}\right)
$$

according to vi). Because of iv we know that $\varphi_{\alpha-1}\left(d_{1}\right), \ldots, \varphi_{\alpha-1}\left(d_{k}\right)$ are continuous, $v$-compatible automorphisms. Since $\varphi_{\alpha-1}(d)$ is a product of these automorphisms it is a continuous (Remark 1.4.9), $v$-compatible (Remark 1.4.14) automorphism as well, which proves iv) for this case. As seen in Corollary 2.3.2 we can assume $d_{1}, \ldots, d_{k} \in D_{g}^{-}$if $d \in D_{g}^{-}$. Therefore

$$
\varphi_{\alpha}(d)=\underbrace{\varphi_{\alpha-1}\left(d_{1}\right)}_{\in R_{g}^{-}} \cdots \underbrace{\varphi_{\alpha-1}\left(d_{k}\right)}_{\in R_{g}^{-}} \in R_{g}^{-}
$$

which proves the first part of iiii) for this case. The second part can be proven similarly.

If $b, c \in F G$ with $b, c \neq 0$ then $\operatorname{cp}\left(b d_{1}\right)=\operatorname{cp}\left(d_{1}\right), \operatorname{cp}\left(d_{k} c\right)=\operatorname{cp}\left(d_{k}\right)$ and $\operatorname{cp}(b d c)=\operatorname{cp}(d)$. Hence $b d c=\left(b d_{1}\right) d_{2} \cdots d_{k-1}\left(d_{k} c\right)$ is a complete multiplicative decomposition of $b d c$ in $D$. Therefore,

$$
\begin{aligned}
\varphi_{\alpha}(b d c) & =\varphi_{\alpha-1}\left(b d_{1}\right) \varphi_{\alpha-1}\left(d_{2}\right) \cdots \varphi_{\alpha-1}\left(d_{k-1}\right) \varphi_{\alpha-1}\left(d_{k} c\right) \\
& \stackrel{\text { iil }}{=} b \varphi_{\alpha-1}\left(d_{1}\right) \cdots \varphi_{\alpha-1}\left(d_{k}\right) c \\
& =b \varphi_{\alpha}(d) c
\end{aligned}
$$

which proves (ii) for this case.
We will prove VV) only for one proper series representation and treat the general later on. As in the proof of Theorem 2.2.9 we define $h_{k+1}, \ldots, h_{1} \in G$ with $h_{k+1}=e$ such that each $x_{h_{i}}^{-1} d_{i} x_{h_{i+1}}$ has a series representation

$$
x_{h_{i}}^{-1} d_{i} x_{h_{i+1}}=\sum_{n \in \mathbb{Z}} \hat{a}_{i, n} x_{g}^{n}
$$

for $i \in\{1, \ldots, k\}$. Each of them is either proper or has only one non-zero summand. Furthermore, $d$ has a proper left series representation

$$
x_{h}^{-1} d=\sum_{n \in \mathbb{Z}} a_{n} x_{g}^{n},
$$

with

$$
a_{n}=\sum_{n_{1}+\cdots+n_{k}=n}\left(\prod_{i=1}^{k} \hat{a}_{i, n_{i}} x_{g}^{n_{i}}\right) x_{g}^{-n}
$$

for each $n \in \mathbb{Z}$ and $h=h_{1}$. By assumption, $d$ has a proper series representation, which is a proper left series representation. Hence $h \in C_{g}^{+}$by Theorem 2.2.9. Therefore, without loss of generality we can assume that $h=e$. This means $h_{1} \in C_{g}^{+}$since $h^{-1} h_{1} \in C_{g} \subseteq C_{g}^{+}$as seen in the proof of Theorem 2.2.9. By the same argument as above we can therefore assume that $h_{1}=e$. Applying iii, vi) and Lemma 1.6.6 (*) we get

$$
\begin{aligned}
\varphi_{\alpha}(d) m & =\varphi_{\alpha-1}\left(d_{1}\right) \cdots \varphi_{\alpha-1}\left(d_{k}\right) m \\
& =\left(x_{h_{1}}^{-1} \varphi_{\alpha-1}\left(d_{1}\right) x_{h_{2}}\right) \cdots\left(x_{h_{k}}^{-1} \varphi_{\alpha-1}\left(d_{k}\right) x_{h_{k+1}}\right) m \\
& \stackrel{\text { (ii) }}{=} \varphi_{\alpha-1}\left(x_{h_{1}}^{-1} d_{1} x_{h_{2}}\right) \cdots \varphi_{\alpha-1}\left(x_{h_{k}}^{-1} d_{k} x_{h_{k+1}}\right) m \\
& \stackrel{*}{=} \sum_{n \in \mathbb{Z}}\left(\sum_{n_{1}+\cdots+n_{k}=n}\left(\prod_{i=1}^{k} \varphi_{\alpha-1}\left(\hat{a}_{i, n_{i}}\right) x_{g}^{n_{i}}\right) m\right) \\
& \stackrel{\text { vii) }}{=} \sum_{n \in \mathbb{Z}} \varphi_{\alpha-1}\left(\sum_{n_{1}+\cdots+n_{k}=n}\left(\prod_{i=1}^{k} \hat{a}_{i, n_{i}} x_{g}^{n_{i}}\right)\right) m \\
& =\sum_{n \in \mathbb{Z}} \varphi_{\alpha-1}\left(a_{n}\right) x_{g}^{n} m=\sum_{n \in \mathbb{Z}} \varphi_{\alpha}\left(a_{n}\right) x_{g}^{n} m .
\end{aligned}
$$

Case 3: Let $d$ be a proper atom. Then $d$ has an inverse $d^{-1} \in D$. Since $d^{-1}$ has a proper left series representation according to Theorem 2.2 .9 we can apply iii) and V and conclude that $\varphi_{\alpha-1}\left(d^{-1}\right) \neq 0$. As such $\varphi_{\alpha-1}\left(d^{-1}\right)$ is an automorphism according to iv) and we can define

$$
\varphi_{\alpha}(d):=\left(\varphi_{\alpha-1}\left(d^{-1}\right)\right)^{-1}
$$

According to Theorem 1.4.15, since $\varphi_{\alpha-1}\left(d^{-1}\right)$ is a continuous, $v$-compatible automorphism, $\varphi_{\alpha}(d)$ is also a continuous, $v$-compatible automorphism, which proves ivp. Furthermore, if $d \in D_{g}^{-}$, then $d^{-1} \in D_{g}^{-}$and thus $\varphi_{\alpha-1}\left(d^{-1}\right) \in R_{g}^{-}$, which implies $\varphi_{\alpha}(d):=\left(\varphi_{\alpha-1}\left(d^{-1}\right)\right)^{-1} \in R_{g}^{-}$. This proves the first part of iii) for this case. The second part can be proven similarly.
If $b, c \in F G$ with $b, c \neq 0$ then $\operatorname{cp}(b d c)=\operatorname{cp}(d)$, which implies that $b d c$ is a proper atom. Therefore,

$$
\begin{aligned}
\varphi_{\alpha}(b d c) & =\varphi_{\alpha-1}\left((b d c)^{-1}\right)^{-1}=\varphi_{\alpha-1}\left(c^{-1} d^{-1} b^{-1}\right)^{-1} \\
& \stackrel{\text { iil }}{=}\left(c^{-1} \varphi_{\alpha-1}\left(d^{-1}\right) b^{-1}\right)^{-1}=b \varphi_{\alpha-1}\left(d^{-1}\right)^{-1} c=b \varphi_{\alpha}(d) c
\end{aligned}
$$

which proves (ii) for this case.
We will provev) only for one proper series representation and treat the general later on. As in the proof of Theorem 2.2.9 we construct a proper left series representation

$$
x_{h}^{-1} d=\sum_{n \in \mathbb{Z}} a_{n} x_{g}^{n}
$$

of $d$ by using a proper right series representation

$$
d^{-1} x_{h^{-1}}^{-1}=\sum_{n \in \mathbb{Z}} \hat{a}_{n} x_{g}^{n}
$$

of $d^{-1}$. By assumption, $d$ has a proper series representation, which is a proper left series representation. Hence $h \in C_{g}^{+}$by Theorem 2.2.9. Therefore, without loss of generality we can assume that $h=e$. For these series representations we obtain

$$
\begin{aligned}
1 & =d d^{-1}=\sum_{n \in \mathbb{Z}} a_{n} x_{g}^{n} \sum_{n \in \mathbb{Z}} \hat{a}_{n} x_{g}^{n} \\
& =\sum_{n \in \mathbb{Z}} \underbrace{\left(\sum_{\substack{n_{1}, n_{2} \in \mathbb{Z} \\
n_{1}+n_{2}=n}}\left(a_{n_{1}} x_{g}^{n_{1}}\right)\left(\hat{a}_{n_{2}} x_{g}^{n_{2}}\right) x_{g}^{-n}\right)}_{\in D_{g}^{-}} x_{g}^{n}
\end{aligned}
$$

which implies

$$
\sum_{n_{1}+n_{2}=0}\left(a_{n_{1}} x_{g}^{n_{1}}\right)\left(\hat{a}_{n_{2}} x_{g}^{n_{2}}\right)=1
$$

and

$$
\sum_{n_{1}+n_{2}=n}\left(a_{n_{1}} x_{g}^{n_{1}}\right)\left(\hat{a}_{n_{2}} x_{g}^{n_{2}}\right) x_{g}^{-n}=0
$$

for $n \neq 0$ whereas the left sums are all finite. Applying vi) and iii) we get

$$
\sum_{n_{1}+n_{2}=0} \varphi_{\alpha-1}\left(a_{n_{1}}\right) x_{g}^{n_{1}} \varphi_{\alpha-1}\left(\hat{a}_{n_{2}}\right) x_{g}^{n_{2}}=1
$$

and

$$
\sum_{n_{1}+n_{2}=n} \varphi_{\alpha-1}\left(a_{n_{1}}\right) x_{g}^{n_{1}} \varphi_{\alpha-1}\left(\hat{a}_{n_{2}}\right) x_{g}^{n_{2}} x_{g}^{-n}=0
$$

for $n \neq 0$.
For $m \in F\left(\left(C_{g}^{+}\right)\right)$we define $m^{\prime}:=\varphi_{\alpha}(d) m$. Since $d \in D_{g}^{+}$, Lemma 1.4.20 and iiii) imply

$$
\begin{aligned}
\operatorname{supp} m^{\prime}=\operatorname{supp} \underbrace{\varphi_{\alpha}(d)}_{\in R_{g}^{+}} m & \subseteq\left\{v\left(a x_{h}(\gamma)\right) \mid a x_{h} \in F^{\times} C_{g}^{+}, \gamma \in \operatorname{supp} m\right\} \\
& =\left\{h \gamma \mid h \in C_{g}^{+}, \gamma \in \operatorname{supp} m \subseteq C_{g}^{+}\right\} \subseteq C_{g}^{+}
\end{aligned}
$$

and therefore $m^{\prime} \in F\left(\left(C_{g}^{+}\right)\right)$. Thus

$$
m=\varphi_{\alpha}(d)^{-1} m^{\prime}=\varphi_{\alpha-1}\left(d^{-1}\right) m^{\prime}=\sum_{n \in \mathbb{Z}} \varphi_{\alpha-1}\left(\hat{a}_{n}\right) x_{g}^{n} m^{\prime}
$$

Hence

$$
\begin{aligned}
& \sum_{n \in \mathbb{Z}} \varphi_{\alpha}\left(a_{n}\right) x_{g}^{n} m=\sum_{n_{1} \in \mathbb{Z}} \varphi_{\alpha-1}\left(a_{n_{1}}\right) x_{g}^{n_{1}}\left(\sum_{n_{2} \in \mathbb{Z}} \varphi_{\alpha-1}\left(\hat{a}_{n_{2}}\right) x_{g}^{n_{2}} m^{\prime}\right) \\
&=\sum_{n_{1} \in \mathbb{Z}} \sum_{n_{2} \in \mathbb{Z}} \varphi_{\alpha-1}\left(a_{n_{1}}\right) x_{g}^{n_{1}} \varphi_{\alpha-1}\left(\hat{a}_{n_{2}}\right) x_{g}^{n_{2}} m^{\prime} \\
&=\sum_{n \in \mathbb{Z}}\left(\sum_{\substack{n_{1}, n_{2} \in \mathbb{Z} \\
n_{1}+n_{2}=n}} \varphi_{\alpha-1}\left(a_{n_{1}}\right) x_{g}^{n_{1}} \varphi_{\alpha-1}\left(\hat{a}_{n_{2}}\right) x_{g}^{n_{2}} x_{g}^{-n}\right) x_{g}^{n} m^{\prime} \\
& \stackrel{v i \mathbb{V}}{=} m^{\prime}=\varphi_{\alpha}(d) m .
\end{aligned}
$$

The convergence of the sums is obtained by Lemma 1.6.4.
Next we will prove that V ) is independent of the choice of the proper series representation of $d$. Therefore, we take two proper series representations

$$
\begin{aligned}
& d=\sum_{n \in \mathbb{Z}} a_{n} x_{g}^{n}, \\
& d=\sum_{n \in \mathbb{Z}} \hat{a}_{n} x_{\hat{g}}^{n}
\end{aligned}
$$

and show

$$
\varphi_{\alpha}(d) m=\sum_{n \in \mathbb{Z}} \varphi_{\alpha}\left(a_{n}\right) x_{g}^{n} m=\sum_{n \in \mathbb{Z}} \varphi_{\alpha}\left(\hat{a}_{n}\right) x_{\tilde{g}}^{n} m
$$

for all $m \in F\left(\left(C_{g}^{+}\right)\right)$. Without loss of generality we can assume that $\hat{g} C_{g}^{-}=g^{k} C_{g}^{-}$ for some $k \in \mathbb{N}$. Remark 1.5 .13 shows that we can view $D_{\hat{g}}^{-}\left[\left[x_{\hat{g}} ; \sigma_{\hat{g}}\right]\right]$ as a subring of $D_{g}^{-}\left[\left[x_{g} ; \sigma_{g}\right]\right]$. Thus,

$$
\sum_{n \in \mathbb{Z}} a_{n} x_{g}^{n}=d=\sum_{\hat{n} \in \mathbb{Z}} \hat{a}_{\hat{n}} x_{\hat{g}}^{\hat{n}}=\sum_{\hat{n} \in \mathbb{Z}} \underbrace{\left(\hat{a}_{\hat{n}} x_{\hat{n}}^{\hat{n}} x_{g}^{-k \hat{n}}\right)}_{\in D_{g}^{-}} x_{g}^{k \hat{n}}
$$

implies $a_{n}=\hat{a}_{\hat{n}} x_{\hat{g}}^{\hat{n}} x_{g}^{-k \hat{n}}$ for all $n, \hat{n} \in \mathbb{Z}$ with $n=k \hat{n}$ and $a_{n}=0$ else. Applying ii), iii) and vi) we get $\varphi_{\alpha}\left(a_{n}\right)=\varphi_{\alpha-1}\left(a_{n}\right)=\varphi_{\alpha-1}\left(\hat{a}_{\hat{n}} x_{\hat{g}}^{\hat{h}} x_{g}^{-k \hat{n}}\right)=\varphi_{\alpha}\left(\hat{a}_{\hat{n}}\right) x_{\hat{g}}^{\hat{n}} x_{g}^{-k \hat{n}}$. Therefore

$$
\sum_{n \in \mathbb{Z}} \varphi_{\alpha}\left(a_{n}\right) x_{g}^{n} m=\sum_{\hat{n} \in \mathbb{Z}}\left(\varphi_{\alpha}\left(\hat{a}_{\hat{n}}\right) x_{\hat{g}}^{\hat{n}} x_{g}^{-k \hat{n}}\right) x_{g}^{k \hat{n}} m=\sum_{\hat{n} \in \mathbb{Z}} \varphi_{\alpha}\left(\hat{a}_{\hat{n}}\right) x_{\hat{g}}^{\hat{n}} m
$$

which proves that $v$ is independent of the choice of the proper series representation of $d$.

Now we will show statement ive for all $d \in D_{\alpha}$ with $\operatorname{cp}(d)=\alpha$ which are additively decomposable. According to Theorem 1.4 .18 since $\varphi_{\alpha}(d)$ is continuous it is sufficient to show that it is $v$-compatible on $G$ and surjective on $G$ to prove that it is a continuous, $v$-compatible automorphism.
If $\gamma, \gamma^{\prime} \in G$ with $\gamma<\gamma^{\prime}$ then $e<\gamma^{-1} \gamma^{\prime}$. Since $\operatorname{cp}\left(d x_{\gamma}\right)=\operatorname{cp}(d)>1$ there exists a proper left series representation

$$
x_{h}^{-1}\left(d x_{\gamma}\right)=\sum_{n \in \mathbb{Z}} a_{n} x_{g}^{n} \in D_{g}
$$

of $d x_{\gamma}$. Let $N \in \mathbb{Z}$ be minimal with $a_{N} \neq 0$. Since $x_{h}^{-1}\left(d x_{\gamma}\right) \in D_{g} \subseteq D_{g}^{+}$we know that $x_{h}^{-1} \varphi_{\alpha}\left(d x_{\gamma}\right) \stackrel{[i i]}{=} \varphi_{\alpha}\left(x_{h}^{-1}\left(d x_{\gamma}\right)\right) \stackrel{[i i i]}{\epsilon} R_{g}^{+}$. This implies

$$
\begin{aligned}
\varphi_{\alpha}(d) \gamma & =\varphi_{\alpha}\left(d x_{\gamma} x_{\gamma}^{-1}\right) \gamma=\varphi_{\alpha}\left(d x_{\gamma}\right) x_{\gamma}^{-1} \gamma=\varphi_{\alpha}\left(d x_{\gamma}\right) e \\
\varphi_{\alpha}(d) \gamma^{\prime} & =\varphi_{\alpha}\left(d x_{\gamma} x_{\gamma}^{-1}\right) \gamma^{\prime}=\varphi_{\alpha}\left(d x_{\gamma}\right) x_{\gamma}^{-1} \gamma^{\prime}=\varphi_{\alpha}\left(d x_{\gamma}\right) k \gamma^{-1} \gamma^{\prime}
\end{aligned}
$$

for some $k \in F^{\times}$. We examine the following two cases.
Case 1: $\gamma^{-1} \gamma^{\prime} \notin C_{g}^{+}$. Applying Lemma 1.4.20 shows

$$
\begin{aligned}
\operatorname{supp} \varphi_{\alpha}(d) \gamma & =\operatorname{supp} x_{h} \varphi_{\alpha}\left(x_{h}^{-1} d x_{\gamma}\right) e=h \operatorname{supp} \varphi_{\alpha}\left(x_{h}^{-1} d x_{\gamma}\right) e \subseteq h C_{g}^{+} e, \\
\operatorname{supp} \varphi_{\alpha}(d) \gamma^{\prime} & =\operatorname{supp} x_{h} \varphi_{\alpha}\left(x_{h}^{-1} d x_{\gamma}\right) k \gamma^{-1} \gamma^{\prime} \\
& =h \operatorname{supp} \varphi_{\alpha}\left(x_{h}^{-1} d x_{\gamma}\right) k \gamma^{-1} \gamma^{\prime} \subseteq h C_{g}^{+} \gamma^{-1} \gamma^{\prime} .
\end{aligned}
$$

This implies $v\left(\varphi_{\alpha}(d) \gamma\right)<v\left(\varphi_{\alpha}(d) \gamma^{\prime}\right)$ as otherwise there would be $s, s^{\prime} \in C_{g}^{+}$ with $h s \gamma^{-1} \gamma^{\prime} \leq h s^{\prime}$ and therefore $e<\gamma^{-1} \gamma^{\prime}<s^{-1} s^{\prime} \in C_{g}^{+}$which would lead to $\gamma^{-1} \gamma^{\prime} \in C_{g}^{+}$since $C_{g}^{+}$is convex.

Case 2: $\gamma^{-1} \gamma^{\prime} \in C_{g}^{+}$. Then

$$
\begin{aligned}
\varphi_{\alpha}(d) \gamma & =x_{h} \varphi_{\alpha}\left(x_{h}^{-1} d x_{\gamma}\right) e=x_{h} \sum_{n \in \mathbb{Z}} \varphi_{\alpha}\left(a_{n}\right) x_{g}^{n} e, \\
\varphi_{\alpha}(d) \gamma^{\prime} & =x_{h} \varphi_{\alpha}\left(x_{h}^{-1} d x_{\gamma}\right) k \gamma^{-1} \gamma^{\prime}=x_{h} \sum_{n \in \mathbb{Z}} \varphi_{\alpha}\left(a_{n}\right) x_{g}^{n}\left(k \gamma^{-1} \gamma^{\prime}\right)
\end{aligned}
$$

and hence

$$
\begin{aligned}
v\left(\varphi_{\alpha}(d) \gamma\right) & =h v\left(\left[\varphi_{\alpha}\left(a_{N}\right) x_{g}^{N}\right] e\right), \\
v\left(\varphi_{\alpha}(d) \gamma^{\prime}\right) & =h v\left(\left[\varphi_{\alpha}\left(a_{N}\right) x_{g}^{N}\right] k \gamma^{-1} \gamma^{\prime}\right) .
\end{aligned}
$$

Since $a_{N} \triangleleft d$ we can apply ii) and iv) which shows that $\varphi_{\alpha}\left(a_{N}\right)=\varphi_{\alpha-1}\left(a_{N}\right)$ is $v$-compatible. Thus,

$$
v\left(\left[\varphi_{\alpha}\left(a_{N}\right) x_{g}^{N}\right] e\right)<v\left(\left[\varphi_{\alpha}\left(a_{N}\right) x_{g}^{N}\right] k \gamma^{-1} \gamma^{\prime}\right)
$$

and therefore

$$
v\left(\varphi_{\alpha}(d) \gamma\right)=h v\left(\left[\varphi_{\alpha}\left(a_{N}\right) x_{g}^{N}\right] e\right)<h v\left(\left[\varphi_{\alpha}\left(a_{N}\right) x_{g}^{N}\right] k \gamma^{-1} \gamma^{\prime}\right)=v\left(\varphi_{\alpha}(d) \gamma^{\prime}\right)
$$

The case study shows that $\varphi_{\alpha}(d)$ is $v$-compatible on $G$.
To prove the surjectivity on $G$ we take a $\gamma \in G$ and have to show that there exists a $\gamma^{\prime} \in G$ with $v\left(\varphi_{\alpha}(d) \gamma^{\prime}\right)=\gamma$. This is equivalent to $v\left(x_{\gamma}^{-1} \varphi_{\alpha}(d) \gamma^{\prime}\right)=e$. According to Theorem 2.2.9 there is an $h \in G$ such that $x_{\gamma}^{-1} d x_{h}^{-1}$ has a proper series representation

$$
x_{\gamma}^{-1} d x_{h}^{-1}=\sum_{n \in \mathbb{Z}} a_{n} x_{g}^{n} .
$$

Let $N \in \mathbb{Z}$ be minimal with $a_{N} \neq 0$. By ii) we know that $\varphi_{\alpha}\left(a_{N}\right)=\varphi_{\alpha-1}\left(a_{N}\right)$. Hence $\varphi_{\alpha}\left(a_{N}\right) x_{g}^{N}$ is surjective on $G$ and according to iv there is a $\gamma^{\prime} \in G$ with $v\left(\varphi_{\alpha-1}\left(a_{N}\right) x_{g}^{N} \gamma^{\prime}\right)=e$. Since

$$
e \in \operatorname{supp} \varphi_{\alpha}\left(a_{N}\right) x_{g}^{N} \gamma^{\prime} \subseteq C_{g}^{-} g^{N} \gamma^{\prime} \subseteq C_{g}^{+} \gamma^{\prime}
$$

we conclude, that $\gamma^{\prime} \in C_{g}^{+}$. Now we can apply V$)$ which leads to

$$
\varphi_{\alpha}\left(x_{\gamma}^{-1} d x_{h}^{-1}\right) \gamma^{\prime}=\sum_{n \in \mathbb{Z}} \varphi_{\alpha}\left(a_{n}\right) x_{g}^{n} \gamma^{\prime}
$$

and therefore $v\left(\varphi_{\alpha}\left(x_{\gamma}^{-1} d x_{h}^{-1}\right) \gamma^{\prime}\right)=v\left(\varphi_{\alpha}\left(a_{N}\right) x_{g}^{N} \gamma^{\prime}\right)=e$. Thus, $\varphi_{\alpha}(d)$ is surjective on $G$. All together we have shown that $\varphi_{\alpha}(d)$ is a continuous, $v$-compatible automorphism.
At last we have to prove statement vi). Therefore we will use the well-ordered set $\mathbb{N}(\mathbb{N}(\kappa))$ for a transfinite induction. Elements in $\mathbb{N}(\mathbb{N}(\kappa))$ will be written as

$$
m_{1} \mu_{1} \oplus \cdots \oplus m_{n} \mu_{n}=\bigoplus_{i=1}^{n} m_{i} \mu_{i}
$$

with $\mu_{1}, \ldots, \mu_{n} \in \mathbb{N}(\kappa)$ and $m_{1}, \ldots, m_{n} \in \mathbb{N}_{0}$. The induction will run on

$$
\bigoplus_{i=1}^{k} \sum_{j=1}^{l_{i}} \operatorname{cp}\left(d_{i j}\right) \in \mathbb{N}(\mathbb{N}(\kappa))
$$

As induction base we choose sums of the form $\bigoplus_{i=1}^{k} \sum_{j=1}^{l_{i}} \operatorname{cp}\left(d_{i j}\right)$ with $\operatorname{cp}\left(d_{i j}\right)<\alpha$ for $i \leq k \in \mathbb{N}$ and $j \leq l_{i}$. Here we can use ii) and the fact that vi) holds for $\varphi_{\alpha-1}$.
In our induction step we will assume $d_{i j} \neq 0$ for all $i \leq k$ and $j \leq l_{i}$ without loss of generality as the corresponding products could be disregarded. Since $\varphi_{\alpha}\left(d_{i j}\right)$ is continuous for all $i \leq k$ and $j \leq l_{i}$ we know that

$$
\sum_{i=1}^{k} \prod_{j=1}^{l_{i}} \varphi_{\alpha}\left(d_{i j}\right)
$$

is also continuous and it is sufficient to show that

$$
\sum_{i=1}^{k}\left(\prod_{j=1}^{l_{i}} \varphi_{\alpha}\left(d_{i j}\right)\right) x_{\gamma} e=\left(\sum_{i=1}^{k} \prod_{j=1}^{l_{i}} \varphi_{\alpha}\left(d_{i j}\right)\right) \gamma=\mathcal{O}
$$

holds for all $\gamma \in G$.
Let $i \leq k$ be arbitrarily fixed for now. We can choose $h_{i, 1}, \ldots, h_{i, l_{i}+1} \in G$ recursively such that each $d_{i j} x_{h_{i, j+1}}$ has a proper left series representation

$$
x_{h_{i, j}}^{-1}\left(d_{i j} x_{h_{i, j+1}}\right)=\sum_{n \in \mathbb{Z}} a_{i j, n} x_{g_{i j}}^{n} .
$$

Hereby we define $h_{i, l_{i}+1}:=\gamma$ and generate all $h_{i, j}$ in ascending order of $j$. We define $h_{i}:=h_{i, 1}$ and apply Theorem 2.2.7 such that that

$$
\left(\prod_{j=1}^{l_{i}} d_{i j}\right) x_{\gamma}=x_{h_{i, 1}} \prod_{j=1}^{l_{i}} x_{h_{i, j}}^{-1} d_{i j} x_{h_{i, j+1}}
$$

has a left series representation

$$
x_{h_{i}}^{-1}\left(\prod_{j=1}^{l_{i}} d_{i j}\right) x_{\gamma}=\sum_{n \in \mathbb{Z}} a_{i, n} x_{g_{i}}^{n}
$$

with

$$
a_{i, n}=\sum_{n_{1}+\cdots+n_{l_{i}}=n}\left(\prod_{j=1}^{l_{i}} \hat{a}_{i j, n_{j}} x_{g_{i}}^{n_{j}}\right) x_{g_{i}}^{-n}
$$

for suitable $\hat{a}_{i j, n_{j}} \in D_{g_{i}}^{-}$with $\hat{a}_{i j, n_{j}} \unlhd d_{i j}$ for all $j \leq l_{i}$ and $\hat{a}_{i j, n_{j}} \triangleleft d_{i j}$ for at least one $j \leq l_{i}$.
We define $C:=C_{g_{1}}^{+} \cup \cdots \cup C_{g_{k}}^{+}$and consider 2 cases.

Case 1: If $\bigcap_{i=1}^{k} h_{i} C=\emptyset$, we set $h:=h_{1}$ and choose a $g \in G$ with

$$
\begin{aligned}
C_{h_{1}^{-1} h_{2}}^{+} \cup \cdots \cup C_{h_{1}^{-1} h_{k}}^{+} & =C_{g}^{+}, \\
h_{1}^{-1} h_{2}, \ldots, h_{1}^{-1} h_{k} & \in C_{g} .
\end{aligned}
$$

Since $\bigcap_{i=1}^{k} h_{i} C=\emptyset$, there is an $i^{\prime} \leq k$ with $h_{1} C \neq h_{i^{\prime}} C$. Hence $h_{1}^{-1} h_{i^{\prime}} \notin C$ and therefore $C_{g_{i}}^{+} \subseteq C \subseteq C_{h_{1}^{-1} h_{i^{\prime}}}^{-} \subseteq C_{g}^{-}$. Furthermore there is an $n_{i} \in \mathbb{Z}$ for each $i \leq k$ with $h_{1}^{-1} h_{i} C_{g}^{-}=g^{n_{i}} C_{g}^{-}$. Therefore
according to Proposition 1.5.6. $C_{g}^{-}=h_{1}^{-1} h_{1} C_{g}^{-}=g^{n_{1}} C_{g}^{-}$implies $n_{1}=0$ and $n_{i} \neq 0$ for all $i \leq k$ with $C_{h_{1}^{-1} h_{i}}^{+}=C_{g}^{+} \neq C_{g}^{-}$. Therefore $n_{1}, \ldots, n_{k}$ are not all identical. For $n \in \mathbb{Z}$ we define $I_{n}:=\left\{i \in\{1, \ldots, k\} \mid n_{i}=n\right\}$. We examine the series representations

$$
x_{h}^{-1}\left(\sum_{i=1}^{k} \prod_{j=1}^{l_{i}} d_{i j}\right) x_{\gamma}=\sum_{i=1}^{k} x_{h}^{-1}\left(\prod_{j=1}^{l_{i}} d_{i j}\right) x_{\gamma} x_{g}^{-n_{i}} x_{g}^{n_{i}}=\sum_{n \in \mathbb{Z}} a_{n} x_{g}^{n},
$$

with

$$
a_{n}=\sum_{i \in I_{n}} x_{h}^{-1}\left(\prod_{j=1}^{l_{i}} d_{i j}\right) x_{\gamma} x_{g}^{-n_{i}}=\sum_{i \in I_{n}}\left(x_{h}^{-1} d_{i 1}\right)\left(\prod_{j=2}^{l_{i}-1} d_{i j}\right)\left(d_{i l_{1}} x_{\gamma} x_{g}^{-n_{i}}\right) .
$$

Since $n_{1}, \ldots, n_{k}$ are not all identical, we get

$$
\begin{aligned}
\bigoplus_{i \in I_{n}}\left(\operatorname{cp}\left(x_{h}^{-1} d_{i 1}\right)+\sum_{j=2}^{l_{i}-1} \operatorname{cp}\left(d_{i j}\right)+\operatorname{cp}\left(d_{i l_{1}} x_{\gamma} x_{g}^{-n_{i}}\right)\right) & =\bigoplus_{i \in I_{n}} \sum_{j=1}^{l_{i}} \operatorname{cp}\left(d_{i j}\right) \\
& <\bigoplus_{i=1}^{k} \sum_{j=1}^{l_{i}} \operatorname{cp}\left(d_{i j}\right) .
\end{aligned}
$$

Because of $x_{h}^{-1}\left(\sum_{i=1}^{k} \prod_{j=1}^{l_{i}} d_{i j}\right) x_{\gamma}=0$, we have $a_{n}=0$ for all $n \in \mathbb{Z}$. Hence we can apply the induction hypothesis on

$$
\sum_{i \in I_{n}}\left(x_{h}^{-1} d_{i 1}\right)\left(\prod_{j=2}^{l_{i}-1} d_{i j}\right)\left(d_{i l_{1}} x_{\gamma} x_{g}^{-n_{i}}\right)=0
$$

and get

$$
\begin{aligned}
\sum_{i \in I_{n}} x_{h}^{-1}\left(\prod_{j=1}^{l_{i}} \varphi_{\alpha}\left(d_{i j}\right)\right) x_{\gamma} x_{g}^{-n_{i}} & =\sum_{i \in I_{n}} \varphi_{\alpha}\left(x_{h}^{-1} d_{i 1}\right)\left(\prod_{j=2}^{l_{i}-1} \varphi_{\alpha}\left(d_{i j}\right)\right) \varphi_{\alpha}\left(d_{i l_{1}} x_{\gamma} x_{g}^{-n_{i}}\right) \\
& =0
\end{aligned}
$$

By defining $M:=\left\{n_{1}, \ldots, n_{k}\right\}$ we conclude

$$
\begin{aligned}
x_{h}^{-1}\left(\sum_{i=1}^{k} \prod_{j=1}^{l_{i}} \varphi_{\alpha}\left(d_{i j}\right)\right) x_{\gamma} & =\sum_{i=1}^{k} x_{h}^{-1}\left(\prod_{j=1}^{l_{i}} \varphi_{\alpha}\left(d_{i j}\right)\right) x_{\gamma} x_{g}^{-n_{i}} x_{g}^{n_{i}} \\
& =\sum_{n \in M} \underbrace{\left(\sum_{i \in I_{n}} x_{h}^{-1}\left(\prod_{j=1}^{l_{i}} \varphi_{\alpha}\left(d_{i j}\right)\right) x_{\gamma} x_{g}^{-n_{i}}\right)}_{=0} x_{g}^{n} \\
& =0 .
\end{aligned}
$$

Case 2: If $\bigcap_{i=1}^{k} h_{i} C \neq \emptyset$ we choose a $g \in G$ with

$$
\begin{aligned}
C_{g_{1}}^{+} \cup \cdots \cup C_{g_{k}}^{+} & =C_{g}^{+}, \\
g_{1}, \ldots, g_{k} & \in C_{g}, \\
h_{1}^{-1} h_{2}, \ldots, h_{1}^{-1} h_{k} & \in C_{g} .
\end{aligned}
$$

Without loss of generality we can assume $g_{i}=g$ for all $i \leq k$ with $C_{g_{i}}^{+}=C_{g}^{+}$. If $i \leq k$ with $C_{g_{i}}^{+} \subseteq C_{g}^{-}$, then

$$
x_{h_{i, j}}^{-1}\left(d_{i j} x_{h_{i, j+1}}\right) \in D_{g_{i j}} \subseteq D_{g_{i}} \subseteq D_{g}^{-} .
$$

Therefore, we obtain left series representations for $\left(\prod_{j=1}^{l_{i}} d_{i j}\right) x_{\gamma}$ in the form of

$$
x_{h_{i}}^{-1}\left(\prod_{j=1}^{l_{i}} d_{i j}\right) x_{\gamma}=\sum_{n \in \mathbb{Z}} a_{i, n} x_{g}^{n}
$$

with

$$
a_{i, n}=\sum_{n_{1}+\cdots+n_{l_{i}}=n}\left(\prod_{j=1}^{l_{i}} \hat{a}_{i j, n_{j}} x_{g}^{n_{j}}\right) x_{g}^{-n}
$$

where $\hat{a}_{i j, N_{i j}}=\left(x_{h_{i, j}}^{-1} d_{i j} x_{h_{i, j+1}}\right) x_{g}^{-N_{i j}}$ and $\hat{a}_{i j, n_{j}}=0$ holds for all $j \leq l_{i}$ with $n_{j} \neq N_{i j}$ for some $N_{i j} \in \mathbb{Z}$.
We define $h:=h_{1}$. Without loss of generality one can assume $h=h_{1}=\cdots=h_{k}$ by simply adjusting the series representations since $h_{1}^{-1} h_{i} \in C_{g}$ for all $i \leq k$. Thus, we obtain the following series representation for 0

$$
\begin{aligned}
0 & =x_{h}^{-1} 0 x_{\gamma}=x_{h}^{-1}\left(\sum_{i=1}^{k} \prod_{j=1}^{l_{i}} d_{i j}\right) x_{\gamma}=\sum_{i=1}^{k} x_{h}^{-1}\left(\prod_{j=1}^{l_{i}} d_{i j}\right) x_{\gamma} \\
& =\sum_{i=1}^{k} \sum_{n \in \mathbb{Z}} a_{i, n} x_{g}^{n}=\sum_{n \in \mathbb{Z}} a_{n} x_{g}^{n}
\end{aligned}
$$

with $a_{n}=a_{1, n}+\cdots+a_{k, n}$ for all $n \in \mathbb{Z}$. Since $x_{g}$ is an indeterminate over $D_{g}^{-}$ we obtain

$$
0=a_{n}=\sum_{i=1}^{k} \sum_{n_{i 1}+\cdots+n_{i_{i}}=n}\left(\prod_{j=1}^{l_{i}} \hat{a}_{i j, n_{i j}} x_{g}^{n_{i j}}\right) x_{g}^{-n}
$$

and may apply the induction hypothesis. Hereby we will only consider the nonzero summands which means we will only use the $i \leq k$ and $n_{i 1}, \ldots, n_{i l_{i}} \in \mathbb{Z}$ with $n_{i 1}+\cdots+n_{i l_{i}}=n$ and $\hat{a}_{i j, n_{i j}} \neq 0$ for all $j \leq l_{i}$. Therefore, we define

$$
T_{n}^{i}:=\left\{\left(n_{i 1}, \ldots, n_{i l_{i}}\right) \in \mathbb{Z}^{l_{i}} \mid n_{i 1}+\cdots+n_{i l_{i}}=n \text { and } \hat{a}_{i j, n_{i j}} \neq 0 \text { for all } j \leq l_{i}\right\} .
$$

If $i \leq k$ with $g_{i} \in C_{g}^{-}$, we have

$$
\bigoplus_{\left(n_{i 1}, \ldots, n_{i l_{i}}\right) \in T_{n}^{i}}\left(\left(\sum_{j=1}^{l_{i}-1} \operatorname{cp}\left(\hat{a}_{i j, n_{i j}} x_{g}^{n_{i j}}\right)\right)+\operatorname{cp}\left(\hat{a}_{i j, n_{i l_{i}}} x_{g}^{n_{i l_{i}}} x_{g}^{-n}\right)\right)=\sum_{j=1}^{l_{i}} \operatorname{cp}\left(d_{i j}\right),
$$

since $\hat{a}_{i j, N_{i j}}=\left(x_{h_{i, j}}^{-1} d_{i j} x_{h_{i, j+1}}\right) x_{g}^{-N_{i j}}$ and $\hat{a}_{i j, n_{i j}}=0$ for all $j \leq l_{i}$ and $n_{i j} \neq N_{i j}$. Thus, there is at most one tupel in $T_{n}^{i}$.
If $i \leq k$ with $g \in C_{g_{i}}$, then

$$
\left(\sum_{j=1}^{l_{i}-1} \operatorname{cp}\left(\hat{a}_{i j, n_{i j}} x_{g}^{n_{i j}}\right)\right)+\operatorname{cp}\left(\hat{a}_{i j, n_{i l_{i}}} x_{g}^{n_{i l_{i}}} x_{g}^{-n}\right)<\sum_{j=1}^{l_{i}} \operatorname{cp}\left(d_{i j}\right)
$$

for all $n_{i 1}, \ldots, n_{i l_{i}} \in \mathbb{Z}$, since $\hat{a}_{i j, n_{i j}} \unlhd d_{i j}$ for all $j \leq l_{i}$ and $\hat{a}_{i j, n_{i j}} \triangleleft d_{i j}$ for at least one $j \leq l_{i}$. Therefore, we obtain

$$
\bigoplus_{\left(n_{i 1}, \ldots, n_{i_{i}}\right) \in T_{n}^{i}}\left(\left(\sum_{j=1}^{l_{i-1}} \operatorname{cp}\left(\hat{a}_{i j, n_{i j}} x_{g}^{n_{i j}}\right)\right)+\operatorname{cp}\left(\hat{a}_{i j, n_{i_{i}}} i_{g}^{n_{i_{i}}} x_{g}^{-n}\right)\right)<\sum_{j=1}^{l_{i}} \operatorname{cp}\left(d_{i j}\right) .
$$

This means
$\bigoplus_{i=1}^{k} \bigoplus_{\left(n_{i 1}, \ldots, n_{i l_{i}}\right) \in T_{n}^{i}}\left(\left(\sum_{j=1}^{l_{i}-1} \operatorname{cp}\left(\hat{a}_{i j, n_{i j}} x_{g}^{n_{i j}}\right)\right)+\operatorname{cp}\left(\hat{a}_{i j, n_{i l_{i}}} x_{g}^{n_{i l_{i}}} x_{g}^{-n}\right)\right)<\bigoplus_{i=1}^{k} \sum_{j=1}^{l_{i}} \operatorname{cp}\left(d_{i j}\right)$.
Applying the induction hypothesis we obtain

$$
\begin{aligned}
0 & =\sum_{i=1}^{k} \sum_{\left(n_{i 1}, \ldots, n_{i l_{i}}\right) \in T_{n}^{i}}\left(\prod_{j=1}^{l_{i}-1} \varphi_{\alpha}\left(\hat{a}_{i j, n_{i j}} x_{g}^{n_{i j}}\right)\right) \varphi_{\alpha}\left(\hat{a}_{i l_{i}, n_{i l_{i}}} x_{g}^{n_{i l_{i}}} x_{g}^{-n}\right) \\
& =\sum_{i=1}^{k} \sum_{n_{i 1}+\cdots+n_{i l_{i}}=n}\left(\prod_{j=1}^{l_{i}} \varphi_{\alpha}\left(\hat{a}_{i j, n_{i j}}\right) x_{g}^{n_{i j}}\right) x_{g}^{-n} .
\end{aligned}
$$

Furthermore,

$$
\begin{aligned}
\left(\sum_{i=1}^{k}\left(\prod_{j=1}^{l_{i}} \varphi_{\alpha}\left(d_{i j}\right)\right) x_{\gamma}\right) e=\mathcal{O} & \Longleftrightarrow x_{h}^{-1}\left(\sum_{i=1}^{k}\left(\prod_{j=1}^{l_{i}} \varphi_{\alpha}\left(d_{i j}\right)\right) x_{\gamma}\right) e=\mathcal{O} \\
& \Longleftrightarrow \sum_{i=1}^{k} x_{h}^{-1}\left(\prod_{j=1}^{l_{i}} \varphi_{\alpha}\left(d_{i j}\right)\right) x_{\gamma} e=\mathcal{O} \\
& \Longleftrightarrow \sum_{i=1}^{k}\left(\prod_{j=1}^{l_{i}} \varphi_{\alpha}\left(x_{h_{i, j}}^{-1} d_{i j} x_{h_{i, j+1}}\right)\right) e=\mathcal{O}
\end{aligned}
$$

We will examine the summands separately and fix $i \leq k$. From the above considerations we gain a series representation of $x_{h_{i, j}}^{-1} d_{i j} x_{h_{i, j+1}}$ for each $j \leq l_{i}$

$$
x_{h_{i, j}}^{-1} d_{i j} x_{h_{i, j+1}}=\sum_{n \in \mathbb{Z}} \hat{a}_{i j, n} x_{g}^{n}
$$

and these are proper or satisfy $\hat{a}_{i j, N_{i j}}=x_{h_{i, j}}^{-1} d_{i j} x_{h_{i, j+1}} x_{g}^{-N_{i j}}$ and $\hat{a}_{i j, n}=0$ for all $n \in \mathbb{Z}, n \neq N_{i j}$ and some $N_{i j} \in \mathbb{Z}$. Furthermore, $x_{h_{i, j}}^{-1} d_{i j} x_{h_{i, j+1}} \in D_{g}$. Applying Theorem 1.6 .6

$$
\begin{aligned}
\left(\prod_{j=1}^{l_{i}} \varphi_{\alpha}\left(x_{h_{i, j}}^{-1} d_{i j} x_{h_{i, j+1}}\right)\right) e & =\sum_{n \in \mathbb{Z}}\left(\sum_{n_{i 1}+\cdots+n_{i l_{i}}=n_{i}}\left(\prod_{j=1}^{l_{i}} \varphi_{\alpha}\left(\hat{a}_{i j, n_{i j}}\right) x_{g}^{n_{i j}}\right) e\right) \\
& =\sum_{n \in \mathbb{Z}}\left(\sum_{n_{i 1}+\cdots+n_{i l_{i}}=n}\left(\prod_{j=1}^{l_{i}} \varphi_{\alpha}\left(\hat{a}_{i j, n_{i j}}\right) x_{g}^{n_{i j}}\right) x_{g}^{-n}\right) x_{g}^{n} e .
\end{aligned}
$$

All together we have shown that

$$
\begin{aligned}
& \sum_{i=1}^{k}\left(\prod_{j=1}^{l_{i}} \varphi_{\alpha}\left(x_{h_{i, j}}^{-1} d_{i j} x_{h_{i, j+1}}\right)\right) e \\
= & \sum_{i=1}^{k} \sum_{n \in \mathbb{Z}}\left(\sum_{n_{i 1}+\cdots+n_{i l_{i}}=n}\left(\prod_{j=1}^{l_{i}} \varphi_{\alpha}\left(\hat{a}_{i j, n_{i j}}\right) x_{g}^{n_{i j}}\right) x_{g}^{-n}\right) x_{g}^{n} e \\
= & \sum_{n \in \mathbb{Z}} \underbrace{\sum_{i=1}^{k}\left(\sum_{n_{i 1}+\cdots+n_{i l_{i}}=n}\left(\prod_{j=1}^{l_{i}} \varphi_{\alpha}\left(\hat{a}_{i j, n_{i j}}\right) x_{g}^{n_{i j}}\right) x_{g}^{-n}\right)}_{=0} x_{g}^{n} e \\
= & \mathcal{O} .
\end{aligned}
$$

The convergence of the sums is secured by Lemma 1.6.4. We conclude

$$
\left(\sum_{i=1}^{k}\left(\prod_{j=1}^{l_{i}} \varphi_{\alpha}\left(d_{i j}\right)\right) x_{\gamma}\right) e=0
$$

Let $\varphi: D \longrightarrow R$ be defined by $\varphi(d)=\varphi_{\alpha}(d)$ for $d \in D$ with $\alpha=\operatorname{cp}(d)$. Because of ip) we get $\varphi(d)=\varphi_{\alpha}(d)$ for all $\alpha<\kappa$ with $\alpha \geq \operatorname{cp}(d)$. Therefore, we can apply properties (ii), (iii), iv), ve and vi) on $\varphi$ by replacing $\varphi_{\alpha}$ with $\varphi$. Since

$$
\begin{gathered}
d_{1}+d_{2}=\left(d_{1}+d_{2}\right) \xrightarrow{|v i|} \varphi\left(d_{1}\right)+\varphi\left(d_{2}\right)=\varphi\left(d_{1}+d_{2}\right), \\
d_{1} d_{2}=\left(d_{1} d_{2}\right) \xrightarrow{\mid v i} \varphi\left(d_{1}\right) \varphi\left(d_{2}\right)=\varphi\left(d_{1} d_{2}\right)
\end{gathered}
$$

for all $d_{1}, d_{2} \in D$, we have shown that $\varphi$ is a homomorphism. By definition $\varphi_{1}$ is not trivial and since $D$ is a skew field $\varphi$ has to be injective. Because $R$ is the rational closure of $f(F[G ; \eta, \sigma])$ in $R$ and $D$ is a skew field of fractions of $F[G ; \eta, \sigma]$, we conclude $\varphi(D)=R$ according to Proposition 1.1.17. Therefore, $\varphi$ is surjective. This together with (iv) also shows that each nonzero element of $R$ is a continuous, $v$-compatible automorphism. At last, the uniqueness of $\varphi$ is obtained by Proposition 1.1.16.

Corollary 2.3.4 ([13, page 182]) Let $G$ be locally indicable and $F[G ; \eta, \sigma]$ be a crossed product ring with Hughes-free skew fields of fractions $D_{1}$ and $D_{2}$ and accompanying injective ring homomorphisms $\iota_{1}$ and $\iota_{2}$. Then there is a unique ring isomorphism $\varphi: D_{1} \longrightarrow D_{2}$ such that

is a commutative diagram.
Proof. According to Theorem 1.2 .31 and Lemma 1.2 .29 since $G$ is locally indicable it admits a Conradian left-order $\leq$ of maximal rank. Let $R$ be the Dubrovin-ring of $F[G ; \eta, \sigma]$ with respect to $\leq$ and $f: F[G ; \eta, \sigma] \longrightarrow R$ the associated embedding. Since $D_{i}$ is a Hughes-free skew field of fractions for $i \in\{1,2\}$ it is, according to Proposition 2.1.3, also a free skew field of fractions and according to Theorem 2.3.3 there is a uniquely determined ring isomorphism $\varphi_{i}: D_{i} \longrightarrow R$ such that

is a commutative diagram for $i \in\{1,2\}$. We define $\varphi:=\varphi_{2}^{-1} \varphi_{1}$. Since $\varphi_{1} \iota_{1}=f=\varphi_{2} \iota_{2}$ we have $\varphi \iota_{1}=\varphi_{2}^{-1} \varphi_{1} \iota_{1}=\iota_{2}$. The uniqueness of $\varphi$ is obtained by Proposition 1.1.16.

Theorem 2.3.5 Let $G_{1}, G_{2}$ be locally indicable groups, $F_{1}, F_{2}$ skew fields and let $F_{1}\left[G_{1} ; \eta_{1}, \sigma_{1}\right], F_{2}\left[G_{2} ; \eta_{2}, \sigma_{2}\right]$ be crossed product rings as well as

$$
\varphi: F_{1}\left[G_{1} ; \eta_{1}, \sigma_{1}\right] \longrightarrow F_{2}\left[G_{2} ; \eta_{2}, \sigma_{2}\right]
$$

be an injective ring homomorphism such that the accompanying group homomorphism $\psi: G_{1} \longrightarrow G_{2}$ (see Theorem 1.3.11) is injective. If $F_{1}\left[G_{1} ; \eta_{1}, \sigma_{1}\right]$ and $F_{2}\left[G_{2} ; \eta_{2}, \sigma_{2}\right]$ have Hughes-free skew fields of fractions $D_{1}$ and $D_{2}$ there exists a unique injective ring homomorphism $\varphi^{\prime}: D_{1} \longrightarrow D_{2}$ such that

is a commutative diagram.
Proof. Let $D^{\prime}$ be the rational closure of $\iota_{2} \varphi\left(F_{1}\left[G_{1} ; \eta_{1}, \sigma_{1}\right]\right)$ in $D_{2}$. We want to show, that $D^{\prime}$ is a Hughes-free skew field of fractions of $F_{1}\left[G_{1} ; \eta_{1}, \sigma_{1}\right]$. If $U$ is a finitely generated subgroup of $G_{1}$ and $N$ a normal subgroup of $U$ such that $U / N$ is infinitely cyclic, there is a $g \in G_{1}$ with $U / N=\langle g N\rangle$. Since $\psi$ is injective, $\psi(N)$ is a normal subgroup of $\psi(U)$ and $\psi(U) / \psi(N)=\langle\psi(g) \psi(N)\rangle$ is infinitely cyclic. If $D_{2 \psi(N)}$ is the rational closure of $\iota_{2}\left(F_{2}^{\times} \psi(N)\right)$ in $D_{2}$, then $\iota_{2}\left(a x_{\psi(g)}\right)$ is transcendental over $D_{2 \psi(N)}$ for each $a \in F_{2}^{\times}$, since $D_{2}$ is a Hughes-free skew field of fractions of $F_{2}\left[G_{2} ; \eta_{2}, \sigma_{2}\right]$. We want to show, that $\iota_{2} \varphi\left(x_{g}\right)$ is transcendental over $D_{N}^{\prime}$, where $D_{N}^{\prime}$ is the rational closure of $\iota_{2} \varphi\left(F_{1}^{\times} N\right)$ in $D^{\prime}$. There is an $a \in F_{2}^{\times}$with $\varphi\left(x_{g}\right)=a x_{\psi(g)}$ and therefore $\iota_{2} \varphi\left(x_{g}\right)=\iota_{2}\left(a x_{\psi(g)}\right)$. For $b \in F_{1}^{\times}$and $h \in N$ there is a $b^{\prime} \in F_{2}^{\times}$with

$$
\varphi\left(b x_{h}\right)=\varphi(b) \varphi\left(x_{h}\right)=\underbrace{\varphi(b) b^{\prime}}_{\in F_{2}^{\times}} x_{\psi(h)} \in F_{2}^{\times} \psi(N) .
$$

Thus $\iota_{2} \varphi\left(F_{1}^{\times} N\right) \subseteq \iota_{2}\left(F_{2}^{\times} \psi(N)\right)$ and therefore $D_{N}^{\prime} \subseteq D_{2 \psi(N)}$. Since $\iota_{2} \varphi\left(x_{g}\right)$ is transcendental over $D_{2 \psi(N)}$, it is also transcendental over the subskew field $D_{N}^{\prime}$. Thus $D^{\prime}$ is a Hughes-free skew field of fractions of $F_{1}\left[G_{1} ; \eta_{1}, \sigma_{1}\right]$.
According to Corollary 2.3 .4 there is a unique ring isomorphism $\varphi^{\prime \prime}: D_{1} \longrightarrow D^{\prime}$ such that

is a commutative diagram. We define $\varphi^{\prime}: D_{1} \longrightarrow D_{2}, d \longmapsto \varphi^{\prime \prime}(d)$ and

is a commutative diagram. Furthermore, $\varphi^{\prime}$ is injective, since $\varphi^{\prime \prime}$ is an isomorphism. The uniqueness of $\varphi^{\prime}$ is obtained by applying Proposition 1.1.16.

Corollary 2.3.6 Let $G$ be locally indicable and let $F[G ; \eta, \sigma]$ be a crossed product ring with a Hughes-free skew field of fractions $D$ and accompanying injective ring homomorphism $\iota$. Each automorphism $\varphi$ of $F[G ; \eta, \sigma]$ can be uniquely extended to an automorphism $\varphi^{\prime}$ of $D$, such that

is a commutative diagram.
Proof. Let $\psi$ and $\psi^{\prime}$ be the associated group homomorphisms for $\varphi$ and $\varphi^{-1}$ respectively according to Theorem 1.3.11. Then $\psi^{\prime} \psi$ is the associated unique group homomorphism for $\varphi^{-1} \varphi=$ id and has to be the identity. This implies that $\psi$ is injective and the injectivity of $\psi^{\prime}$ follows similarly. Hence, we can apply Theorem 2.3.5 twice and there exist unique injective ring homomorphisms $\varphi^{\prime}: D \longrightarrow D$ and $\varphi^{\prime \prime}: D \longrightarrow D$ such that

is a commutative diagram. Thus, we get the following commutative diagram

and applying the uniqueness in Corollary 2.3.4 we observe $\varphi^{\prime \prime} \varphi^{\prime}=\mathrm{id}_{D}$. Analogously we can show $\varphi^{\prime} \varphi^{\prime \prime}=\operatorname{id}_{D}$, which proves, that $\varphi^{\prime}$ is an automorphism.

### 2.4 Strongly Hughes-free skew fields of fractions

Definition 2.4.1 Let $F[G ; \eta, \sigma]$ be a crossed product ring and $G$ a locally indicable group. A skew field $D$ is called strongly Hughes-free skew field of fractions of $F[G ; \eta, \sigma]$ if $D$ is a skew field of fractions of $F[G ; \eta, \sigma]$ and the following holds. For each subgroup $H$ of $G$ and each normal subgroup $N$ of $H$

$$
a_{1} x_{h_{1}}+\cdots+a_{n} x_{h_{n}}=0 \Longrightarrow a_{1}=\cdots=a_{n}=0
$$

holds for all $h_{1}, \ldots, h_{n} \in H$ generating pairwise different $N$-cosets and $a_{1} \ldots, a_{n} \in D_{N}$ whereas $D_{N}$ is the rational closure of $F[N ; \eta, \sigma]$ in $D$. The associated embedding is called strongly Hughes-free embedding.

Remark 2.4.2 As is easily seen, each strongly Hughes-free skew field of fractions is also a Hughes-free skew field of fractions.

Theorem 2.4.3 If the Dubrovin-ring $R$ of $F[G ; \eta, \sigma]$ is a skew field then $R$ is a strongly Hughes-free skew field of fractions of $F[G ; \eta, \sigma]$, whereas the canonical embedding $f$ is also the associated strongly Hughes-free embedding.

Proof. Let $H$ be a subgroup of $G$ and $N$ a normal subgroup of $H$. If $h_{1}, \ldots, h_{n} \in H$ are generating pairwise different $N$-cosets and $a_{1}, \ldots, a_{n} \in R_{N}$ then

$$
\operatorname{supp} a_{i}\left(h_{i}\right) \subseteq N h_{i}
$$

for each $i \leq n$ by Lemma 1.4.20. Hence $N h_{1}, \ldots, N h_{n}$ being pairwise disjoint implies that $\operatorname{supp} a_{1}\left(h_{1}\right), \ldots, \operatorname{supp} a_{n}\left(h_{n}\right)$ are pairwise disjoint. Now if $a_{1} x_{h_{1}}+\cdots+a_{n} x_{h_{n}}=0$ then

$$
\begin{aligned}
\emptyset & =\operatorname{supp}\left(\left(a_{1} x_{h_{1}}+\cdots+a_{n} x_{h_{n}}\right)(e)\right)=\operatorname{supp}\left(a_{1}\left(h_{1}\right)+\cdots+a_{n}\left(h_{n}\right)\right) \\
& =\bigcup_{i=1}^{n} \operatorname{supp} a_{i}\left(h_{i}\right)
\end{aligned}
$$

and thus $\operatorname{supp} a_{i}\left(h_{i}\right)=\emptyset$ for each $i \leq n$. Since $R$ is a skew field, each element of $R$ is either an automorphism or 0 , which implies $a_{i}=0$ for each $i \leq n$. Hence $R$ is a strongly Hughes-free skew field of fractions of $F[G ; \eta, \sigma]$.

Theorem 2.4.4 Let $G$ be locally indicable and $F[G ; \eta, \sigma]$ be a crossed product ring with a Hughes-free skew field of fractions $D$ and accompanying embedding $\iota$. Then $D$ is a strongly Hughes-free skew field of fractions of $F[G ; \eta, \sigma]$ with respect to the embedding $\iota$.

Proof. Since $D$ is Hughes-free skew field of fractions of $F[G ; \eta, \sigma]$, the Dubrovin-ring $R$ of $F[G ; \eta, \sigma]$ is a skew field according to Theorem 2.3.3. By Theorem 2.4.3 this implies that $R$ is a strongly Hughes-free skew field of fractions of $F[G ; \eta, \sigma]$ with respect to the canonical embedding. This transfers to $D$ by applying Theorem 2.3.3.

Remark 2.4.5 Theorem 2.4.4 answers Problem 4.8. in [17, page 53].
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