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Abstract. A large part of biodiversity theory is driven by the basic question of what allows species to
coexist in spite of a confined number of niches. A substantial theoretical background to this question is pro-
vided by modern coexistence theory (MCT), which rests on mathematical approaches of invasion analysis
to categorize underlying mechanisms into factors that reduce either niche overlap (stabilizing mechanisms)
or the average fitness differences of species (equalizing mechanisms). While MCT has inspired biodiversity
theory in the search for these underlying mechanisms, we feel that the strong focus on coexistence causes a
bias toward the most abundant species and neglects the plethora of species that are less abundant and
often show high local turnover. Given the more stochastic nature of their occurrence, we advocate a com-
plementary cross-level approach that links individuals, small populations, and communities and explicitly
takes into account (1) a more complete inclusion of environmental and demographic stochasticity affecting
small populations, (2) intraspecific trait variation and behavioral plasticity, and (3) local heterogeneities,
interactions, and feedbacks. Focusing on mechanisms that drive the temporary coviability of species rather
than infinite coexistence, we suggest a new approach that could be dubbed coviability analysis (CVA).
From a modeling perspective, CVA builds on the merged approaches of individual-based modeling and
population viability analysis but extends them to the community level. From an empirical viewpoint, CVA
calls for a stronger integration of spatiotemporal data on variability and noise, changing drivers, and inter-
actions at the level of individuals. The resulting large volumes of data from multiple sources could be
strongly supported by novel techniques tailored to the discovery of complex patterns in high-dimensional
data. By complementing MCT through a stronger focus on the coviability of less common species, this
approach can help make modern biodiversity theory more comprehensive, predictive, and relevant for
applications.
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CONCEPTS & THEORY

INTRODUCTION

Our world views, or paradigms, determine the
kinds of phenomena we perceive and the kinds
of theories we formulate and test. They can make
us ignore factors that are indeed essential for
explaining observations. Biodiversity theory
might be in this situation. Equating the mainte-
nance of species diversity with species coexis-
tence has made coexistence theory one of today’s
leading frameworks in community ecology and
biodiversity theory. However, although this con-
cept is widely accepted and used, it underrates
factors that undeniably exist and that are crucial
for apparent biodiversity patterns. Here, we will
argue that a stronger focus on stochasticity and
trait variation in small populations will be critical
for understanding general biodiversity patterns
and changes in the Anthropocene.

The question of “What allows interacting spe-
cies to coexist?” has experienced an impressive
revival against the background of an ongoing and
alarming loss of biodiversity and the introduction
of nonnative organisms into ecosystems world-
wide. A profound theoretical background to this
question is provided by what is now known as
“modern coexistence theory (MCT)” (Adler et al.
2007, Mayfield and Levine 2010, HilleRisLambers
et al. 2012, Letten et al. 2017, Saavedra et al.
2017), originally developed by Chesson and col-
leagues (Chesson and Warner 1981, Chesson
1994, 20004, b, 2003). Modern coexistence theory
is based on invasion analysis, an elegant mathe-
matical analyses of the ability of a population on
the brink of extinction to recover in a given com-
munity. Focusing on average population growth
rates, two different classes of mechanisms are
identified that can reduce competition and hence
mediate coexistence: equalizing mechanisms that
reduce the average fitness difference (recently ter-
med competitive advantage by Barabas et al.
2018) between species and stabilizing mecha-
nisms that reduce niche overlap.

While MCT has become one of today’s leading
frameworks in community ecology, the underly-
ing formal assumptions are not always fully
reflected in its verbal formulation and interpreta-
tion. This was pointed out in a recent review by
Barabas et al. (2018) that provides a compre-
hensive overview of Chesson’s coexistence the-
ory, summarizing important methodological
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assumptions and discussing terminology and
possible limitations in its application. Apart from
an urgently needed clarification of this influential
theory, Barabas et al. (2018) precisely outline its
limitations and possible misinterpretations. Limi-
tations can on the one hand arise from the fact
that the theory is founded on invasion analysis
and on the other hand arise from assumptions
that are needed to simplify underlying mathe-
matical models to derive elegant and ecologically
meaningful results (Box 1). In summary, Barabas
et al. (2018) conclude that the theory may not
apply or be useful for complex dynamics with
alternative stable states, in species-rich communi-
ties, or in the presence of many limiting factors
unless strong simplifying assumptions are made,
such as diffuse competition (i.e., there is one
common intra- and another common interspeci-
fic competition coefficient, Chesson 1994, 20004,
b, 2003). Some of the mathematical limitations of
MCT have successfully been overcome by a
recent approach introduced by Ellner et al.
(2016, 2019). The authors use numerical simula-
tions to partition focal population growth rates
into contributions from different mechanisms
(e.g., different environmental drivers) and their
interactions and subsequently compare invader
and resident growth rates. This approach can
reveal the specific role of a broad range of poten-
tial coexistence mechanisms, including those fre-
quently discussed in MCT. While the proposed
methodology provides an important additional
tool for the detailed analysis of coexistence and
the applicability of MCT in specific systems, we
here present a supplementary approach that
addresses temporary coviability of species rather
than long-term coexistence.

Biodiversity dynamics typically are complex,
and most observable patterns consist of only a
few abundant species that coexist for longer
timespans and a much larger number of less
common species that show a high level of local
turnover (Siepielski and McPeek 2010, Chu and
Adler 2015, Dewdney 2017; Fig. 1). To address
this full diversity range, we feel that we need to
supplement the objectives of MCT and identify
complementing key elements that better inte-
grate the dynamics of inferior species, which con-
stitute the majority of species. Here, we argue
that this can be achieved by a cross-level
approach  that links individuals, small
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populations, and communities and explicitly
takes into account (1) a more complete inclusion
of environmental and demographic stochasticity
affecting small populations, (2) intraspecific trait
variation (ITV) and behavioral plasticity, and (3)
local heterogeneities, interactions, and feedbacks.
We will also show that powerful approaches
already exist, in particular individual-based
modeling and population viability analysis
(PVA), which need only to be merged into a new
approach that could be dubbed “coviability anal-
ysis,” which would help to complement MCT.

WANTED: NEGLECTED PRINCIPLES IN
COEXISTENCE THEORY

Environmental and demographic stochasticity
Modern coexistence theory is largely based on
deterministic models, though some aspects of
stochasticity have been addressed in recent stud-
ies (Adler and Drake 2008, Gravel et al. 2011,
Vellend et al. 2014, Ellner et al. 2016, 2019, Tre-
dennick et al. 2017, Schreiber et al. 2018).
Addressing all potential impacts of stochasticity
is of particular importance in viability analyses
of small populations, which are strongly affected
by random variations (Melbourne and Hastings
2008, Ovaskainen and Meerson 2010). The need
to accommodate small populations occurs both
because in coexistence theory, invasion analysis
asks whether a small population can invade and
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establish in a given community and because in
most communities, rank—abundance relation-
ships show that most species have low abun-
dances and might even be locally rare (McGill
et al. 2007, Dewdney 2017). In such cases, it is
not sufficient to consider the average intrinsic
population growth rates of the species involved,
which determine persistence of the small popula-
tions and coexistence in general, but we must
also consider how small populations can persist
at least temporarily despite environmental and
demographic noise (Melbourne and Hastings
2008; Fig. 1). Environmental noise refers to tem-
poral variations in population growth rates, for
example, those induced by weather fluctuations,
land use impacts, epidemics, or other variable
environmental conditions. In contrast, demo-
graphic noise refers to fluctuations in population
sizes that arise from the discrete nature of indi-
vidual birth and death events (Ovaskainen and
Meerson 2010, Boettiger 2018), which are affected
by trait and life history differences among indi-
viduals. Due to habitat loss and fragmentation,
most current populations have to cope with
smaller habitats, leading to reduced population
sizes that are prone to both types of stochasticity.

Clearly, environmental variability is not neces-
sarily restricted to random fluctuations around a
steady state; it may also include continuous
changes or abrupt shifts such as critical transi-
tions (van der Bolt et al. 2018). In such cases, the

state, that is, at low density

time

Box 1.

Limitations of modern coexistence theory
(derived from Barabas et al. 2018)

Key limitations with regard to less abundant species with high turnover

Chesson’s theory is largely based on the assumption of a single limiting factor. This makes the theory considerably less
convenient for analyzing more realistic communities with multiple limiting factors

Deriving the theory from a mathematical invasion analysis assumes that the invaders” environment is stationary,
that is, that the resident community, in the absence of any invading species, eventually settles to some stationary state. If
the species’ stationary state does not exist for all species as invaders, then invasion analysis fails

Only one species at a time is considered to be invasive. There is no framework for multiple species being in the invader
While temporal and spatial variability play important roles in the theory, their statistical properties have to be constant in

Invading species at low densities do not feedback to their surroundings
Communities are typically assumed to be closed in the sense that the net effect of immigration and emigration is zero

Species’ interactions are typically described based on the assumption of diffuse competition. Such a simple interaction
structure is particularly needed for the evaluation of multispecies stationary states. Indirect and intransitive effects as
part of an entire web of interactions are not taken into account
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Fig. 1. Most communities comprise two groups of species: those that are so abundant (A, B) that stochasticity
can be ignored and considering average population growth rates is sufficient (i.e., existence is not at risk) and
those many species (e.g., C, D, E) that have such low abundances that stochasticity and hence trait variation and
local heterogeneity matter (i.e., existence and hence viability are at risk; e.g., D and E are crossing critical, e.g.,
extinction, thresholds [solid red line in time series diagramy).

observed co-occurrence of species can be more
influenced by extinction debts (i.e., the delayed
process of species extinction after habitat
destruction, Chen and Peng 2017) than by cur-
rent stabilizing or equalizing mechanisms. Other
aspects of environmental noise that are impor-
tant for population survival but are rarely con-
sidered in MCT are the degree and type of its
correlation, that is, its color (Ripa and Lundberg
1996, van der Bolt et al. 2018). For example, red-
dened noise, that is, positively correlated
stochastic fluctuations, can either increase or
decrease extinction risks depending on the prob-
ability of extreme events and the sensitivity of
the population (Schwager et al. 2006). In either
case, to deal with extinction risks of small popu-
lations, one has to consider threshold dynamics
(e.g., those caused by Allee effects) and nonlinear
dynamics (Ovaskainen and Meerson 2010).

ECOSPHERE % www.esajournals.org

Overall, while some of these aspects of envi-
ronmental and demographic stochasticity have
been addressed in the literature on modern coex-
istence, a complete integration of stochastic
extinction dynamics of small populations is still
missing. At least some of the missing aspects can
probably be integrated into MCT through indi-
vidual-based simulations following the numeri-
cal approach outlined by Ellner et al. (2019, see
Introduction). However, we argue that shifting
the focus from long-term coexistence to also
include shorter-term coviability of species will
require or at least strongly benefit from addi-
tional tools that are already provided by PVAs.

Intraspecific trait variation and behavioral
plasticity

Unstructured mathematical population and
community models ignore ITV by considering
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average individuals. However, differences in age,
size, and other morphological, physiological, or
behavioral traits have been shown to matter in
large numbers of both structured (Ozgul et al.
2010) and individual-based population models
(Fischer et al. 2016) and empirical studies (Siefert
et al. 2015). Intraspecific trait variation can arise
through genetic variability or phenotypic plastic-
ity, and the relative contribution of either to
observed individual variation is still unknown
(Siefert et al. 2015). However, both sources of
variation can have similar and possibly multi-
faceted effects at the community level (Bolnick
et al. 2011, Violle et al. 2012). Individual variation
in important traits such as resource-use efficiency
or the timing of life history events, for example,
not only affects individual fitness per se but also
may mediate the outcome of individual interac-
tions, and hence competition, or the effect of distur-
bance on populations and communities (Lavorel
and Garnier 2002). Particularly fit individuals may
be less affected by disturbance and thereby buf-
fer populations against extinction, in spite of
their low numbers (Grimm et al. 2005). Although
no general theory has yet emerged on the impor-
tance of ITV, structured ITV, which is related to
inheritance or other forms of spatial or temporal
correlation, is likely to have stronger effects on
coexistence than unstructured, or random, ITV.
While in plants ITV is related to morphological
or physiological traits, animals can additionally
express variation in behavioral traits or even
entire behavioral syndromes. When variation
exists between individuals but behavior within
the same individuals is consistent across time
and through contexts, behavioral types are also
referred to as personalities. Our understanding
of the role of animal personalities in biodiversity
is even less advanced than that of the role of ITV
in general; however, pioneering studies suggest
that, at least temporarily, the fate of communities
is affected. For example, personalities of founder
species in spider communities lead to divergent
communities, although these eventually converge
and finally collapse (Pruitt et al. 2016). Addition-
ally, personality-dependent space use can influ-
ence spatial population structure (Spiegel et al.
2017) as well as trophic interactions and commu-
nity structure in food webs (Start and Gilbert
2017). In addition to consistent behavioral differ-
ences between individuals, individuals make
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adaptive decisions, for example, to maximize
growth or survival, that depend on their internal
states and their individually experienced biotic
and abiotic environments. Habitat selection of
brown trout, for example, depends not only on size
and age but also on the presence of conspecifics,
predators, and the features of a river’s morphology
and flow regime (Railsback and Harvey 2013).
Likewise, animals invest different proportions of
ingested energy into maintenance, growth, and
reproduction depending on their size, their matu-
rity, and resource availability (Sibly et al. 2013,
Galic et al. 2018). These and other kinds of behav-
ioral plasticity reflect important evolutionary
principles and have consequences for species sur-
vival and hence coexistence (Jeltsch et al. 2013a).

Local heterogeneities, interactions, and feedbacks
For small aquatic organisms living in small and
well-mixed habitats, for example, those in the lab-
oratory, it makes sense to assume a well-mixed
community with typically high individual num-
bers (Martin et al. 2013). This corresponds well to
the implicit mathematical assumption made in
models ignoring spatial relationships that all indi-
viduals of one species can interact with all individ-
uals of other species in the same community
(Yitbarek and Vandermeer 2017). The picture
changes if we assume terrestrial organisms and in
particular sessile ones, which only experience local
neighborhoods consisting of a few individuals, for
example, trees in forests (Fischer et al. 2016). How
this local neighborhood is composed can differ sig-
nificantly depending on relative abundances but
also on any process that leads to spatial pattern
formation, including species interactions (Pringle
and Tarnita 2017) as well as small-scale resource,
disturbance, and habitat heterogeneities (Bergholz
et al. 2017) and founder (van Gestel et al. 2014) or
simply chance effects (Yitbarek and Vandermeer
2017). In particular, when populations are small,
such local neighborhoods can be decisive for pop-
ulation extinction or survival. On the negative
side, spatially isolated individuals, that is, individ-
uals in neighborhoods that otherwise only consist
of heterospecifics, may have problems finding a
mate or, in case of plants, being pollinated (Lach-
muth et al. 2018). Such Allee effects are well
explored in both coexistence theory and extinction
theory (Courchamp et al. 2008, Kramer et al.
2018). However, spatial isolation may also reduce
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the chance of being found by a predator or herbi-
vore or of being infected by a species-specific dis-
ease (Comita et al. 2014).

Local neighborhoods create temporary, small-
scale niches that change with the specific com-
position and possible local feedbacks. Such
feedbacks include facilitation processes for plants
(Lin et al. 2012, Bulleri et al. 2016) but, for exam-
ple, also the benefits low-numbered prey may
experience as a result of group building or herd
building with other prey species (Schmitt et al.
2016) or because, in the case of tree seedlings,
they become less affected by herbivores (Janzen-
Connell hypothesis; e.g., Petermann et al. 2008).
Additionally, temporary behavioral adaptations
of neighboring individuals of different species
may lead to temporary local niche separations
(Nakano et al. 1999, Conners et al. 2015, Jen-
nings et al. 2016). All these local and temporary
mechanisms can impact reproductive success
and mortality risks at the individual level. For
populations that are down to a few individuals,
these mechanisms may decide whether extinc-
tion or (co)existence occurs. It is important to
note that local neighborhoods and other hetero-
geneities go well beyond the spatial structure of
a limited number of connected (sub)populations
that form a metacommunity. While important
coexistence mechanisms have been identified at
the metacommunity level within MCT (Shoe-
maker and Melbourne 2016, Leibold and Chase
2017), underlying mechanisms still focus on pop-
ulations rather than on the specific local condi-
tions an individual experiences.

THE WAY FORWARD

To provide a more complete picture of biodi-
versity dynamics, we so far identified the need to
complement MCT with an individual-based per-
spective and a more complete inclusion of noise
and heterogeneity affecting small populations.
Interestingly, for both aspects, there is a rich
body of methods, concepts, and tools that have
not yet been sufficiently integrated into theory of
biodiversity dynamics, that is, individual-based
models (IBMs) and PVAs.

Individual-based modeling

Individual-based modeling, also referred to as
agent-based modeling, lends itself particularly to
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research questions when one or more of the fol-
lowing aspects are considered essential: ITV,
spatial heterogeneity, local interactions, and
adaptive behavior (Grimm et al. 2006). In
addition, by explicitly representing individuals,
taking into account demographic and environ-
mental stochasticity is straightforward. Individ-
ual-based models are thus ideal tools to address
the key gaps in current biodiversity research
identified above. However, the question remains
whether IBMs also have the potential to advance
more general biodiversity theory.

Progress in individual-based modeling
toward unifying theories has been slower than
anticipated by its early advocates (Huston et al.
1988, DeAngelis and Grimm 2014) both because
of methodological challenges regarding optimal
model design, communication, parameteriza-
tion, and validation and because of a strong
demographic legacy where, as in more aggre-
gated mathematical models, demographic rates
and behavior are imposed via observed empiri-
cal relationships. In only the last decade or so,
IBMs started letting demography and behavior
emerge from submodels representing adaptive
decision making (Railsback and Harvey 2013).
Only if the response of individuals to changing
conditions is fully captured can the responses of
higher levels also be understood and predicted
(Railsback and Harvey 2002, Stillman et al.
2014, Schibalski et al. 2018). Also, specific soft-
ware (e.g., NetLogo, Wilensky 1999), documen-
tation protocols (ODD, Grimm et al. 2006, 2010;
TRACE, Schmolke etal. 2010, Grimm et al.
2014), and design and validation guidelines
(pattern-oriented modeling; Grimm and Rails-
back 2012) emerged, which led to an overall
maturation of individual-based modeling in
ecology.

To date, IBMs have been used mostly for pop-
ulations, not communities. Since IBMs are, by
their nature, more complex than mathematical
models and often tailored to specific species,
modeling entire communities by representing
interacting individuals seems like a daunting
task. However, sufficient know-how has accu-
mulated over the last two decades to make this
possible, and in some fields, in particular forest
ecology, community IBMs have already been
widely used for more than 20 yr (Fischer et al.
2016).
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To limit the complexity of community IBMs,
we need generic descriptions of species, individ-
uals, and their interactions where differences can
be specified by parameter values. Forest IBMs
are a good example: Individual trees are typi-
cally described by only one state variable, diame-
ter at breast height. All other structural features
of a tree are derived by allometric relationships
(Botkin et al. 1972) which have the same func-
tions, but different species-specific parameters.
Interaction is represented via vertical competi-
tion for light: The trees standing on a certain plot
define the vertical profile of leaf layers from
which the light actually available for photosyn-
thesis in each layer can be calculated. Similarly,
in fish community models, all fish species are
characterized by the same set of variables (age,
developmental stage, irreversible mass repre-
senting tissue that can grow or stay, fat reserves,
and gonad mass), and species are only distin-
guished via different trait values (e.g., potential
growth rate, maximum irreversible mass, or egg
size). Consequently, trophic interactions are
solely based on size differences, not species iden-
tities (Giacomini et al. 2013).

Examples of generic models of individuals are
energy budget models (Martin et al. 2013, Sibly
et al. 2013), fitness-seeking habitat selection (Rails-
back and Harvey 2013), or growth models derived
from metabolic scaling theory (Lin et al. 2014).
Generic models of species interactions include
zone-of-influence models of competition among
animals (Berger et al. 2008) or plants (Lin et al.
2014), or allometrically scaled home-range models
(Buchmann et al. 2011, Buchmann et al. 2012, Pre-
vedello et al. 2016, Teckentrup et al. 2018).

A further means for limiting complexity is by
modeling functional types, defined by character-
istic trait combinations, instead of species. Such
types can be defined from the outset, as in some
forest models (Fischer et al. 2016), or they can
emerge during community assembly. May et al.
(2009), for example, used all possible trait combi-
nations (81 plant functional types) in a trait-
based grassland model to initialize the model
world. Similar to real community assembly, only
a small subset of these types was able to coexist.
Interestingly, as pointed out above, only two or
three functional types became dominant, while
most of the other 5-8 types, which were able to
persist for a decade or more, had low densities
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and were prone to extinction. This model,
IBC-grass, was later augmented with clonal spe-
cies and parameterized with data from grassland
monitoring plots and then correctly predicted
observed patterns in species richness (Weiss et al.
2014). The model was also used to explore the
effects of root herbivory (Korner et al. 2014) and
herbicides (Reeg et al. 2017), and is used below
to demonstrate how a coviability analysis (CVA)
can be implemented with an existing, well-tested
community IBM. For further examples of com-
munity IBMs that would allow for a CVA, see
Grimm et al. (2017) and references therein.

The amount of data produced by IBMs can be
immense. Model analysis therefore is challeng-
ing. Systematic model simplification, dubbed
robustness analysis (Grimm and Berger 2016),
can help in identifying essential mechanisms and
thereby reducing complexity. Moreover, sophisti-
cated methods for global sensitivity analysis exist
(Cariboni et al. 2007) and are implemented in
ready-to-use R-packages (Thiele et al. 2014).

Furthermore, approaches to studying IBMs
analytically and interpolating between IBMs and
more rigorous mathematical models can pave
the way for theory refinement embracing the
level of individuals (Black and McKane 2012).
Individual-based models are also increasingly
merged with mathematical models, leading to
hybrid models that combine the advantages of
both model types (Vincenot et al. 2016). The
overall agenda and the specific instruments for
implementing a modern cross-level, stochastic
theory of biodiversity dynamics thus exist and
are ready to be used.

Population viability analysis

Given the current rate and intensity of envi-
ronmental change, the described relevance of
stochasticity, and the high local turnover of infe-
rior species, the assumption of steady states as a
basis for coexistence analyses falls short when
we seek to get a more complete picture of biodi-
versity dynamics. The term coexistence usually is
interpreted as referring to long-term stable (eter-
nal) coexistence. While this is relevant for the
more abundant and dominant species, a large
part of biodiversity dynamics is more ephemeral.
Addressing these more transient dynamics
requires exploring factors that prolong tempo-
rary coviability of species, explicitly including
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species with low abundances. For example, most
specific models and theories involving small
populations show a clear effect of habitat size on
species viability, for example, in the island theory
of biogeography (Patino et al. 2017), or the mid-
domain effect, which is one possible explanation
of the latitudinal gradient in species richness
(Colwell et al. 2004). An exclusive focus on exis-
tence in absolute terms may neglect key mecha-
nisms underlying observed biodiversity patterns.

For single species, extensive research led to a
well-developed theory of viability (or persis-
tence) in the form of PVA (Table 1; Boyce 1992,
Henle et al. 2004, Ovaskainen and Meerson 2010,
Singer and Frank 2016), and model-based PVAs
have become standard tools to support conserva-
tion (Pe’er et al. 2013, Singer and Frank 2016).
With a focus on viability and extinction risks,
both demographic noise and environmental
noise are at the core of PVA. Overall, PVA pro-
vides a large body of examples and concepts, for
example, the intrinsic mean time to extinction

JELTSCH ET AL.

valuable contributions to biodiversity theory
(Table 1, Fig. 2).

However, to be useful in a community context,
PVAs would have to go beyond the focus on sin-
gle species and more fully integrate species inter-
action. We therefore argue for CVA. While the
inclusion of species interactions in PVAs has
already been argued for by Boyce (1992), it has
rarely been implemented due to the additional
complexity and uncertainty it involves (but see
Stephan and Wissel 1999).

Earlier approaches, termed community viabil-
ity analysis, analyzed secondary extinctions fol-
lowing the loss of important species (e.g.,
keystone species, Ebenman and Jonsson 2005; for
secondary extinction, see also Berg et al. 2015).
In contrast to our approach, the term community
viability analysis in these earlier studies was
restricted to cases where the loss of one species
triggered a cascade of secondary extinctions with
potentially dramatic effects on the functioning
and stability of the community. Additionally,

(Grimm and Wissel 2004), that could make species interactions have recently been
Table 1. Key concepts from population viability analysis (PVA).
Concept Definition
Viability The ability to persist despite the strong influence of random variations
PVA Model-based analysis of the viability of small populations, that is, their ability to persist over certain

time horizons. Extinction is inevitable for small populations, which is in contrast to the assumption of
existence in coexistence theory. The task of PVA is to rank management options regarding their

potential to reduce extinction risk

Intrinsic mean time
to extinction (Ty,)

Metric of viability, determined from a large number of runs of population models. This conservation
currency is an intrinsic property of the modeled population that allows different assessments of

viability to be compared between alternative scenarios (e.g., alternative management measures).
Mathematical approaches devised from general Markov models of stochastic population dynamics
can be used to evaluate any simulation model concerned with extinction. In this approach, T,, can be
directly linked to the probability of extinction for a given timeframe Py(f) (Grimm and Wissel 2004);

see Fig. 2B
Probability of
extinction (Py(t))
Extinction threshold

Another metric of viability, determined by the proportion of simulation runs of a model where the
population goes extinct within the time horizon ¢. For small probabilities of extinction, Po(f) ~ /T,

Once abundance is below a certain threshold, extinction risk tends to increase abruptly. Extinction

thresholds can be determined from a large number of simulations, plotting Py(t) for all observed
population sizes as a starting point (Hildenbrandt et al. 2006). Note: Instead of the extinction
underlying the previous measures, specific population thresholds of quasi-extinction can be used as
an alternative (e.g., P15(t) with a quasi-extinction threshold of 15 individuals, or implementing Ty, as
the intrinsic mean time to quasi-extinction)

Extinction vortex

The cascade of negative growth rates leading to small population sizes, where even if growth rates are

no longer negative, environmental noise reduces populations below the extinction threshold, where
demographic noise gives the coup de grace to the population

Minimum viable
population (MVP)

Originally defined as the initial population size (of a simulation) that allows for a previously defined
viability. For calculations, often an arbitrary extinction risk Py(100) = 0.01 is defined, which

corresponds to a Ty, of 10,000 yr. Note, however, that this MVP is not independent of the minimum
carrying capacity of the habitat. A complete MVP assessment thus specifies both the minimum
carrying capacity needed for the required viability and the minimum initial population size required
to actually exploit, in terms of viability, the given minimum carrying capacity (Grimm and Storch

2000)
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Fig. 2. Examples of important concepts from population viability analysis. For purely demonstrative purposes,
data were generated with a stochastic version of a simple phenomenological population growth model. (A)
Trend of abundance of a population that goes extinct in year 75 (time to extinction, vertical dashed line). An alter-
native to extinction (zero abundance), quasi-extinction is the event where abundance falls below a certain thresh-
old (e.g., 20 individuals, horizontal dotted line). (B) Frequency distribution of times to extinction for multiple
runs of the model. The vertical dashed line indicates the mean time to extinction Tj,.

considered to analyze population viability of
fluctuating species, adding a community aspect
to classical single-species PVAs (Singer and
Frank 2016). However, what is still missing and
needed in this context are community-based
PVAs that take into account dynamic changes
caused by nonstationary environments and inter-
actions between individuals of different species.

Coviability analysis

From a modeling perspective, scaling up from
the individual to the community level while tak-
ing into account nonstationary conditions and all
types of noise can be realized by a combination
of cross-level, stochastic community models, for
which IBMs are particularly suited, and an
updated toolbox originally developed for PVAs.
We advocate that such a combination will enable
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a CVA that complements current coexistence the-
ory approaches.

Cross-level, stochastic community models
bridge specific aspects of individuals (e.g., ITV
and behavioral plasticity, see above) and commu-
nity dynamics. For a CVA, only those aspects at
the individual level that can be expected to
change the extinction risk of at least one of the
species need to be considered. For example, in a
metacommunity or a range-shift context, mainly
the dispersal success between the different habi-
tat patches will be influenced by individual trait
differences, whereas local population and com-
munity dynamics may be sufficiently described
by more generalized population models (Jeltsch
et al. 2011, Lurgi et al. 2015). In other cases,
interactions between individuals also determine
local community dynamics and biodiversity
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(Buchmann et al. 2013, Weiss et al. 2014, Schibal-
ski et al. 2018, Teckentrup et al. 2018); thus, indi-
vidual trait variations and trade-offs must be
considered at that level.

Using PVA tools in a CVA context means apply-
ing established measures for focal single species
(e.g., mean time to extinction) but also establishing
analogous or related measures at the multispecies
level. Such measures should, for example, indicate
typical (“mean”) time periods until a community’s
diversity falls below a previously defined thresh-
old. We used the individual-based grassland

JELTSCH ET AL.

model, IBC-grass (May et al. 2009, Weiss et al.
2014, Reeg et al. 2017), to demonstrate the gen-
eral procedure of performing a CVA with a com-
munity of grassland plant species that are
typically found at mid-European field margins
(Fig. 3). Such a community has two key features
that make CVA a better tool for studying its
diversity than MCT.

1. These systems typically include a few domi-
nant species and many more species at low-
to-medium abundance (Weiss et al. 2014).
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Fig. 3. Example of how key measures from population viability analysis (PVA) can be extended to the
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(Fig. 3. Continued)

community level for coviability analysis. We used the individual-based grassland model, IBC-grass (May et al.
2009, Weiss et al. 2014, Reeg et al. 2017), to simulate a community of 15 plant functional types typically found at
mid-European field margins (Reeg et al. 2017). The model is based on a two-layer zone-of-influence approach of
above- and belowground competition (May et al. 2009) and includes important ecological processes such as
dynamic resource allocation to shoots and roots, clonal growth, grazing, trampling, and seed input from the
(implicitly modeled) metacommunity, as well as the effect of human actions such as mowing (Weiss et al. 2014,
Reeg et al. 2017). A detailed description of the model version used here can be found in Reeg et al. (2017). Start-
ing from a realistic scenario with empirically validated parameter values (Weiss et al. 2014, Reeg et al. 2017), we
simulated a eutrophication scenario, in which belowground resources increased incrementally every ten years
over the course of 150 yr. This led to quasi-extinction of most species, where we defined quasi-extinction to occur
when a species” yearly average abundance fell below 10 individuals. We simulated 100 replicates. (A) Sample
population trends of 15 competing plant functional types (one replicate). Most populations died out by year 150.
(B) Example of an analog to time to quasi-extinction in PVA (Fig. 2A): trend of two diversity measures (species
richness, blue line; Shannon diversity, red line) of the community in panel A. Horizontal dashed lines indicate
defined thresholds, below which the community is deemed to have experienced critical diversity loss (here, as an
example, set at 50% of the initial diversity value prior to the start of our eutrophication scenario). Vertical dashed
lines indicate the time until the community crossed the respective thresholds for at least 20 yr (time to critical
diversity loss). Note that due to seed input from the metacommunity, species rebounded occasionally and species
richness did not decrease monotonically. (C) Example of an analog to mean time to quasi-extinction from PVA
(Fig. 2B): distribution of times to critical diversity loss for selected diversity measures, namely, species richness
(blue, upper histogram) and Shannon diversity (red, lower histogram). Vertical dashed lines indicate the mean of

the distribution (mean time to critical diversity loss).

For these rare species, risk of extinction due
to demographic noise is high. In addition,
individuals of the rare species experience
variable local competitive environments,
depending on which other species are in
their direct vicinities, which they can only
evade through dispersal.

2. Field margins are often prone to eutrophica-
tion, because croplands are heavily fertilized
and fertilizer displacement techniques are
often not precise enough to prevent spread-
ing into non-target areas. Over time, nutri-
ents build up, leading to gradually changing
abiotic environmental conditions for grass-
land species in the field margins.

In our simulated eutrophication scenario, most
populations quickly declined below a quasi-
extinction threshold and finally died out (Fig. 3).
Analogous to time to quasi-extinction and its
mean as measures in PVA, we here used the
decline in species richness and Shannon diversity
as CVA measures to quantify critical diversity
losses. In CVA, critical loss has to be specifically
defined, for example, by a lower bound on spe-
cies richness or a range of another diversity
dimension that is deemed deficient.
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Similar to PVAs, this analysis could be combined
with an evaluation of alternative management
actions that influence community processes and
allow a community to evade critical loss. In our
example, we used varying mowing frequency and
external seed input as alternative management
measures impacting critical coviability (Fig. 4).

The example shows that CVA will allow defin-
ing and quantifying coviability of species in a
community context and integrating complex
interaction webs without assumptions of station-
ary conditions while also simultaneously provid-
ing an established framework for analyzing
noise effects. This provides an alternative aim
and approach as compared to MCT.

As shown in our example (Figs. 3, 4), CVA can
further bridge basic research and conservation:
On the one hand, it will help derive novel insights
into the co-occurrence of species and the dynam-
ics of communities; on the other hand, it will lead
to quantitative predictions of biodiversity changes
that are urgently needed in conservation.

CVA and biodiversity theory
While CVA per se clearly is not a theory, it
enables identification of mechanisms and general
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Fig. 4. Example of a coviability analysis, using the same individual-based grassland model, IBC-grass (May
et al. 2009, Weiss et al. 2014, Reeg et al. 2017), as in Fig. 3. We evaluated the effect of alternative management
actions (varying mowing frequency and seed input) on critical coviability measures such as those defined in
Fig. 3. The baseline seed input in the validated scenario (Fig. 3) was 10 seeds per PFT per year, and all other sce-
narios represent either additional seed input or exclusion through human intervention. A community was con-
sidered to have experienced critical loss when the diversity measure fell below a threshold of 50% of the initial
value. Note that colored tiles are annotated with the values of the coviability measure as per color legend (i.e.,
mean time to critical diversity loss, and probability of critical loss by year 100, respectively) for easier readability.
(A) Effect of management actions on the mean time to critical diversity loss (CL; Fig. 3C) for species richness as
diversity measure. The mean time to critical loss was longest for the scenario with one mowing event per year
for any level of seed input. Additional seed input could help to further prolong the expected time to critical loss.
(B) Effect of management actions on the probability of critical loss by year 100 (Pcr(100) as an analog to Py(100)
in population viability analysis; Table 1), for Shannon diversity as a diversity measure. The probability of critical
loss could be severely reduced by high mowing frequency (up to three times per year). The contrast between the
effects of mowing frequency on species richness (A) and Shannon diversity (B) was due to evenness: High mow-
ing frequency assured that the dominant plant functional types that withstood the extended eutrophication were
fairly even in abundance, keeping the Shannon diversity high despite a loss of many species.

principles that can help explain spatiotemporal
biodiversity patterns in a changing world. These
principles will both enrich biodiversity theory
and allow for testable predictions. For example,
CVA can help to detect mechanisms that work at
fine scales at the level of interacting individuals
in spatially and temporally variable environ-
ments. This includes complex mechanisms
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related to movement of individual animals in
response to variable environmental conditions.
Actual movement paths and thus interactions
with con- and heterospecifics depend not only on
the motion and navigation capacity of the mov-
ing organisms but also on individual’s personali-
ties, their current internal state, and individually
experienced external factors (as described in the
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emerging field of movement ecology; Nathan
et al. 2008, Jeltsch et al. 20134, Spiegel et al.
2017). The individual-based approach in CVA
makes it particularly useful for identifying possi-
ble consequences of such individual features at
the higher level of populations, communities,
and thus biodiversity dynamics. The same holds
for the role of ITV (see section Intraspecific trait
variation and behavioral plasticity): In a recent
study based on the IBC-grass model that we also
used for our example in Figs. 3, 4; Crawford
et al. (2019) show that ITV can increase species
diversity in a simulated grassland. Findings in
this study suggest that ITV actively maintains
diversity by helping species on the margins of
persistence, but mostly in habitats of relatively
low alpha and beta diversity. Interestingly, the
positive effects of ITV in these spatially explicit,
individual-based simulations are in contrast to
earlier studies based on mathematical models
embedded in the framework of MCT (Barabas
and D’Andrea 2016, Hart et al. 2016). This con-
trast is of particular interest since it hints at addi-
tional coviability- or coexistence-enhancing
mechanisms revealed by the differing approach.

On a cautionary note, it is not a priori clear if
factors such as animal personality or intraspecific
trait variation average out at higher organiza-
tional levels or indeed have an effect at the com-
munity level. Few empirical studies so far
address this topic but several recent results indi-
cate that individual variability can affect spatial
niches, temporary coviability, or even long-term
coexistence (Pruitt and Modlmeier 2015, Canes-
trelli et al. 2016, Pruitt et al. 2016, Cote et al.
2017, Schirmer et al. 2019). In either case, we
argue that the approach of CVA will enable the
exploration of conditions under which these fac-
tors impact species interactions and to which
degree this scales up to influence coviability or
even coexistence.

An important question for future studies is the
identification of spatial scales at which mecha-
nisms that enhance local coviability are also rele-
vant at regional scales and if these mechanisms
can then be described by MCT. This clearly also
relates to mechanisms explaining regional biodi-
versity dynamics summarized in metacommunity
theory (Holyoak et al. 2005, Logue et al. 2011).
While at a first glance CVA is more suited to
address local biodiversity dynamics, recent
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findings indicate that mechanisms emphasized by
CVA can also be relevant at larger scales. For
example, individual differences in key personality
traits seem to be important for dispersal and
resulting large-scale biodiversity patterns (Canes-
trelli et al. 2016, Cote et al. 2017) and individual
variation across and within coexisting species has
the potential to affect not only species coexistence
at local communities, but also regional diversity
patterns (Costa-Pereira et al. 2018). Vice versa,
regional-scale coexistence or coviability mecha-
nisms are likely important in maintaining a regio-
nal species pool from which locally transiently
coexisting species in our CVA framework may be
recruited. These mechanisms may stem from spa-
tial MCT, such as the spatial storage effect and fit-
ness—density covariance, but may also be related
to coviability mechanisms as outlined above,
which remains to be investigated.

Future studies combining CVA and more ana-
lytical approaches are needed to disentangle the
transitions and boundaries between mechanisms
that merely enhance shorter-term and more local
coviability and those that contribute to long-term
coexistence at regional scales.

Overall, CVA has the potential to reveal covia-
bility-enhancing mechanisms that are not yet
covered by coexistence studies (Ellner et al.
2019). Its quantifying measures (e.g., mean time
to critical biodiversity loss; Fig. 3) even allow for
an evaluation of the relative strength of these
mechanisms under different assumptions and
alternative scenarios (Fig. 4). Future research will
probably show that at least some of these mecha-
nisms can also be categorized as equalizing or
stabilizing according to MCT. Thus, CVA will
also contribute to MCT by providing candidate
mechanisms for longer-term coexistence that
could then be studied with more analytical tools
of MCT. As such, the advocated approach of
CVA is not in contrast to MCT but supplements
it to embrace conditions under which the basic
assumptions of this theory are not met or condi-
tions which are not yet covered by current
approaches of MCT. Neither approach is exclu-
sive, but they complement each other as they
have different realms (Fig. 1).

CVA and empirical research

From an empirical perspective, CVA entails an
explicit inclusion of the majority of less abundant
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species rather than focusing on abundant species,
for which coexistence can likely be explained by
MCT (Chu and Adler 2015). Thus, CVA goes
beyond niche differences and average fitness dif-
ferences of the most common, co-occurring spe-
cies at each site. Clearly, there is a general trade-
off in applying stochastic, individual-based sim-
ulation models that are underlying the CVA
approach: On the one hand, they are more diffi-
cult to interpret than mathematical models and
they do not easily provide the generality and
qualitative insights that can come from analytic
formulas for coexistence mechanisms. On the
other hand, these models lend themselves espe-
cially well to studying fine-scale mechanisms
that are not covered by more Cclassical
approaches (Crawford et al. 2019). This general
modeling dilemma between generality vs. real-
ism or precision (Levins 1966, Barabas et al.
2018) is also reflected in the data needed for
model parameterization and evaluation. Stochas-
tic simulation models underlying CVA are prob-
ably more realistic but require data on and
analyses of environmental and demographic
noise, changing environmental drivers, and trait
variation and their effects on demographic pro-
cesses and interactions. Since interactions
between individuals always have an important
spatial component, data generally need to be
spatially explicit and site-specific rather than
averaged. This list calls for strategies to reduce
the complexity and thus also the data need of
IBMs that typically underlie the CVA approach
(such strategies are discussed above in Individual-
based modeling). Clearly, which specific data are
needed for model construction and parametriza-
tion also depends on the specific study system,
the questions asked, and the hypotheses that are
tested. For more theoretical investigations, miss-
ing data can be replaced by scenarios and
assumptions that are varied systematically to
provide principle insights into possible coviabil-
ity-enhancing mechanisms. In case of our exam-
ple (Figs. 3, 4), the model was parameterized to
represent a specific grassland community, but to
evaluate the role of different management mea-
sures for critical biodiversity loss, we systemati-
cally varied theoretical scenarios of seed input
and mowing frequency (compare Crawford et al.
2019 for theoretical studies on the role of ITV for
coexistence). Insights from such theoretical CVA
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studies can then inspire new empirical research
and experiments. In either case, CVA calls for a
close interaction of empirical studies, experi-
ments, and models (Jeltsch et al. 2013Db).

The resulting large volumes of data from mul-
tiple sources call for novel techniques tailored to
the discovery of complex patterns in high-dimen-
sional data (Kelling et al. 2009), including statis-
tically reinforced machine learning approaches
(Ryo and Rillig 2017). This would also allow for
identifying nonlinear dynamics and thresholds,
for example, those related to Allee effects or the
disruption of spatial dynamics such as source-
sink or metapopulation and metacommunity
dynamics.

CONCLUSIONS

The Anthropocene, as a period of unprece-
dented change and in particular habitat loss and
fragmentation, calls for biodiversity concepts
and theory that go beyond the idea of long-term
coexistence. We here introduce CVA as a comple-
menting approach focusing on the plethora of
species that are less abundant and often show
high local turnover. Through a cross-level
approach that links individuals, small popula-
tions, and communities, the focus is shifted
toward the temporary local (co)viability of spe-
cies in a community context under nonstationary
conditions. This approach requires not only a
stronger investment in stochastic cross-level
community models that consider relevant vari-
ability at the individual level but also an
enhanced effort to integrate multidimensional,
spatiotemporal data from multiple sources with
novel data analysis techniques.

While CVA has the potential to enhance biodi-
versity theory by revealing coviability-enhancing
mechanisms that are not yet covered by coexis-
tence studies, it also can be more directly linked
to specific and clearly defined scenarios, applica-
tions, and management. Therefore, this approach
can help make modern biodiversity theory more
predictive and relevant for applications.
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