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## Abstract

Optimization is a core part of technological advancement and is usually heavily aided by computers. However, since many optimization problems are hard, it is unrealistic to expect an optimal solution within reasonable time. Hence, heuristics are employed, that is, computer programs that try to produce solutions of high quality quickly. One special class are estimation-of-distribution algorithms (EDAs), which are characterized by maintaining a probabilistic model over the problem domain, which they evolve over time. In an iterative fashion, an EDA uses its model in order to generate a set of solutions, which it then uses to refine the model such that the probability of producing good solutions is increased.
In this thesis, we theoretically analyze the class of univariate EDAs over the Boolean domain, that is, over the space of all length- $n$ bit strings. In this setting, the probabilistic model of a univariate EDA consists of an $n$-dimensional probability vector where each component denotes the probability to sample a 1 for that position in order to generate a bit string.

My contribution follows two main directions: first, we analyze general inherent properties of univariate EDAs. Second, we determine the expected run times of specific EDAs on benchmark functions from theory. In the first part, we characterize when EDAs are unbiased with respect to the problem encoding. We then consider a setting where all solutions look equally good to an EDA, and we show that the probabilistic model of an EDA quickly evolves into an incorrect model if it is always updated such that it does not change in expectation.
In the second part, we first show that the algorithms cGA and MMAS-fp are able to efficiently optimize a noisy version of the classical benchmark function Onemax. We perturb the function by adding Gaussian noise with a variance of $\sigma^{2}$, and we prove that the algorithms are able to generate the true optimum in a time polynomial in $\sigma^{2}$ and the problem size $n$. For the MMAS-fp, we generalize this result to linear functions. Further, we prove a run time of $\Omega(n \log (n))$ for the algorithm UMDA on (unnoisy) OneMax. Last, we introduce a new algorithm that is able to optimize the benchmark functions Onemax and LeadingOnes both in $\mathrm{O}(n \log (n))$, which is a novelty for heuristics in the domain we consider.

## Zusammenfassung

Optimierung ist ein Hauptbestandteil technologischen Fortschritts und oftmals computergestützt. Da viele Optimierungsprobleme schwer sind, ist es jedoch unrealistisch, eine optimale Lösung in angemessener Zeit zu erwarten. Daher werden Heuristiken verwendet, also Programme, die versuchen hochwertige Lösungen schnell zu erzeugen. Eine konkrete Klasse sind Estimation-of-DistributionAlgorithmen (EDAs), die sich durch das Entwickeln probabilistischer Modelle über dem Problemraum auszeichnen. Ein solches Modell wird genutzt, um neue Lösungen zu erzeugen und damit das Modell zu verfeinern, um im nächsten Schritt mit erhöhter Wahrscheinlichkeit bessere Lösungen zu generieren.
In dieser Arbeit untersuchen wir die Klasse univariater EDAs in der booleschen Domäne, also im Raum aller Bitstrings der Länge $n$. Das probabilistische Modell eines univariaten EDAs besteht dann aus einem $n$-dimensionalen Wahrscheinlichkeitsvektor, in dem jede Komponente die Wahrscheinlichkeit angibt, eine 1 an der entsprechenden Stelle zu erzeugen.
Mein Beitrag folgt zwei Hauptrichtungen: Erst untersuchen wir allgemeine inhärente Eigenschaften univariater EDAs. Danach bestimmen wir die erwartete Laufzeit gewisser EDAs auf Benchmarks aus der Theorie. Im ersten Abschnitt charakterisieren wir, wann EDAs unbefangen bezüglich der Problemcodierung sind. Dann untersuchen wir sie in einem Szenario, in dem alle Lösungen gleich gut sind, und zeigen, dass sich ihr Modell schnell zu einem falschen entwickelt, falls es immer so angepasst wird, dass sich im Erwartungswert nichts ändert.
Im zweiten Abschnitt zeigen wir, dass die Algorithmen cGA und MMAS-fp eine verrauschte Variante des klassischen Benchmarks OneMax effizient optimieren, bei der eine Gaussverteilung mit Varianz $\sigma^{2}$ hinzuaddiert wird. Wir beweisen, dass die Algorithmen das wahre Optimum in polynomieller Zeit bezüglich $\sigma^{2}$ und $n$ erzeugen. Für den MMAS-fp verallgemeinern wir dieses Ergebnis auf lineare Funktionen. Weiterhin beweisen wir eine Laufzeit von $\Omega(n \log (n))$ für den Algorithmus UMDA auf Onemax (ohne Rauschen). Zuletzt führen wir einen neuen Algorithmus ein, der die Benchmarks Onemax und LeadingOnes in $\mathrm{O}(n \log (n))$ optimiert, was zuvor für noch keine Heuristik gezeigt wurde.
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Optimization is at the core of advancing human technology. A notable example is the strong increase in performance and memory capacity of computers over the last decades, which has lead to their widespread use in many different domains With this increase in computing power and its wide availability, optimization is nowadays heavily aided by computers, making it thus also an essential field of research in computer science. Unfortunately, for many real-world problems, it seems unlikely to get an optimal solution in a reasonable amount of time, as they are often NP-hard. Hence, heuristics are a necessity, that is, algorithms that aim at quickly generating good (but not necessarily optimal) solutions.
Traditional heuristics are designed with a single problem in mind and revolve around exploiting properties specific to that problem. For example, the algorithm of Christofides [Chr76] yields a 1.5-approximation for the well known NP-hard Traveling Salesman Problem in metric spaces. And the NP-hard Maximum Cut Problem can even be solved optimally in polynomial time when given a planar graph [Had75].

In contrast to such problem-specific approaches stand metaheuristics, which are targeted at optimizing a wider range of problems. One example is the well known algorithm Simulated Annealing [KGV83], which optimizes a problem by iteratively varying a current solution randomly and accepting the result with a probability that is dependent on the quality gain or loss by that variation and on the time passed; initially, the probability of accepting a worse solution is high but diminishing quickly over time such that the optimization process can converge.

The general framework for metaheuristics consists of viewing the optimization problem as a black box and only interacting with it via some limited operations, such as modifying an instance or determining its quality. This approach makes metaheuristics widely applicable, especially since the problem itself does not need to be formalized - a subroutine for assessing the quality of a solution is already sufficient. Golovin et al. [Gol+17] even say that "Any sufficiently complex system acts as a black box when it becomes easier to experiment with
than to understand". For example, Arbonès et al. [Arb+16] optimize the energy gain from buoys submerged into the sea, which is a highly constrained problem, using a metaheuristic. The complexity of this problem is only communicated indirectly to the heuristic via a subroutine that simulates the energy gain of a given placement of buoys and thus determines its quality.

Many metaheuristics use operators inspired from real-world phenomena. For instance, Simulated Annealing is inspired by the physical process of annealing of metals. The field of evolutionary computing (EC [KP15, Part E]) considers metaheuristics that use operators inspired from phenomena in biology. One example are evolutionary algorithms (EAs [Sim13]), which use operators inspired by processes seen in natural evolution, such as mutation, recombination, and selection. These algorithms have a population of solutions (called individuals), which they use in order to create new individuals by modifying old solutions randomly. Figure 1.1 (a) sketches the outline of an EA.

A similar approach to EAs is taken by estimation-of-distribution algorithms (EDAs) [HP11; LL02; PHL15; PSC06], which are the focus of this thesis. The key feature of an EDA is its probabilistic model (instead of a population), which acts as a compact representation of a probability distribution over the search space. Initially, this model represents the uniform distribution. By sampling the model, the EDA generates individuals that act as an example of how well adapted the current model is to creating good solutions. Based on this observation, the EDA then updates its model in order to increase the quality of the samples. By iterating this process, the EDA evolves a model that shows how to generate good solutions. The outline of an EDA is depicted in Figure 1.1 (b), and the comparison between EAs and EDAs is described in Figure 1.1.

EDAs have been successfully applied to a wide range of combinatorial, highdimensional problems with many dependencies and often outperformed competing algorithms [PHL15]. Next to their great performance, Pelikan et al. [PHL15] point out that another advantage of EDAs is the expressiveness of the probabilistic model created in the process, which allows for insights into the problem domain and acts as a justification for the created solutions. This expressiveness is a result of many EDAs using probabilistic graphical models (PGMs [KF09]) as their representation of a probability distribution over the problem domain, which are easy to interpret.

A PGM is a representation of a joint probability distribution via a graph, where each node denotes a random variable and each edge (directed or undirected) de-

(a) The schematic view of an EA. The population first increases through variation (that is, mutation or crossover) and then gets reduced by selection.

(b) The schematic view of an EDA. The algorithm samples offspring from a probabilistic model (depicted as a probability distribution) and then performs an update.

Figure 1.1: A comparison of the main differences between EAs and EDAs. An EA (Figure 1.1 (a)) works with an explicit population, whereas an EDA (Figure 1.1 (b)) uses a probabilistic model instead in order to create offspring. Afterward, both algorithms perform an update based on this new information.
notes a dependency among two random variables. A PGM can be generated from a problem by first determining relevant parameters (so-called problem variables) and then introducing one or more decision variables that the model should use in order to explain dependencies among the problem variables. The expressiveness of an EDA is then a direct result of the complexity of the underlying PGM. For example, a directed, acyclic graph results in a Bayesian network, whereas a directed path results in a chain. The simplest PGM is achieved if each problem variable is modeled by a single decision variable and no edges are allowed (that is, the graph is an independent set). Such a model is known as a univariate model,
since the distribution of each problem variable is a function in only that problem variable (and no other variables).

### 1.1 Scope of this Thesis

I aim at the theoretical understanding of univariate EDAs. Although these algorithms only consider rather simple probabilistic models, I deem their analysis as important, as I do not think that more complicated EDAs can be well understood otherwise. In my opinion, univariate EDAs act as the natural first step to better understanding EDAs in general. Further, results for univariate EDAs are still rather scarce and their theoretical analysis is already quite challenging. Proof of this is that all theoretical results so far only considered univariate EDAs.

One advantage of univariate over more complex EDAs or population-based EAs is that they use very little memory [HP11]. In turn, this allows the algorithms to cope with bigger problem sizes and to run more iterations in a certain amount of time. Thus, they also provide a good alternative to switch to, once independent clusters of a problem have been found using other methods. Further, as we show in Chapter 10, the independence assumption does not mean that univariate EDAs cannot cope with dependencies at all.

In the following, we go into detail about some of the latest results for EDAs that show the complexity of the underlying research and the current focus. For a more complete picture on the research that has been conducted on EDAs, please refer to an article that is joint work with Carsten Witt [KW18b].

### 1.1.1 State of the Art

The current research of univariate EDAs is heavily centered around the run time analysis for the maximization of functions over bit strings (so-called pseudoBoolean functions). Run time analysis is concerned with the expected number of function evaluations until an optimal solution is sampled for the first time. That is, it considers the evaluation of the objective function to be the most costly operation and ignores other operations that normally factor into the total run time. The aim of this line of research for EDAs is to compare their run time results to those of EAs, which have been studied in greater detail and also fall into the category of EC. For this purpose, certain benchmark functions are used, the most basic one being OneMax [Müh92], which is a common starting point
for run time analysis. OneMax returns the number of 1 s of a bit string and thus creates an easy slope: each bit string can be improved by changing any 0 into a 1 . The intention of analyzing the performance of an algorithm on this function is to study its hill-climbing abilities, and a common run time for EAs is $\Theta(n \log (n))$, where $n$ denotes the length of the bit strings. ${ }^{1}$

Since the field of run time analysis of EDAs is rather young, only a few algorithms have been considered: most current results are concerned with the compact genetic algorithm (cGA [HLG99]) or the univariate marginal distribution algorithm (UMDA [MP96]) and mostly consider OneMax. For both of them, the tight run time bound of $\Theta(n \log (n))$ has been proven (assuming optimal parameter choices). These results are remarkable, as they show that the cGA and the UMDA are able to optimize OneMAx as efficiently as most EAs, although for completely different reasons. EAs exhibit this run time because the potential for improvement declines over time, as fewer 0 s (which need to be changed to 1 s ) occur in solutions of better quality, slowing down the optimization process. For EDAs, the run time is a result of how fast the probabilistic model can be changed such that it generates an optimal solution.

Sudholt and Witt [SW16a] were the first to prove a tight run time bound of an EDA by analyzing how its update process slows down the run time. The authors considered the cGA, which is a univariate EDA and thus uses a vector of probabilities $\boldsymbol{p}$ (the frequency vector) as its probabilistic model, where each component $\boldsymbol{p}_{i}$ (a frequency) denotes the probability to sample 1 at position $i$. In each iteration, the cGA generates two solutions (bit strings) via its current frequency vector and ranks them by their quality. It then updates each frequency with respect to the bias viewed between the bits of the better and the worse solution. In more detail, let $\boldsymbol{x}$ denote the better solution and $\boldsymbol{y}$ the worse. For each frequency $\boldsymbol{p}_{i}$, if $\boldsymbol{x}_{\boldsymbol{i}}=\boldsymbol{y}_{i}$, no update is performed; if $\boldsymbol{x}_{\boldsymbol{i}}>\boldsymbol{y}_{i}$, then $\boldsymbol{p}_{i}$ is increased by $1 / K$ (the step size), where $K$ is an algorithm-specific parameter; and if $\boldsymbol{x}_{i}<\boldsymbol{y}_{i}$, then $\boldsymbol{p}_{i}$ is decreased by $1 / K$. Usually the cGA has a margin, that is, the frequencies are restricted to the interval $[1 / n, 1-1 / n]$, where $n$ is the length of the bit strings, in order to avoid having frequencies of 0 or 1 , which would result in only sampling 0 s or 1 s at the respective position.

Sudholt and Witt [SW16a] proved that the cGA with a margin optimizes OneMax in $\Theta(n \log (n))$ in expectation (assuming an optimal parameter choice). That is, for the analysis of the cGA, it is important to understand how fast the

[^0]frequencies can get to $1-1 / n$, since this increases the probability to sample the optimum. At a first glance, it may seem preferable to have a large step size, as this allows the frequencies to be increased quickly. However, due to the randomness in the sampling process, some frequencies may be decreased in the update process. If the step size is large, then a frequency reaches the wrong end of the spectrum $(1 / n)$ and it takes some time to recover from this mistake. Sudholt and Witt [SW16a] showed that if the step size is too large (that is, $K \in \mathrm{o}(\sqrt{n} \log (n)))$, too many frequencies reach $1 / n$, which results in a lower bound in the order of $n \log (n)$. For smaller step sizes of $K \in \Omega(\sqrt{n} \log (n))$, the process is slowed down by how long it now takes a frequency to reach the correct side of the spectrum, that is, $1-1 / n$. Hence, the run time grows in the step size, and the overall lower bound is $\Omega(K \sqrt{n}+n \log (n))$. The matching upper bound of $\mathrm{O}(K \sqrt{n})$ for $K \in \mathrm{O}(\sqrt{n} \log (n))$ was also proven by Sudholt and Witt [SW16a] by carefully analyzing how unlikely it is for a frequency too decrease too often if the step size is small.

As mentioned before, the other EDA with a similarly detailed analysis on OneMax is the UMDA, which is univariate like the cGA and thus also uses a frequency vector $\boldsymbol{p}$. However, the way the UMDA updates its frequency vector is rather different from the cGA: the UMDA generates $\lambda$ solutions every iteration (instead of 2), where $\lambda$ is an algorithm-specific parameter. It then ranks all solutions by their quality and chooses the best $\mu$, where $\mu$ is another algorithmspecific parameter. Each frequency $\boldsymbol{p}_{i}$ is then set to the relative number of 1 s at position $i$ among the $\mu$ best individuals. Thus, similarly to the cGA, the frequencies of the UMDA can only take discrete values which are multiples of $1 / \mu$. However, a strong difference to the cGA is that the UMDA does not use the old frequency value when performing an update. Since all solutions are generated independently, the change of a frequency during a single iteration tends to concentrate around its expected value though, since too large jumps are very unlikely. As for the cGA, the UMDA is usually considered with a margin, that is, its frequencies are restricted to $[1 / n, 1-1 / n]$.

Although the update process of the UMDA works differently from that of the cGA, the expected run time of the UMDA on OneMax was proven to be in $\Theta(n \log (n))$ too (assuming optimal parameter choices), where the upper bound has been proven independently by Lehre and Nguyen [LN17] and Witt [Wit17]. The results for the cGA and the UMDA coincide even so far that the lower

2 The lower bound is part of Chapter 9 and joint work with Carsten Witt.
and upper bounds of both algorithms take the same form (when assuming that $K=\lambda$ ), considering different parameter restrictions. ${ }^{3}$ It is important to note though that this run time considers the expected number of function evaluations, not iterations. Since the UMDA performs $\lambda$ function evaluations in each iteration, it takes only a $\lambda$-fraction of iterations when compared to the cGA but performs larger steps in expectation (assuming $K=\lambda$ ).

The analysis by Witt [Wit17] for the upper bound of the UMDA shows that the (optimal) run time of $\Theta(n \log (n))$ is achieved for the two different parameter settings of $\lambda \in \Theta(\log (n))$ and $\lambda \in \Theta(\sqrt{n} \log (n))$ (always assuming that $\mu \in \Theta(\lambda))$. In comparison, for the cGA, Sudholt and Witt [SW16a] proved an upper bound of $\Theta(n \log (n))$ only for the single parameter choice of $K \in \Theta(\sqrt{n} \log (n))$. This begs the question of whether the regime of $K \in \Theta(\log (n))$ for the cGA is also optimal. Although this question remains still unanswered, recent results by Lengler et al. [LSW18] suggest a bimodal behavior in the run time of both the cGA and the UMDA between the two parameter settings mentioned above, as they proved that the cGA has an expected run time of $\Omega\left(K^{1 / 3} n+n \log (n)\right)$ on OneMAx for $K \in \mathrm{O}\left(\sqrt{n} / \log (n)^{2}\right)$. Note that this lower bound is strictly worse than $\Theta(n \log (n))$ for $K \in \omega\left(\log (n)^{3}\right)$, which leads to the assumed bimodal behavior in run time (supposing that the cGA actually has a run time of $\Theta(n \log (n))$ for $K \in \Theta(\log (n))$ ).

### 1.2 Contribution and Outline

With this thesis, I contribute to the understanding of univariate EDAs and to the state-of-the-art results in two major ways: first, I investigate general, intrinsic properties of these algorithms. This shows certain possibilities and limits of EDAs, and it also provides insights that carry over to analyses with a different focus, such as run time analysis. Second, I analyze the run time behavior of certain EDAs on standard benchmark functions, while also using the insights about the intrinsic properties from the first part. These analyses complement the existing run time results and add to the bigger picture of EDAs. Additionally, all of the results use various tools for coping with random processes, and this thesis thus also serves as a demonstration of how to analyze EDAs theoretically.
Most of the chapters are based on joint work with different co-authors. If this is the case, it is mentioned at the beginning of the respective chapter. We now give an overview of all of the following chapters.

[^1]Chapter 2 is concerned with the mathematical background for all of the analyses. We introduce important notation, the domain of our optimization problems, as well as the stochastic tools we use. As this thesis is focused on the analysis of randomized processes, we place emphasis on topics from probability theory that we consider more advanced, such as expected values conditional on a $\sigma$-algebra.

In Chapter 3, we go into detail about drift theory, which is a collection of useful theorems that provide bounds on the expected first-hitting times of processes by only bounding their local expected progress (the drift). Since these theorems are easy to use and widely applicable, they are a fundamental tool in the theory of EC, especially for run time analysis. We discuss the foundation of drift theory and prove drift theorems for different regimes in the up-to-date most general form. Overall, this chapter provides an overview about state-of-art drift theorems and educates the reader about their background.

In Chapter 4, we introduce the $n$-Bernoulli- $\lambda$-EDA (Algorithm 1) - a framework for univariate EDAs, which acts as a foundation for most of our results. An $n$-Bernoulli- $\lambda$-EDA is any univariate EDA that has a vector of probabilities (the frequency vector; each component being a frequency) that is updated iteratively only using the $\lambda$ samples from the current iteration. In Chapters 5 and 6, we analyze general properties of the class of $n$-Bernoulli- $\lambda$-EDAs, and in the remaining chapters (besides Chapter 10), the algorithms we consider are special instances of the framework. Further, we show how the most commonly theoretically analyzed EDAs are all $n$-Bernoulli- $\lambda$-EDAs, and we give an overview about known results for these algorithms.

In Chapter 5, we consider the concept of unbiasedness introduced by Lehre and Witt [LW12], which has only been used in the context of EAs before, and we prove an alternative characterization for $n$-Bernoulli- $\lambda$-EDAs. An algorithm is said to be unbiased if an only if it performs the same when optimizing a perturbed objective function as when optimizing the unperturbed function, where a perturbation is any isometric automorphism of the discrete hypercube. Our characterization extends this notion to automorphisms of the continuous hypercube and shows how the invariance property of the original definition carries over to the frequency vector of $n$-Bernoulli- $\lambda$-EDAs. We then prove that almost all of the algorithms we consider in this thesis are unbiased. This result generalizes all time results for functions to closures of these functions under
isometric automorphisms. In our case, all of our run time results hold for a class of functions instead of a single function, due to our results from Chapter 5.

In Chapter 6, we consider the update process of an $n$-Bernoulli- $\lambda$-EDA under a constant function, which models a setting in that the algorithm does not get any information on which parts of the search space are more beneficial. We say that the algorithm is balanced if and only if a frequency does not change in expectation after an update (that is, it is a martingale), and we say that the algorithm is $t$-stable if and only if the frequency only takes constant values for $t$ iterations with high probability. Both properties are desirable in our considered setting, as we do not want the algorithm to introduce a bias into the update process (which would violate balanced), and we do not want a frequency to take values subconstantly close to 0 or 1 (which would violate stable), as it is hard to escape from these and the decision would be arbitrary. We prove that all commonly analyzed $n$-Bernoulli- $\lambda$-EDAs are balanced and that no $n$-Bernoulli- $\lambda$ EDA can be both balanced and stable. Hence, common EDAs are not stable, and we even show how fast their frequencies reach extremal values with a decent probability. Last, we introduce the scGA - a new $n$-Bernoulli- $\lambda$-EDA, which is stable (and thus not balanced) and prove that it optimizes the benchmark function LeadingOnes in $\mathrm{O}(n \log (n))$. This is faster than the usual run time of $\Theta\left(n^{2}\right)$ for common EAs (see Table 10.1).
The remaining chapters are concerned with run time analysis. In Chapters 7 and 8 , we consider noisy optimization, that is, every time the objective function is evaluated at a point, we add Gaussian noise to the original value. We then consider the number of function evaluations that are needed until the unnoisy optimum is sampled for the first time. We determine this run time with respect to the dimension of the problem space as well as the variance of the noise. If an algorithm has a run time that is polynomial in both of these quantities, we say that it scales gracefully with the considered noise. In Chapter 7, we show that the cGA scales gracefully on the benchmark function OneMAx in our setting of additive posterior Gaussian noise, and in Chapter 8, we show that the algorithm MMAS-fp scales gracefully on the class of linear pseudo-Boolean functions. These results show that EDAs are well suited to optimize noisy functions. This stands in contrast to mutation-only EAs, which fail to optimize a noisy function with high probability once the variance of the noise is too large and thus do not scale gracefully [Fri+17].

In Chapter 9 , we prove a lower bound of $\Omega(n \log (n))$ of the UMDA on (unnoisy)

OneMax. This result mirrors a similar prior result by Sudholt and Witt [SW16a], who proved the same lower bound for the cGA and whose proof idea we adapt in our proof. Our analysis considers three different parameter regimes of the sample size $\lambda$ of the UMDA. If $\lambda$ is rather small or rather large, the run time bound follows by simple stochastic arguments. For the medium range of $\lambda$, we use more advanced tools, as we want to prove that frequencies reach the incorrect value of $1 / n$ with a sufficiently large probability. In order to show this, we define a potential function that scales the search space such that the drift of the resulting process is independent of its expected value and its variance. This allows us to approximate this process after a sufficient number of iterations via a normal distribution, for which good tail bounds exit. We then use these bounds in order to show that it is sufficiently likely for frequencies to reach incorrect values, which overall slows down the optimization process. In combination with recently proven matching upper bounds [LN17; Wit17], we can conclude that the UMDA has a run time of $\Theta(n \log (n))$ on OneMAx (for optimal parameters).

Chapter 10 builds upon the concepts of balanced and stable from Chapter 6 and introduces the sig-cGA (Algorithm 2) - a univariate EDA that can be thought of as being both balanced and stable (for a polynomial number of iterations). Since $n$-Bernoulli- $\lambda$-EDAs cannot be both, the sig-cGA does not fall into this framework albeit still being univariate. The reason for not being an $n$-Bernoulli-$\lambda$-EDA is that the sig-cGA contains a history of all of the bit values of good solutions among multiple iterations. It uses this information in order to perform an update for a frequency if a statistical significance in a history is detected. We prove that the sig-cGA optimizes the two benchmark functions Onemax and LeadingOnes both in $\mathrm{O}(n \log (n))$, which is the first time that such a result has been proven for any EDA or EA (see also Table 10.1). Additionally, we prove that the scGA from Chapter 6, which is an $n$-Bernoulli- $\lambda$-EDA and is also able to optimize LeadingOnes in $\mathrm{O}(n \log (n))$, has an exponential run time on Onemax. This suggests that giving up the balanced property (as done for the scGA) in order to become stable does not seem beneficial, whereas leaving the $n$-Bernoulli- $\lambda$-EDA framework in order to be balanced and stable yields useful results.

Last, in Chapter 11, we conclude this thesis by emphasizing the most important lessons learned from our results and by giving an overview on open questions in the field of theory of EDAs.

## Preliminaries

In this chapter, we introduce the notation that we use throughout this thesis, the benchmark functions that we consider in our analyses, as well as the stochastic tools we use in order to derive our results. We assume that the reader is familiar with basic probability theory, and we only provide details for topics we consider more advanced. For a more detailed introduction, we refer to the book by Mitzenmacher and Upfal [MU05].

### 2.1 Notation

We use bold upright letters to denote number sets. For example, $\mathbf{N}$ denotes the set of all natural numbers (including 0 ), and $\mathbf{R}$ denotes the set of all real numbers. For any $m, n \in \mathrm{~N}$, we define $[m . . n]:=[m, n] \cap \mathrm{N}$, that is, the discrete interval from $m$ to $n$. Further, we define the special case of $[n]:=[1 . . n]$.

We use bold italic letters to denote vectors. For any $n \in \mathbb{N}$, any $i \in[n]$, and any vector $\boldsymbol{p} \in \mathbf{R}^{n}$, we denote the $i$-th component of $\boldsymbol{p}$ with $\boldsymbol{p}_{i}$. Vectors where each component is the same number are denoted by writing the respective number in bold, that is, for any $r \in \mathbf{R}$, we let $\mathbf{r}$ denote the all- $r$ vector (of a dimension that has been established prior). For example, $1 / 2$ denotes the all- $1 / 2$ vector.

In this thesis, we consider pseudo-Boolean functions, that is, functions mapping from the $n$-dimensional discrete hypercube (bit strings) to real numbers, formally $f:\{0,1\}^{n} \rightarrow \mathbf{R}$, which we call fitness functions. We call the value of a fitness function fitness. If not stated otherwise, $n \in \mathbf{N}^{+}$denotes the dimension of the domain of a fitness function. When performing run time calculations, we are interested in asymptotic results with respect to $n$.

For asymptotic notation, we follow the standard conventions of Landau notation ([Cor +09 , Chapter 3]). That is, we do not use it for functions but function values instead. For example, $n \in \mathrm{O}\left(n^{2}\right)$ means that the function $n \mapsto n$ grows as most as fast as the function $n \mapsto n^{2}$, up to a constant factor; and $a \in \mathrm{o}(1)$ means that $a$ is a sequence converging to 0 (in some variable that is not named; normally the problem size $n$ ). Further, we use poly ( $n$ ) for any polynomial (in $n$ ).

For two bit strings $\boldsymbol{x}, \boldsymbol{y} \in\{0,1\}^{n}$, let $d_{\mathrm{H}}(\boldsymbol{x}, \boldsymbol{y})$ denote their Hamming distance, that is, the number of positions that their differ in. More formally, we define $d_{\mathrm{H}}(\boldsymbol{x}, \boldsymbol{y}):=\left|\left\{i \in[n] \mid \boldsymbol{x}_{i} \neq \boldsymbol{y}_{i}\right\}\right|$. If two bit strings have a Hamming distance of 1, we say that they are neighbors. Further, let $\|x\|_{0}$ denote the number of 0 s of $\boldsymbol{x}$, and let $\|\boldsymbol{x}\|_{1}$ denote the number of 1 s.

We denote the characteristic function of a set $A$ with $\mathbf{1}_{A}$. We may use a proposition $P$ instead of a set $A$ and write $\mathbf{1}\{P\}$, meaning that the characteristic function is 1 if the proposition is true and 0 otherwise.

### 2.1.1 Fitness Functions

The run time results of this thesis consider the two, most commonly analyzed, fitness functions Onemax [Müh92] and LeadingOnes [Rud97].

## OneMax

In its standard form, OneMax is a linear function that returns the number of 1 s in a bit string. It is considered to be one of the easiest functions with a unique optimum for most EAs [Sud13; Wit13]. Formally, it is defined as

$$
\begin{equation*}
\operatorname{OneMAx}(x)=\sum_{i \in[n]} x_{i} . \tag{2.1}
\end{equation*}
$$

A bit string with $i 0$ s has $i$ neighbors with strictly larger OneMax value. Hence, in order to maximize this function, it is sufficient to iteratively go from a bit string to any neighbor with a better fitness. This process of making local progress is known as hill climbing, and OneMax is used as a benchmark function to analyze how well an algorithm is able to perform such a hill-climbing task.

Note that the all-1s bit string 1 is the unique global optimum of Onemax. However, the function can easily be generalized to have an arbitrary bit string $\boldsymbol{a} \in\{0,1\}^{n}$ as optimum. The function value is then defined to be the Hamming distance to $\boldsymbol{a}$, that is,

$$
\operatorname{OneMAx}_{\boldsymbol{a}}(\boldsymbol{x})=d_{\mathrm{H}}(\boldsymbol{x}, \boldsymbol{a}) .
$$

For each $\boldsymbol{a} \in\{0,1\}^{n}$, we get a different function $\operatorname{OnEMAx}_{\boldsymbol{a}}$, and we call the set of all of these $2^{n}$ different functions the Onemax function class. In Chapter 5, we prove that it is sufficient for our considerations to only analyze OneMax as
the representative function of this function class, since our algorithms of interest are unbiased with respect to the representation of the function's domain.

A common run time for EAs or EDAs on OneMAx (or, usually, the entire OneMax function class) is $\Theta(n \log (n))$ (see Table 10.1). For EAs, this run time is often a result from the coupon collector process [MU05, Section 2.4.1], as the $n$ different bit values that need to be optimized can be thought of as $n$ different coupons that need to be collected. For EDAs, the run time is a result of how fast the underlying probabilistic model converges to one that samples the optimal solution with high probability. We go more into detail about this in Chapters 9 and 10.

## LeadingOnes

LeAdingOnes is a function that returns the number of consecutive 1 s in a bit string, starting from the leftmost position. Formally,

$$
\begin{equation*}
\operatorname{LEADINGONES}(\boldsymbol{x})=\sum_{i \in[n]} \prod_{j \in[i]} x_{i} \tag{2.2}
\end{equation*}
$$

Different from OneMax, LeAdingOnes is not linear, as the product introduces dependencies among the different bits. Now, each bit string (expect the global optimum 1) has exactly one neighbor with strictly better fitness. Hence, hill climbing is still sufficient, but, in order to progress locally, the correct neighbor has to be chosen in every iteration. Thus, optimizing LeadingOnes can be thought of as finding a hidden permutation [Afs+13].

Similar to OneMax, the definition of LeadingOnes can be generalized to an arbitrary optimum $\boldsymbol{a} \in\{0,1\}^{n}$ and an arbitrary permutation $\pi$ of $\{0,1\}^{n}$. The optimum $\boldsymbol{a}$ determines which bit is the correct one for each position, and the permutation $\pi$ determines the order in which the correct bits have to occur before the next bit contributes to the fitness at all. This results in the generalized definition of

$$
\operatorname{LEADINGONES}_{a, \pi}(x)=\sum_{i \in[n]} \prod_{j \in[i]} 1\left\{x_{\pi(j)}=a_{\pi(j)}\right\}
$$

For each $\boldsymbol{a} \in\{0,1\}^{n}$ and each permutation $\pi$ of $\{0,1\}^{n}$, we get a different function LeadingOnes ${ }_{a, \pi}$, and we call the set of all of these $2^{n} n$ ! different functions the LeadingOnes function class. Again in Chapter 5, we prove that it
is sufficient to only consider LeadingOnes as the representative of this class for the algorithms we analyze.

A common run time for EAs or EDAs on LeadingOnes (or, usually, the entire LeadingOnes function class) is $\Theta\left(n^{2}\right)$ (see Table 10.1). The increase in the run time when compared to OneMAx is, generally speaking, a result of determining the underlying permutation of the function. It is not sufficient to determine the $n$ correct bits anymore; they also have to be determined in the correct order. In Chapter 10, we present an algorithm (Algorithm 2) that, albeit still relying in uncovering the bits in the correct order, optimizes LeadingOnes in $\mathrm{O}(n \log (n))$ by optimizing each position in time $\mathrm{O}(\log (n))$.

### 2.2 Probability Theory

In this section, we introduce the concepts of probability theory that we use in this thesis. We start with elementary topics and continue with more advanced topics such as conditional expected values, filtrations, and stopping times. All of the following definitions (and far more) can be found in the textbook by Grimmett and Stirzaker [GS01b].

### 2.2.1 Probability Spaces and Events

A probability space is a triple $(\Omega, \mathcal{A}, P)$, where the sample space $\Omega \neq \emptyset$ is the set of all elementary events, $\mathcal{A} \subseteq 2^{\Omega}$ is a $\sigma$-algebra containing all the events we assign a probability to, and $P: \mathcal{A} \rightarrow[0,1]$ is a probability measure that assigns probabilities to all events from $\mathcal{A}$. Throughout this thesis, we do not state our probability spaces explicitly, since they are clear from context.

We use the notation $\operatorname{Pr}[A]$ to denote the probability of an event $A$ of an implicit probability space, and we say that such an event occurs with high probability if and only if $\operatorname{Pr}[\bar{A}] \in \mathrm{O}(1 / \operatorname{poly}(n))$, that is, the probability for $A$ to not occur is at most an inverse polynomial. Further, we say that an event $A$ occurs with overwhelming probability if and only if there is a $k \in \Omega(n)$ such that $\operatorname{Pr}[\bar{A}]=2^{-k}$. Recall that $n$ denotes the dimension of a fitness function.

For two events $A$ and $B$, with $\operatorname{Pr}[B] \neq 0$, we denote the probability of $A$ conditional on $B$ with $\operatorname{Pr}[A \mid B]:=\operatorname{Pr}[A \cap B] / \operatorname{Pr}[B]$, that is, the probability of $A$, assuming that $B$ occurred. Effectively, we consider a new probability space
with $B$ as its new sample space. Conditional probabilities are a very important concept that most of our tools build upon.

The following theorem shows how conditional probabilities can be used to calculate a certain probability.

## - Theorem 2.1 (Law of Total Probability [GS01b, Chapter 1.4, Lemma 4]).

Let $A$ be an event, let $I \subseteq \mathrm{~N}$, and let $\left\{B_{i}\right\}_{i \in I}$ be a partition of $\Omega$ such that, for all $i \in I$, we have $\operatorname{Pr}\left[B_{i}\right]>0$. Then

$$
\operatorname{Pr}[A]=\sum_{i \in I} \operatorname{Pr}\left[A \mid B_{i}\right] \cdot \operatorname{Pr}\left[B_{i}\right] .
$$

Theorem 2.1 determines $\operatorname{Pr}[A]$ via a case distinction with respect to the different events $\left\{B_{i}\right\}_{i \in I}$ that can occur.
We call two events $A$ and $B$ (with $\operatorname{Pr}[B] \neq 0$ ) independent if and only if $\operatorname{Pr}[A \mid B]=\operatorname{Pr}[A]$. Intuitively, knowing that $B$ occurred does not change the probability of $A$.
For the rest of this chapter, we always assume that we are given a probability space $(\Omega, \mathcal{A}, \operatorname{Pr})$.

### 2.2.2 Random Variables

In this thesis, we analyze quantities of algorithms that involve randomness, such as the run time of a randomized algorithm or the quality of a solution at a certain point in time. This concept is formally known as a random variable.

- Definition 2.2 (Random Variable). A random variable is any function $X: \Omega \rightarrow \mathbf{R}$.

We only consider discrete random variables in this chapter, that is, random variables $X$ with a countable range (denoted as $\mathrm{rng}(X)$ ). For continuous random variables, many of the following concepts apply similarly though.

The probability of an outcome $x$ of a random variable $X$ is determined by considering the probability of all preimages of $x$. More formally, the probability that $X$ takes the value of $x \in \operatorname{rng}(X)$ is

$$
\operatorname{Pr}\left[X^{-1}(x)\right]=\operatorname{Pr}[\{\omega \in \Omega \mid X(\omega)=x\}] .
$$

We use the more conventional style and denote the above probability with $\operatorname{Pr}[X=x]$. Further, we denote the respective event with $\{X=x\}$, that is, we
denote it as a set in order to highlight that we consider an event, not a relation. Consequently, the notation $\{X \geq x\}$ is used to denote the union of all events $\{X=y\}$ with $y \geq x$.
Whenever we compare two random variables $X$ and $Y$, for example, when writing $X \geq Y$, we mean that this comparison is true for all elementary events, that is, for all $\omega \in \Omega$, it holds that $X(\omega) \geq Y(\omega)$. Note that such a statement is different from the event $\{X \geq Y\}$. As a special case, when we write $X=Y$, both random variables are identical. ${ }^{4}$

We say that two random variables $X$ and $Y$ are independent if and only if, for all $x \in \operatorname{rng}(X)$ and all $y \in \operatorname{rng}(Y)$, the events $\{X=x\}$ and $\{Y=y\}$ are independent.

Last, given two random variables $X$ and $Y$, we say that $Y$ stochastically dominates $X$, written as $Y \geq X$, if and only if, for all $x \in \mathbf{R}$, it holds that $\operatorname{Pr}[Y \leq x] \leq$ $\operatorname{Pr}[X \leq x]$. Note that, for all $x \in \mathbf{R}$, this is equivalent to $\operatorname{Pr}[Y>x] \geq \operatorname{Pr}[X>x]$.

For all of our considerations so far, we assumed that the events $\{X=x\}$ are actually part or our $\sigma$-algebra. However, note that this does not necessarily need to be true, which leads to the following definition.

- Definition 2.3 (Measurable Random Variable). Let $\mathcal{B} \subseteq \mathcal{A}$ be a $\sigma$-algebra. A (discrete) random variable $X$ is $\mathcal{B}$-measurable if and only if, for all $x \in \operatorname{rng}(X)$, it holds that

$$
\{X=x\} \in \mathcal{B} .
$$

We only consider measurable random variables. However, the concept of a measurable random variable becomes relevant once we restrict the events that we want to assign a probability to.

## Distributions

Given a random variable $X$, the function $D: \operatorname{rng}(X) \rightarrow[0,1]$ with $D(x)=$ $\operatorname{Pr}[X=x]$ is called the distribution of $X$. We use the standard notation of $X \sim D$ to denote that $X$ follows distribution $D$. Examples of very common distributions are the following.

4 We extend this notation to also apply when $X$ and $Y$ are equal almost surely, that is, for all positive probabilities. Analogously, when we speak of unique random variables, we also mean almost surely.

Uniform Distribution. For an $n \in \mathbf{N}^{+}$, we say that a random variable $X$ that takes values in $[n]$ follows a uniform distribution, denoted as $X \sim \operatorname{Unif}(n)$, if and only if

$$
\operatorname{Pr}[X=n]=\frac{1}{n} .
$$

This means that every outcome of $X$ is equally likely.

Bernoulli Distribution. We say that a random variable $X$ that only takes the values 0 and 1 follows a Bernoulli distribution with parameter $p \in[0,1]$, denoted as $X \sim \operatorname{Ber}(p)$, if and only if

$$
\operatorname{Pr}[X=1]=p \quad \text { and } \quad \operatorname{Pr}[X=0]=1-p .
$$

This means that a Bernoulli-distributed random variable denotes an indicator function for an event that occurs with probability $p$.

Binomial Distribution. When considering $n \in \mathrm{~N}^{+}$independent Bernoulli trials, all with the same success probability $p \in[0,1]$, we get the Binomial distribution. We say that a random variable $X$ that takes values in $[0 . . n]$ follows a Binomial distribution with parameters $n$ and $p$, denoted as $X \sim \operatorname{Bin}(n, p)$, if and only if

$$
\operatorname{Pr}[X=k]=\binom{n}{k} p^{k}(1-p)^{n-k}
$$

Geometric Distribution. The Bernoulli distribution considers a single trial with success probability $p$, and the binomial distribution considers $n$ independent trials with such probability. Similar to those, the geometric distribution also considers independent trials with the same success probability, but it considers a variable amount of trials - the amount until a success occurs for the first time. We say that a random variable $X$ that takes values in $\mathrm{N}^{+}$follows a geometric distribution with parameter $p \in[0,1]$, denoted as $X \sim \operatorname{Geo}(p)$, if and only if

$$
\operatorname{Pr}[X=k]=(1-p)^{k-1} p .
$$

In this thesis, we may use the terms distribution and random variable synonymously. For example, we may write $\operatorname{Pr}[\operatorname{Bin}(n, 1 / 2)=2]$ to denote the probability
of a binomially distributed random variable to take the value 2 , without introducing a random variable.
For the expected values and variances of the distributions above, we refer to standard literature [GS01b; MU05].

### 2.2.3 Expected Values

A natural measure for random variables is their average value with respect to their distribution, called the expected value of a random variable. This concept plays a crucial role in our analyses.

Definition 2.4 (Expected Value). Let $X$ be a random variable. The expected value of $X$ is the value

$$
\begin{aligned}
\mathrm{E}[X] & :=\sum_{x \in \operatorname{rng}(X)} x \cdot \operatorname{Pr}[X=x] \\
& =\sum_{\omega \in \Omega} X(\omega) \cdot \operatorname{Pr}[\{\omega\}] .
\end{aligned}
$$

Note that we do not state an order in which we add the terms. Hence, we assume that the above series is absolutely convergent, that is, $\mathrm{E}[|X|]$ converges. This allows us to reorder the terms arbitrarily. Whenever $\mathrm{E}[|X|]$ is not absolutely convergent, the expected value of $X$ is not defined.

The first equality in Definition 2.4 is the more common and arguably more intuitive definition, which does not regard the sample space. However, it may get confusing when considering more complex expressions like $\mathrm{E}[X Y]$, where the ranges of $X$ and $Y$ can be different. In these cases, the second equality is helpful, as it sums over the common domain of $X$ and $Y$, which is $\Omega$.

A very important property of the expected value is that it is linear.

- Theorem 2.5 (Linearity of Expectation [GS01b, Chapter 3.3, Theorem 8]). Let $a, b \in \mathbf{R}$, and let $X$ and $Y$ be random variables. Then

$$
\mathrm{E}[a X+b Y]=a \mathrm{E}[X]+b \mathrm{E}[Y] .
$$

Theorem 2.5 gives us a rule of how the expected value of a complex random variable can be calculated by breaking it down into sums of simpler ones, regardless of any dependencies among them.

A concept related to the expected value of $X$ is the variance of $X$ - a measure for how largely $X$ deviates from its expected value.

Definition 2.6 (Variance). Let $X$ be a random variable. The variance of $X$ is the value

$$
\begin{aligned}
\operatorname{Var}[X] & :=\mathrm{E}\left[(X-\mathrm{E}[X])^{2}\right] \\
& =\mathrm{E}\left[X^{2}\right]-\mathrm{E}[X]^{2}
\end{aligned}
$$

Note that the second equality follows from Theorem 2.5.
The variance is the expected value of a special transformation of a random variable. However, this transformation is sometimes useful, as we will see, for example, in Section 3.6.

Since the variance is defined via an expected value, all of the properties and definitions for expected values apply to the variance as well (when considering the respectively transformed random variable).

## Conditional Expected Values

In our analyses, we often consider a certain state of an algorithm and determine what the expected next state is. In order to perform such calculations, we need to consider expected values conditional on that a certain event occurred.

As we already briefly discussed in Section 2.2.1, conditioning on an event $A$ (with $\operatorname{Pr}[A] \neq 0$ ) can be thought of as considering a new probability space with sample space $A$. This leads to the following definition of a conditional expected value.

Definition 2.7 (Conditional Expected Value (on an Event)). Let $X$ be a random variable, and let $A$ be an event with $\operatorname{Pr}[A] \neq 0$. The expected value of $X$ conditional on $A$ is the value

$$
\begin{aligned}
\mathrm{E}[X \mid A] & :=\sum_{x \in \operatorname{rng}(X)} x \cdot \operatorname{Pr}[X=x \mid A] \\
& =\sum_{\omega \in \Omega} X(\omega) \cdot \operatorname{Pr}[\{\omega\} \mid A] .
\end{aligned}
$$

Our aforementioned intuition of transforming the probability space gets obvi-
ous by noting that the second equality can be expressed as

$$
\frac{1}{\operatorname{Pr}[A]} \sum_{\omega \in A} X(\omega) \cdot \operatorname{Pr}[\{\omega\}],
$$

since $\operatorname{Pr}[\{\omega\} \mid A]=\operatorname{Pr}[\{\omega\}] / \operatorname{Pr}[A]$ if $\omega \in A$, and it is 0 otherwise. This means that we consider $A$ as the new sample space and scale every probability accordingly. Note that this implies that Theorem 2.5 also holds for conditional expected values.

Definition 2.7 is useful when we know what event we are conditioning on, for example, when we know which state an algorithm is in. However, such information may be subject to randomness itself. Hence, we have to consider all possible outcomes of the condition. That is, we have to condition on a random variable.

- Definition 2.8 (Conditional Expected Value (on a Random Variable)). Let $X$ and $Y$ be random variables. The expected value of $X$ conditional on $Y$ is the random variable $\mathrm{E}[X \mid Y]$ such that, for all $\omega \in \Omega$, it holds that

$$
\mathrm{E}[X \mid Y](\omega)=\mathrm{E}[X \mid Y=Y(\omega)] .
$$

Although mentioned in Definition 2.8, it is very important to stress that $\mathrm{E}[X \mid Y]$ is a random variable, not a number. This is due to the randomness in the condition. The expected value $\mathrm{E}[X \mid Y]$ can be thought of as a collection of all the conditional expected values of $X$ with respect to the values that $Y$ can take.

The following theorem states an important connection between an expected value conditional on a random variable and a (normal) expected value.

Theorem 2.9 (Law of Total Expectation [GS01b, Chapter 3.7, Theorem 4]). Let $X$ and $Y$ be random variables. Then

$$
\mathrm{E}[\mathrm{E}[X \mid Y]]=\mathrm{E}[X] .
$$

Theorem 2.9 is a powerful tool when calculating expected values. It allows us to consider any partition of the sample space (provided by the random variable $Y$ ), calculate the expected values conditional on each event of the partition (which is usually easier), and then taking the average. Since $Y$ can be arbitrary, this gives us a great degree of freedom.

Note that we can express Theorem 2.9 in the following way, since we assume that $Y$ is discrete.

- Corollary 2.10 (Law of Total Expectation by Case Distinction [MU05, Lemma 2.5]). Let $X$ be a random variable, let $I \subseteq \mathrm{~N}$, and let $\left\{A_{i}\right\}_{i \in I}$ be a partition of $\Omega$. Then

$$
\mathrm{E}[X]=\sum_{i \in I} \mathrm{E}\left[X \mid A_{i}\right] \cdot \operatorname{Pr}\left[A_{i}\right] .
$$

As we just mentioned, a random variable $Y$ implicitly provides a partition of the sample space (with respect to the elementary events that are mapped to the same value). The $\sigma$-algebra of the probability space allows us then to consider all of the usual combinations of elementary events. However, different elementary events $\omega_{1}$ and $\omega_{2}$ may be mapped to the same value, meaning that we cannot differentiate between $\omega_{1}$ and $\omega_{2}$ with respect to $Y$. Thus, we basically consider a coarser probability space with the elementary events $\{Y=y\}$ for all $y \in \operatorname{rng}(Y)$, and the original $\sigma$-algebra may be needlessly fine-grained. This means, that we can remove $Y$ from our considerations and instead immediately provide a $\sigma$-algebra of the desired granularity. This results in the following definition.

Definition 2.11 (Conditional Expected Value (on a $\sigma$-Algebra)). Let $X$ be a random variable and $\mathcal{B} \subseteq \mathcal{A}$ be a $\sigma$-algebra. The expected value of $X$ conditional on $\mathcal{B}$ is the random variable $\mathrm{E}[X \mid \mathcal{B}]$ such that
(a) $\mathrm{E}[X \mid \mathcal{B}]$ is $\mathcal{B}$-measurable and,
(b) for all $B \in \mathcal{B}$, it holds that $\mathrm{E}\left[\mathrm{E}[X \mid \mathcal{B}] \cdot \mathbf{1}_{B}\right]=\mathrm{E}\left[X \cdot \mathbf{1}_{B}\right]$.

We would like to mention that $\mathrm{E}[X \mid \mathcal{B}]$ is unique [GS01b, Chapter 7.9, Theorem 26]. For the following discussion, please also refer to Figure 2.1.

Definition 2.11 follows the aforementioned restriction of a probability space. The inclusion-minimal events of $\mathcal{B} \backslash\{\emptyset\}$ partition the original sample space $\Omega$ into new elementary events, which may result in a coarser view on the probability space, described by $\mathcal{B}$. Condition (a) now says that $\mathrm{E}[X \mid \mathcal{B}]$ is a random variable that can be expressed with respect to this coarser view, and condition (b) says that the expected values of $\mathrm{E}[X \mid \mathcal{B}]$ and $X$ are the same when considering only events in $\mathcal{B}$. Thus, $\mathrm{E}[X \mid \mathcal{B}]$ can be thought of a random variable that recovers $X$ as well as possible in terms of expectation when considering the $\sigma$-algebra $\mathcal{B}$.
$\Omega$

(a) The random variable $X$. It takes a different value for each elementary event in $\Omega$. Assume that it follows a uniform distribution.
$\Omega$

(b) The random variable $\mathrm{E}[X \mid \mathcal{B}]$. Note that the expected value of $\mathrm{E}[X \mid \mathcal{B}]$ coincides with the expected value of $X$ for each set of tiles with the same color.

Figure 2.1: An exemplary depiction of a random variable $X$ (Figure 2.1 (a)) and its conditional expectation (Figure 2.1 (b)) with respect to a $\sigma$-algebra $\mathcal{B} \subset \mathcal{A}$. The eight tiles in each figure denote the elementary events of $\Omega$. The differently colored tiles in Figure 2.1 (b) denote the elementary events with respect to $\mathcal{B}$, that is, the inclusionminimal elements of $\mathcal{B} \backslash\{\emptyset\}$. Note that these elements partition $\Omega$. Further note that $X$ is not $\mathcal{B}$-measurable but $\mathrm{E}[X \mid \mathcal{B}]$ is.

Especially, note that $\mathrm{E}[X \mid\{\emptyset, \Omega\}]=\mathrm{E}[X]$, that is, the expected value of $X$ is a special case of the expected value of $X$ when conditioning on the trivial $\sigma$-algebra $\{\emptyset, \Omega\}$ - the coarsest view possible. And when $X$ is already $\mathcal{B}$-measurable, we get that $\mathrm{E}[X \mid \mathcal{B}]=X$.

We use Definition 2.11 to extend the concept of conditional probability. Let $A$ be an event and $\mathcal{B}$ a $\sigma$-algebra. We define $\operatorname{Pr}[A \mid \mathcal{B}]:=\mathrm{E}\left[1_{A} \mid \mathcal{B}\right]$, in analogy to how $\mathrm{E}\left[1_{A}\right]=\operatorname{Pr}[A]$ holds for a normal expected value. Note that $\operatorname{Pr}[A \mid \mathcal{B}]$ is a random variable (taking values in $[0,1]$ ).

The expected value from Definition 2.11 has all of the beneficial properties that the other expected values have.

- Theorem 2.12 (Properties of the Expected Value Conditional on a $\sigma$-Algebra [GS01b, Chapter 7.9, Exercise 4] ${ }^{6}$ ). Let $a, b \in \mathbf{R}$, let $X$ and $Y$ be random variables, and let $\mathcal{B} \subseteq \mathcal{A}$ be $\sigma$-algebras. Then

5 Formally, this equation is incorrect, since $\mathrm{E}[X]$ is not a random variable but a number. However, what we mean is that $\mathrm{E}[X]$ is a (deterministic) random variable that only takes the value $\mathrm{E}[X]$.
6 The proofs can be found in the accompanying book by Grimmett and Stirzaker [GS01a].
(a) $\mathrm{E}[a X+b Y \mid \mathcal{B}]=a \mathrm{E}[X \mid \mathcal{B}]+b \mathrm{E}[Y \mid \mathcal{B}]$,
(b) $\mathrm{E}[\mathrm{E}[X \mid \mathcal{B}]]=\mathrm{E}[X]$, and
(c) $\mathrm{E}[\mathrm{E}[X \mid \mathcal{A}] \mid \mathcal{B}]=\mathrm{E}[X \mid \mathcal{B}]$.

Point (a) corresponds to Theorem 2.5; point (b) corresponds to Theorem 2.9; and point (c) says that when conditioning on multiple $\sigma$-algebras, the coarser algebra wins.

Last, we want to briefly formalize the connection between Definitions 2.8 and 2.11. In order to do so, note that $\sigma$-algebras are closed under intersection. Thus, for any random variable $X$, we define the $\sigma$-operator $\sigma(X)$ to be the coarsest $\sigma$-algebra such that $X$ is still measurable, that is,

$$
\sigma(X):=\bigcap\{\mathcal{B} \subseteq \mathcal{A} \mid \mathcal{B} \text { is a } \sigma \text {-algebra and } X \text { is } \mathcal{B} \text {-measurable }\}
$$

Note that this definition can be expanded to multiple random variables $X_{0}, \ldots, X_{m}$ by choosing the smallest $\sigma$-algebra such that all of these random variables are still measurable. Using the $\sigma$-operator, we can now interpret $\mathrm{E}[X \mid Y]$ as $\mathrm{E}[X \mid \sigma(Y)]$, which conforms with our initial motivation. Thus, we treat all conditional expected values that are random variables the same, no matter whether they are conditional on a random variable or a $\sigma$-algebra.

### 2.2.4 Filtrations, Adapted Processes, and Stopping Times

In the last section, we motivated the expected value of $X$ conditional on a random variable $Y$ by viewing it as a collection of normal conditional expected values of $X$, where each condition is one random outcome of $Y$. One example we had in mind was a single state change of a randomized algorithm. However, when analyzing a randomized algorithm, we usually look at a sequence of (random) states. At each state, we can consider the expected next state, conditional on the randomness of the current state. This results in a sequence of random outcomes that we want to condition on sequentially. Formally, this concept is modeled by a sequence of $\sigma$-algebras, where each $\sigma$-algebra denotes all of the random outcomes that could have taken place so far. Hence, this sequence is non-decreasing. The resulting sequence is known as a filtration.

- Definition 2.13 (Filtration). Let $\left(\mathcal{F}_{t}\right)_{t \in \mathrm{~N}}$ be a sequence of $\sigma$-algebras. Then $\mathcal{F}$ is called a filtration if and only if, for all $t \in \mathrm{~N}$, it holds that $\mathcal{F}_{t} \subseteq \mathcal{F}_{t+1}$.

We call an element $\mathcal{F}_{t}$ of a filtration a filter, furthering the intuition that we take a coarser look the underlying probability space.

Continuing our example from above, let $\left(X_{t}\right)_{t \in \mathrm{~N}}$ denote the sequence of states of a random algorithm. Using a filtration $\mathcal{F}$, we can formalize calculating the expected next state by considering $\mathrm{E}\left[X_{t+1} \mid \mathcal{F}_{t}\right]$. However, we are not guaranteed that $\mathcal{F}_{t}$ is fine-grained enough in order to entirely express the current state $X_{t}$, that is, we have no guarantee that $X_{t}$ is $\mathcal{F}_{t}$-measurable, since we did not tie $\mathcal{F}$ to $X$ in any way. The following definition ensures that a filtration has enough information to be able to reconstruct the current state.

Definition 2.14 (Adapted Process). Let $\left(\mathcal{F}_{t}\right)_{t \in \mathrm{~N}}$ be a filtration, and let $\left(X_{t}\right)_{t \in \mathrm{~N}}$ be a sequence of random variables. Then $X$ is adapted to $\mathcal{F}$ if and only if, for all $t \in \mathrm{~N}$, the random variable $X_{t}$ is $\mathcal{F}_{t}$-measurable.

Note that, due to the non-decreasing nature of a filtration, Definition 2.14 implies that, for all $t \in \mathrm{~N}$, the random variables $X_{0}, \ldots, X_{t}$ are $\mathcal{F}_{t}$-measurable.

Intuitively speaking, Definition 2.14 provides a framework for the analysis of random processes that produce a growing history of random events. It is important to note though that the definition does not prevent the filtration from having more information than necessary in order to measure $X_{t}$. For example, $\left(\mathcal{F}_{t}\right)_{t \in \mathrm{~N}}$ where, for all $t \in \mathrm{~N}$, we define $\mathcal{F}_{t}=\mathcal{A}$ is a filtration that every random process is adapted to, since $\mathcal{F}$ only consists of the $\sigma$-algebra $\mathcal{A}$ of the probability space. In order to restrict the information available for a certain element $X_{t}$, the respective filter has to be adjusted.

Definition 2.15 (Natural filtration). Let $\left(X_{t}\right)_{t \in \mathrm{~N}}$ be a sequence of random variables. The natural filtration of $X$ is the filtration $\left(\sigma\left(X_{0}, \ldots, X_{t}\right)\right)_{t \in \mathbf{N}}$.

The natural filtration of a process $X$ is the smallest filtration possible for $X$ in terms of possible $\sigma$-algebras for each $X_{t}$, due to the definition of the $\sigma$-operator. The natural filtration is useful when analyzing Markovian processes, where each state $X_{t+1}$ is only dependent on the previous state, $X_{t}$.

Following our intuition of $\left(X_{t}\right)_{t \in \mathrm{~N}}$ denoting states of a randomized algorithm, we can think of the index $t$ as a point in time. We then may be interested in the first point in time $T$ such that the algorithm reaches a certain state. For optimization algorithms, this may be a state where an optimal solution has been found. Since the algorithm is random, the states are random and, thus, the first point in time of reaching a certain state, that is, $T$ is a random variable. Similar
to how we tied a random process to a filtration by Definition 2.14, we connect the random variable $T$ to a filtration too.

Definition 2.16 (Stopping Time). Let $\left(\mathcal{F}_{t}\right)_{t \in \mathrm{~N}}$ be a filtration, and let $T$ be a random variable with $\operatorname{rng}(T)=\mathrm{N} \cup\{\infty\}$. Then $T$ is called a stopping time (with respect to $\mathcal{F}$ ) if and only if, for all $t \in \mathrm{~N}$, it holds that $\{T=t\} \in \mathcal{F}_{t}$.

Note that, similar to Definition 2.14, due the non-decreasing property of a filtration, it follows that, for all $t \in \mathrm{~N}$, we have $\{T \leq t\} \in \mathcal{F}_{t}$. Intuitively, a stopping time is any random variable denoting a point in time of an observation such that, at point $t$, it can be determined whether the observation occurred.

An important property of a stopping time $T$ is that the decision of whether $\{T=t\}$ occurs can only be guaranteed relying on past information. For example, consider tossing a fair coin repeatedly. Let $T$ be the random variable that denotes the first point in time such that the coin shows heads. Then $T$ is a stopping time with respect to the natural filtration of the process, since we have, after each coin toss, the information of whether the coin shows heads or not. In contrast to that, the last point in time $T^{\prime}$ such that the coin shows heads is not a stopping time with respect to the natural filtration of the process, since, assuming that $\left\{T^{\prime}=t^{\prime}\right\}$ could be determined at $t^{\prime}$, the filter $\mathcal{F}_{t^{\prime}}$ does not exclude the events that heads shows up again in the future (since none of these events are part of the history yet). This means that $\left\{T^{\prime}=t^{\prime}\right\} \notin \mathcal{F}_{t^{\prime}}$. However, it is important to note that the choice of the filtration is important with respect to whether future information is allowed or not. For example, for our coin tossing example, when considering the filtration that is constantly $\mathcal{A}$, we have complete information from the very start and can fully determine $T^{\prime}$ immediately.

When we consider a stopping time $T$ that denotes the first point in time such that a certain event occurs, we call $T$ a first-hitting time. In Chapter 3, we go into detail about how the expected values of first-hitting times can be determined.

### 2.3 Probabilistic Inequalities

In this section, we state some important inequalities that we use throughout this thesis. The first inequality is useful for deriving an upper bound on the probability of the union of events. In such a case, it is sufficient to add the respective probabilities.

- Theorem 2.17 (Union Bound [MU05, Lemma 1.2]). Let $I \subseteq \mathrm{~N}$, and let $\left\{E_{i}\right\}_{i \in I}$ be a family of events. Then

$$
\operatorname{Pr}\left[\bigcup_{i \in I} E_{i}\right] \leq \sum_{i \in I} \operatorname{Pr}\left[E_{i}\right]
$$

The next inequality states how likely it is for a nonnegative random variable to deviate from its expected value. The inequality does not necessarily yield a very strong bound, but it is widely applicable, since its only limitation is that the random variable must be nonnegative.

- Theorem 2.18 (Markov's Inequality [MU05, Theorem 3.1]). Let $X$ be a nonnegative random variable. Then, for all $a>0$, it holds that

$$
\operatorname{Pr}[X \geq a \cdot \mathrm{E}[X]] \leq \frac{1}{a}
$$

Theorem 2.18 can be used to derive far stronger bounds for more restricted scenarios. The arguably most prominent scenario considers the sum of independent, Bernoulli-distributed random variables.

- Theorem 2.19 (Chernoff Bounds [MU05, Theorems 4.4 and 4.5]). Let $n \in \mathrm{~N}^{+}$, and let $\left(X_{i}\right)_{i \in[n]}$ be independent Bernoulli-distributed random variables. Further, let $X=\sum_{i \in[n]} X_{i}$. Then,
(a) for any $0<\delta \leq 1$, we have $\operatorname{Pr}[X \geq(1+\delta) \mathrm{E}[X]] \leq \mathrm{e}^{-\frac{\mathrm{E}[X] \delta^{2}}{3}}$, and,
(b) for any $0<\delta<1$, we have $\operatorname{Pr}[X \leq(1-\delta) \mathrm{E}[X]] \leq \mathrm{e}^{-\frac{\mathrm{E}[X] \delta^{2}}{2}}$.

Note that when we choose $\delta \in \Theta(1)$, Theorem 2.19 gives us exponentially low probabilities in $\mathrm{E}[X]$ to deviate from the expected value.

When considering the expected value of a random variable that is transformed by a convex function, the following inequality yields a useful bound.

Theorem 2.20 (Jensen's Inequality [MU05, Theorem 2.4]). Let $X$ be a random variable, and let $f$ be a convex function. Then

$$
\mathrm{E}[f(X)] \geq f(\mathrm{E}[X]) .
$$

The following theorem can be thought of as a generalization of the linearity of expectation (Theorem 2.5) when the number of random variables under consideration is subject to randomness itself.

Theorem 2.21 (Wald's Equation [GS01b, Chapter 10.2, Lemma 9]). Let $\left(X_{t}\right)_{t \in \mathbf{N}^{+}}$be a sequence of independent, identically distribute random variables over $\mathbf{R}$, and let $T$ be a stopping time with respect to the natural filtration of $X$. Then

$$
\mathrm{E}\left[\sum_{t=1}^{T} X_{t}\right]=\mathrm{E}\left[X_{1}\right] \cdot \mathrm{E}[T] .
$$

The following inequalities provide useful bounds on terms of the form $(1+p)^{n}$ with respect to the exponential function. Such expressions occur frequently when considering independent events.

- Theorem 2.22 ([MR95, Proposition B.3]).
(a) For all $p \in \mathbf{R}$, it holds that $1+p \leq \mathrm{e}^{p}$.
(b) For all $x, n \in \mathbf{R}$ such that $n \geq 1$ and $|x| \leq n$,

$$
\left(1+\frac{x}{n}\right)^{n} \geq\left(1-\frac{x^{2}}{n}\right) \mathrm{e}^{x}
$$

Note that both cases combined imply for any $n \geq 1$ and any $x \in \mathbf{R}$ with $x^{2} \in \mathrm{o}(n)$ that there exists an $a \in \mathrm{o}(1)$ such that

$$
(1-a) \mathrm{e}^{-x} \leq\left(1-\frac{x}{n}\right)^{n} \leq \mathrm{e}^{-x} .
$$

This chapter is based on joint work with Timo Kötzing [KK18]. Different from the conference version, the results in this thesis have been phrased using filtrations in order to better align with the rest of this chapter. Further, Section 3.3.2 has been changed by simplifying the proof of Corollary 3.8 and adding a more general result (Theorem 3.7) as well as adjusting the discussion in this section with respect to these changes. Last, Theorem 3.3 as well as Sections 3.6 and 3.7 have been added.

In this chapter, we discuss drift theory, that is, theorems that are well suited for bounding the expected first-hitting times of random processes. We do not only aim at introducing the theorems we later use in this thesis but also at discussing the ideas behind the theorems and providing a reference of many useful drift theorems for different settings.

### 3.1 Introduction

Drift theory is a general term for a collection of theorems that consider random processes and bound their expected time to reach a certain value. The beauty and appeal of these theorems lie in them usually having few restrictions but yielding strong results. Intuitively speaking, in order to use a drift theorem, one only needs to estimate the expected change of a random process - the drift - at any given point in time. Hence, a drift theorem turns expected local changes of a process into expected first-hitting times. In other words, local information of the process is transformed into global information.

Drift theory gained traction in the theory of randomized search heuristics when it was introduced to the community by He and Yao [HY01; HY04] via the additive drift theorem. However, they were not the first to prove it. The result dates back to Hajek [Haj82], who stated the theorem in a fashion quite different from how it is phrased nowadays. According to Lengler [Len17], the theorem has been proven even prior to that various times. Since then, many different versions of drift theorems have been proven, the most common ones being the
variable drift theorem [Joh10] and the multiplicative drift theorem [DJW12]. The different names refer to how the drift is bounded other than independent of time: additive means that the drift is bounded by the same value for all states; in a multiplicative scenario, the drift is bounded by a multiple of the current state of the process; and in the setting of variable drift, the drift is bounded by any monotone function with respect to the current state of the process.

Over time, the various drift theorems have been stated with different restrictions. At first, the theorems only applied to finite or discrete search spaces. However, these restrictions are rarely used in the proofs and thus not necessary, as pointed out, for example, by Lehre and Witt [LW14], who prove a general drift theorem without these restrictions. Nonetheless, one restriction that remained was a bounded search space, with a few notable exceptions that we briefly want to highlight:

- Lengler [Len17] mentions infinite search spaces and also gives a proof of the additive drift theorem in the setting of an unbounded search space. However, Lengler only considers discrete search spaces, and the drift condition only considers the previous state, not using a filtration.
- Corus et al. [Cor+14] provide a proof of an additive drift theorem over an unbounded search space in their appendix, using filtrations. However, the authors require that the expected first-hitting time of the process is finite, which is not always easy to prove and thus restricts the applicability of the theorem.
- Semenov and Terkel [ST03] state a Theorem very much like an additive drift theorem for unbounded search spaces, but they require the process to have a bounded variance, as they also prove concentration for their result.

In this section, we prove the most common drift theorems in the most general fashion up to date. Our most important results are our upper and lower bound of the classical additive drift theorem (Corollary 3.8 and Theorem 3.11, respectively), which we prove for unbounded ${ }^{7}$ search spaces. These theorems are used as a foundation for the drift theorems in other settings. Most of our results for upper bounds require the random process to be nonnegative, which is a restriction that can be lifted, as we discuss in Section 3.3.2. In contrast to that, for the lower

7 For the upper bound, we require the search space to be lower-bounded but not upper-bounded. We still refer to such a setting as unbounded.
bound of the additive drift theorem, we allow the process to be negative, but we have to bound the step size in return; Example 3.12 shows why our theorems fail otherwise.

Further, we prove an upper bound for the variable and the multiplicative drift theorem (Theorem 3.13 and Corollary 3.15, respectively) for unbounded search spaces, and we present a method that transforms a process with no drift into a process with positive drift (Theorem 3.18), in order to be able to still apply drift theory.

We would like to mention that drift theory has also brought forth other results than expected first-hitting times, namely, concentration bounds and negative drift, which are related. Both areas bound the probability of the first-hitting time taking certain values. Concentration bounds show how unlikely it is for a process to take much longer than the expected first-hitting time [DG13; Köt16]. On the other hand, negative drift bounds how likely it is for the process to reach the goal although the drift is going the opposite direction [Köt16; OW11]. Since we use negative-drift theorems in this thesis, Section 3.7 goes a bit more into detail about this topic.

### 3.2 Terms and Tools

We consider the expected first-hitting time $T$ of a process $\left(X_{t}\right)_{t \in \mathbf{N}}$ over $\mathbf{R}$ adapted to a filtration $\left(\mathcal{F}_{t}\right)_{t \in \mathrm{~N}}$, where $T$ is a stopping time with respect to $\mathcal{F}$. That is, we are interested in the expected time it takes the process to reach a certain value for the first time, which we will refer to as the target. Usually, our target is the value 0 , that is, we consider the random variable $T=\inf \left\{t \in \mathrm{~N} \mid X_{t} \leq 0\right\}$, where we define inf $\emptyset:=\infty$.

We provide bounds on $\mathrm{E}\left[T \mid \mathcal{F}_{0}\right]$ with respect to the drift of $X_{t}$, which is defined as

$$
X_{t}-\mathrm{E}\left[X_{t+1} \mid \mathcal{F}_{t}\right]
$$

Recall that $\mathrm{E}\left[T \mid \mathcal{F}_{0}\right]$ as well as $\mathrm{E}\left[X_{t+1} \mid \mathcal{F}_{t}\right]$ are both random variables. Because of the latter, the drift is a random variable, too. Further, note that if the drift is positive, $X_{t}$ decreases its value in expectation over time when considering positive starting values. This is why 0 will be our target most of the time.

We are only interested in the process $X_{t}$ until the time point $T$. That is, all of our requirements only need to hold for all $t<T$ (since we also consider
$t+1$ ). While this phrasing is intuitive, it is formally inaccurate, as $T$ is a random variable. We will continue to use it, however, formally, each of our inequalities in each of our requirements should be multiplied with the characteristic function of the event $\{t<T\}$. This way, the inequalities trivially hold once $t \geq T$ and, otherwise, are the inequalities we state. We go a bit more into detail about how a drift theorem without this convention looks like in Theorem 3.3 and the surrounding section.

Last, we state all of our results conditional on $\mathcal{F}_{0}$, that is, we bound $\mathrm{E}\left[T \mid \mathcal{F}_{0}\right]$. However, by the law of total expectation (Theorem 2.12, point (b)), one can easily derive a bound for $\mathrm{E}[T]=\mathrm{E}\left[\mathrm{E}\left[T \mid \mathcal{F}_{0}\right]\right]$.

## Martingale Theorems

In this section, we state two theorems that we will use in order to prove our results in the next sections. Both theorems make use of martingales, a fundamental concept in the field of probability theory. A martingale is a random process with a drift of 0 , that is, in expectation, it does not change over time. Further, a supermartingale has a drift of at least 0 , that is, it decreases over time in expectation, and a submartingale has a drift of at most 0 , that is, it increases over time in expectation.

The arguably most important theorem for martingales is the Optional-Stopping Theorem (Theorem 3.1). It is often only provided in a form that suits martingales. However, this result can be extended to super- and submartingales, as mentioned by Bhattacharya and Waymire [BW16, Remark 3.7].

- Theorem 3.1 (Optional-Stopping Theorem [GS01b, Chapter 12.5, Theorem 9] and [BW16, Remark 3.7]). Let $\left(X_{t}\right)_{t \in \mathrm{~N}}$ be a sequence of random variables over $\mathbf{R}$ adapted to a filtration $\left(\mathcal{F}_{t}\right)_{t \in \mathrm{~N}}$, and let $T$ be a stopping time with respect to $\mathcal{F}$. Suppose that
(a) $\mathrm{E}[T]<\infty$ and that
(b) there is some value $c \geq 0$ such that, for all $t<T$,

$$
\mathrm{E}\left[\left|X_{t+1}-X_{t}\right| \mid \mathcal{F}_{t}\right] \leq c .
$$

Then the following holds.

1. If, for all $t<T$, we have $X_{t}-\mathrm{E}\left[X_{t+1} \mid \mathcal{F}_{t}\right] \geq 0$, then $\mathrm{E}\left[X_{T}\right] \leq \mathrm{E}\left[X_{0}\right]$.
2. If, for all $t<T$, we have $X_{t}-\mathrm{E}\left[X_{t+1} \mid \mathcal{F}_{t}\right] \leq 0$, then $\mathrm{E}\left[X_{T}\right] \geq \mathrm{E}\left[X_{0}\right]$.

Theorem 3.1 allows us to bound $\mathrm{E}\left[X_{T}\right]$ independently of the filtration, which is why our drift results are independent of the filtration as well (except for $\mathcal{F}_{0}$ ).

Note that point 1 refers to supermartingales, whereas point 2 refers to submartingales. Intuitively, point 1 says that a supermartingale will have, in expectation, a lower value than it started with, which makes sense, as a supermartingale decreases over time in expectation. Point 2 is analogous for submartingales. For martingales, both cases can be combined in order to yield an equality.

Martingales are essential in the proofs of our theorems. We will frequently transform our process such that it results in a supermartingale or a submartingale in order to apply Theorem 3.1.

Another useful theorem for martingales is the following inequality, which is basically for martingales what a Chernoff bound (Theorem 2.19) is for binomial distributions of binary random variables. We state it in a fashion applicable for supermartingales, as mentioned by Warnke [War16, Remark 10].

Theorem 3.2 (Azuma-Hoeffding Inequality [GS01b, Chapter 12.2, Theorem 3] and [War16, Remark 10]). Let $\left(X_{t}\right)_{t \in \mathrm{~N}}$ be a sequence of random variables over $\mathbf{R}$ adapted to a filtration $\left(\mathcal{F}_{t}\right)_{t \in \mathbf{N}}$. Suppose that
(a) there is some value $c>0$ such that, for all $t \in \mathrm{~N},\left|X_{t}-X_{t+1}\right|<c$.

If, for all $t \in \mathrm{~N}$, we have $X_{t}-\mathrm{E}\left[X_{t+1} \mid \mathcal{F}_{t}\right] \geq 0$, then, for all $t \in \mathrm{~N}$ and all $r>0$,

$$
\operatorname{Pr}\left[X_{t}-X_{0} \geq r\right] \leq \mathrm{e}^{-\frac{r^{2}}{2 t c^{2}}}
$$

### 3.3 Additive Drift

We speak of additive drift when the drift can be bounded by a value independent of the process itself. That is, the bound is spatially and time-homogeneous.

When considering the first-hitting time $T$ of a random process $\left(X_{t}\right)_{t \in \mathrm{~N}}$ whose drift is lower-bounded by a value $\delta>0$, then $\mathrm{E}\left[T \mid \mathcal{F}_{0}\right]$ is upper-bounded by $X_{0} / \delta{ }^{8}$ Interestingly, if the drift of $X_{t}$ is upper-bounded by $\delta, \mathrm{E}\left[T \mid \mathcal{F}_{0}\right]$ is lowerbounded by $X_{0} / \delta$. Thus, if the drift of $X_{t}$ is exactly $\delta$, that is, we know how much expected progress $X_{t}$ makes in each step, our expected first-hitting time is

8 Note that we have access to $X_{0}$ because $X$ is adapted to $\mathcal{F}$. Hence, $X_{0}$ is $\mathcal{F}_{0}$-measurable.
equal to $X_{0} / \delta$. This result is remarkable, as it can be understood intuitively as follows: since we stop once $X_{t}$ reaches 0 , the distance from our start ( $X_{0}$ ) to our goal ( 0 ) is exactly $X_{0}$, and we make an expected progress of $\delta$ each step. Thus, in expectation, we are done after $X_{0} / \delta$ steps.

### 3.3.1 A Very Formal Approach

Before we state our results, we provide a very formal version of our main theorem (Corollary 3.8) for $\mathrm{E}[T]$ (for the sake of simplicity). We do so because we are a bit informal in the following sections, as we already mentioned in Section 3.2. Hence, we want to provide a rigorous foundation here that shows how a drift theorem should look like if we were to mention every detail. Since many of these requirements seem unnecessarily verbose, we drop them afterward. We would like to mention that, to the best of our knowledge, the only versions of drift theorems that are this formal appear in the work of Corus et al. [Cor+14].

- Theorem 3.3 (Upper Additive Drift, Unbounded, Very Formal). Let $\left(X_{t}\right)_{t \in \mathrm{~N}}$ be random variables over R adapted to a filtration $\left(\mathscr{F}_{t}\right)_{t \in \mathrm{~N}}$, and let $T=\inf \left\{t \in \mathbf{N} \mid X_{t} \leq 0\right\}$. Furthermore, suppose that,
(a) there is some value $\delta>0$ such that, for all $t \in \mathbf{N}$, it holds that

$$
\mathrm{E}\left[\left(X_{t}-X_{t+1}\right) \cdot \mathbf{1}\{t<T\} \mid \mathcal{F}_{t}\right] \geq \delta \cdot \mathbf{1}\{t<T\}, \text { and that, }
$$

(b) for all $t \in \mathrm{~N}$, it holds that $X_{t} \cdot \mathbf{1}\{t \leq T\} \geq 0$.

Then

$$
\mathrm{E}[T] \leq \frac{\mathrm{E}\left[X_{0}\right]}{\delta} .
$$

Note that the random variable $\mathbf{1}\{t<T\}$ is $\mathcal{F}_{t}$-measurable, since $T$ is a stopping time with respect $\mathcal{F}$.

The proof of Theorem 3.3 closely follows Lengler [Len17, Theorem 1], who uses a very short and elegant method but does not consider drift in the setting of filtrations.

Proof of Theorem 3.3. We first aim at showing that the following inequality holds for all $t \in \mathrm{~N}$ :

$$
\begin{equation*}
\mathrm{E}\left[X_{t+1} \mid t<T\right] \leq \mathrm{E}\left[X_{t} \mid t<T\right]-\delta . \tag{3.1}
\end{equation*}
$$

Note that this inequality is not a simple transformation of condition (a), because inequality (3.1) considers expected values that are numbers, not random variables. We get

$$
\begin{aligned}
\mathrm{E}\left[X_{t+1} \mid t<T\right] & =\mathrm{E}\left[X_{t+1} \cdot \mathbf{1}\{t<T\} \mid t<T\right] \\
& \stackrel{(*)}{=} \mathrm{E}\left[\mathrm{E}\left[X_{t+1} \cdot \mathbf{1}\{t<T\} \mid \mathcal{F}_{t}\right] \mid t<T\right] \\
& \stackrel{(+)}{\leq} \mathrm{E}\left[\mathrm{E}\left[X_{t} \cdot \mathbf{1}\{t<T\} \mid \mathcal{F}_{t}\right]-\delta \cdot \mathbf{1}\{t<T\} \mid t<T\right] \\
& \stackrel{\ddagger}{=} \mathrm{E}\left[X_{t} \cdot \mathbf{1}\{t<T\} \mid t<T\right]-\mathrm{E}[\delta \cdot \mathbf{1}\{t<T\} \mid t<T] \\
& =\mathrm{E}\left[X_{t} \mid t<T\right]-\delta,
\end{aligned}
$$

where steps $(*)$ and $(\ddagger)$ use Theorem 2.12, point (b), step ( $\dagger$ ) uses condition (a) of Theorem 3.3, and $(\ddagger)$ additionally uses Theorem 2.9.

By Corollary 2.10, we get, for all $t \in \mathrm{~N}$, that

$$
\begin{align*}
\mathrm{E}\left[X_{t}\right] & =\mathrm{E}\left[X_{t} \mid t<T\right] \cdot \operatorname{Pr}[t<T]+\overbrace{\mathrm{E}\left[X_{t} \mid t \geq T\right]}^{=0} \cdot \operatorname{Pr}[t \geq T] \\
& =\mathrm{E}\left[X_{t} \mid t<T\right] \cdot \operatorname{Pr}[t<T] . \tag{3.2}
\end{align*}
$$

Using Corollary 2.10, inequality (3.1) and equation (3.2), we get

$$
\begin{align*}
\mathrm{E}\left[X_{t+1}\right] & =\mathrm{E}\left[X_{t+1} \mid t<T\right] \cdot \operatorname{Pr}[t<T]+\overbrace{\mathrm{E}\left[X_{t+1} \mid t \geq T\right]}^{=0} \cdot \operatorname{Pr}[t \geq T] \\
& \stackrel{(3.1)}{=}\left(\mathrm{E}\left[X_{t} \mid t<T\right]-\delta\right) \cdot \operatorname{Pr}[t<T] \\
& \stackrel{(3.2)}{=} \mathrm{E}\left[X_{t}\right]-\delta \cdot \operatorname{Pr}[t<T] . \tag{3.3}
\end{align*}
$$

Since $T$ is a nonnegative integer random variable, it holds for its expected value that $\mathrm{E}[T]=\sum_{t=0}^{\infty} \operatorname{Pr}[t<T]$ [MR95, Proposition C.7]. By using the definition of an infinite sum, we get

$$
\begin{aligned}
\delta \cdot \operatorname{Pr}[t<T] & \stackrel{\tau \rightarrow \infty}{\leftarrow} \sum_{t=0}^{\tau} \delta \cdot \operatorname{Pr}[t<T] \\
& \stackrel{(3.3)}{\leq} \sum_{t=0}^{\tau}\left(\mathrm{E}\left[X_{t}\right]-\mathrm{E}\left[X_{t}+1\right]\right)
\end{aligned}
$$

$$
\begin{aligned}
& =\mathrm{E}\left[X_{0}\right]-\overbrace{\mathrm{E}\left[X_{\tau+1}\right]}^{\geq 0} \\
& \leq \mathrm{E}\left[X_{0}\right] .
\end{aligned}
$$

Dividing by $\delta$ finishes the proof.
In the following, we omit the indicator random variables and only mention them indirectly via universal quantifiers.

### 3.3.2 Upper Bounds

We give a proof for the additive drift theorem, originally published (in a more restricted version) by He and Yao [HY01; HY04]. We start by reproving the original theorem (which requires a bounded search space) but in a simpler, more elegant and educational manner. We then extend this result by generalizing it to processes with a bounded step size. Finally, we lift also this restriction.

Commonly, additive drift theorems are stated for nonnegative processes. However, we show that this restriction is not necessary. Nonetheless, we state all of our results only for nonnegative processes, except for our most general result (Theorem 3.7). The reason for this is that the result for nonnegative processes takes an easier form than the more general one. We continue to discuss details of this difference throughout this section
In all of the following proofs, we transforms the process we consider into a supermartingale and then use Theorem 3.1 (or a variant). However, in order to apply Theorem 3.1, we have to make sure to fulfill condition (a), which is the hardest part.

- Theorem 3.4 (Upper Additive Drift, Bounded). Let $\left(X_{t}\right)_{t \in \mathrm{~N}}$ be random variables over $\mathbf{R}$ adapted to a filtration $\left(\mathcal{F}_{t}\right)_{t \in \mathbf{N}}$, and let $T=\inf \left\{t \in \mathbf{N} \mid X_{t} \leq 0\right\}$. Furthermore, suppose that
(a) there is some value $\delta>0$ such that, for all $t<T$, it holds that

$$
X_{t}-\mathrm{E}\left[X_{t+1} \mid \mathcal{F}_{t}\right] \geq \delta, \text { that },
$$

(b) for all $t \leq T$, it holds that $X_{t} \geq 0$, and that
(c) there is some value $c \geq 0$ such that, for all $t<T$, it holds that $X_{t} \leq c$.

Then

$$
\mathrm{E}\left[T \mid \mathcal{F}_{0}\right] \leq \frac{X_{0}}{\delta}
$$

Note that condition (b) means that $T$ can be rewritten as $\inf \left\{t \in \mathbf{N} \mid X_{t}=0\right\}$, that is, we have to hit 0 exactly in order to stop. As we discuss after the proof, this restriction is not necessary when adjusting the result of the theorem slightly.

Condition (a) bounds the expected progress we make each time step. The larger $\delta$, the lower the expected first-hitting time. However, due to condition (b), note that small values of $X_{t}$ create a natural upper bound for $\delta$, as the progress for such values can be at most $\left|X_{t}-0\right|=X_{t}$.

Condition (c) means that we are considering random variables over the interval $[0, c]$. It is a restriction that all previous additive drift theorems have but that is actually not necessary, as we show with Corollary 3.8. In the following proof, we use this condition in order to show that $\mathrm{E}[T]<\infty$, which is necessary when applying Theorem 3.1.

Proof of Theorem 3.4. We want to use point 1 of Theorem 3.1. Thus, we define, for all $t<T$, the process $Y_{t}:=X_{t}+\delta t$, which is a supermartingale, since

$$
\begin{aligned}
Y_{t}-\mathrm{E}\left[Y_{t+1} \mid \mathcal{F}_{t}\right] & =X_{t}+\delta t-\mathrm{E}\left[X_{t+1}+\delta(t+1) \mid \mathcal{F}_{t}\right] \\
& =X_{t}-\mathrm{E}\left[X_{t+1} \mid \mathcal{F}_{t}\right]-\delta \\
& \geq 0
\end{aligned}
$$

as we assume that $X_{t}-\mathrm{E}\left[X_{t+1} \mid \mathcal{F}_{t}\right] \geq \delta$ for all $t<T$.
We now show that $\mathrm{E}\left[T \mid \mathcal{F}_{0}\right]<\infty$ holds in order to apply Theorem 3.1. Let $r>0$, and let $a$ be any value such that $\operatorname{Pr}\left[X_{0} \leq a\right]>0$. We condition on the event $\left\{X_{0} \leq a\right\}$, and we consider a time point $t^{\prime}=(a+r) / \delta$ and want to bound the probability that $X_{t^{\prime}}$ has not reached 0 yet, that is, we consider the event $\left\{X_{t^{\prime}}>0\right\}$. We rewrite this event as $\left\{X_{t^{\prime}}-a>-a\right\}$, which is equivalent to $\left\{Y_{t^{\prime}}-a>-a+\delta t^{\prime}=r\right\}$, by definition of $Y$ and $t^{\prime}$.

Note that, for all $t<T$, we have $\left|Y_{t}-Y_{t+1}\right|<c+\delta+1$, as we assume that $X_{t} \leq c$. Thus, the differences of $Y_{t}$ are bounded and we can apply Theorem 3.2 as follows, noting that $Y_{0}=X_{0} \leq a$, due to our condition on $\left\{X_{0} \leq a\right\}$ :

$$
\begin{aligned}
\operatorname{Pr}\left[Y_{t^{\prime}}-a>r \mid X_{0} \leq a\right] & \leq \operatorname{Pr}\left[Y_{t^{\prime}}-Y_{0} \geq r \mid X_{0} \leq a\right] \\
& \leq \mathrm{e}^{-\frac{r^{2}}{2 t^{\prime}(c+\delta+1)^{2}}}
\end{aligned}
$$

If we choose $r \geq a$, we get $t^{\prime} \leq 2 r / \delta$ and, thus,

$$
\operatorname{Pr}\left[Y_{t^{\prime}}-Y_{0}>r \mid X_{0} \leq a\right] \leq \mathrm{e}^{-\frac{r \delta}{4(c+\delta+1)^{2}}}
$$

This means that the probability that $X_{t^{\prime}}$ has not reached 0 goes exponentially fast toward 0 as $t^{\prime}$ (and, hence, $r$ ) goes toward $\infty$. Thus, the expected value of $T$ is finite.

Now we can use point 1 of Theorem 3.1 in order to get $\mathrm{E}\left[Y_{T} \mid \mathcal{F}_{0}\right] \leq \mathrm{E}\left[Y_{0} \mid \mathcal{F}_{0}\right]$. In particular, noting that $X_{T}=0$ by definition,

$$
\begin{aligned}
X_{0} & =\mathrm{E}\left[X_{0} \mid \mathcal{F}_{0}\right] \\
& =\mathrm{E}\left[Y_{0} \mid \mathcal{F}_{0}\right] \\
& \geq \mathrm{E}\left[Y_{T} \mid \mathcal{F}_{0}\right] \\
& =\mathrm{E}\left[X_{T}+\delta T \mid \mathcal{F}_{0}\right] \\
& =\mathrm{E}\left[X_{T} \mid \mathcal{F}_{0}\right]+\delta \mathrm{E}\left[T \mid \mathcal{F}_{0}\right] \\
& =\delta \mathrm{E}\left[T \mid \mathcal{F}_{0}\right] .
\end{aligned}
$$

Thus, we get the desired bound by dividing by $\delta$.
Note that the proof reveals that condition (b) of Theorem 3.4 can be ignored in order to get the result

$$
\begin{equation*}
\mathrm{E}\left[T \mid \mathcal{F}_{0}\right] \leq \frac{X_{0}-\mathrm{E}\left[X_{T} \mid \mathcal{F}_{0}\right]}{\delta} \tag{3.4}
\end{equation*}
$$

This result is useful when one can get a lower bound on $\mathrm{E}\left[X_{T} \mid \mathcal{F}_{0}\right]$. However, determining this value may not be easy. Hence, the result is simplified to the form seen in Theorem 3.4. Further note that we are able to achieve this general result because none of the tools we use (that is, Theorems 3.1 and 3.2) require the process to be nonnegative.

Since the arguments in the proof of Theorem 3.4 only need the property of bounded differences in order to apply Theorem 3.2, we can relax the condition of a bounded state space into bounded step size, which can be seen in the following theorem.
Theorem 3.5 (Upper Additive Drift, Bounded Step Size). Let $\left(X_{t}\right)_{t \in \mathrm{~N}}$ be random variables over $\mathbf{R}$ adapted to a filtration $\left(\mathscr{F}_{t}\right)_{t \in \mathbf{N}}$, and let $T=\inf \{t \in \mathbf{N} \mid$ $\left.X_{t} \leq 0\right\}$. Furthermore, suppose that
(a) there is some value $\delta>0$ such that, for all $t<T$, it holds that

$$
X_{t}-\mathrm{E}\left[X_{t+1} \mid \mathcal{F}_{t}\right] \geq \delta, \text { that, }
$$

(b) for all $t \leq T$, it holds that $X_{t} \geq 0$, and that
(c) there is some value $c \geq 0$ such that, for all $t<T$, we have $\left|X_{t+1}-X_{t}\right| \leq c$.

Then

$$
\mathrm{E}\left[T \mid \mathcal{F}_{0}\right] \leq \frac{X_{0}}{\delta}
$$

Proof. The proof of Theorem 3.4 is also applicable here.
Note that the result of Theorem 3.5 can also be generalized to inequality (3.4), since the proof is the same as the one of Theorem 3.4.

We now state an even more general additive drift theorem, which drops condition (c) from Theorem 3.5. However, this means that we cannot rely on Theorem 3.2 anymore and need another proof strategy. In the paper that this chapter is based on [KK18], we used Markov's inequality (Theorem 2.18) and bounded the step size probabilistically in order to apply Theorem 3.5. While this approach is feasible, it is quite involved, and there is an easier proof, which we are going to present here. This proof makes use of the following special form of the Optional-Stopping Theorem (Theorem 3.1).

- Theorem 3.6 (Optional-Stopping Theorem for Nonnegative Supermartingales [Dur 19, Theorem 4.8.4]). Let $\left(X_{t}\right)_{t \in \mathrm{~N}}$ be a sequence of random variables over $\mathbf{R}$ adapted to a filtration $\left(\mathcal{F}_{t}\right)_{t \in \mathrm{~N}}$, and let $T$ be a stopping time with respect to $\mathcal{F}$. Suppose that,
(a) for all $t<T$, we have $X_{t}-\mathrm{E}\left[X_{t+1} \mid \mathcal{F}_{t}\right] \geq 0$, and that,
(b) for all $t \leq T$, it holds that $X_{t} \geq 0$.

Then $\mathrm{E}\left[X_{T}\right] \leq \mathrm{E}\left[X_{0}\right]$.
Note that the two conditions of Theorem 3.6 state that the considered process is a nonnegative supermartingale. The advantage of this theorem over Theorem 3.1 is that we neither have to show first that the expected first-hitting time is finite nor that the process has a bounded expected step size. This allows us to easily
prove the following theorem, which is the most general additive-drift theorem up to date. Different to most common drift theorems, this theorem allows to overshoot the target by a certain amount. In return, a penalty term is added to the expected first-hitting time.

- Theorem 3.7 (General Upper Additive Drift, Unbounded). Let $a \leq 0$, let $\left(X_{t}\right)_{t \in \mathrm{~N}}$ be random variables over $\mathbf{R}$ adapted to a filtration $\left(\mathcal{F}_{t}\right)_{t \in \mathrm{~N}}$, and let $T=\inf \left\{t \in \mathbf{N} \mid X_{t} \leq 0\right\}$. Furthermore, suppose that
(a) there is some value $\delta>0$ such that, for all $t<T$, it holds that

$$
X_{t}-\mathrm{E}\left[X_{t+1} \mid \mathcal{F}_{t}\right] \geq \delta \text { and that }
$$

(b) for all $t \leq T$, it holds that $X_{t} \geq a$.

Then

$$
\begin{aligned}
\mathrm{E}\left[T \mid \mathcal{F}_{0}\right] & \leq \frac{X_{0}-\mathrm{E}\left[X_{T} \mid \mathcal{F}_{0}\right]}{\delta} \\
& \leq \frac{X_{0}-a}{\delta} .
\end{aligned}
$$

Proof. We follow the proof idea of Theorem 3.4 but use Theorem 3.6 instead of Theorem 3.1. Thus, we do not have to show that $\mathrm{E}[T]$ is finite.

We define for all $t<T$ the process $Y_{t}:=X_{t}-a+\delta t$, which is a supermartingale, since

$$
\begin{aligned}
Y_{t}-\mathrm{E}\left[Y_{t+1} \mid \mathcal{F}_{t}\right] & =X_{t}-a+\delta t-\mathrm{E}\left[X_{t+1}-a+\delta(t+1) \mid \mathcal{F}_{t}\right] \\
& =X_{t}-\mathrm{E}\left[X_{t+1} \mid \mathcal{F}_{t}\right]-\delta \\
& \geq 0,
\end{aligned}
$$

as we assume that $X_{t}-\mathrm{E}\left[X_{t+1} \mid \mathcal{F}_{t}\right] \geq \delta$ for all $t<T$.
Note that $Y$ is nonnegative, as, for all $t \leq T$, it holds due to condition (b) that

$$
\begin{aligned}
Y_{t} & =X_{t}-a+\delta t \\
& \geq X_{t}-a \\
& \geq 0 .
\end{aligned}
$$

Hence, we can apply Theorem 3.6 and get

$$
\begin{aligned}
X_{0}-a & =\mathrm{E}\left[X_{0}-a \mid \mathcal{F}_{0}\right] \\
& =\mathrm{E}\left[Y_{0} \mid \mathcal{F}_{0}\right] \\
& \geq \mathrm{E}\left[Y_{T} \mid \mathcal{F}_{0}\right] \\
& =\mathrm{E}\left[X_{T}-a+\delta T \mid \mathcal{F}_{0}\right] \\
& =\mathrm{E}\left[X_{T} \mid \mathcal{F}_{0}\right]-a+\delta \mathrm{E}\left[T \mid \mathcal{F}_{0}\right] .
\end{aligned}
$$

Solving this inequality for $\mathrm{E}[T]$ yields the first result of the theorem. Using the bound $X_{T} \geq a$ and thus $\mathrm{E}\left[X_{T} \mid \mathcal{F}_{0}\right] \geq a$ yields the second result and concludes the proof.

As before, we state Theorem 3.7 with respect to nonnegative processes by choosing $a=0$, which is the usual form for additive drift theorems.

- Corollary 3.8 (Upper Additive Drift, Unbounded). Let $\left(X_{t}\right)_{t \in \mathrm{~N}}$ be random variables over $\mathbf{R}$ adapted to a filtration $\left(\mathcal{F}_{t}\right)_{t \in \mathrm{~N}}$, and let $T=\inf \{t \in \mathbf{N} \mid$ $\left.X_{t} \leq 0\right\}$. Furthermore, suppose that
(a) there is some value $\delta>0$ such that, for all $t<T$, it holds that

$$
X_{t}-\mathrm{E}\left[X_{t+1} \mid \mathcal{F}_{t}\right] \geq \delta \text { and that }
$$

(b) for all $t \leq T$, it holds that $X_{t} \geq 0$.

Then

$$
\mathrm{E}\left[T \mid \mathcal{F}_{0}\right] \leq \frac{X_{0}}{\delta}
$$

Note that any random processs $X$ may be transformed into one only taking nonnegative values by defining $Y=\max \{X, 0\}$. Since Corollary 3.8 does not have the additional term of $-a$ in its result, it may seem that it makes more sense to always transform a process into a nonnegative one and then apply Corollary 3.8 instead of Theorem 3.7. However, it is important to note that such a transformation may affect the drift. In general, the drift of $X$ will always be a lower bound for the drift of $Y$, since the former can take values less than 0 whereas the latter is bounded by 0 . Thus the expected differences of $X$ may be smaller than those of $Y$. Consequently, the result of Theorem 3.7 benefits of
this (potentially) lower bound on the drift when compared to Corollary 3.8. The following example highlights this difference.

- Example 3.9. Let $n>0$, and let $\left(X_{t}\right)_{t \in \mathrm{~N}}$ be a random process with $X_{0}=1$ and, for all $t \in \mathrm{~N}, X_{t+1}=X_{t}$ with probability $1-1 / n$, and $X_{t+1}=-n+1$ otherwise. Let $T$ denote the first point in time $t$ such that the event $\left\{X_{t} \leq 0\right\}$ occurs. Since $T$ follows a geometric distribution with success probability $1 / n$, we have $\mathrm{E}\left[T \mid X_{0}\right]=n$. We now upper-bound $\mathrm{E}[T]$ using Theorem 3.7 and Corollary 3.8. We start with the former.

We have, for all $t<T$, that $X_{t}-\mathrm{E}\left[X_{t+1} \mid X_{0}, \ldots, X_{t}\right]=1$ and, thus, $\mathrm{E}\left[T \mid X_{0}\right] \leq$ $(1-(-n+1)) / 1=n$. We now consider Corollary 3.8.

For all $t<T$, let $Y_{t}=\max \left\{X_{t}, 0\right\}$. Thus, we get $Y_{t}-\mathrm{E}\left[Y_{t+1} \mid Y_{0}, \ldots, Y_{t}\right]=1 / n$ and consequently $\mathrm{E}\left[T \mid X_{0}\right] \leq 1 /(1 / n)=n$. This is the same bound as before. However, in the second case, the drift changed but no additional term was added in the result.

Further, it is important to note that cutting off a process at 0 may result in Corollary 3.8 not being applicable at all whereas Theorem 3.7 is, as the following example shows.

- Example 3.10. Let $\left(X_{t}\right)_{t \in \mathrm{~N}}$ be a random process with $X_{0}=1$ and, for all $t \in \mathrm{~N}, X_{t+1}=X_{t} / 2$ with probability $1 / 2$, and $X_{t+1}=(3 / 2) X_{t}-2$ otherwise. Let $T$ denote the first point in time $t$ such that the event $\left\{X_{t} \leq 0\right\}$ occurs. Since $T$ follows a geometric distribution with success probability $1 / 2$, we have $\mathrm{E}\left[T \mid X_{0}\right]=2$.

Note that if we consider $Y:=\max \{X, 0\}$, Corollary 3.8 is not applicable, since this process approaches 0 in the limit. However, Theorem 3.7 is applicable to $X$, as the process has a drift of 1 . By noting that the process can never go below -2 , we get $\mathrm{E}\left[T \mid X_{0}\right] \leq(1-(-2)) / 1=3$, which is worse than the actual value of $\mathrm{E}\left[T \mid X_{0}\right]$, since the bound of -2 is rather pessimistic. Noting that, for all $t \in \mathrm{~N}^{+}$, the random variable $X_{T}$ takes the value (3/2) $\cdot(1 / 2)^{t-1}-2$ with probability $(1 / 2)^{t}$, we see that $\mathrm{E}\left[X_{T}\right]=-1$ and consequently $\mathrm{E}\left[T \mid X_{0}\right] \leq(1-(-1)) / 1=2$, which is the actual value. Overall, Theorem 3.7 can bound the expected first-hitting time tightly, whereas Corollary 3.8 is not applicable.

It remains an open problem whether condition (b) of Theorem 3.7 is necessary or not. We were not able to find any counterexample. However, showing this more general result proves difficult, as introducing a lower bound (and then applying Theorem 3.7) can affect the drift, as the two examples above show.

### 3.3.3 Lower Bound

In this section, we provide a lower bound for the expected first-hitting time under additive drift. In order to do so, we need an upper bound for the drift. Since we now lower-bound the first-hitting time, a large upper bound of the drift makes the result bad. Thus, we do not require a lower bound on the search space, as larger differences can only increase the drift's upper bound. However, we need to have some restriction on the step size in order to make sure not to move away from the target. We provide an example (Example 3.12) showing this necessity at the end of this section.

- Theorem 3.11 (Lower Additive Drift, Expected Bounded Step Size). Let $\left(X_{t}\right)_{t \in \mathrm{~N}}$ be random variables over R adapted to a filtration $\left(\mathcal{F}_{t}\right)_{t \in \mathrm{~N}}$, and let $T=\inf \left\{t \in \mathbf{N} \mid X_{t} \leq 0\right\}$. Furthermore, suppose that
(a) there is some value $\delta>0$ such that, for all $t<T$, it holds that

$$
X_{t}-\mathrm{E}\left[X_{t+1} \mid \mathcal{F}_{t}\right] \leq \delta, \text { and that }
$$

(b) there is some value $c \geq 0$ such that, for all $t<T$, it holds that

$$
\mathrm{E}\left[\left|X_{t+1}-X_{t}\right| \mid \mathcal{F}_{t}\right] \leq c .
$$

Then

$$
\mathrm{E}\left[T \mid \mathcal{F}_{0}\right] \geq \frac{X_{0}}{\delta}
$$

Proof. We make a case distinction with respect to $\mathrm{E}\left[T \mid \mathcal{F}_{0}\right]$ being finite. If $\mathrm{E}\left[T \mid \mathcal{F}_{0}\right]$ is infinite, then the theorem trivially holds. Thus, we now assume that $\mathrm{E}\left[T \mid \mathcal{F}_{0}\right]<\infty$.

Similar to the proof of Theorem 3.4, we define, for all $t<T, Y_{t}=X_{t}+\delta t$, which is a submartingale, since

$$
\begin{aligned}
Y_{t}-\mathrm{E}\left[Y_{t+1} \mid \mathcal{F}_{0}\right] & =X_{t}-\delta t-\mathrm{E}\left[X_{t+1}-\delta(t+1) \mid \mathcal{F}_{t}\right] \\
& =X_{t}-\mathrm{E}\left[X_{t+1} \mid \mathcal{F}_{t}\right]-\delta \\
& \leq 0,
\end{aligned}
$$

as we assume that $X_{t}-\mathrm{E}\left[X_{t+1} \mid \mathcal{F}_{t}\right] \leq \delta$ for all $t<T$.

Since we now assume that $\mathrm{E}\left[T \mid \mathcal{F}_{0}\right]<\infty$ and that $\mathrm{E}\left[\left|X_{t+1}-X_{t}\right| \mid \mathcal{F}_{t}\right] \leq c$ for all $t<T$, we can directly apply point 2 of Theorem 3.1 and get that $\mathrm{E}\left[Y_{T} \mid \mathcal{F}_{0}\right] \geq$ $\mathrm{E}\left[Y_{0} \mid \mathcal{F}_{0}\right]$. This yields, noting that $X_{T} \leq 0$,

$$
\begin{aligned}
X_{0} & =\mathrm{E}\left[X_{0} \mid \mathcal{F}_{0}\right] \\
& =\mathrm{E}\left[Y_{0} \mid \mathcal{F}_{0}\right] \\
& \leq \mathrm{E}\left[Y_{T} \mid \mathcal{F}_{0}\right] \\
& =\mathrm{E}\left[X_{T}+\delta T \mid \mathcal{F}_{0}\right] \\
& =\mathrm{E}\left[X_{T} \mid \mathcal{F}_{0}\right]+\delta \mathrm{E}\left[T \mid \mathcal{F}_{0}\right] \\
& \leq \delta \mathrm{E}\left[T \mid \mathcal{F}_{0}\right] .
\end{aligned}
$$

Thus, we get the desired bound by dividing by $\delta$.
Note that, similar to what we discussed after Theorem 3.4, the prove reveals that we can alternatively state the bound

$$
\mathrm{E}\left[T \mid \mathcal{F}_{0}\right] \geq \frac{X_{0}-\mathrm{E}\left[X_{T} \mid \mathcal{F}_{0}\right]}{\delta}
$$

Thus, any upper bound on $\mathrm{E}\left[X_{T} \mid \mathcal{F}_{0}\right]$ yields a valid result, Theorem 3.11 only chooses the most pessimistic bound.

As we already mentioned, the step size of the process has to be bounded in some way for a lower bound for the expected first-hitting time, as the following example shows.

- Example 3.12. Let $\delta \in(0,1)$, and let $\left(X_{t}\right)_{t \in \mathbf{N}}$ be a random process with $X_{0}=2$ and, for all $t \in \mathrm{~N}, X_{t+1}=0$ with probability $1 / 2$ and $X_{t+1}=2 X_{t}-2 \delta$ otherwise. Further, let $T$ denote the first point in time $t$ such that $X_{t}=0$. Then $T$ follows a geometric distribution with success probability $1 / 2$, which yields $\mathrm{E}[T]=2$. However, we have that $X_{t}-\mathrm{E}\left[X_{t+1} \mid X_{0}, \ldots, X_{t}\right]=\delta$. If Theorem 3.11 could be applied to this process (by neglecting the condition of the bounded step size), the theorem would yield that $\mathrm{E}[T] \geq 2 / \delta$, which is not true.


### 3.4 Variable Drift

In contrast to additive drift, variable drift means that the drift can depend on the current state of the process (while still being bounded independently of the
time). Interestingly, these more flexible drift theorems can be derived by using additive drift. Intuitively, the reasoning behind this approach is to scale the search space such that the information relevant to the process's history cancels out. As a side note, we would like to mention that Lengler [Len17] notes that considering the process $X_{t}:=\mathrm{E}\left[T \mid \mathcal{F}_{t}\right]-t$ always yields a drift of 1 . This means that additive drift (in theory) can always be used in order to get a tight result. However, determining the value of $\mathrm{E}\left[T \mid \mathcal{F}_{t}\right]-t$ is usually hard. Hence, the variable drift theorem can be thought of as a handy approximation of the process defined above.
The first variable drift theorem was proven by Johannsen [Joh10] and, independently in a different version, by Mitavskiy et al. [MRC09]. It was later refined by Rowe and Sudholt [RS14]. In all of these versions, bounded search spaces were used. Due to Corollary 3.8, we can drop this restriction.
It is important to note that variable drift theorems are commonly phrased such that the first-hitting time $T$ denotes the first point in time such that the random process drops below a certain value (our target) - it is not enough to hit that value. However, this restriction is not always necessary. Thus, we also consider the setting from Section 3.3, where $T$ denotes the first point in time such that we hit our target. In this section, our target is no longer 0 but a value $x_{\text {min }}$.

In all of our theorems in this section, we make use of a set $D$. This set contains (at least) all possible values that our process can take while not having reached the target yet. It is a formal necessity in order to calculate the bound of the first-hitting time (via an integral). However, when applying the theorem, it is usually sufficient to choose $D=\mathbf{R}$ or $D=\mathbf{R}_{\geq 0}$.

### 3.4.1 Below the Target

The following version of the theorem assumes that the process has to drop below the target, denoted by $x_{\text {min }}$. We provide the other version afterward.

- Theorem 3.13 (Upper Variable Drift, Unbounded, Below Target). Let $\left(X_{t}\right)_{t \in \mathrm{~N}}$ be random variables over $\mathbf{R}$ adapted to a filtration $\left(\mathscr{F}_{t}\right)_{t \in \mathrm{~N}}$, let $x_{\min }>0$, and let $T=\inf \left\{t \in \mathrm{~N} \mid X_{t}<x_{\min }\right\}$. Additionally, let $D$ denote the smallest real interval that contains at least all values $x \geq x_{\min }$ that, for all $t \leq T$, any $X_{t}$ can take. Furthermore, suppose that

[^2](a) there is a monotonically increasing function $h: D \rightarrow \mathbf{R}^{+}$such that, for all $t<T$, it holds that
$$
X_{t}-\mathrm{E}\left[X_{t+1} \mid \mathcal{F}_{t}\right] \geq h\left(X_{t}\right), \text { that }
$$
(b) $X_{0} \geq x_{\min }$ and, for all $t \leq T$, it holds that $X_{t} \geq 0$.

Then

$$
\mathrm{E}\left[T \mid \mathcal{F}_{0}\right] \leq \frac{x_{\min }}{h\left(x_{\min }\right)}+\int_{x_{\min }}^{x_{0}} \frac{1}{h(z)} \mathrm{d} z
$$

Proof. The proof follows the one given by Rowe and Sudholt [RS14] very closely. We define a function $g: D \cup\left[0, x_{\min }\right] \rightarrow \mathbf{R}_{\geq 0}$ as follows:

$$
g(x)= \begin{cases}0 & \text { if } x<x_{\min } \\ \frac{x_{\min }}{h\left(x_{\min }\right)}+\int_{x_{\min }}^{x} \frac{1}{h(z)} \mathrm{d} z & \text { else }\end{cases}
$$

Note that $g$ is well-defined, since $1 / h$ is monotonically decreasing and every monotone function is integrable over all compact intervals of its domain [Rud76, Theorem 6.9]. Further, $g\left(X_{t}\right)=0$ holds if and only if $X_{t}<x_{\text {min }}$. Thus, both processes have the same first-hitting time.

Assume that $x \geq y \geq x_{\text {min }}$. We get

$$
\begin{aligned}
g(x)-g(y) & =\int_{y}^{x} \frac{1}{h(z)} \mathrm{d} z \\
& \geq \frac{x-y}{h(x)}
\end{aligned}
$$

since $h$ is monotonically increasing. Assuming $y \geq x \geq x_{\min }$, we get, similar to before,

$$
\begin{aligned}
g(x)-g(y) & =-\int_{x}^{y} \frac{1}{h(z)} \mathrm{d} z \\
& \geq-\frac{y-x}{h(x)} \\
& =\frac{x-y}{h(x)}
\end{aligned}
$$

Thus, we can write, for $x \geq x_{\min }$ and $y \geq x_{\min }$,

$$
g(x)-g(y) \geq \frac{x-y}{h(x)} .
$$

Further, for $x \geq x_{\min }>y \geq 0$, we get

$$
\begin{aligned}
g(x)-g(y) & =\frac{x_{\min }}{h\left(x_{\min }\right)}+\int_{x_{\min }}^{x} \frac{1}{h(z)} \mathrm{d} z \\
& \geq \frac{x_{\min }}{h(x)}+\frac{x-x_{\min }}{h(x)} \\
& =\frac{x}{h(x)} \\
& \geq \frac{x-y}{h(x)} .
\end{aligned}
$$

Overall, for $x \geq x_{\min }$ (including $X_{0} \geq x_{\min }$ ) and $y \in \mathrm{R}_{\geq 0}$, we can estimate

$$
g(x)-g(y) \geq \frac{x-y}{h(x)} .
$$

We use this to determine the drift of the process $g\left(X_{t}\right)$ as follows:

$$
\begin{aligned}
g\left(X_{t}\right)-\mathrm{E}\left[g\left(X_{t+1}\right) \mid \mathcal{F}_{t}\right] & =\mathrm{E}\left[g\left(X_{t}\right)-g\left(X_{t+1}\right) \mid \mathcal{F}_{t}\right] \\
& \geq \frac{\mathrm{E}\left[X_{t}-X_{t+1} \mid \mathcal{F}_{t}\right]}{h\left(X_{t}\right)} \\
& \geq 1,
\end{aligned}
$$

where we used the condition on the drift of $X$.
An application of Corollary 3.8 completes the proof.

### 3.4.2 Hitting the Target

As mentioned before, it is not always necessary to drop below the target. For the additive drift, for example, we are interested in the first time reaching the target. Interestingly, the proof for the following theorem is straightforward, as it is almost the same as the proof of Theorem 3.13. Intuitively, the waiting time for getting below the target, once it is reached, is eliminated from the expected
first-hitting time. However, it is important to note that it is now not allowed to get below the target.

- Theorem 3.14 (Upper Variable Drift, Unbounded, Hitting Target). Let $\left(X_{t}\right)_{t \in \mathrm{~N}}$ be random variables over $\mathbf{R}$ adapted to a filtration $\left(\mathscr{F}_{t}\right)_{t \in \mathrm{~N}}$, let $x_{\text {min }} \geq 0$, and let $T=\inf \left\{t \in \mathrm{~N} \mid X_{t} \leq x_{\min }\right\}$. Additionally, let $D$ denote the smallest real interval that contains at least all values $x \geq x_{\min }$ that, for all $t \leq T$, any $X_{t}$ can take. Furthermore, suppose that
(a) there is a monotonically increasing function $h: D \rightarrow \mathbf{R}^{+}$such that, for all $t<T$, it holds that

$$
X_{t}-\mathrm{E}\left[X_{t+1} \mid \mathcal{F}_{t}\right] \geq h\left(X_{t}\right) \text { and that }
$$

(b) for all $t \leq T$, it holds that $X_{t} \geq x_{\text {min }}$.

Then

$$
\mathrm{E}\left[T \mid \mathcal{F}_{0}\right] \leq \int_{x_{\min }}^{X_{0}} \frac{1}{h(z)} \mathrm{d} z
$$

Proof. This proof is almost identical to the proof of Theorem 3.13. The difference is that we define our potential function $g: D \rightarrow \mathbf{R}_{\geq 0}$ as follows:

$$
g(x)= \begin{cases}0 & \text { if } x \leq x_{\min }, \\ \int_{x_{\min }}^{x} \frac{1}{h(z)} \mathrm{d} z & \text { else }\end{cases}
$$

As for $g(x)-g(y)$, the case $x \geq x_{\min }>y$ does not exist anymore, since we cannot get below $x_{\min }$. Thus, the potential difference is the same in all cases, and nothing changes in the rest of the proof.

### 3.5 Multiplicative Drift

A special case of variable drift is multiplicative drift, where the drift can be bounded by a multiple of the most recent value in the history of the process. As before, we provide upper bounds in the two versions of either dropping below the target or hitting it. In this setting, it can be intuitively argued why the version of dropping below the target is useful: consider a sequence of nonnegative numbers
that halves its current value each time step. This process will never reach 0 within finite time. However, it drops below any value greater than 0 .

Both upper bounds we state are simple applications of the corresponding variable drift theorems from Section 3.4.

### 3.5.1 Below the Target

Corollary 3.15 has first been stated by Doerr et al. [DJW12] using finite state spaces. Afterward, it has been proven multiple times for processes not requiring an upper bound (although this is not always stated) [DG13; LS18; LW13].

- Corollary 3.15 (Upper Multiplicative Drift, Unbounded, Below Target). Let $\left(X_{t}\right)_{t \in \mathrm{~N}}$ be random variables over $\mathbf{R}$ adapted to a filtration $\left(\mathcal{F}_{t}\right)_{t \in \mathrm{~N}}$, let $x_{\text {min }}>$ 0 , and let $T=\inf \left\{t \in \mathbf{N} \mid X_{t}<x_{\min }\right\}$. Furthermore, suppose that
(a) there is some value $\delta>0$ such that, for all $t<T$, it holds that

$$
X_{t}-\mathrm{E}\left[X_{t+1} \mid \mathcal{F}_{t}\right] \geq \delta X_{t}, \text { that }
$$

(b) $X_{0} \geq x_{\min }$ and, for all $t \leq T$, it holds that $X_{t} \geq 0$.

Then

$$
\mathrm{E}\left[T \mid \mathcal{F}_{0}\right] \leq \frac{1+\ln \left(\frac{x_{0}}{x_{\min }}\right)}{\delta}
$$

Proof. We define a function $h:\left[x_{\min }, \infty\right) \rightarrow \mathbf{R}^{+}$with $h(x)=\delta x$. Note that $h$ is monotonically increasing and that, by construction, for all $t<T$, we have $X_{t}-\mathrm{E}\left[X_{t+1} \mid \mathcal{F}_{t}\right] \geq h\left(X_{t}\right)$. Thus, by applying Theorem 3.13, we get

$$
\begin{aligned}
\mathrm{E}\left[T \mid \mathcal{F}_{0}\right] & \leq \frac{x_{\min }}{h\left(x_{\min }\right)}+\int_{x_{\min }}^{X_{0}} \frac{1}{h(z)} \mathrm{d} z \\
& =\frac{x_{\min }}{\delta x_{\min }}+\frac{\ln \left(\frac{x_{0}}{x_{\min }}\right)}{\delta},
\end{aligned}
$$

which completes the proof.

### 3.5.2 Hitting the Target

By applying Theorem 3.14 instead of Theorem 3.13, we get the following theorem. As in the case of Theorem 3.14, the process now has to be lower-bounded by $x_{\text {min }}$.

- Corollary 3.16 (Upper Multiplicative Drift, Unbounded, Hitting Target). Let $\left(X_{t}\right)_{t \in \mathrm{~N}}$ be random variables over $\mathbf{R}$ adapted to a filtration $\left(\mathcal{F}_{t}\right)_{t \in \mathrm{~N}}$, let $x_{\text {min }}>0$, and let $T=\inf \left\{t \in \mathrm{~N} \mid X_{t} \leq x_{\min }\right\}$. Furthermore, suppose that
(a) there is some value $\delta>0$ such that, for all $t<T$, it holds that

$$
X_{t}-\mathrm{E}\left[X_{t+1} \mid \mathcal{F}_{t}\right] \geq \delta X_{t}, \text { and that, }
$$

(b) for all $t \leq T$, it holds that $X_{t} \geq x_{\text {min }}$.

Then

$$
\mathrm{E}\left[T \mid \mathcal{F}_{0}\right] \leq \frac{\ln \left(\frac{X_{0}}{x_{\min }}\right)}{\delta}
$$

Proof. We define the same potential as in the proof of Corollary 3.15 but apply Theorem 3.14 instead.

As before, we provide an example that shows that the upper bounds are as tight as possible, up to constant factors, for the range of processes we consider.

- Example 3.17. Let $\delta \in(0,1)$ be a value bounded away from 1. Consider the process $\left(X_{t}\right)_{t \in \mathrm{~N}}$, with $X_{0}>1$, that decreases each step deterministically such that $X_{t+1}=(1-\delta) X_{t}$ holds. Let $T$ denote the first point in time such that the process drops below 1. Thus, we get $T \in \Theta\left(-\log _{(1-\delta)}\left(X_{0}\right)\right)=\Theta\left(-\ln \left(X_{0}\right) / \ln (1-\delta)\right)=$ $\Theta\left(\ln \left(X_{0}\right) / \delta\right)$, where the last equation makes use of the Taylor expansion of $\ln (1-\delta) \in \Theta(-\delta)$, as $1-\delta$ does not converge to 0 , by assumption.


### 3.6 Drift Without Drift

In order for any of the above drift theorems to be applicable, the process needs to have a positive drift toward the target. However, sometimes one is interested in the first-hitting time of unbiased processes, that is, processes with a drift 0 . The classical example for that is the Gambler's Ruin process [MU05, Section 7.2.1], which describes a fair random walk.


Figure 3.1: A depiction of how Theorem 3.18 transforms a random variable $X_{t}$. The resulting random variable $Y_{t}$ is positive over $(\alpha, \beta)$, has the roots $\alpha$ and $\beta$, and takes its maximum $(\beta-\alpha)^{2} / 4$ at $(\alpha+\beta) / 2$. Note that in the interval $[\alpha, \beta]$, the random variable $X_{t}$ is within a distance of $d \in[0,(\beta-\alpha) / 2]$ to $\alpha$ or $\beta$ if and only if $Y_{t} \leq d(\beta-\alpha-d)$.

In this section, we focus on such unbiased processes, that is, martingales. We show that in these cases the variance (which is nonnegative by definition; Definition 2.6) can be used in order to apply a drift theorem. Since the variance of a process is 0 if and only if the process is deterministic, we get a framework applicable to any unbiased random process.

We start by providing a transformation of a martingale into another random process that has positive drift. The underlying method of this transformation is known as predictable quadratic variation, although it is not always referred to under this name. For more information, please refer to the books of Durrett [Dur19, Chapter 4.5] or Williams [Wil91, Chapter 12.11]. The way the martingale is transformed is depicted in Figure 3.1.

- Theorem 3.18 (Martingale Drift Transformation). Let $\left(X_{t}\right)_{t \in \mathrm{~N}}$ be random variables over $\mathbf{R}$ adapted to a filtration $\left(\mathcal{F}_{t}\right)_{t \in \mathbf{N}}$, let $[\alpha, \beta] \subset \mathbf{R}$ be an interval, and let $T=\inf \left\{t \in \mathbf{N} \mid X_{t} \notin(\alpha, \beta)\right\}$. Furthermore, suppose that,
(a) for all $t<T$, it holds that $\operatorname{Var}\left[X_{t+1} \mid \mathcal{F}_{t}\right]>0$ and that,
(b) for all $t<T$, it holds that $\mathrm{E}\left[X_{t+1} \mid \mathcal{F}_{t}\right]=X_{t}$.

Then the process $\left(Y_{t}\right)_{t \in \mathrm{~N}}$ with

$$
Y_{t}=\left(X_{t}-\alpha\right)\left(\beta-X_{t}\right)
$$

is, for all $t<T$, a positive random process with $\operatorname{drift} \operatorname{Var}\left[X_{t+1} \mid \mathcal{F}_{t}\right]$ toward 0 .

Proof. Since, for all $t \in \mathrm{~N}$, the random variable $Y_{t}$ is a concave quadratic function with the roots $\alpha$ and $\beta$, it holds, for all $t^{\prime}<T$, that $Y_{t^{\prime}}>0$, that is, the process is positive then. We now determine the drift of $Y_{t}$ (toward 0 ) for all $t<T$. Note that $Y_{t}$ is $\mathcal{F}_{t}$-measurable, since it is expressed by constants and by $X_{t}$, which is $\mathcal{F}_{t}$-measurable by assumption.

$$
\begin{aligned}
Y_{t}-\mathrm{E}\left[Y_{t+1} \mid \mathcal{F}_{t}\right] & =\left(X_{t}-\alpha\right)\left(\beta-X_{t}\right)+\alpha-\mathrm{E}\left[\left(X_{t+1}-\alpha\right)\left(\beta-X_{t+1}\right)+\alpha \mid \mathcal{F}_{t}\right] \\
& =-X_{t}^{2}+(\alpha+\beta) X_{t}-\alpha \beta-\mathrm{E}\left[-X_{t+1}^{2}+(\alpha+\beta) X_{t+1}-\alpha \beta \mid \mathcal{F}_{t}\right] \\
& =\mathrm{E}\left[X_{t+1} \mid \mathcal{F}_{t}\right] \\
& =-\overbrace{X_{t}}^{2}+\mathrm{E}\left[X_{t+1}^{2} \mid \mathcal{F}_{t}\right]+(\alpha+\beta) X_{t}-(\alpha+\beta) \overbrace{\mathrm{E}\left[X_{t+1} \mid \mathcal{F}_{t}\right]}^{=X_{t}} \\
& =\mathrm{E}\left[X_{t+1}^{2} \mid \mathcal{F}_{t}\right]-\mathrm{E}\left[X_{t+1} \mid \mathcal{F}_{t}\right]^{2} \\
& =\operatorname{Var}\left[X_{t+1} \mid \mathcal{F}_{t}\right],
\end{aligned}
$$

which is positive by assumption. This concludes the proof.
Since the transformed process $Y$ described in Theorem 3.18 is positive as long as $X_{t} \in(\alpha, \beta)$, it follows that $T$ also denotes the first-hitting time of $Y_{t} \leq 0$. Hence, $Y_{t}$ can be used in order to apply any drift theorem.

- Corollary 3.19 (Martingale Upper Additive Drift). Let $\left(X_{t}\right)_{t \in \mathrm{~N}}$ be random variables over $[\alpha, \beta] \subset \mathbf{R}$ adapted to a filtration $\left(\mathcal{F}_{t}\right)_{t \in \mathbf{N}}$, and let $T=\inf \{t \in$ $\left.\mathrm{N} \mid X_{t} \in\{\alpha, \beta\}\right\}$. Furthermore, suppose that
(a) there is some value $\delta>0$ such that, for all $t<T$, it holds that

$$
\operatorname{Var}\left[X_{t+1} \mid \mathcal{F}_{t}\right] \geq \delta \text { and that, }
$$

(b) for all $t<T$, it holds that $\mathrm{E}\left[X_{t+1} \mid \mathcal{F}_{t}\right]=X_{t}$.

Then

$$
\mathrm{E}\left[T \mid \mathcal{F}_{0}\right] \leq \frac{\left(X_{0}-\alpha\right)\left(\beta-X_{0}\right)}{\delta}
$$

Proof. We use Theorem 3.18 to transform $X$ into the process $Y$, which has a drift of at least $\delta$, by assumption. Note that, for all $t \leq T$, it holds that $Y_{t} \geq 0$. Applying Corollary 3.8 completes the proof.

For the lower bound drift theorem, the martingale itself does not have to be bounded but only the search space. Due to the boundedness of the search space, we do not require a restriction on the expected step size.

- Corollary 3.20 (Martingale Lower Additive Drift). Let $\left(X_{t}\right)_{t \in \mathrm{~N}}$ be random variables over $\mathbf{R}$ adapted to a filtration $\left(\mathcal{F}_{t}\right)_{t \in \mathbf{N}}$, let $[\alpha, \beta] \subset \mathbf{R}$ be an interval, and let $T=\inf \left\{t \in \mathrm{~N} \mid X_{t} \notin(\alpha, \beta)\right\}$. Furthermore, suppose that,
(a) there is some value $\delta>0$ such that, for all $t<T$, it holds that

$$
\operatorname{Var}\left[X_{t+1} \mid \mathcal{F}_{t}\right] \leq \delta \text { and that, }
$$

(b) for all $t<T$, it holds that $\mathrm{E}\left[X_{t+1} \mid \mathcal{F}_{t}\right]=X_{t}$.

Then

$$
\mathrm{E}\left[T \mid \mathcal{F}_{0}\right] \geq \frac{\left(X_{0}-\alpha\right)\left(\beta-X_{0}\right)}{\delta}
$$

Proof. We use Theorem 3.18 and want to apply Theorem 3.11. For this, we can argue analogously as in the proof of Corollary 3.19. However, we still need to check the expected bounded step size of $Y$.

Note that $Y_{t}$ is a convex function in $X_{t}$ and is maximal for $X_{t}=(\alpha+\beta) / 2$, resulting in $\left|Y_{t}\right| \leq(\alpha \beta / 4)^{2}$. Thus, in order to bound

$$
\mathrm{E}\left[\left|Y_{t+1}-Y_{t}\right| \mid \mathcal{F}_{t}\right] \leq \mathrm{E}\left[\left|Y_{t+1}\right| \mid \mathcal{F}_{t}\right]+\left|Y_{t}\right|
$$

we are left with bounding

$$
\begin{aligned}
\mathrm{E}\left[\left|Y_{t+1}\right| \mid \mathcal{F}_{t}\right] & =\mathrm{E}\left[\left|\left(X_{t+1}-\alpha\right)\left(\beta-X_{t+1}\right)\right| \mid \mathcal{F}_{t}\right] \\
& \leq|\alpha+\beta| \mathrm{E}\left[\left|X_{t+1}\right| \mid \mathcal{F}_{t}\right]+\mathrm{E}\left[X_{t+1}^{2} \mid \mathcal{F}_{t}\right]+|\alpha \beta|
\end{aligned}
$$

Since we can bound $\operatorname{Var}\left[X_{t+1} \mid \mathcal{F}_{t}\right]=\mathrm{E}\left[X_{t+1}^{2} \mid \mathcal{F}_{t}\right]-\mathrm{E}\left[X_{t+1} \mid \mathcal{F}_{t}\right]^{2}$ by assumption, we can bound the two expected values $\mathrm{E}\left[X_{t+1}^{2} \mid \mathcal{F}_{t}\right]$ and $\mathrm{E}\left[\left|X_{t+1}\right| \mid \mathcal{F}_{t}\right]$ and therefore $\mathrm{E}\left[\left|Y_{t+1}-Y_{t}\right| \mid \mathcal{F}_{t}\right]$. Applying Theorem 3.11 finishes the proof.

The other drift theorems follow analogously, using Theorem 3.18. However, the resulting theorems get more complicated, since the process $Y$ is more complex than $X$. One consequence of this is that the drift of $Y$ has to be stated with respect to $\left(X_{t}-\alpha\right)\left(\beta-X_{t}\right)$ instead of $X_{t}$, which may inhibit the applicability of such a theorem. Nonetheless, we would like to mention that we state a multiplicative version of a drift theorem for martingales in Corollary 6.6, and we successfully apply it in Section 6.3.

As we mentioned at the beginning of this section, Theorem 3.18 allows to generalize from processes like the Gambler's Ruin. In the following, we want to use the above theorems in order to get the exact first-hitting time of said process.

- Example 3.21 (Gambler's Ruin [MU05, Section 7.2.1]). Let $n \in \mathrm{~N}$, and let $\left(X_{t}\right)_{t \in \mathrm{~N}}$ be a random process over $\{0, \ldots, 2 n\}$ such that, for all $t \in \mathrm{~N}$, it holds that
(a) if $X_{t}=x \notin\{0,2 n\}$, then $\operatorname{Pr}\left[X_{t+1}=x-1\right]=\operatorname{Pr}\left[X_{t+1}=x+1\right]=\frac{1}{2}$, and
(b) if $X_{t}=x \in\{0,2 n\}$, then $\operatorname{Pr}\left[X_{t+1}=x\right]=1$.

Further, let $T=\inf \left\{t \in \mathbf{N} \mid X_{t} \in\{0,2 n\}\right\}$.
Note that, for all $t \in \mathrm{~N}$, it holds that $\mathrm{E}\left[X_{t+1} \mid X_{t}\right]=X_{t}$. Hence, we use Theorem 3.18 and bound, for all $t<T$,

$$
\operatorname{Var}\left[X_{t+1} \mid X_{t}\right]=\frac{1}{2} \cdot\left(X_{t}-1-X_{t}\right)^{2}+\frac{1}{2} \cdot\left(X_{t}+1-X_{t}\right)^{2}=1
$$

Applying both Corollary 3.19 and 3.20 yields $\mathrm{E}\left[T \mid X_{0}\right]=X_{0}\left(2 n-X_{0}\right)$. Especially, for $X_{0}=n$, we get $\mathrm{E}[T]=n^{2}$.

### 3.7 Negative Drift

In order to provide a more complete picture of drift, we also want to mention two common negative-drift theorems and derive a useful corollary from one of them, which we use in our results.

Negative drift considers a setting where the drift is directed away from the target, that is, the drift toward the target is negative. Negative-drift theorems are then used to derive superpolynomial lower bounds on the probability that first-hitting time of the process reaching the target is polynomial.

The first theorem considers random processes that are allowed to make arbitrarily large jumps as long as the probability of such jumps decreases exponentially in their width. It is also important to note that the drift has to be bounded by a constant.

- Theorem 3.22 (Negative Drift for an Interval [OW11; OW12]). Let $\left(X_{t}\right)_{t \in \mathbf{N}}$ be random variables over $\mathbf{R}$ adapted to a filtration $\left(\mathcal{F}_{t}\right)_{t \in \mathbf{N}}$, and let $b \in \mathbf{R}$ such that $X_{0} \geq b$. Suppose that there exist an interval $[a, b] \subseteq \mathbf{R}$, two constants
$\delta, \varepsilon>0$, and, possibly depending on $\ell:=b-a$, a function $r(\ell)$ satisfying $1 \leq r(\ell) \in \mathrm{o}(\ell / \log (\ell))$ such that, for all $t \in \mathrm{~N}$, it holds that
(a) $\mathrm{E}\left[\left(X_{t+1}-X_{t}\right) \cdot \mathbf{1}\left\{a<X_{t}<b\right\} \mid \mathcal{F}_{t}\right] \geq \varepsilon \cdot \mathbf{1}\left\{a<X_{t}<b\right\}$ and,
(b) for all $j \in \mathbf{N}$, it holds that

$$
\operatorname{Pr}\left[\left|X_{t+1}-X_{t}\right| \cdot \mathbf{1}\left\{X_{t}>a\right\} \geq j \cdot \mathbf{1}\left\{X_{t}>a\right\} \mid \mathcal{F}_{t}\right] \leq \frac{r(\ell)}{(1+\delta)^{j}}
$$

Then there is a constant $c>0$ and a function $m(\ell) \in \Omega(\ell / r(\ell))$ such that, for $T:=\inf \left\{t \in \mathrm{~N} \mid X_{t} \leq a\right\}$, it holds that

$$
\operatorname{Pr}\left[T \leq 2^{\frac{c \ell}{r(t)}}\right]=2^{-m(\ell)} .
$$

Note that the indicator random variables in Theorem 3.22 say that the respective condition only has to hold if the proposition of the indicator function is true. Otherwise, the condition is trivially satisfied.

Theorem 3.22 is very useful, since it only assumes a negative drift over a part of the search space. However, when considering a process with bounded step size, condition (b) may be harder to check. In such a case, it may make sense to use the following theorem that works for processes that are deterministically bounded in their step size. Note that both the drift and the bound on the step size do not have to be constants in this theorem.

- Theorem 3.23 (Negative Drift; Bounded Step Size [Köt16]). Let $\left(X_{t}\right)_{t \in \mathrm{~N}}$ be random variables over R adapted to a filtration $\left(\mathcal{F}_{t}\right)_{t \in \mathrm{~N}}$. Further, let $X_{0} \leq 0$, let $b>0$, and let $T=\inf \left\{t \in \mathrm{~N} \mid X_{t} \geq b\right\}$. Suppose that there are values $c \in(0, b)$ and $\varepsilon<0$ such that, for all $t<T$, it holds that
(a) $\mathrm{E}\left[X_{t+1}-X_{t} \mid \mathcal{F}_{t}\right] \leq \varepsilon$ and that
(b) $\left|X_{t}-X_{t+1}\right|<c$.

Then, for all $t \in \mathrm{~N}$, it holds that

$$
\operatorname{Pr}[T \leq t] \leq t \cdot \mathrm{e}^{-\frac{b|\varepsilon|}{2 c^{2}}}
$$

Theorem 3.23 comes with the drawback that it assumes the drift to be negative as long as the target has not been reached. This means that the drift has to be negative over the whole search space below the target, not only over a part of it. This is especially bad when considering bounded search spaces, where the drift cannot be negative once the lower bound is reached. Hence, we propose the following corollary that circumvents this problem.

- Corollary 3.24 (Negative Drift for an Interval; Bounded Step Size). Let $\left(X_{t}\right)_{t \in \mathrm{~N}}$ be random variables over $\mathbf{R}$ adapted to a filtration $\left(\mathcal{F}_{t}\right)_{t \in \mathrm{~N}}$. Further, let $X_{0} \leq 0$, let $b>0$, and let $T=\inf \left\{t \in \mathbf{N} \mid X_{t} \geq b\right\}$. Suppose that there are values $a \leq 0, c \in(0, b)$, and $\varepsilon<0$ such that, for all $t<T$, it holds that
(a) $\mathrm{E}\left[\left(X_{t+1}-X_{t}\right) \cdot \mathbf{1}\left\{X_{t} \geq a\right\} \mid \mathcal{F}_{t}\right] \leq \varepsilon \cdot \mathbf{1}\left\{X_{t} \geq a\right\}$, that
(b) $\left|X_{t}-X_{t+1}\right| \cdot \mathbf{1}\left\{X_{t} \geq a\right\}<c \cdot \mathbf{1}\left\{X_{t} \geq a\right\}+\mathbf{1}\left\{X_{t}<a\right\}$, and that
(c) $X_{t+1} \cdot \mathbf{1}\left\{X_{t}<a\right\} \leq 0$.

Then, for all $t \in \mathrm{~N}$, it holds that

$$
\operatorname{Pr}[T \leq t] \leq t^{2} \cdot \mathrm{e}^{-\frac{b|\varepsilon|}{2 c^{2}}}
$$

Proof. We consider two different phases of a run of $X$ : one phase where Theorem 3.23 is applicable and one phase where it is not because we left the interval [ $a, n$ ) where negative drift is guaranteed. In the former case, we can bound the probability, in the latter case, we need to invest at least one step in order to be able to reach $n$, which can be viewed as a restart. We then recurse until no more steps are left.

Let $A$ denote the event that $X_{0}$ can reach $n$ without getting below $a$. For all $t \in \mathrm{~N}$, we can then write

$$
\operatorname{Pr}[T \leq t]=\operatorname{Pr}[\{T \leq t\} \cap A]+\operatorname{Pr}[\{T \leq t\} \cap \bar{A}],
$$

which is basically Theorem 2.1 but also allows for $A=\emptyset$.
Note that we can use Theorem 3.23 to bound $\operatorname{Pr}[\{T \leq t\} \cap A]$, since the indicator random variables in conditions (a) and (b) are 1 in this case.

In order to bound $\operatorname{Pr}[\{T \leq t\} \cap \bar{A}]$, we make the following observation: $X$ must go below $a$ at one point in time (due to $\bar{A}$ ) and then can only reach $n$ by
getting back into the interval $[a, 0]$, due to condition (c). This costs at least one step. Hence, for all $t \in \mathrm{~N}$, we get

$$
\operatorname{Pr}[\{T \leq t\} \cap \bar{A}] \leq \operatorname{Pr}[T \leq t-1] .
$$

We now use the same arguments as before in order to bound $\operatorname{Pr}[T \leq t-1]$. Thus, for all $t \in \mathrm{~N}$, we get

$$
\begin{aligned}
\operatorname{Pr}[T \leq t] & \leq \sum_{i=1}^{t} i \cdot \mathrm{e}^{-\frac{b|\varepsilon|}{2 c^{2}}} \\
& \leq t^{2} \cdot \mathrm{e}^{-\frac{b|\varepsilon|}{2 c^{2}}}
\end{aligned}
$$

which concludes the proof.
Corollary 3.24 is very pessimistic in its bound but, in return, does not make many more assumptions on the process than Theorem 3.23. And since the goal of using a negative-drift theorem usually is to get a superpolynomial upper bound on the first-hitting time being polynomial, the extra factor of $t$ in Corollary 3.24 has no impact then.

## The $\boldsymbol{n}$-Bernoulli- $\boldsymbol{\lambda}$ EDA Framework

This chapter is based on joint work with Tobias Friedrich and Timo Kötzing [FKK16], where the framework was first introduced. Section 4.2 contains additional definitions, which are based on another joint work with Tobias Friedrich and Timo Kötzing [FKK18].

In this chapter, we introduce a framework for a class of estimation-of-distribution algorithms (EDAs) that all of our results fall into, with the exception of Algorithm 2 from Chapter 10. We call this framework the $n$-Bernoulli- $\lambda$-EDA (see Algorithm 1).

We start by discussing different frameworks that contain some EDAs. Afterward, we introduce our framework and show that all commonly theoretically analyzed EDAs are subsumed by it.

### 4.1 Introduction

A framework is an algorithm that is flexible enough to yield other algorithms as special cases when using certain parameter values. Hence, we use the term framework synonymously with the class of algorithms that it subsumes.

The main reason for considering a framework is to prove propositions for an entire class of algorithms at once instead of showing them for every single algorithm. Further, a framework provides the same terminology for all algorithms of the class. Hence, even when properties are only proven for certain algorithms, one can ask oneself whether this statement generalizes to the entire framework.

The framework we introduce in this chapter - the $n$-Bernoulli- $\lambda$-EDA (Algorithm 1) - is motivated by the two aforementioned premises: first, we use it in order to prove general properties of a special class of EDAs in Chapters 5 and 6. Second, we prove run time results for certain algorithms in Chapters 7 to 10 and discuss how these relate to known run time results for similar EDAs.

As we discussed in Chapter 1, we consider univariate EDAs optimizing pseudoBoolean functions. Thus, our framework encompasses only such algorithms.

That is, their probabilistic model is fully determined by a probability vector where each component denotes the probability to sample a 1 at that position; and the only parameters of the framework are the number of samples drawn each iteration and a function that says how the probabilistic model is updated (equation (4.1)). In Section 4.3, we show how commonly analyzed EDAs are subsumed by this framework.

We use the $n$-Bernoulli- $\lambda$-EDA as our framework, as it best captures the algorithms we are interested in. However, other frameworks exist that also subsume univariate EDAs, and we would like to discuss them briefly.

Ollivier et al. [Oll+17] propose the method of Information-Geometric Optimization (IGO), which is a very general method defined for arbitrary search spaces and uses an update method known as infinitesimal maximum likelihood. Applying the IGO to the Boolean domain results in an algorithm that also subsumes all of the algorithm we mention in Section 4.3. However, it does not encapsulate univariate EDAs that do not follow such an update rule. Further, due to its applicability to any domain (and it being mainly motivated by continuous search spaces), the IGO framework is not very well suited for our discrete setting, that is, it is too vast.

Another framework was introduced by Paixão et al. [Pai+15], which is intended to model any evolutionary process. Hence, this very general framework subsumes all univariate EDAs. However, similar to the IGO, due to its generality, it does not specifically focus on EDAs and is not well-suited for their analysis.

Other approaches have been examined by Shapiro [Sha06], who analyzed EDAs that use a maximum-likelihood update, and by Dang and Lehre [DL15], who proposed a class of EDAs that update their distributions only with information from the current samples, not with information from the current distribution. Again, these approaches do not capture all univariate EDAs.

### 4.2 The $n$-Bernoulli- $\lambda$-EDA

The $n$-Bernoulli- $\lambda$-EDA generalizes EDAs that use an $n$-fold product of a Bernoulli distribution as their probabilistic model. This means that their model is represented by a probability vector $\boldsymbol{p} \in[0,1]^{n}$, and an individual $\boldsymbol{x} \in\{0,1\}^{n}$ is sampled with respect to $\boldsymbol{p}$ such that

$$
\forall i \in[n]: \operatorname{Pr}\left[\boldsymbol{x}_{i}=1\right]=\boldsymbol{p}_{i} \wedge \operatorname{Pr}\left[\boldsymbol{x}_{i}=0\right]=1-\boldsymbol{p}_{i} .
$$

```
Algorithm 1: The \(n\)-Bernoulli- \(\lambda\)-EDA framework with a given update
scheme \(\varphi\), optimizing \(f\).
\(t \leftarrow 0 ;\)
\(\boldsymbol{p}^{(t)} \leftarrow \frac{1}{2} ;\)
repeat
        \(D \leftarrow \emptyset ;\)
        for \(j \in[\lambda]\) do
            \(\boldsymbol{x} \leftarrow\) offspring sampled with respect to \(\boldsymbol{p}^{(t)}\);
            \(D \leftarrow D \cup\{\boldsymbol{x}\} ;\)
        \(\boldsymbol{p}^{(t+1)} \leftarrow \varphi\left(\boldsymbol{p}^{(t)},(\boldsymbol{x}, f(\boldsymbol{x}))_{\boldsymbol{x} \in D}\right) ;\)
        \(t \leftarrow t+1\);
    until termination criterion met;
```

We call $\boldsymbol{p}$ the frequency vector of the algorithm and its components frequencies. The initial frequency vector is given by $p^{(0)}=1 / 2$.

Until a termination criterion is met, the algorithm iteratively samples $\lambda \in \mathbf{N}^{+}$ offspring and updates each frequency according to the update scheme of the algorithm, which is a function

$$
\begin{equation*}
\varphi:[0,1]^{n} \times\left(\{0,1\}^{n} \times \mathbf{R}\right)^{\lambda} \rightarrow[0,1]^{n} \tag{4.1}
\end{equation*}
$$

that takes the current frequency vector $\boldsymbol{p}^{(t)}$, an offspring population ${ }^{10} D$ of $\lambda$ individuals sampled according to $\boldsymbol{p}^{(t)}$, and their respective fitness, and it yields the frequencies of $\boldsymbol{p}^{(t+1)}$ for the following iteration. The whole framework is summarized in Algorithm 1.
Given an offspring population $D$, we say that $\boldsymbol{x} \in D$ has rank $i \in[\lambda]$ (denoted as $\boldsymbol{x}^{(i)}$ ) if $\boldsymbol{x}$ has the $i$-th best fitness in $D .{ }^{11}$ Since we want ranks to be unique, we assume that ties are broken uniformly at random if not stated otherwise.
Given an $n$-Bernoulli- $\lambda$-EDA $A$, let $P^{(t)}(A)$ denote the set of all possible frequency vectors of $A$ in iteration $t$, and let $P(A):=\bigcup_{t=0}^{\infty} P^{(t)}(A)$ denote the set of all possible frequency vectors of $A$. Analogously, $P_{i}^{(t)}(A) \subseteq[0,1]$ denotes the set

10 We assume that the population is a multiset, that is, we allow duplicate entries.
11 Note that best is relative to whether the objective is maximization or minimization. For maximization, for example, the best fitness would be the largest value.
of possible values of the frequency $\boldsymbol{p}_{i}^{(t)}$, and $P_{i}(A)$ denotes the set of all possible values of $\boldsymbol{p}_{i}$. We say that $A$ is $\rho$-bounded if, for all $i \in[n]$ and all $p \in P(A)$, we have $\left|\boldsymbol{p}_{i}-\varphi(\boldsymbol{p}, \cdot)_{i}\right| \leq \rho$, that is, an update can change a frequency by at most $\rho$.

### 4.2.1 Special Update Schemes

Equation (4.1) allows arbitrary interactions between different positions and individuals or even fitness values. Normally, EDAs that fall into the $n$-Bernoulli-$\lambda$-EDA framework are not that permissive when performing an update. Thus, in the following, we describe more restricted update schemes.

## Decomposable EDAs

Commonly, $n$-Bernoulli- $\lambda$-EDAs consider each frequency independently when performing an update. The following definition formalizes this behavior.

- Definition 4.1 (Decomposable EDAs). Let $A$ be an $n$-Bernoulli- $\lambda$-EDA with update scheme $\varphi$. We say that $A$ is decomposable if and only if there exists a set of $n$ functions $\dot{\varphi}_{i}:[0,1] \times(\{0,1\} \times \mathbf{R})^{\lambda} \rightarrow \mathbf{R}$, indexed by $i \in[n]$ such that, for all fitness functions $f$, all possible frequency vectors $\boldsymbol{p} \in P(A)$, all offspring populations $D$ that can be sampled by $\boldsymbol{p}$, and all $i \in[n]$, it holds that

$$
\varphi\left(\boldsymbol{p},(\boldsymbol{x}, f(\boldsymbol{x}))_{\boldsymbol{x} \in D}\right)_{i}=\dot{\varphi}_{i}\left(\boldsymbol{p}_{i},\left(\boldsymbol{x}_{i}, f(\boldsymbol{x})\right)_{\boldsymbol{x} \in D}\right) .
$$

If there is a single function $\dot{\varphi}$ such that, for all $i \in[n], \dot{\varphi}=\dot{\varphi}_{i}$, we say that $A$ is singularly decomposable. We then drop the index $i$.

As we will see in Section 4.3, all EDAs we present are singularly decomposable. Hence, they treat every position equally and do not introduce a bias toward certain positions. In Section 5.4, we go more into detail about this property.

## Locally Updating EDAs

Some singularly decomposable $n$-Bernoulli- $\lambda$-EDAs restrict their update scheme by performing an update to a frequency that is based solely on the current frequency value and the information of whether it should be increased, decreased, or not changed at all. We call such EDAs locally updating, since they only have a very local view on all of the potential information when performing an update.

Definition 4.2 (Locally Updating EDAs). Let $A$ be an $n$-Bernoulli- $\lambda$-EDA with update scheme $\varphi$. We say that $A$ is locally updating if and only if there are two functions

- move: $(\{0,1\} \times R)^{\lambda} \rightarrow\{$ up, stay, down $\}$ and
- set: $[0,1] \rightarrow[0,1]$, which is monotonically increasing,
such that, for all fitness functions $f$, all possible frequency vectors $\boldsymbol{p} \in P(A)$, all offspring populations $D$ that can be sampled by $\boldsymbol{p}$, and all $i \in[n]$, abbreviating $v_{i}:=\operatorname{move}\left(\left(\boldsymbol{x}_{i}, f(\boldsymbol{x})\right)_{\boldsymbol{x} \in D}\right)$, it holds that

$$
\varphi\left(\boldsymbol{p},(\boldsymbol{x}, f(\boldsymbol{x}))_{\boldsymbol{x} \in D}\right)_{i}= \begin{cases}\operatorname{set}\left(\boldsymbol{p}_{i}\right) & \text { if } v_{i}=\text { up } \\ \boldsymbol{p}_{i} & \text { if } v_{i}=\text { stay } \\ 1-\operatorname{set}\left(1-\boldsymbol{p}_{i}\right) & \text { if } v_{i}=\operatorname{down} .\end{cases}
$$

Note that the definition enforces that an increase and a decrease are centrally symmetric around ( $1 / 2,1 / 2$ ), that is, an increase of $\boldsymbol{p}_{i}$ is the same as a decrease of $1-\boldsymbol{p}_{i}$. We go more into detail about why this is beneficial in Section 5.5.

We assume that $\operatorname{set}\left(\boldsymbol{p}_{i}\right) \geq \boldsymbol{p}_{i}$ in order to enforce that >up< does not decrease the frequency. Note that this also entails that >down< does not increase the frequency. Without this assumption, >down<, for example, could take the role of >up<, which would result in convoluted case distinctions in proofs. By assuming $\operatorname{set}\left(\boldsymbol{p}_{i}\right) \geq \boldsymbol{p}_{i}$, we avoid such overlaps.

### 4.2.2 Margins

When a frequency $\boldsymbol{p}_{i}^{(t)}$ is 0 or 1 , then all bits sampled at position $i$ in iteration $t$ are either 0 or 1 , respectively. Usually, the update scheme of an $n$-Bernoulli- $\lambda$-EDA is phrased such that the updated frequency $\boldsymbol{p}_{i}^{(t+1)}$ is 0 or 1 again. ${ }^{12}$ This means that the algorithm is stuck at this position and cannot change its frequency anymore. In order to prevent this and to always be able to sample 0 s and 1 s at each position, many algorithms cap their frequency vector beforehand. We then speak of a margin.

Formally, a margin is a number $b \in(0,1 / 2]$ such that, for all $\boldsymbol{p} \in P(A)$, it holds that $\boldsymbol{p} \in[b, 1-b]^{n}$, and we call $b$ and $1-b$ the lower and upper border,

12 Note that the update scheme could, in fact, check whether a frequency is 0 or 1 and then set it to another value. However, we do not know of any EDA that does this.
respectively. A common way to ensure that an $n$-Bernoulli- $\lambda$-EDA has a margin of $b$ is to change line 8 of Algorithm 1 as follows:

$$
\begin{equation*}
\boldsymbol{p}_{i}^{(t+1)}=\min \left\{\max \left\{\varphi\left(\boldsymbol{p}^{(t)},(\boldsymbol{x}, f(\boldsymbol{x}))_{\boldsymbol{x} \in D}\right)_{i}, b\right\}, 1-b\right\} . \tag{4.2}
\end{equation*}
$$

This way, borders can easily be enforced on an existing update scheme without changing the scheme itself.

We would like to note that a common margin for $n$-Bernoulli- $\lambda$-EDA is $1 / n$, which is also the typical mutation rate for classical EAs [Doe+13; Jan13].

### 4.3 Classifying Existing EDAs

In this section, we show how existing EDAs are subsumed by the $n$-Bernoulli- $\lambda$ EDA framework. We only focus on those algorithms that have been theoretically analyzed, and we mention corresponding theoretical results. If not stated otherwise, the results always assume a margin of $1 / n$.

### 4.3.1 PBIL

The Population-based Incremental Learning algorithm (PBIL) was introduced by Baluja [Bal94]. It is a $\rho$-bounded, singularly decomposable $n$-Bernoulli- $\lambda$-EDA with parameters $\rho$ (the learning rate) and $\mu$ (the population size) with $\mu \leq \lambda$. The update scheme is, for all $i \in[n]$,

$$
\varphi\left(\boldsymbol{p},(\boldsymbol{x}, f(\boldsymbol{x}))_{\boldsymbol{x} \in D}\right)_{i}=(1-\rho) \boldsymbol{p}_{i}+\rho \frac{\sum_{k=1}^{\mu} \boldsymbol{x}_{i}^{(k)}}{\mu} .
$$

This algorithm yields other well-known algorithms for the extreme cases of $\mu=1$ or $\rho=1$, as we will show next.

Höhfeld and Rudolph [HR97] were the first to prove convergence results for the PBIL without a margin. Very recently, Lehre and Nguyen [LN18] proved an expected run time of $\mathrm{O}\left(n \lambda \log (\lambda)+n^{2}\right)$, for $\lambda \in \Omega(\log (n))$, on LeadingOnes and the binary-value function BinVal.

### 4.3.2 UMDA

The Univariate Marginal Distribution Algorithm (UMDA) was introduced by Mühlenbein and Paaß [MP96]. It is a special case of the PBIL for $\rho=1$. Hence, it is still a singularly decomposable $n$-Bernoulli- $\lambda$-EDA. However, it is not longer bounded. The update scheme is, for all $i \in[n]$,

$$
\varphi\left(\boldsymbol{p},(\boldsymbol{x}, f(\boldsymbol{x}))_{\boldsymbol{x} \in D}\right)_{i}=\frac{\sum_{k=1}^{\mu} \boldsymbol{x}_{i}^{(k)}}{\mu} .
$$

This means that a frequency is set to the relative number of 1 s of the $\mu$ best individuals. This way, a frequency can, in theory, make large changes in a single iteration, for example, from $1 / \mu$ to 1 . However, such large changes are very unlikely. We go into detail about the UMDA and its update scheme in Chapter 9.
The UMDA has been extensively analyzed in the past years. Initially, Chen et al. [Che +09 a ; Che +09 b ] considered it on non-standard functions they defined in the papers. Then, Chen et al. [Che+10] proved a polynomial run time of the UMDA on the benchmark function LeadingOnes. This result was followed up by Dang and Lehre [DL15], who improved the upper bound on LeadingOnes and proved an upper bound on OneMax. Krejca and Witt [KW18a] proved a lower bound of $\Omega(n \log (n))$ on OneMax, for certain parameter settings. ${ }^{13}$ The matching upper bound was proven independently by Witt [Wit17] and Lehre and Nguyen [LN17].

### 4.3.3 $\lambda$ - MMAS $_{\text {IB }}$

The MAX-MIN Ant System algorithm with iteration-best update ( $\lambda$ - MMAS $_{\text {IB }}$ ) was introduced by Neumann et al. [NSW10]. The algorithm builds upon the more general MMAS framework by Stützle and Hoos [SH00], which considers virtual ants traversing edges of a graph, laying pheromone, in order to represent a probabilistic model on graphs. An ant chooses an edge proportional to its pheromone value with respect to the sum of all pheromone values of outgoing edges of that node. When considering a directed path of length $n$ with two edges between two adjacent nodes, the resulting pheromone vector can be interpreted as a frequency vector (see Figure 4.1). Hence, such special cases are univariate EDAs.

13 Chapter 9 is based on this result.


Figure 4.1: A graph whose pheromone trail can be interpreted as a frequency vector. A virtual ant is supposed to traverse the graph from left to right. Each iteration, it has to choose one of two edges per node. If it chooses the top edge, this can be interpreted as sampling a 1 in a univariate EDA model. If the ant traverses the bottom edge, this can be interpreted as sampling a 0 .

The $\lambda-$ MMAS $_{\text {IB }}$ is a special case of the PBIL for $\mu=1$, that is, only the best individual of an iteration is considered for an update. The $\lambda-$ MMAS $_{\text {IB }}$ is a $\rho$ bounded, locally updating $n$-Bernoulli- $\lambda$-EDA with the following two functions:

$$
\begin{aligned}
\operatorname{move}\left(\left(\boldsymbol{x}_{i}, f(\boldsymbol{x})\right)_{\boldsymbol{x} \in D}\right) & = \begin{cases}\text { up } & \text { if } \boldsymbol{x}_{i}^{(1)}=1, \\
\text { down } & \text { if } \boldsymbol{x}_{i}^{(1)}=0, \text { and } \\
\operatorname{set}\left(\boldsymbol{p}_{i}\right) & =(1-\rho) \boldsymbol{p}_{i}+\rho .\end{cases}
\end{aligned}
$$

The $>$ set $<$ function is depicted in Figure 4.2 (a). Note that if a frequency $\boldsymbol{p}_{\boldsymbol{i}}$ is decreased, it takes the value $(1-\rho) \boldsymbol{p}_{i}$. Hence, for all $i \in[n]$, the update scheme of the $\lambda$ - $\mathrm{MMAS}_{\text {IB }}$ can also be written as

$$
\varphi\left(\boldsymbol{p},(\boldsymbol{x}, f(\boldsymbol{x}))_{\boldsymbol{x} \in D}\right)_{i}=(1-\rho) \boldsymbol{p}_{i}+\boldsymbol{x}_{i}^{(1)} \rho,
$$

that is, the current frequency $\boldsymbol{p}_{i}$ is always reduced by a factor of $1-\rho$ and only increased if the bit at position $i$ of the best individual is 1 .

Interestingly, $\lambda$-MMAS IB has mostly been analyzed with $\lambda=2$. The first results date back to Neumann et al. [NSW10], who proved an upper bound of $\mathrm{O}(n \log (n))$ for the 2 - $\mathrm{MMAS}_{\mathrm{IB}}$ with $\rho \in \Theta(1 /(\sqrt{n} \log (n)))$ on OneMAx. Further, they showed that the $\lambda$-MMAS ${ }_{\text {IB }}$ takes, with overwhelming probability, expected exponential time on any pseudo-Boolean function with a unique optimum if $\lambda / \rho \leq(\ln (n)) / 244$. Sudholt and Witt [SW16a] proved a matching lower bound of $\Omega(n \log (n))$ of $2-$ MMAS $_{\text {IB }}$ on OneMAx.

(a) The $>$ set $<$ function of the $\lambda$-MMAS IB . Note that the value 1 cannot be reached within finite time when increasing a frequency. Consequently, the same is true when decreasing a frequency.

(b) The $>$ set $<$ function of the cGA. In contrast to the $\lambda$-MMAS ${ }_{\text {IB }}$, the cGA can reach 1 within finite time. In more detail, if a frequency with a value of at least $1-1 / K$ is increased, it is set to 1 .

Figure 4.2: The $>$ set< functions of the $\lambda-$ MMAS $_{\text {IB }}$ (Figure 4.2 (a)) and of the cGA (Figure 4.2 (b)) depicted as solid (blue) lines. The dashed line represents the identity function, and the distance of the solid line to the identity depicts the change made by a single update. Recall that, for a frequency $p$, we $\operatorname{demand} \operatorname{set}(p) \geq p$. Hence, >set< cannot be below the identity. When mirroring the >set< function at $(1 / 2,1 / 2)$ both horizontally and vertically, one gets the function that is used for decreasing $p$, that is, $1-\operatorname{set}(1-p)$.

### 4.3.4 cGA

The Compact Genetic Algorithm (cGA) was introduced by Harik. et al. [HLG99]. It is a $1 / K$-bounded, locally updating $n$-Bernoulli-2-EDA with parameter $K$, the so-called population size. Its >move< and >set< functions are as follows:

$$
\begin{aligned}
\operatorname{move}\left(\left(\boldsymbol{x}_{i}, f(\boldsymbol{x})\right)_{x_{\in D}}\right) & = \begin{cases}\text { up } & \text { if } \boldsymbol{x}_{i}^{(1)}>\boldsymbol{x}_{i}^{(2)}, \\
\text { down } & \text { if } \boldsymbol{x}_{i}^{(1)}<\boldsymbol{x}_{i}^{(2)}, \\
\text { stay } & \text { if } \boldsymbol{x}_{i}^{(1)}=\boldsymbol{x}_{i}^{(2)}, \text { and } \\
\operatorname{set}\left(\boldsymbol{p}_{i}\right) & =\boldsymbol{p}_{i}+\frac{1}{K} .\end{cases}
\end{aligned}
$$

The >set< function is depicted in Figure 4.2 (b). Note that if a frequency $\boldsymbol{p}_{i}$ is decreased, it takes the value $\boldsymbol{p}_{i}-1 / K$. Hence, for all $i \in[n]$, the update scheme
of the cGA can also be written as

$$
\varphi\left(p,(x, f(x))_{x \in D}\right)_{i}=p_{i}+\left(\boldsymbol{x}_{i}^{(1)}-\boldsymbol{x}_{i}^{(2)}\right) \frac{1}{K},
$$

that is, the current frequency $\boldsymbol{p}_{i}$ is shifted by $1 / K$ with respect to the sign of the bit difference at position $i$ of both individuals.

The first theoretical analysis of the cGA was conducted by Droste [Dro06], who analyzed it without a margin on the class of all linear pseudo-Boolean functions. Droste showed that the cGA optimizes different functions in a different expected time, with OneMax being the easiest and BinVal the hardest function. Further, he showed a general lower bound of $\Omega(K \sqrt{n} / \log (n))$ for the cGA on any pseudo-Boolean function if $K=\operatorname{poly}(n)$. In Chapter 7, we consider the cGA without a margin in a noisy setting. Sudholt and Witt [SW16a] proved a tight expected run time bound of $\Theta(n \log (n))$ on OneMax. Recently, Lengler et al. [LSW18] proved a lower bound of $\Omega\left(K^{1 / 3} n+n \log (n)\right)$ on OneMAx for the cGA if $K=\mathrm{O}\left(\sqrt{n} \log (n)^{2}\right)$, suggesting a bimodal behavior of the run time, and Witt [Wit18] proved a lower bound of $\Omega\left(n^{2}\right)$ for the cGA without a margin on LeadingOnes.

## Unbiasedness of $\boldsymbol{n}$ -Bernoulli- $\lambda$-EDAs

This chapter is based on joint work with Tobias Friedrich and Timo Kötzing [FKK18]. Some definitions of this paper have been moved to Chapter 4.

In this chapter, we show when an $n$-Bernoulli- $\lambda$-EDA is unbiased with respect to the encoding of the objective function and when not. We start by introducing the concept of unbiasedness. We then define it formally via automorphisms of the discrete hypercube. Afterward, we state our main theorem, Theorem 5.5, which provides a general characterization of an $n$-Bernoulli- $\lambda$-EDA being unbiased. Last, we refine this characterization for decomposable and locally updating $n$-Bernoulli- $\lambda$-EDAs, and we conclude.

The results of this chapter imply that all of the run time results in the following chapters are always applicable for the entire function class, not only for the specific function we consider.

### 5.1 Introduction

In this thesis, we view EDAs as well as randomized search heuristics (RSHs) in general as problem-agnostic solvers for pseudo-Boolean optimization, and their only way to get any information about the problem at hand is to query the fitness function, seen as a subroutine. Thus, the problem itself can be seen as a black box to the algorithm, and this scenario of optimization is called black-box optimization.
When optimizing in a black-box scenario, the number of calls to the subroutine is of great importance, since the other operations of an RSH are usually very cheap. Thus, the subroutine calls dominate the overall cost of the respective algorithm. Coming from this point of view, Droste et al. [DJW06] introduced a new complexity theory for RSHs: the so-called black-box complexity (BBC). In this model, a randomized search heuristic is assumed to solve a problem by querying the subroutine for potential solutions (modeled as bit strings) and then receiving feedback in form of the solution's quality. The worst-case complexity
of a specific algorithm on a problem class is defined as the expected number of queries to the subroutine on a worst-case instance of this class; and the BBC of a class is the best possible worst-case complexity, taken over all black-box algorithms.

Although this definition captures the initial idea of subroutine calls very well, it does not prohibit the algorithm to be highly problem-specific. Droste et al. [DJW02], for example, showed that the Max-Clique problem, which is NP-hard in classical complexity theory, has a polynomial BBC. This is due to the respective algorithm learning the instance via queries and then performing costly offline computations, which do not increase the BBC. This highlights that the BBC alone does not necessarily provide sufficient information about the true complexity of a problem. In addition to that, Anil and Wiegand [AW09] showed that the black-box complexity of Onemax is $\Theta(n / \log (n)),{ }^{14}$ whereas traditional EAs, such as the $(1+1)$ EA, usually have an expected complexity of $\Theta(n \log (n))$ on Onemax [DJW02] (see Table 10.1).

In order to focus on solvers that are more problem-agnostic, Lehre and Witt [LW12] restricted the BBC model introduced by Droste et al. [DJW06] such that the algorithms considered can only make use of unbiased variation operators when querying the next bit string, and the algorithms are not allowed to see the representational structure of solutions during selection. This restricted variant is called unbiased black-box complexity. Unbiased means that the respective algorithm performs the same when given two problem instances where one is a perturbation of the other, restricted to permutations and bit flips. Hence, the algorithm is unbiased with respect to 0 s and 1 s as well as their positions, and it has to treat them the same way. Rowe and Vose [RV11] proposed a more general definition of unbiased, which focuses on the sequence of queried bit strings (the trace) of the algorithm under consideration. They call an algorithm unbiased if it behaves the same under any permutation of the search space that the problem class is closed under. When considering problem classes closed under the aforementioned perturbations, this definition results in the unbiased BBC from Lehre and Witt [LW12] without the restriction on the selection process. Further, Rowe and Vose [RV11] showed that, for any black-box algorithm on a problem class, there exists an unbiased algorithm (in their sense) that is at least as good. This means that the BBC of a problem class is the same as its unbiased BBC. Hence,

14 Actually, this result dates back to Erdős and Rényi [ER63], who proved it in the context of information theory.
it suffices to study unbiased algorithms when one is interested in the BBC of a class.

Doerr et al. [DDK14] showed that the unbiased BBC, in the sense of Lehre and Witt [LW12], of different subproblems of the NP-complete Partition problem is polynomial when using higher-arity operators. This has lead to other restricted BBCs [DW14a; DW14b] or combinations of them [DL17]. However, the original unbiased BBC model is still considered an important complexity measure up to this date [BLS14; DDK15; DDY16b; Doe+11a; DW14c].

Surprisingly, all of the results for unbiased BBC so far only considered classical EAs although EDAs fit very well into the black-box model too. We combine the up to now unrelated fields of unbiased BBC and EDAs, and we characterize unbiasedness for the entire class of $n$-Bernoulli- $\lambda$-EDAs. This characterization (Theorem 5.5) shows strong similarities to the original definition of unbiased algorithms, introduced by Lehre and Witt [LW12], and it provides insights into how the properties of an unbiased population-based algorithm extend to EDAs. We then consider more restricted update schemes, leading to characterizations that are easier to verify than the general one. We especially find a very concise characterization for locally updating $n$-Bernoulli- $\lambda$-EDAs. We also prove that all of the EDAs mentioned in Section 4.3 are unbiased.

Interestingly, to the best of our knowledge, all common EDAs are unbiased. One possible explanation for this may be that the sample procedure is unbiased and that the samples are not altered afterward. Thus, a bias could only be introduced via the way the probability distribution is updated. However, as we show in Section 5.4, at least for the $n$-Bernoulli- $\lambda$-EDA framework, such an update usually exhibits a property that strongly favors unbiasedness.

### 5.2 Automorphisms of the Hypercube

Lehre and Witt [LW12] define unbiasedness with respect to variation operators over $\{0,1\}^{n}$. These operators draw bit strings according to probability distributions that are invariant under automorphisms of $\{0,1\}^{n}$ : permutations and $\oplus$ (XOR) operations on bit strings. We extend these functions to $[0,1]^{n}$ to be able to use them directly on the frequency vectors of $n$-Bernoulli- $\lambda$-EDAs.

Let $\bar{\sigma}$ be a permutation of [ $n$ ]. We overload this notation and call a function $\sigma:[0,1]^{n} \rightarrow[0,1]^{n}$ a permutation if and only if it rearranges the elements of its input according to $\bar{\sigma}$ such that, for all $\boldsymbol{p} \in[0,1]^{n}$ and all $i, j \in[n]$ with
$\bar{\sigma}(i)=j$, we have $\sigma(\boldsymbol{p})_{j}=\boldsymbol{p}_{i}$. In this case, we say that $\sigma$ maps position $i$ to position $j$. Further, we call a function $\chi:[0,1]^{n} \rightarrow[0,1]^{n}$ a complementation if and only if, for each position, it either takes the complement of the value at this position or does not change it. That is, for all $\boldsymbol{p} \in[0,1]^{n}$ and all $i \in[n]$, we have $\chi(\boldsymbol{p})_{i}=1-\boldsymbol{p}_{i}$ or $\chi(\boldsymbol{p})_{i}=\boldsymbol{p}_{i}$.

We call any bijection $\alpha:\{0,1\}^{n} \rightarrow\{0,1\}^{n}$ that preserves the Hamming distance $d_{\mathrm{H}}$ a Hamming automorphism. It is well-known that there are exactly $2^{n} n$ ! Hamming automorphisms. ${ }^{15}$ Note that this means that any Hamming automorphism $\alpha$ can be denoted as the composition of a permutation $\sigma$ and a complementation $\chi$ over $\{0,1\}^{n}$, that is, $\alpha=\chi \circ \sigma$. We are now interested in the superspace $[0,1]^{n}$ of $\{0,1\}^{n}$ and use the metric $d$ defined as follows:

$$
\forall x, y \in[0,1]^{n}: d(x, y)=\sum_{i=1}^{n}\left|x_{i}-\boldsymbol{y}_{i}\right|
$$

This corresponds to the 1-norm. It naturally extends the Hamming distance on $\{0,1\}^{n}$.

We say that $\alpha:[0,1]^{n} \rightarrow[0,1]^{n}$ is an isometric automorphism (of $[0,1]^{n}$ ) if it is bijective and distance-preserving, that is, for all $\boldsymbol{x}, \boldsymbol{y} \in[0,1]^{n}$, we have $d(\boldsymbol{x}, \boldsymbol{y})=d(\alpha(\boldsymbol{x}), \alpha(\boldsymbol{y}))$.

The following lemma shows that the Hamming automorphisms are in a one-to-one correspondence with the isometric automorphisms.

- Lemma 5.1. For any isometric automorphism $\alpha$, let $\alpha_{\mathrm{H}}$ denote $\alpha$ restricted to $\{0,1\}^{n}$. Let two isometric automorphisms $\alpha$ and $\beta$ be given. It then holds that

1. $\alpha_{\mathrm{H}}$ is a Hamming automorphism,
2. if $\alpha_{\mathrm{H}}=\beta_{\mathrm{H}}$, then $\alpha=\beta$, and that,
3. for every Hamming automorphism $\eta$, there exists an isometric automorphism $\alpha$ such that $\alpha_{\mathrm{H}}=\eta$.

Proof. Regarding point 1 , it suffices to show that $\alpha$ maps any $\boldsymbol{x} \in\{0,1\}^{n}$ to $\{0,1\}^{n}$. Let $\overline{\boldsymbol{x}}$ be the component-wise complement of $\boldsymbol{x}$. We then have $d(\boldsymbol{x}, \overline{\boldsymbol{x}})=n$.

15 This can be seen as follows: there are $2^{n}$ possible choices for $\alpha(0)$. After $\alpha(0)$ is fixed, the $n$ 1-neighbors of 0 can be mapped in an arbitrary (but bijective) manner to the $n 1$-neighbors of $\alpha(\mathbf{0})$, for which there are $n!$ choices. After these mappings are determined, the Hamming automorphism is completely determined.

Thus, $d(\alpha(\boldsymbol{x}), \alpha(\overline{\boldsymbol{x}}))=n$. Since only pairs of points from $\{0,1\}^{n}$ can be of distance $n$ in $[0,1]^{n}$, we get that $\alpha(\boldsymbol{x}) \in\{0,1\}^{n}$, as desired.

Regarding point 2, for all $j \in[n]$, we use $\mathbf{e}^{(j)}$ to denote the bit string which is 0 everywhere except in position $j$. We now show the following claim:

$$
\begin{equation*}
\forall \boldsymbol{x}, \boldsymbol{y} \in[0,1]^{n}:\left(\forall z \in\{0,1\}^{n}: d(\boldsymbol{x}, \boldsymbol{z})=d(\boldsymbol{y}, \boldsymbol{z})\right) \rightarrow \boldsymbol{x}=\boldsymbol{y} . \tag{5.1}
\end{equation*}
$$

Let $\boldsymbol{x}, \boldsymbol{y} \in[0,1]^{n}$ such that, for all $\boldsymbol{z} \in\{0,1\}^{n}$, it holds that $d(\boldsymbol{x}, \boldsymbol{z})=d(\boldsymbol{y}, \boldsymbol{z})$. We now get for all $\boldsymbol{a} \in[0,1]^{n}$ and $j \in[n]$ that

$$
\begin{aligned}
d(\boldsymbol{a}, \mathbf{0})-d\left(\boldsymbol{a}, \mathrm{e}^{(j)}\right) & =\sum_{i=1}^{n} \boldsymbol{a}_{i}-\left(\sum_{i=1}^{j-1} \boldsymbol{a}_{i}+\left(1-\boldsymbol{a}_{j}\right)+\sum_{i=j+1}^{n} \boldsymbol{a}_{i}\right) \\
& =2 \boldsymbol{a}_{j}-1 .
\end{aligned}
$$

Thus, we get for all $j \in[n]$ that

$$
\begin{aligned}
2 \boldsymbol{x}_{j}-1 & =d(\boldsymbol{x}, \mathbf{0})-d\left(\boldsymbol{x}, \mathbf{e}^{(j)}\right) \\
& =d(\boldsymbol{y}, \mathbf{0})-d\left(\boldsymbol{y}, \mathbf{e}^{(j)}\right) \\
& =2 \boldsymbol{y}_{j}-1,
\end{aligned}
$$

which shows $\boldsymbol{x}=\boldsymbol{y}$.
Now, suppose that $\alpha_{\mathrm{H}}=\beta_{\mathrm{H}}$. Let $\boldsymbol{x} \in[0,1]^{n}$ be given. We have for all $z \in\{0,1\}^{n}$ that $d(\alpha(\boldsymbol{x}), \alpha(z))=d(\boldsymbol{x}, \boldsymbol{z})=d(\beta(\boldsymbol{x}), \beta(\boldsymbol{z}))$, because $\alpha$ and $\beta$ are isometric. Since $\alpha_{\mathrm{H}}=\beta_{\mathrm{H}}$ are Hamming automorphisms, we have for all $z \in$ $\{0,1\}^{n}$ that $d(\alpha(\boldsymbol{x}), \boldsymbol{z})=d(\beta(\boldsymbol{x}), \boldsymbol{z})$. Using proposition 5.1, we see that $\alpha(\boldsymbol{x})=$ $\beta(\boldsymbol{x})$, as desired.

Regarding point 3 , let $\eta$ be given. We construct a distance-preserving extension $\alpha$ of $\eta$ to $[0,1]^{n}$ such that $\alpha_{\mathrm{H}}=\eta$. For all $\boldsymbol{x} \in[0,1]^{n}$, let

$$
\begin{equation*}
\alpha(\boldsymbol{x})=\eta(\mathbf{0})+\sum_{i=1}^{n}\left(\eta\left(\mathbf{e}^{(i)}\right)-\eta(\mathbf{0})\right) \cdot \boldsymbol{x}_{i} . \tag{5.2}
\end{equation*}
$$

Note that $\eta\left(\mathbf{e}^{(i)}\right)$ differs from $\eta(0)$ in exactly one position, since $\eta$ is distancepreserving. This position does not necessarily have to be $i$, since $\eta$ can perform a permutation. Assume that this position is $j \in[n]$. Then, for any $k \in[n]$, the value $\left(\eta\left(\mathbf{e}^{(i)}\right)-\eta(0)\right)_{k}$ is 1 or -1 if $k=j$ and 0 otherwise. Note further
that, for each unit vector, a component different from all other unit vectors is non-zero in $\eta\left(\mathbf{e}^{(i)}\right)-\eta(\mathbf{0})$, since $\eta$ is bijective. Overall (assuming that position $i$ is mapped to position $j$ ), for any $\boldsymbol{x} \in[0,1]^{n}$, this means that $\alpha(\boldsymbol{x})_{j}$ is completely determined by $\eta(0)_{j}+\left(\eta\left(\mathbf{e}^{(i)}\right)-\eta(\mathbf{0})\right)_{j} \cdot \boldsymbol{x}_{i}$. This shows that $\alpha$ is bijective (albeit not necessarily on $[0,1]^{n}$ ), since the inverse can be computed uniquely, due to the unique partition of the sum into the different components and due to $\eta$ being a bijection.

We now show that $\alpha$ maps bijectively to $[0,1]^{n}$. Again, assume that position $i$ is mapped to position $j$, and let $\boldsymbol{x} \in[0,1]^{n}$. Recall that $\eta$ can only perform complementations additionally to permutations. We show that

$$
\eta(\mathbf{0})_{j}+\left(\eta\left(\mathbf{e}^{(i)}\right)-\eta(\mathbf{0})\right)_{j} \cdot \boldsymbol{x}_{i}
$$

is a bijection of $[0,1]$. It then follows that $\alpha$ is a bijection of $[0,1]^{n}$, since the components do not interfere with one another.

We make a case distinction with respect to whether $\eta$ takes the complement at position $j$ (after performing the permutation) or not.

Case $\boldsymbol{\eta}(\boldsymbol{x})_{j}=\boldsymbol{x}_{i}$. Then, $\eta(\mathbf{0})_{j}=0$ and $\left(\eta\left(\mathrm{e}^{(i)}\right)-\eta(0)\right)_{j}=1$. Thus, $\alpha(\boldsymbol{x})_{j}=\boldsymbol{x}_{i}$, which is a bijection from $[0,1]$ to $[0,1]$.

Case $\eta(x)_{j}=1-x_{i}$. Then, $\eta(0)_{j}=1$ and $\left(\eta\left(\mathbf{e}^{(i)}\right)-\eta(0)\right)_{j}=-1$. Thus, $\alpha(\boldsymbol{x})_{j}=1-\boldsymbol{x}_{i}$, which is also a bijection from [ 0,1$]$ to $[0,1]$.

Combining both cases yields that $\alpha(\boldsymbol{x})_{i}$ is a bijection of $[0,1]$ for every $\boldsymbol{x}$ and every $i$. Thus, $\alpha$ is a bijection of $[0,1]^{n}$, as we discussed before.

Now, we show that $\boldsymbol{\alpha}$ is distance-preserving. For this, let $\boldsymbol{x}, \boldsymbol{y} \in[0,1]^{n}$, and let $\bar{\sigma}$ be the permutation of indices that $\eta$ realizes. We get

$$
\begin{aligned}
d(\alpha(\boldsymbol{x}), \alpha(\boldsymbol{y}))= & \sum_{i=1}^{n}\left|\alpha(\boldsymbol{x})_{i}-\alpha(\boldsymbol{y})_{i}\right| \\
= & \sum_{i=1}^{n} \mid \eta(\mathbf{0})_{\bar{\sigma}(i)}+\left(\eta\left(\mathbf{e}^{(i)}\right)-\eta(\mathbf{0})\right)_{\bar{\sigma}(i)} \cdot \boldsymbol{x}_{i} \\
& \quad-\eta(\mathbf{0})_{\bar{\sigma}(i)}-\left(\eta\left(\mathbf{e}^{(i)}\right)-\eta(\mathbf{0})\right)_{\bar{\sigma}(i)} \cdot \boldsymbol{y}_{i} \mid \\
= & \sum_{i=1}^{n}\left|\left(\eta\left(\mathbf{e}^{(i)}\right)-\eta(\mathbf{0})\right)_{\bar{\sigma}(i)}\left(\boldsymbol{x}_{i}-\boldsymbol{y}_{i}\right)\right|
\end{aligned}
$$

$$
=\sum_{i=1}^{n}\left|x_{i}-\boldsymbol{y}_{i}\right|
$$

since $d\left(\eta\left(\mathbf{e}^{(i)}\right), \eta(\mathbf{0})\right)=d\left(\mathbf{e}^{(i)}, \mathbf{0}\right)=1$.
We now show that $\boldsymbol{\alpha}_{\mathbf{H}}$ is equal to $\boldsymbol{\eta}$, that is, for all $\boldsymbol{x} \in\{0,1\}^{n}$, it holds that $\alpha(\boldsymbol{x})=\eta(\boldsymbol{x})$. We do so by showing that the components are the same. We handle this case very similarly to the one where we showed that $\alpha$ is bijective on $[0,1]^{n}$.

Let $i \in[n]$ be an arbitrary index, let $\boldsymbol{x} \in\{0,1\}^{n}$, and consider that $\eta$ maps position $i$ to position $j \in[n]$. We now make a case distinction with respect to whether $\eta$ takes the complement at position $j$ or not.

Case $\eta(x)_{j}=x_{i}:$

$$
\begin{aligned}
\alpha(\boldsymbol{x})_{j} & =\eta(0)_{j}+\left(\eta\left(\mathbf{e}^{(i)}\right)_{j}-\eta(0)_{j}\right) \cdot \boldsymbol{x}_{i} \\
& =0+(1-0) \cdot \boldsymbol{x}_{i} \\
& =\boldsymbol{x}_{i}=\eta(\boldsymbol{x})_{j} .
\end{aligned}
$$

Case $\eta(x)_{j}=1-x_{i}:$

$$
\begin{aligned}
\alpha(\boldsymbol{x})_{j} & =\eta(\mathbf{0})_{j}+\left(\eta\left(\mathbf{e}^{(i)}\right)_{j}-\eta(0)_{j}\right) \cdot \boldsymbol{x}_{i} \\
& =1+(0-1) \cdot \boldsymbol{x}_{i} \\
& =1-\boldsymbol{x}_{i}=\eta(\boldsymbol{x})_{j} .
\end{aligned}
$$

Hence, for all $j \in[n]$, we have $\alpha(\boldsymbol{x})_{j}=\eta(\boldsymbol{x})_{j}$. This finishes the proof.
It follows from Lemma 5.1 that each Hamming automorphism $\alpha$ has a unique distance-preserving extension to $[0,1]^{n}$. Let $\widehat{\alpha}$ denote this unique extension of $\alpha$ to an isometric automorphism.

### 5.3 Unbiased EDAs

We start by defining the general concept of unbiasedness of a black-box algorithm. Such an algorithm follows the very general framework of querying bit strings from an oracle, where each query (that is, sample) can only depend on all bit strings and their fitness queried so far. The original definition of unbiased black-box complexity was introduced by Lehre and Witt [LW12]. Since then, the definition has been stated several times in different formulations [DKW11;

Doe+11a; RV11]. Usually, the definition makes use of unbiased variation operators, which are operators that sample from distributions in a way that is invariant under permutations and complementations (thus, only implicitly capturing the time point of the query).

Rowe and Vose [RV11], however, take a different approach and define unbiasedness in terms of the sequence of queries to the oracle (the trace). In this definition, an algorithm is unbiased if its trace is invariant under permutations and complementations (thus, only implicitly capturing the distribution used for sampling).

We use the definition of Rowe and Vose [RV11], phrased in the sense of our previously introduced concepts of permutations and complementations of $[0,1]^{n}$.

- Definition 5.2 (Unbiasedness). A black-box algorithm $A$ is a mapping that takes a sequence of bit strings with corresponding fitness values and returns a bit string. Since $A$ may be randomized, a black-box algorithm $A$ and a fitness function $f$ together define a sequence of random variables $\left(X^{(i)}\right)_{i \in \mathrm{~N}}$, where $X^{(i)}$ denotes the $i$-th bit string computed by $A$ :

$$
\forall i \in \mathrm{~N}: X^{(i)}=A\left(\left(X^{(j)}, f\left(X^{(j)}\right)\right)_{j<i}\right)
$$

For a given algorithm $A$ and fitness function $f$, we denote the dependency of $X^{(i)}$ on $A$ and $f$ by writing, for all $i \in \mathrm{~N}, X^{(i)}(A, f)$.

We call a black-box algorithm $A$ unbiased if and only if, for all Hamming automorphisms $\alpha$, all fitness functions $f$, and all $i \in \mathbf{N}$, it holds that

$$
\begin{equation*}
X^{(i)}(A, f)=\alpha\left(X^{(i)}(A, f \circ \alpha)\right) . \tag{5.3}
\end{equation*}
$$

Intuitively, when given an unbiased black-box algorithm $A$, it performs the same when optimizing $f$ or $f \circ \alpha$; the only difference is that $A$ using $f$ optimizes the unperturbed hypercube, whereas $A$ using $f \circ \alpha$ optimizes the hypercube perturbed by $\alpha$. This way, if $A$ using $f$ samples $\boldsymbol{x}, A$ using $f \circ \alpha$ samples $\alpha^{-1}(\boldsymbol{x})$ with the same probability and queries (with the same probability) the same individual: $\boldsymbol{x}=\alpha\left(\alpha^{-1}(\boldsymbol{x})\right)$ (since $f(\boldsymbol{x})=(f \circ \alpha)\left(\alpha^{-1}(\boldsymbol{x})\right)$ ). Note that an $n$-Bernoulli- $\lambda$-EDA $A$ is a black-box algorithm, as it samples $\lambda$ bit strings every iteration, which can trivially be sequentialized. The probability vector $\boldsymbol{p}$ of $A$ is implicitly captured in the history of search points $X^{(i)}(A, f)$, where those with
indices $i \in\{\lambda t, \ldots, \lambda(t+1)-1\}$ share the same distribution, which is $\boldsymbol{p}^{(t)}$. We now focus on an invariance property of the update scheme of an $n$-Bernoulli- $\lambda$-EDA.

Definition 5.3 ( $\mathcal{H}$-Invariance). Let $A$ be an $n$-Bernoulli- $\lambda$-EDA with update scheme $\varphi$, and let $\mathcal{H}$ be a family of bijections over $[0,1]^{n}$ with fixed point $\mathbf{1 / 2}$ such that, for all $h \in \mathcal{H}$, it holds that $h^{-1} \in \mathcal{H}$. We say that $A$ is $\mathcal{H}$-invariant if and only if, for all $h \in \mathcal{H}$, all fitness functions $f$, all possible frequency vectors $\boldsymbol{p} \in P(A)$, and all offspring populations $D$ that can be sampled by $\boldsymbol{p}$, it holds that

$$
h\left(\varphi\left(\boldsymbol{p},(\boldsymbol{x}, f(\boldsymbol{x}))_{\boldsymbol{x} \in D}\right)\right)=\varphi\left(h(\boldsymbol{p}),(h(\boldsymbol{x}), f(\boldsymbol{x}))_{\boldsymbol{x} \in D}\right) .
$$

Note that the right-hand side of this equation can be written as

$$
\varphi\left(h(\boldsymbol{p}),\left(\boldsymbol{x},\left(f \circ h^{-1}\right)(\boldsymbol{x})\right)_{\boldsymbol{x} \in h(D)}\right),
$$

that is, $h(\boldsymbol{p})$ can sample $h(D)$ (since $\boldsymbol{p}$ can sample $D$ ). In the following, if $\mathcal{H}$ is the class of all permutations, we call an $\mathcal{H}$-invariant $n$-Bernoulli- $\lambda$-EDA $A$ permutation-invariant. If $\mathcal{H}$ is the class of all complementations, we call $A$ complementation-invariant. And if $\mathcal{H}$ is the class of all isometric automorphisms, we call $A$ automorphism-invariant. Note that any function in any of these families has $1 / 2$ as a fixed point. This is important in order to ensure that $A$ has an initial distribution that is equally fair to any function $h \in \mathcal{H}$.

- Lemma 5.4. Let $A$ be an $\mathcal{H}$-invariant $n$-Bernoulli- $\lambda$-EDA. Then, for all $h \in \mathcal{H}$, all time steps $t$, and all $\boldsymbol{p}^{(t)} \in P^{(t)}(A)$, we have

$$
h\left(\boldsymbol{p}^{(t)}\right) \in P^{(t)}(A) .
$$

Proof. Let $h$ be any function of $\mathcal{H}$. We prove this lemma by induction over $t$.
For the base case, we have $\boldsymbol{p}^{(0)}=1 / 2$, which is equal to $h(1 / 2)$, since $1 / 2$ is a fixed point for any $h \in \mathcal{H}$. Hence, $h\left(\boldsymbol{p}^{(0)}\right) \in P^{(0)}(A)$.

For the inductive step, we assume that $h\left(\boldsymbol{p}^{(t)}\right) \in P^{(t)}(A)$ holds. We now show that $h\left(\boldsymbol{p}^{(t+1)}\right) \in P^{(t+1)}(A)$ holds. Due to the definition of an $n$-Bernoulli- $\lambda$-EDA, we have that $\boldsymbol{p}^{(t+1)}=\varphi\left(\boldsymbol{p}^{(t)},(\boldsymbol{x}, f(\boldsymbol{x}))_{\boldsymbol{x} \in D}\right)$. And since $A$ is $\mathcal{H}$-invariant, it holds that

$$
h\left(\varphi\left(\boldsymbol{p}^{(t)},(\boldsymbol{x}, f(\boldsymbol{x}))_{\boldsymbol{x} \in D}\right)\right)=\varphi\left(h\left(\boldsymbol{p}^{(t)}\right),(h(\boldsymbol{x}), f(\boldsymbol{x}))_{\boldsymbol{x} \in D}\right) .
$$

Thus, $h\left(\boldsymbol{p}^{(t+1)}\right)=\varphi\left(h\left(\boldsymbol{p}^{(t)}\right),(h(\boldsymbol{x}), f(\boldsymbol{x}))_{\boldsymbol{x} \in D}\right)$. The latter is in $P^{(t+1)}(A)$, since
$h\left(\boldsymbol{p}^{(t)}\right) \in P^{(t)}(A)$ - due to the induction hypothesis -, which is updated by $\varphi$ and, thus, creates an element in $P^{(t+1)}(A)$ by definition.

Lemma 5.4 shows how heavily the update scheme of an $n$-Bernoulli- $\lambda$-EDA is already restricted when assuming that it is invariant. We now state our main theorem, which characterizes when an $n$-Bernoulli- $\lambda$-EDA is unbiased. Recall that we defined $\widehat{\alpha}$ to be the unique extension of a Hamming automorphism $\alpha$ after Lemma 5.1.

Theorem 5.5. Let $A$ be an $n$-Bernoulli- $\lambda$-EDA. Then the following are equivalent:

1. $A$ is unbiased.
2. For all fitness functions $f$, all isometric automorphisms $\widehat{\alpha}$, and all $t \in \mathrm{~N}$, it holds that

$$
\begin{equation*}
\boldsymbol{p}^{(t)}(A, f)=\widehat{\alpha}\left(\boldsymbol{p}^{(t)}(A, f \circ \alpha)\right) . \tag{5.4}
\end{equation*}
$$

3. $A$ is automorphism-invariant.
4. $A$ is permutation- and complementation-invariant.

Proof. (1) $\Rightarrow$ (2). Let $f$ be any fitness function, and let $\widehat{\alpha}$ be any isometric automorphism. Note that $\alpha\left(X^{(i)}(A, f \circ \alpha)\right)=\widehat{\alpha}\left(X^{(i)}(A, f \circ \alpha)\right)$, since $\widehat{\alpha}$ maps bit strings to bit strings, according to Lemma 5.1.

As mentioned before, the random variables $X^{(i)}(A, f)$ with indices $i \in\{\lambda t, \ldots$, $\lambda(t+1)-1\}$ follow the same distribution, which is $\boldsymbol{p}^{(t)}$. This means that $\boldsymbol{p}^{(t)}(A, f)$ describes the distribution of (amongst others) $X^{(\lambda t)}(A, f)$, as $A$ samples bit strings according to its frequency vector, due to the definition of an $n$-Bernoulli- $\lambda$-EDA.

Since we assume that $A$ is unbiased, the random variable $X^{(\lambda t)}(A, f)$ is equal to $\widehat{\alpha}\left(X^{(\lambda t)}(A, f \circ \alpha)\right)$ for any $t$, and, thus, their distributions are equal as well. This means that equation (5.4) holds.
$(1) \Leftarrow(2)$. Since equation (5.4) holds and since $\boldsymbol{p}^{(t)}(A, f)$ and $\boldsymbol{p}^{(t)}(A, f \circ \alpha)$ describe distributions over bit strings, it follows that $X^{(\lambda t)}(A, f)=\widehat{\alpha}\left(X^{(\lambda t)}(A, f \circ \alpha)\right)$ for all $t$.

Due to an $n$-Bernoulli- $\lambda$-EDA sampling $\lambda$ individuals every iteration, it follows that $X^{(\lambda t)}(A, f)$ is equal to $X^{(i)}(A, f)$, where $i \in\{\lambda t+1, \ldots, \lambda(t+1)-1\}$. This shows equation (5.3) for the remaining indices $i$ and completes this direction.
(2) $\Rightarrow$ (3). Let $f$ be any fitness function, let $\widehat{\alpha}$ be any isometric isomorphism, let $t \in \mathbf{N}$ be any iteration, let $\boldsymbol{p}^{(t)}=\boldsymbol{p}^{(t)}(A, f)$, and let $\widetilde{\boldsymbol{p}}^{(t)}=\boldsymbol{p}^{(t)}(A, f \circ \alpha)$. Note that due to the definition of $P(A)$, we cover all $\boldsymbol{p} \in P(A)$ by choosing an arbitrary $t$ and considering $\boldsymbol{p}^{(t)}$. We now show that $A$ is automorphism-invariant.

Since equation (5.4) holds, we have that $\boldsymbol{p}^{(t+1)}=\widehat{\alpha}\left(\widetilde{\boldsymbol{p}}^{(t+1)}\right)$. Due to the definition of an update, this means that

$$
\begin{equation*}
\varphi\left(\boldsymbol{p}^{(t)},(\boldsymbol{x}, f(\boldsymbol{x}))_{\boldsymbol{x} \in D}\right)=\widehat{\alpha}\left(\varphi\left(\widetilde{\boldsymbol{p}}^{(t)},(\boldsymbol{x},(f \circ \alpha)(\boldsymbol{x}))_{\boldsymbol{x} \in \widetilde{D}}\right)\right), \tag{5.5}
\end{equation*}
$$

where $D$ should be sampled by $\boldsymbol{p}^{(t)}$ and $\widetilde{D}$ should be sampled by $\widetilde{\boldsymbol{p}}^{(t)}$.
Due to equation (5.4), we further have that $\boldsymbol{p}^{(t)}=\widehat{\alpha}\left(\widetilde{\boldsymbol{p}}^{(t)}\right)$, which is equivalent to $\widehat{\alpha}^{-1}\left(\boldsymbol{p}^{(t)}\right)=\widetilde{\boldsymbol{p}}^{(t)}$, since $\widehat{\alpha}$ is invertible.

Substituting this into equation (5.5) and inverting $\widehat{\alpha}$ leads to

$$
\widehat{\alpha}^{-1}\left(\varphi\left(\boldsymbol{p}^{(t)},(\boldsymbol{x}, f(\boldsymbol{x}))_{\boldsymbol{x} \in D}\right)\right)=\varphi\left(\widehat{\alpha}^{-1}\left(\boldsymbol{p}^{(t)}\right),(\boldsymbol{x},(f \circ \alpha)(\boldsymbol{x}))_{\boldsymbol{x} \in \widetilde{D}}\right) .
$$

Note that $\widetilde{D}=\widehat{\alpha}^{-1}(D)$, since $\widetilde{\boldsymbol{p}}^{(t)}=\widehat{\alpha}^{-1}\left(\boldsymbol{p}^{(t)}\right)$, and that $f \circ \alpha=f \circ \widehat{\alpha}$, since $\alpha$ and $\widehat{\alpha}$ are equal on bit strings. Thus, the above equation is equivalent to $A$ being automorphism-invariant, as we discussed after Definition 5.3.
$(3) \Rightarrow(2)$. For this direction, we use the same notation as in the previous direction. We now show that equation (5.4) holds for all $t$.

For the base case, we have $\boldsymbol{p}^{(0)}=\widetilde{\boldsymbol{p}}^{(0)}=1 / 2$ by the initialization step of an $n$-Bernoulli- $\lambda$-EDA. Permutations obviously do not change this equality, since all frequencies are the same. Complementations also do not change anything, since $1-1 / 2=1 / 2$. Hence, $\boldsymbol{p}^{(0)}=\widehat{\alpha}\left(\widetilde{\boldsymbol{p}}^{(0)}\right)$, as we desire.

For the inductive step, we assume that equation (5.4) holds up to a $t \in \mathbf{N}$, which is equivalent to $\widehat{\alpha}^{-1}\left(\boldsymbol{p}^{(t)}\right)=\widetilde{\boldsymbol{p}}^{(t)}$. When making an update, we get

$$
\begin{aligned}
\widetilde{\boldsymbol{p}}^{(t+1)} & =\varphi\left(\widetilde{\boldsymbol{p}}^{(t)},(\boldsymbol{x},(f \circ \alpha)(\boldsymbol{x}))_{\boldsymbol{x} \in \alpha^{-1}(D)}\right) \\
& =\varphi\left(\widehat{\alpha}^{-1}\left(\boldsymbol{p}^{(t)}\right),\left(\alpha^{-1}(\boldsymbol{x}), f(\boldsymbol{x})\right)_{\boldsymbol{x} \in D}\right),
\end{aligned}
$$

where $D$ is a random variable denoting an offspring population that can be sampled by $\boldsymbol{p}^{(t)}$, and where we used the induction hypothesis and that ( $f \circ$ $\alpha)\left(\alpha^{-1}(\boldsymbol{x})\right)=f(\boldsymbol{x})$.

Since $A$ is automorphism-invariant, we can pull $\widehat{\alpha}^{-1}$ in front of $\varphi$. Hence, we
get

$$
\varphi\left(\widehat{\alpha}^{-1}\left(\boldsymbol{p}^{(t)}\right),\left(\alpha^{-1}(\boldsymbol{x}), f(\boldsymbol{x})\right)_{\boldsymbol{x} \in D}\right)=\widehat{\alpha}^{-1}\left(\varphi\left(\boldsymbol{p}^{(t)},(\boldsymbol{x}, f(\boldsymbol{x}))_{\boldsymbol{x} \in D}\right)\right),
$$

which is equivalent to $\widetilde{\boldsymbol{p}}^{(t+1)}$, as we have seen previously.
Substituting $\varphi\left(\boldsymbol{p}^{(t)},(\boldsymbol{x}, f(\boldsymbol{x}))_{\boldsymbol{x} \in D}\right)$ with $\boldsymbol{p}^{(t+1)}$, we get

$$
\widetilde{\boldsymbol{p}}^{(t+1)}=\widehat{\alpha}^{-1}\left(\boldsymbol{p}^{(t+1)}\right) \Leftrightarrow \boldsymbol{p}^{(t+1)}=\widehat{\alpha}\left(\widetilde{\boldsymbol{p}}^{(t+1)}\right),
$$

which is what we wanted to show.
$(3) \Rightarrow(4)$. This direction is trivial, since every permutation and every complementation is an isometric automorphism.
(4) $\Rightarrow$ (3). Let $\widehat{\alpha}$ be any isometric automorphism, and let $f$ be any fitness function. Let $\sigma$ be a permutation and $\chi$ be a complementation such that $\widehat{\alpha}=\chi \circ \sigma$.

Since $A$ is permutation-invariant, we get, for any $\boldsymbol{p} \in P(A)$ and any $D$ sampled by $\boldsymbol{p}$, that

$$
\begin{aligned}
\sigma\left(\varphi\left(\boldsymbol{p},(\boldsymbol{x}, f(\boldsymbol{x}))_{\boldsymbol{x} \in D}\right)\right) & =\varphi\left(\sigma(\boldsymbol{p}),(\sigma(\boldsymbol{x}), f(\boldsymbol{x}))_{\boldsymbol{x} \in D}\right) \\
& =\varphi\left(\sigma(\boldsymbol{p}),\left(\boldsymbol{x},\left(f \circ \sigma^{-1}\right)(\boldsymbol{x})\right)_{\boldsymbol{x} \in \sigma(D)}\right),
\end{aligned}
$$

where $\sigma(\boldsymbol{p}) \in P(A)$, due to Lemma 5.4, and $\sigma(D)$ is an offspring population that can be sampled by $\sigma(\boldsymbol{p})$. Thus, since $A$ is also complementation-invariant and since $\left(f \circ \sigma^{-1}\right)$ is also a fitness function, we get

$$
\begin{aligned}
\chi\left(\varphi\left(\sigma(\boldsymbol{p}),\left(\boldsymbol{x},\left(f \circ \sigma^{-1}\right)(\boldsymbol{x})\right)_{\boldsymbol{x} \in \sigma(D)}\right)\right) & =\varphi\left(\chi(\sigma(\boldsymbol{p})),\left(\chi(\boldsymbol{x}),\left(f \circ \sigma^{-1}\right)(\boldsymbol{x})\right)_{\boldsymbol{x} \in \sigma(D)}\right) \\
& =\varphi\left(\chi(\sigma(\boldsymbol{p})),(\chi(\sigma(\boldsymbol{x})), f(\boldsymbol{x}))_{\boldsymbol{x} \in D}\right) \\
& =\varphi\left(\widehat{\alpha}(\boldsymbol{p}),(\alpha(\boldsymbol{x}), f(\boldsymbol{x}))_{\boldsymbol{x} \in D}\right) .
\end{aligned}
$$

We now combine both cases and get

$$
\begin{aligned}
\widehat{\alpha}\left(\varphi\left(\boldsymbol{p},(\boldsymbol{x}, f(\boldsymbol{x}))_{\boldsymbol{x} \in D}\right)\right) & =\chi\left(\sigma\left(\varphi\left(\boldsymbol{p},(\boldsymbol{x}, f(\boldsymbol{x}))_{\boldsymbol{x} \in D}\right)\right)\right) \\
& =\varphi\left(\widehat{\alpha}(\boldsymbol{p}),(\alpha(\boldsymbol{x}), f(\boldsymbol{x}))_{\boldsymbol{x} \in D}\right),
\end{aligned}
$$

which means that $A$ is automorphism-invariant.
Overall, we showed all equivalences that we stated.
Theorem 5.5 only considers $n$-Bernoulli- $\lambda$-EDAs without a margin. However,
we would like to note that imposing a margin via equation (4.2) onto an unbiased $n$-Bernoulli- $\lambda$-EDA $A$ leaves it unbiased. The reason for this is that equation (4.2) can be interpreted as a new update scheme of another $n$-Bernoulli- $\lambda$-EDA $A^{\prime}$ with no externally imposed margin. Since a margin $b$ is the same for all positions and affects 0 and 1 in a symmetric fashion (it limits the frequencies to $[b, 1-b]^{n}$ ), Lemma 5.4 still applies. Hence, $A^{\prime}$ is still automorphism-invariant (since $A$ is by assumption) and, due to Theorem 5.5, it is unbiased.

### 5.4 Decomposability

Theorem 5.5 characterizes the unbiasedness for all $n$-Bernoulli- $\lambda$-EDAs, that is, its statement is very general, and some of the requirements may be difficult to check. Common $n$-Bernoulli- $\lambda$-EDAs have a more specific update scheme than the one presented in the framework (Algorithm 1). Thus, we can give more precise statements on unbiasedness if we focus on meaningful subsets of update schemes.

In the following, we consider decomposable EDAs (Definition 4.1). Within this class, we look at singularly decomposable EDAs and such that we call selfcomplementary (Definition 5.8). The former (which includes all locally updating algorithms) are permutation-invariant, the latter are complementation-invariant. Hence, an algorithm having both properties is unbiased.

- Theorem 5.6. Let $A$ be a decomposable $n$-Bernoulli- $\lambda$-EDA. Then the following are equivalent:

1. $A$ is singularly decomposable.
2. $A$ is permutation-invariant.

Proof. (1) $\Rightarrow$ (2). Let $\dot{\varphi}$ denote the update function used by $A$ for every frequency, and let $\sigma$ be any permutation. Consider that $\sigma$ maps position $i$ to position $j$.

Since $A$ is singularly decomposable, we get

$$
\begin{aligned}
\varphi\left(\sigma(\boldsymbol{p}),(\sigma(\boldsymbol{x}), f(\boldsymbol{x}))_{\boldsymbol{x} \in D}\right)_{j} & =\dot{\varphi}\left(\sigma(\boldsymbol{p})_{j},\left(\sigma(\boldsymbol{x})_{j}, f(\boldsymbol{x})\right)_{\boldsymbol{x} \in D}\right) \\
& =\dot{\varphi}\left(\boldsymbol{p}_{i},\left(\boldsymbol{x}_{i}, f(\boldsymbol{x})\right)_{\boldsymbol{x} \in D}\right)=\sigma\left(\varphi\left(\boldsymbol{p},(\boldsymbol{x}, f(\boldsymbol{x}))_{\boldsymbol{x} \in D}\right)\right)_{j}
\end{aligned}
$$

And since $i$ and $j$ are arbitrary, it follows that $A$ is permutation-invariant.
$(2) \Rightarrow(1)$. We prove this direction by contraposition. Hence, assume that $A$ is not singularly decomposable. Since $A$ is still decomposable, there exist at least two different update functions $\dot{\varphi}_{i}$ and $\dot{\varphi}_{j}$.

Let $f^{*}$ be a fitness function, $\boldsymbol{p}^{*} \in P(A)$ a possible frequency vector, and $D^{*}$ an offspring population that can be sampled by $\boldsymbol{p}^{*}$ such that

$$
\begin{equation*}
\dot{\varphi}_{i}\left(\boldsymbol{p}_{i}^{*},\left(\boldsymbol{x}_{i}, f^{*}(\boldsymbol{x})\right)_{\boldsymbol{x} \in D^{*}}\right) \neq \dot{\varphi}_{j}\left(\boldsymbol{p}_{i}^{*},\left(\boldsymbol{x}_{i}, f^{*}(\boldsymbol{x})\right)_{\boldsymbol{x} \in D^{*}}\right) . \tag{5.6}
\end{equation*}
$$

Note that only the index of $\dot{\varphi}$ changes, since the functions are different for the same input.

Let $\sigma^{*}$ be a permutation that maps $i$ to $j$. Similar to the direction before, we have

$$
\begin{aligned}
\sigma^{*}\left(\varphi\left(\boldsymbol{p}^{*},\left(\boldsymbol{x}, f^{*}(\boldsymbol{x})\right)_{\boldsymbol{x} \in D^{*}}\right)\right)_{j} & =\dot{\varphi}_{i}\left(\boldsymbol{p}_{i}^{*},\left(\boldsymbol{x}_{i}, f^{*}(\boldsymbol{x})\right)_{\boldsymbol{x} \in D^{*}}\right) \text { and } \\
\varphi\left(\sigma^{*}\left(\boldsymbol{p}^{*}\right),\left(\sigma^{*}(\boldsymbol{x}), f^{*}(\boldsymbol{x})\right)_{\boldsymbol{x} \in D^{*}}\right)_{j} & =\dot{\varphi}_{j}\left(\boldsymbol{p}_{i}^{*},\left(\boldsymbol{x}_{i}, f^{*}(\boldsymbol{x})\right)_{\boldsymbol{x} \in D^{*}}\right) .
\end{aligned}
$$

Using inequality (5.6), we get by combining the two above equations that

$$
\sigma^{*}\left(\varphi\left(\boldsymbol{p}^{*},\left(\boldsymbol{x}, f^{*}(\boldsymbol{x})\right)_{\boldsymbol{x} \in D^{*}}\right)\right)_{j} \neq \varphi\left(\sigma^{*}\left(\boldsymbol{p}^{*}\right),\left(\sigma^{*}(\boldsymbol{x}), f^{*}(\boldsymbol{x})\right)_{\boldsymbol{x} \in D^{*}}\right)_{j}
$$

which means that $A$ is not permutation-invariant. This concludes the proof.
Theorem 5.6 provides a very strong guideline for creating $n$-Bernoulli- $\lambda$ EDAs: if your algorithm should be decomposable and unbiased, then it has to be singularly decomposable. This statement is helpful, since it is not hard to come up with a singularly decomposable $n$-Bernoulli- $\lambda$-EDA. But it also tells us that there is no sense in trying any more complicated update schemes if we want a decomposable one. A question that might now be asked is whether unbiasedness implies decomposability. If so, we would know that only singularly decomposable $n$-Bernoulli- $\lambda$-EDAs could be unbiased. Unfortunately, there exist algorithms that are not decomposable but still unbiased, as we will argue next.

### 5.4.1 An Unbiased Non-decomposable EDA

The idea of the algorithm we are going to present is the following: the update scheme is closely related to the one of the $\lambda$-MMAS ${ }_{\text {IB }}$. However, the parameter $\rho$ is adaptive with respect to the current frequency vector. The more each frequency
is away from its center $1 / 2$, the greater $\rho$ gets. This means that the step size is increasing the further the algorithm commits to a certain direction for its frequencies. Formally, for any $\rho \in[0,1]$ and any frequency vector $\boldsymbol{p}$, let

$$
\rho_{p}=\rho\left(\frac{1}{2}+\frac{1}{n} \sum_{k=1}^{n}\left|\boldsymbol{p}_{k}-\frac{1}{2}\right|\right) .
$$

Consider the following update scheme:

$$
\begin{equation*}
\varphi\left(\boldsymbol{p},(\boldsymbol{x}, f(\boldsymbol{x}))_{\boldsymbol{x} \in D}\right)_{i}=\left(1-\rho_{\boldsymbol{p}}\right) \boldsymbol{p}_{i}+\boldsymbol{x}_{i}^{(1)} \cdot \rho_{\boldsymbol{p}}, \tag{5.7}
\end{equation*}
$$

where $\boldsymbol{x}^{(1)}$ - the individual of rank 1 - is determined uniformly at random in the case of ties. Note that an $n$-Bernoulli- $\lambda$-EDA with such an update scheme is not decomposable, as $\rho_{p}$ uses all frequencies.

- Proposition 5.7. Let $A$ be the $n$-Bernoulli- $\lambda$-EDA with update scheme $\varphi$ as given in equation (5.7). Then $A$ is unbiased.

Proof. We use Theorem 5.5 and show that $A$ is permutation- and complementationinvariant.

We start by showing that $A$ is permutation-invariant. For this, let $\sigma$ be an arbitrary permutation that maps position $i$ to position $j$. We get

$$
\begin{aligned}
\sigma\left(\varphi\left(\boldsymbol{p},(\boldsymbol{x}, f(\boldsymbol{x}))_{\boldsymbol{x} \in D}\right)\right)_{j} & =\left(1-\rho_{\boldsymbol{p}}\right) \boldsymbol{p}_{i}+\boldsymbol{x}_{i}^{(1)} \cdot \rho_{\boldsymbol{p}} \\
& =\left(1-\rho_{\sigma(\boldsymbol{p})}\right) \sigma(\boldsymbol{p})_{j}+\sigma\left(\boldsymbol{x}^{(1)}\right)_{j} \cdot \rho_{\sigma(\boldsymbol{p})} \\
& =\varphi\left(\sigma(\boldsymbol{p}),(\sigma(\boldsymbol{x}), f(\boldsymbol{x}))_{\boldsymbol{x} \in D}\right)_{j},
\end{aligned}
$$

as we can re-order the summands in $\rho_{p}$ without changing its value.
Note that the updates $\sigma\left(\varphi\left(\boldsymbol{p},(\boldsymbol{x}, f(\boldsymbol{x}))_{\boldsymbol{x} \in D}\right)\right)$ and $\varphi\left(\sigma(\boldsymbol{p}),(\sigma(\boldsymbol{x}), f(\boldsymbol{x}))_{\boldsymbol{x} \in D}\right)$ are both random variables. Thus, $\boldsymbol{x}^{(1)}$ does not necessarily have to denote the same individual when looking at both cases. However, due to our assumptions on $\boldsymbol{x}^{(1)}$, we do not have to consider it changing in-between the equations, since $\boldsymbol{x}^{(1)}$ and $\sigma\left(\boldsymbol{x}^{(1)}\right)$ both have fitness $f\left(\boldsymbol{x}^{(1)}\right)$ and, thus, get chosen for an update with equal probability in both cases. This shows that $A$ is permutation-invariant.

We now show that $A$ is complementation-invariant. For this, let $\chi$ be an arbitrary complementation. Note that $\left|\chi(\boldsymbol{p})_{k}-1 / 2\right|=\left|\boldsymbol{p}_{k}-1 / 2\right|$ and, thus, $\rho_{p}=\rho_{\chi(\boldsymbol{p})}$.

Consider that $\chi$ takes the complement at position $i$; the other case of $\chi$ not changing anything at position $i$ can be shown analogously and more easily. Thus, we get

$$
\begin{aligned}
\varphi\left(\chi(\boldsymbol{p}),(\chi(\boldsymbol{x}), f(\boldsymbol{x}))_{\boldsymbol{x} \in D}\right)_{i} & =\left(1-\rho_{\chi(\boldsymbol{p})}\right) \chi(\boldsymbol{p})_{i}+\chi\left(\boldsymbol{x}^{(1)}\right)_{i} \cdot \rho_{\chi(\boldsymbol{p})} \\
& =\left(1-\rho_{\boldsymbol{p}}\right)\left(1-\boldsymbol{p}_{i}\right)+\left(1-\boldsymbol{x}_{i}^{(1)}\right) \cdot \rho_{\boldsymbol{p}} \\
& =1-\rho_{\boldsymbol{p}}-\left(1-\rho_{\boldsymbol{p}}\right) \boldsymbol{p}_{i}+\rho_{\boldsymbol{p}}-\boldsymbol{x}_{i}^{(1)} \cdot \rho_{\boldsymbol{p}} \\
& =1-\left(\left(1-\rho_{\boldsymbol{p}}\right) \boldsymbol{p}_{i}+\boldsymbol{x}_{i}^{(1)} \cdot \rho_{\boldsymbol{p}}\right) \\
& =\chi\left(\varphi\left(\boldsymbol{p},(\boldsymbol{x}, f(\boldsymbol{x}))_{\boldsymbol{x} \in D}\right)\right)_{i},
\end{aligned}
$$

which means that $A$ is complementation-invariant. This completes the proof.
The update scheme presented in equation (5.7) uses the entire frequency vector to update any frequency $\boldsymbol{p}_{i}$, but it only uses the $i$-th bit for each individual in the offspring population $D$. Thus, it may be that an operator that makes use of $D$ in a non-bit-wise manner might make the algorithm biased. However, there exist operators that use $D$ entirely and still result in unbiased algorithms.

One example is the operator $s(D)$, which we will define after introducing the following auxiliary function (for $i \in[n]$ ):

$$
s(D, i)= \begin{cases}1 & \text { if } \sum_{\boldsymbol{x} \in D} \boldsymbol{x}_{i} \in\{0, \lambda\} \\ 0 & \text { otherwise }\end{cases}
$$

Note that $s(D, i)$ is 1 if and only if all individuals have the same value at index $i$; otherwise, it is 0 . Now, let $s(D)=(1 / n) \sum_{k=1}^{n} s(D, k)$. Consider the update scheme

$$
\begin{equation*}
\varphi\left(\boldsymbol{p},(\boldsymbol{x}, f(\boldsymbol{x}))_{\boldsymbol{x} \in D}\right)_{i}=(1-\rho \cdot s(D)) \boldsymbol{p}_{i}+\boldsymbol{x}_{i}^{(1)} \cdot \rho \cdot s(D) . \tag{5.8}
\end{equation*}
$$

Analogous to Proposition 5.7, this update scheme is unbiased. Essentially, this boils down to $s(D)$ being permutation- and complementation-invariant.

Finally, one can combine the update schemes of equations (5.7) and (5.8), and the resulting $n$-Bernoulli- $\lambda$-EDA is still unbiased. Thus, the class of unbiased decomposable $n$-Bernoulli- $\lambda$-EDAs is a proper subset of the class of all unbiased $n$ -Bernoulli- $\lambda$-EDAs. However, many theoretically analyzed $n$-Bernoulli- $\lambda$-EDAs such as the ones in Section 4.3 - are singularly decomposable.

### 5.4.2 Unbiased Decomposable EDAs

We now look at complementation invariance for decomposable $n$-Bernoulli- $\lambda$ EDAs. For this, we define the following property.

Definition 5.8 (Self-Complementarity). Let $A$ be a singularly decomposable $n$-Bernoulli- $\lambda$-EDA with update scheme $\varphi$, using the update function $\dot{\varphi}$. We say that $A$ is self-complementary if and only if, for all fitness functions $f$, all possible frequency vectors $\boldsymbol{p} \in P(A)$, all offspring populations $D$ that can be sampled by $\boldsymbol{p}$, and all indices $i$, we have

$$
1-\dot{\varphi}\left(\boldsymbol{p}_{i},\left(\boldsymbol{x}_{i}, f(\boldsymbol{x})\right)_{\boldsymbol{x} \in D}\right)=\dot{\varphi}\left(1-\boldsymbol{p}_{i},\left(1-\boldsymbol{x}_{i}, f(\boldsymbol{x})\right)_{\boldsymbol{x} \in D}\right) .
$$

The update of a self-complementary $n$-Bernoulli- $\lambda$-EDA works in the following way: increasing or decreasing a frequency at index $i$ (the probability to sample a 1) is the same as decreasing or increasing, respectively, the complement of the frequency (the probability to sample a 0 ) in the same manner as the frequency would if all the bits at index $i$ were inverted. This means that the scheme for decreasing follows from the scheme of increasing or vice versa. We can now state the following theorem.

- Theorem 5.9. Let $A$ be a singularly decomposable $n$-Bernoulli- $\lambda$-EDA. Then the following are equivalent:

1. $A$ is complementation-invariant.
2. $A$ is self-complementary.

Proof. (1) $\Rightarrow$ (2). This direction trivially follows from Definition 5.3 by applying Definition 4.1 and using the complementation such that for all $i, \chi(\boldsymbol{p})_{i}=1-\boldsymbol{p}_{i}$.
(2) $\Rightarrow$ (1). The update scheme $\varphi$ is per component equal to $\dot{\varphi}$ by Definition 4.1 for any $i$. Thus, we can consider an arbitrary $i$. For any complementation $\chi$ with $\chi(\boldsymbol{p})_{i}=\boldsymbol{p}_{i}$, the equation in Definition 5.3 trivially holds. Thus, only the case $\chi(\boldsymbol{p})_{i}=1-\boldsymbol{p}_{i}$ needs to be considered, which holds by the assumption of point 2 .

For a singularly decomposable $n$-Bernoulli- $\lambda$-EDA, checking complementationinvariance is very straightforward. We can now give a more specific characterization of unbiasedness.

- Corollary 5.10. Let $A$ be a decomposable $n$-Bernoulli- $\lambda$-EDA. Then the following are equivalent:

1. $A$ is unbiased.
2. $A$ is singularly decomposable and self-complementary.

Proof. We show that point 2 is equivalent to $A$ being permutation- and comple-mentation-invariant. Theorem 5.5 then yields the equivalence to point 1.

Due to Theorem 5.6, $A$ being singularly decomposable is equivalent to it being permutation-invariant; and due to Theorem 5.9, being self-complementary is equivalent to being complementation-invariant. This finishes the proof.

## Examples of unbiased decomposable EDAs

We now apply Corollary 5.10 to some of the algorithms mentioned in Section 4.3 to prove their unbiasedness. We discuss the remaining algorithms in the next section.

- Theorem 5.11. The PBIL, the UMDA, and the $\lambda$-MMAS IB $_{\text {IB }}$ are unbiased.

Proof. We only show that the PBIL is unbiased, since the UMDA and the $\lambda$-MMAS IB are special instances of it. Note that the PBIL is singularly decomposable. Thus, we only show that it is complementation-invariant. Then applying Corollary 5.10 finishes the proof.

In the following, let $\dot{\varphi}$ denote the update function that PBIL uses for its update scheme. Further, recall that we assume a uniform tie-breaking rule, that is, if there is a tie in fitness, the winner is determined uniformly at random. Hence, for any fitness function $f$ and any Hamming automorphism $\alpha$, if an individual $\boldsymbol{x}$ is the winner of a tie-break using $f, \alpha(\boldsymbol{x})$ will be the winner of a tie-break using $f \circ \alpha^{-1}$ with equal probability.

$$
\begin{aligned}
\dot{\varphi}\left(1-\boldsymbol{p}_{i},\left(1-\boldsymbol{x}_{i}, f(\boldsymbol{x})\right)_{\boldsymbol{x} \in D}\right) & =(1-\rho)\left(1-\boldsymbol{p}_{i}\right)+\rho \frac{\sum_{k=1}^{\mu}\left(1-\boldsymbol{x}_{i}^{(k)}\right)}{\mu} \\
& =1-\rho-(1-\rho) \boldsymbol{p}_{i}+\rho\left(\frac{\mu}{\mu}-\frac{\sum_{k=1}^{\mu} \boldsymbol{x}_{i}^{(k)}}{\mu}\right) \\
& =1-\left((1-\rho) \boldsymbol{p}_{i}+\rho \frac{\sum_{k=1}^{\mu} \boldsymbol{x}_{i}^{(k)}}{\mu}\right)
\end{aligned}
$$

$$
=1-\dot{\varphi}\left(\boldsymbol{p}_{i},\left(\boldsymbol{x}_{i}, f(\boldsymbol{x})\right)_{\boldsymbol{x} \in D}\right) .
$$

Note that $1-\boldsymbol{x}^{(k)}$ and $\boldsymbol{x}^{(k)}$ have the same rank with equal probability, due to uniform tie-breaking. Thus, the equalities shown above hold.

### 5.5 Locally Updating EDAs

Last, we look at locally updating $n$-Bernoulli- $\lambda$-EDAs. In Theorem 5.11, we skipped the cGA. We did so because it is locally updating and, thus, its update schemes can be expressed very concisely. Hence, we want to give a characterization that is even easier to check than the one given in Corollary 5.10. Note that all locally updating $n$-Bernoulli- $\lambda$-EDAs are singularly decomposable by definition and, hence, already permutation-invariant by Theorem 5.6. We focus on a subclass of algorithms that move symmetrically and show that this property is equivalent to being complementation-invariant and, thus, unbiased.

- Definition 5.12 (Symmetrical Movement). Let $A$ be a locally updating $n$ -Bernoulli- $\lambda$-EDA. We say that $A$ moves symmetrically at position $i \in[n]$ if and only if, for all fitness functions $f$ and all offspring populations $D$ that can be sampled by a frequency vector from $P(A)$, it holds that $P_{i}(A)=\{1 / 2\}$ or that

$$
\begin{equation*}
\operatorname{flip}\left(\operatorname{move}\left(\left(\boldsymbol{x}_{i}, f(\boldsymbol{x})\right)_{\boldsymbol{x} \in D}\right)_{i}\right)=\operatorname{move}\left(\left(1-\boldsymbol{x}_{i}, f(\boldsymbol{x})\right)_{x \in D}\right)_{i} \tag{5.9}
\end{equation*}
$$

where flip: $\{$ up, stay, down $\} \rightarrow\{$ up, stay, down $\}$ swaps $>$ up < and $>$ down< and maps >stay< to >stay<.

If $A$ moves symmetrically at all positions $i \in[n]$, we say that it moves symmetrically.

A symmetrically moving $n$-Bernoulli- $\lambda$-EDA moves a frequency into the opposite direction if all the bits for an update at this position are flipped.

- Theorem 5.13. Let $A$ be a locally updating $n$-Bernoulli- $\lambda$-EDA. Then the following are equivalent:

1. $A$ is complementation-invariant.
2. A moves symmetrically.

Proof. We show that being self-complementary (Definition 5.8; here denoted by (S)) is equivalent to $A$ moving symmetrically (this theorem's point 2). The equivalence to $A$ being complementation-invariant then follows by applying Theorem 5.9. In the following, we always consider any $i \in[n]$.
(S) $\Rightarrow$ (2). We assume that $P_{i}(A) \supset\{1 / 2\}$ and show that equation (5.9) holds. For this, let $v_{i}=\operatorname{move}\left(\left(\boldsymbol{x}_{i}, f(\boldsymbol{x})\right)_{\boldsymbol{x} \in D}\right)$, and let $\bar{v}_{i}=\operatorname{move}\left(\left(1-\boldsymbol{x}_{i}, f(\boldsymbol{x})\right)_{\boldsymbol{x} \in D}\right)$. We make a case distinction with respect to $v_{i}$.

First, assume that $v_{i}=$ up. Then, $1-\dot{\varphi}\left(\boldsymbol{p}_{i},\left(\boldsymbol{x}_{i}, f(\boldsymbol{x})\right)_{\boldsymbol{x} \in D}\right)=1-\operatorname{set}\left(\boldsymbol{p}_{i}\right)$ by assumption and the definition of a locally updating $n$-Bernoulli- $\lambda$-EDA. Further, since we assume that $A$ is self-complementary, we have

$$
1-\dot{\varphi}\left(\boldsymbol{p}_{i},\left(\boldsymbol{x}_{i}, f(\boldsymbol{x})\right)_{\boldsymbol{x} \in D}\right)=\dot{\varphi}\left(1-\boldsymbol{p}_{i},\left(1-\boldsymbol{x}_{i}, f(\boldsymbol{x})\right)_{\boldsymbol{x} \in D}\right)
$$

and, thus, $1-\operatorname{set}\left(\boldsymbol{p}_{i}\right)=\dot{\varphi}\left(1-\boldsymbol{p}_{i},\left(1-\boldsymbol{x}_{i}, f(\boldsymbol{x})\right)_{\boldsymbol{x} \in D}\right)$.
We now make a case distinction with respect to $\bar{v}_{i}$ in the update on the righthand side. For $\overline{\boldsymbol{v}}_{i}=\mathrm{up}$, we get $\dot{\varphi}\left(1-\boldsymbol{p}_{i},\left(1-\boldsymbol{x}_{i}, f(\boldsymbol{x})\right)_{\boldsymbol{x} \in D}\right)=\operatorname{set}\left(1-\boldsymbol{p}_{i}\right)$ and, thus, $1-\operatorname{set}\left(\boldsymbol{p}_{i}\right)=\operatorname{set}\left(1-\boldsymbol{p}_{i}\right)$, which is only true if $\operatorname{set}\left(\boldsymbol{p}_{i}\right)=\boldsymbol{p}_{i}$. Now, $1 / 2$ is not a fixed point of $>$ set< due our assumption of $P_{i}(A) \supset\{1 / 2\}$. Note that $D$ as well as its bit-wise complement can be sampled in iteration 0 , that is, when $\boldsymbol{p}^{(0)}=1 / 2$, especially $\boldsymbol{p}_{i}^{(0)}=1 / 2$. Since $>$ move $<$ decides independent of $\boldsymbol{p}_{i}$ in which direction to move, $\bar{v}_{i}$ cannot be >up<, because that would contradict $A$ being complementation-invariant in iteration 0: $\boldsymbol{p}_{i}^{(1)}$ would be greater than $1 / 2$ (since $1 / 2$ is not a fixed point) but so would $\widetilde{\boldsymbol{p}}_{i}^{(1)}$ (the update of $\boldsymbol{p}^{(0)}$ with respect to the bit-wise complement of $D$ ). However, $\widetilde{\boldsymbol{p}}_{i}^{(0)}$ had to be smaller than $1 / 2$.

For $\bar{v}_{i}=\operatorname{stay}$, we get $1-\operatorname{set}\left(\boldsymbol{p}_{i}\right)=1-\boldsymbol{p}_{i}$, which, again, can only hold if $\operatorname{set}\left(\boldsymbol{p}_{i}\right)=\boldsymbol{p}_{i}$. We can argue analogously to before, the only difference being that $\widetilde{\boldsymbol{p}}_{i}^{(1)}$ would be $1 / 2$, whereas $\boldsymbol{p}_{i}^{(1)}$ would, again, be greater than $1 / 2$, which contradicts $A$ being complementation-invariant.

For $\bar{v}_{i}=\operatorname{down}$, we get $1-\operatorname{set}\left(\boldsymbol{p}_{i}\right)=1-\operatorname{set}\left(1-\left(1-\boldsymbol{p}_{i}\right)\right)$, which is always true. Hence, if $v_{i}=$ up, then $\bar{v}_{i}=$ down.

The other two cases with respect to $v_{i}$ can be done analogously and yield that $\bar{v}_{i}=$ stay if $v_{i}=$ stay, and that $\bar{v}_{i}=$ up if $v_{i}=$ down (always assuming that $\left.P_{i}(A) \supset\{1 / 2\}\right)$. All in all, this results in flip $\left(v_{i}\right)=\bar{v}_{i}$.
$(2) \Rightarrow(\mathbf{S})$. If $P_{i}(A)=\{1 / 2\}, A$ is trivially complementation-invariant for that position, since its only frequency for this position is $1 / 2$, independent of any $D$ sampled.

If $P_{i}(A) \supset\{1 / 2\}$, we show that

$$
1-\dot{\varphi}\left(\boldsymbol{p}_{i},\left(\boldsymbol{x}_{i}, f(\boldsymbol{x})\right)_{\boldsymbol{x} \in D}\right)=\dot{\varphi}\left(1-\boldsymbol{p}_{i},\left(1-\boldsymbol{x}_{i}, f(\boldsymbol{x})\right)_{\boldsymbol{x} \in D}\right) .
$$

We start with the former and make, as before, a case distinction with respect to $v_{i}$. Due to $A$ moving symmetrically, we have flip $\left(v_{i}\right)=\bar{v}_{i}$.

First, assume that $v_{i}=$ up. We then get

$$
\begin{aligned}
1-\dot{\varphi}\left(\boldsymbol{p}_{i},\left(\boldsymbol{x}_{i}, f(\boldsymbol{x})\right)_{\boldsymbol{x} \in D}\right) & =1-\operatorname{set}\left(\boldsymbol{p}_{i}\right) \\
& =1-\operatorname{set}\left(1-\left(1-\boldsymbol{p}_{i}\right)\right) \\
& =\dot{\varphi}\left(1-\boldsymbol{p}_{i},\left(1-\boldsymbol{x}_{i}, f(\boldsymbol{x})\right)_{\boldsymbol{x} \in D}\right),
\end{aligned}
$$

where the first and third equality follow from the definition of a locally updating $n$-Bernoulli- $\lambda$-EDA's update scheme, using that $v_{i}=$ up (first equality) and that $\bar{v}_{i}=$ down (third equality). The other two cases can be done analogously and yield the same result. This concludes the proof.

Using Theorem 5.13, we get the following Corollary.

- Corollary 5.14. Let $A$ be a locally updating $n$-Bernoulli- $\lambda$-EDA. Then the following are equivalent:

1. $A$ is unbiased.
2. A moves symmetrically.

Proof. We show that point 2 is equivalent to $A$ being unbiased. Note that we assume $A$ to be singularly decomposable, as it is locally updating.
Due to Theorem 5.13, A moving symmetrically is equivalent to it being comple-mentation-invariant, which is equivalent to it being self-complementary (Theorem 5.9); and due to Corollary 5.10, this is equivalent to $A$ being unbiased.

For a locally updating $n$-Bernoulli- $\lambda$-EDA, only the $>$ move $<$ function decides whether the algorithm is unbiased or not. The remaining update via >set< is already set up to perform an unbiased update. This makes checking for unbiasedness very easy.

- Theorem 5.15. The cGA is unbiased.

Proof. We make use of Corollary 5.14 and show that the cGA moves symmetrically. Let $i \in[n]$ be an arbitrary index. As before, since we assume uniform tie-breaking, we can assume for all $x \in D$ that the ranks of $\boldsymbol{x}$ and $1-\boldsymbol{x}$ are the same with equal probability (as they have the same fitness $f(\boldsymbol{x})$, according to equation (5.9)). Further, we use the same notation for the two >move< values as in the proof of Theorem 5.13: $v_{i}$ and $\bar{v}_{i}$.

For the cGA, move $\left(\left(\boldsymbol{x}_{i}, f(\boldsymbol{x})\right)_{\boldsymbol{x} \in D}\right)=v_{i}$ depends on the relation of $\boldsymbol{x}_{i}^{(1)}$ and $\boldsymbol{x}_{i}^{(2)}$. If $\boldsymbol{x}_{i}^{(1)}=\boldsymbol{x}_{i}^{(2)}$, then $1-\boldsymbol{x}_{i}^{(1)}=1-\boldsymbol{x}_{i}^{(2)}$, as well. This means that $v_{i}=$ stay and $\bar{v}_{i}=$ stay. Thus, $\operatorname{flip}\left(v_{i}\right)=\bar{v}_{i}$.

If $\boldsymbol{x}_{i}^{(1)}>\boldsymbol{x}_{i}^{(2)}$, then $1-\boldsymbol{x}_{i}^{(1)}<1-\boldsymbol{x}_{i}^{(2)}$. This means that $v_{i}=$ up and $\bar{v}_{i}=$ down. Hence, flip $\left(v_{i}\right)=\bar{v}_{i}$. The case $\boldsymbol{x}_{i}^{(1)}<\boldsymbol{x}_{i}^{(2)}$ follows completely analogously. Overall, the cGA moves symmetrically and is, thus, unbiased.

Since we only need to check the $>$ move $<$ function of a locally updating $n$ -Bernoulli- $\lambda$-EDA, Theorem 5.15 can be generalized: every locally updating $n$-Bernoulli- $\lambda$-EDA with a >move< function as in the cGA is unbiased. Thus, the framework of locally updating $n$-Bernoulli- $\lambda$-EDAs provides a powerful tool to easily come up with unbiased $n$-Bernoulli- $\lambda$-EDAs: a single (symmetrically moving) >move< function can be used with arbitrary >set< functions and will always result in an unbiased algorithm.

### 5.6 Conclusions

We analyzed the broad class of $n$-Bernoulli- $\lambda$-EDAs with respect to unbiasedness. That is, we proved when those algorithms behave the same, regardless of the problem encoding, which is a desirable property in true black-box optimization, as the optimization algorithm has no knowledge about the representation of the problem. We showed how this applies to certain algorithms by providing examples. In order to account for the simpler update schemes of those example algorithms, we provided conciser characterizations of certain subclasses, which can be verified more easily. Our results can especially be viewed as guidelines on how to create an update scheme when one wants to create an unbiased algorithm - or when not.

The results of this chapter allow us to generalize our run time results in the following chapters to the OneMax function class or the LeadingOnes function class when we consider one of these functions, respectively. Further,

Corollary 5.14 allows us to easily prove the unbiasedness of locally updating $n$-Bernoulli- $\lambda$-EDAs when the >move< function is that of an algorithm of which we already know that it is unbiased. In Sections 6.4 .1 and 8.2.1, we use this in order to easily argue that the considered algorithms are unbiased.
For future research, the subclass of locally updating $n$-Bernoulli- $\lambda$-EDAs seems reasonably limited in order to derive a lower bound in the unbiased black-box complexity setting. And we conjecture that the lower bound is $\Omega(n \log (n))$, motivated by the results on the cGA and the $2-\mathrm{MMAS}_{\text {IB }}$ by Sudholt and Witt [SW16a] and insights from Chapter 9 like Lemma 9.7.

## $\boldsymbol{n}$-Bernoulli- $\boldsymbol{\lambda}$-EDAs Cannot be Balanced and Stable

This chapter is based on joint work with Tobias Friedrich and Timo Kötzing [FKK16]. The results from that paper have been heavily reworked for this chapter. The definition of stable was changed in order to better reflect the idea of the concept. Consequently, all of the results have been rephrased with respect to the new definition. Further, the results have been generalized and follow the concept of drift for martingales (described in Section 3.6), which was not available when the results were originally published. Last, in the conference version, the main result applied a negative-drift theorem incorrectly, as it assumed the drift to be negative everywhere. This has now been corrected by using an appropriate negative-drift theorem where the drift does not need to be negative everywhere.
Parts of the introduction are from joint work with Benjamin Doerr [DK18a], which is based on a joint conference publication [DK18b].

In this chapter, we define the two properties of balanced and stable for $n$ -Bernoulli- $\lambda$-EDAs. A balanced EDA does not change its frequency vector in expectation when there is no signal from the fitness function, and the frequencies of a stable EDA stay clsoe to $1 / 2$ in such a case. We prove that these concepts are mutually exclusive (Theorem 6.11), show that the algorithms mentioned in Section 4.3 are all balanced (Theorems 6.8 and 6.10 and Corollary 6.9), and we introduce a stable $n$-Bernoulli- $\lambda$-EDA that is able to optimize LeadingOnes with high probability in $\mathrm{O}(n \log (n))$ iterations in expectation (Section 6.4).

### 6.1 Introduction

EDAs optimize a function by evolving a probabilistic model of the solution space. In an iterative fashion, an EDA uses its model to generate samples and then updates it with respect to observations made from these samples. An algorithmspecific parameter determines how strong the changes to the model in each iteration are.

In order for an EDA to succeed in optimization, it is important that the probabilistic model is changed over time in a way that better solutions are sampled
more frequently. However, due to the randomness in sampling (also called genetic drift), the model should not be changed too drastically in a single iteration in order to prevent wrong updates from having a long-lasting impact.

Recent theoretical results for EDAs have clearly demonstrated that this tradeoff between convergence speed and accumulation of erratic updates can be delicate and non-trivial to understand. Among the most relevant works, Sudholt and Witt [SW16a] and our results in Chapter 9 prove lower bounds of the expected run times of three common $n$-Bernoulli- $\lambda$-EDAs on the benchmark function OneMax. In simple words, these bounds show that if the parameter for updating the model is too large, the model converges too quickly and very likely to a wrong model. In consequence, it then takes a long time to find the optimum (usually by first reverting to a better fitting model). On the other hand, if the parameter is too small, then the model converges to the correct model, but it does so slowly. More formally, Sudholt and Witt [SW16a] prove a lower bound of $\Omega(K \sqrt{n}+n \log (n))$ for the $2-\mathrm{MMAS}_{\mathrm{IB}}$ and the cGA, where $1 / K$ is the step size of the algorithm, and in Chapter 9, we prove a lower bound of $\Omega(\lambda \sqrt{n}+n \log (n))$ for the UMDA, where $\lambda$ is the population size of the algorithm. These results show that choosing the parameter with a value of $\omega(\sqrt{n} \log (n))$ has no benefit. Further, it has been recently shown by Lengler et al. [LSW18] that the run time of the cGA on OneMAx is $\Omega\left(K^{1 / 3} n+n \log (n)\right)$ for $K \in \mathrm{O}(\sqrt{n} /(\log (n) \log (\log (n))))$. Together with the results from Sudholt and Witt [SW16a], this suggests a bimodal behavior in the run time with respect to the parameter $K$ in the regime of $K \in \Omega(\log (n)) \cap \mathrm{O}(\sqrt{n} \log (n))$, showing that the run time is sensitive to the parameter choice.

In this chapter, we analyze when the parameter choice of an $n$-Bernoulli-$\lambda$-EDA likely results in the convergence to a non-optimal frequency vector. By convergence we mean that a frequency gets subconstantly close to 0 or 1 , which then allows to sample bits at the respective position more consistently. We consider a setting with a constant fitness function such that there is no preference for an individual over another. That is, we analyze the behavior of an algorithm with respect to genetic drift, and convergence to any frequency vector is considered bad, as the fitness function does not indicate that 1 s are better than 0 s or vice versa.

In Section 6.3, we define two important properties in this setting. We say that an $n$-Bernoulli- $\lambda$-EDA $A$ is balanced if it does not change its frequency vector in
a single iteration in expectation (Definition 6.3). And we say that $A$ is $t$-stable if its frequencies stay close to $1 / 2$ during $t$ many iterations (Definition 6.4).

Being stable for a large number of iterations is a desirable property of an $n$-Bernoulli- $\lambda$-EDA, since it guarantees with high probability that the algorithm will not converge during that time to a wrong model when there is no input from the fitness function. The property of being balanced seems to be related to this concept, as it guarantees that the frequency vector does not change in expectation in such a scenario. Hence, it is reasonable to ask whether an $n$-Bernoulli- $\lambda$-EDA with both properties exists or if being balanced may even imply being stable. The relevance of this question is increased by the fact that we prove all of the commonly analyzed $n$-Bernoulli- $\lambda$-EDAs (see Section 4.3) to be balanced. Unfortunately, we give a general result that, informally speaking, states that a balanced $n$-Bernoulli- $\lambda$-EDA cannot be stable (Theorem 6.11).

In Section 6.4, we then apply the concept of stability to the fitness function LeadingOnes, which does not provide a signal for a long period of time for certain positions: the bits at the end of a bit string will only yield a preference for 1 s if all prior bits in the string are 1 s as well. This is very unlikely to happen during early iterations of an $n$-Bernoulli- $\lambda$-EDA, since all frequencies start at a constant value of $1 / 2$. Since all commonly analyzed $n$-Bernoulli- $\lambda$-EDAs are balanced and thus not stable, it is likely that their step size has to be small in order to prevent convergence to an incorrect frequency vector, resulting in a slow optimization time. Hence, we introduce the scGA (short for stable cGA), which is a variant of the cGA that is stable. This allows to choose a large step size and optimize with high probability LeadingOnes within $\mathrm{O}(n \log (n))$ iterations in expectation (Corollary 6.16). This is a run time that only few EAs can match (see Table 10.1). However, we would like to mention that we prove in Chapter 10 that the scGA optimizes OneMAx inefficiently in return (Theorem 10.9).

### 6.2 Preliminaries

In the following, we define the concepts of balanced and stable for $n$-Bernoulli-$\lambda$-EDAs. Afterward, we mention theorems that we use in order to analyze algorithms that have one of these properties.

A balanced $n$-Bernoulli- $\lambda$-EDA does not change its frequencies in expectation when there is no signal from the fitness function. The following definition formalizes what we mean by no signal.

- Definition 6.1 (No Signal). Let $f:\{0,1\}^{n} \rightarrow \mathbf{R}$ denote a fitness function, and let $S \subseteq[n]$ denote a set of position. We say that $f$ provides no signal at positions in $S$ if and only if, for all $\boldsymbol{x}, \boldsymbol{y} \in\{0,1\}^{n}$ such that $\boldsymbol{x}$ and $\boldsymbol{y}$ are the same at all positions not in $S$ (and may differ at positions in $S$ ), it holds that

$$
f(\boldsymbol{x})=f(\boldsymbol{y}) .
$$

We say that $f$ provides no signal if and only if $f$ provides no signal in $[n]$.
Note that the requirement in Definition 6.1 that $\boldsymbol{x}$ and $\boldsymbol{y}$ are from $\{0,1\}^{n}$ is rather strict and can be relaxed such that it may also be applied to subsets of $\{0,1\}^{n}$, such as an offspring population of an $n$-Bernoulli- $\lambda$-EDA. This can be applied, for example, in the case of LeadingOnes (equation (2.2)): early in the optimization process, positions toward the end of a bit string will provide no signal for all practical purposes but will become meaningful later in the optimization.

When a fitness function does not provide a signal at some positions, it is indifferent about the respective bit values. We are interested in how an $n$ -Bernoulli- $\lambda$-EDA behaves in such a situation.

- Definition 6.2 ( $f$-Independence). Let $f$ be a fitness function that provides no signal, and let $A$ be an $n$-Bernoulli- $\lambda$-EDA that is optimizing $f$. We then say that $A$ is $f$-independent.

Definition 6.2 provides a convenient term for considering a setting where an $n$-Bernoulli- $\lambda$-EDA performs an update when the fitness function gives no indication of which individuals are preferable. Note that this definition (as well as the following definitions) can be also phrased with respect to a subset of indices (as done in Definition 6.1). However, for the sake of brevity, we only consider all positions at once.

We may say that an $n$-Bernoulli- $\lambda$-EDA $A$ is $f$-independent without naming a fitness function. If we do so, we assume that we are given a function $f$ such that $A$ is $f$-independent.

We now define when an $n$-Bernoulli- $\lambda$-EDA is balanced.

- Definition 6.3 (Balanced $\boldsymbol{n}$-Bernoulli- $\boldsymbol{\lambda}$-EDA). Let $A$ be an $f$-independent $n$-Bernoulli- $\lambda$-EDA. We say that $A$ is unbiased if and only if, for all $t \in \mathbf{N}$, it holds that

$$
\mathrm{E}\left[\boldsymbol{p}^{(t+1)} \mid \boldsymbol{p}^{(t)}\right]=\boldsymbol{p}^{(t)}
$$

A balanced $n$-Bernoulli- $\lambda$-EDA does not change its frequency vector in expectation when performing an update, given a fitness function providing no signal. Hence, the frequencies describe martingales in such a case.

The following concept formalizes that an update of an $f$-independent $n$ -Bernoulli- $\lambda$-EDA is concentrated around $1 / 2$, which we call stable.

- Definition 6.4 ( $\boldsymbol{t}$-Stable $\boldsymbol{n}$-Bernoulli- $\boldsymbol{\lambda}$-EDA). Let $A$ be an $f$-independent $n$-Bernoulli- $\lambda$-EDA, and let $t \in \mathrm{~N}$. We say that $A$ is $t$-stable if and only if for all values $d \in \mathrm{o}(1)$ there is a constant $c>0$ such that

$$
\operatorname{Pr}\left[\exists i \in[n], t^{\prime} \leq t: \boldsymbol{p}_{i}^{\left(t^{\prime}\right)} \notin[d, 1-d]\right] \leq \frac{1}{n^{c}} .
$$

If and only if $A$ is $t$-stable for all values of $t \in \mathrm{~N}$ that are a polynomial in $n$, we say that $A$ is polynomially stable. Further, if and only if $A$ is $t$-stable for all $t \in \mathrm{~N}$, we say that $A$ is stable.

The frequencies of a $t$-stable $n$-Bernoulli- $\lambda$-EDA take with high probability only constant values for $t$ iterations, given a fitness function providing no signal. Conversely, an $n$-Bernoulli- $\lambda$-EDA is not $t$-stable when there is a time point in the interval $[0 . . t]$ such that a frequency gets subconstantly close to 0 or 1 with a probability greater than any polynomially low probability.

We now provide theorems that we use in our analyzes when considering balanced or stable $n$-Bernoulli- $\lambda$-EDAs. In order to determine whether an $n$ -Bernoulli- $\lambda$-EDA is stable, we need to know whether a frequency can get subconstantly close to the borders ( 0 or 1 ) within a given time span. For this, we are going to use drift theory, as introduced in Chapter 3. Our main tool will be the transformation given in Theorem 3.18. As discussed in Section 3.6, we can then bound first-hitting times by considering the variance of the martingale. In order to calculate variances easily, we use the following theorem.

- Theorem 6.5 ([GS01b, Chapter 3.3, Theorem 11]). Let $X$ and $Y$ be two independent random variables. Then,
- for all $a \in \mathbf{R}$, it holds that $\operatorname{Var}[a X]=a^{2} \operatorname{Var}[X]$, and
- $\operatorname{Var}[X+Y]=\operatorname{Var}[X]+\operatorname{Var}[Y]$.

Similar to the linearity of the expected value (Theorem 2.5), Theorem 6.5 allows us to calculate the variance of a random variable by decomposing it into simpler ones.

We bound the first-hitting times of martingales using the multiplicative drift theorem (Corollary 3.15) after applying Theorem 3.18, which results in the following corollary. It bounds the first-hitting time of a martingale to get within a distance of at least $d$ to two bounds $\alpha$ and $\beta$, which are free to choose.

## - Corollary 6.6 (Martingale Upper Multiplicative Drift, Below Target).

 Let $\left(X_{t}\right)_{t \in \mathrm{~N}}$ be random variables over $[\alpha, \beta] \subset \mathbf{R}$ adapted to a filtration $\left(\mathcal{F}_{t}\right)_{t \in \mathrm{~N}}$, let $d \in(0,(\beta-\alpha) / 2]$, and let $T=\inf \left\{t \in \mathbf{N} \mid X_{t} \notin[\alpha+d, \beta-d]\right\}$. Furthermore, suppose that(a) there is some value $\delta>0$ such that, for all $t<T$, it holds that

$$
\operatorname{Var}\left[X_{t+1} \mid \mathcal{F}_{t}\right] \geq \delta\left(X_{t}-\alpha\right)\left(\beta-X_{t}\right), \text { that }
$$

(b) $X_{0} \in[\alpha+d, \beta-d]$, and that,
(c) for all $t<T$, it holds that $\mathrm{E}\left[X_{t+1} \mid \mathcal{F}_{t}\right]=X_{t}$.

Then

$$
\mathrm{E}\left[T \mid \mathcal{F}_{0}\right] \leq \frac{1+\ln \left(\frac{\left(X_{0}-\alpha\right)\left(\beta-X_{0}\right)}{d(\beta-\alpha-d)}\right)}{\delta} .
$$

Proof. Let $\left(Y_{t}\right)_{t \in \mathrm{~N}}$ denote the transformed process of $X$ according to Theorem 3.18. We want to apply Corollary 3.15 to $Y$. Hence, we have to check that the conditions of the theorem are satisfied.

Since $X$ is a martingale over $[\alpha, \beta]$, it follows, for all $t \in \mathrm{~N}$, that $Y_{t} \geq 0$. Further, since, for all $t \in \mathrm{~N}$, the random variable $Y_{t}$ is a concave function with the roots $\alpha$ and $\beta$ and since $\alpha$ and $\beta$ are at least $d$ apart, it holds that $X_{t} \notin[\alpha+d, \beta-d]$ if and only if $Y_{t}<((\alpha+d)-\alpha)(\beta-(\alpha+d))=d(\beta-\alpha-d)=: y_{\text {min }}$. Thus, $T$ denotes the first point in time such that $Y_{t}<y_{\min }$. Since we can bound the drift of $Y$ via the variances of $X$ according to Theorem 3.18, we can apply Corollary 3.15. This concludes the proof.

### 6.3 Balanced Versus Stable

In this section, we show that the concepts of balanced and stable are mutually exclusive (Theorem 6.11). However, note that in order to be not stable, an $n$ -Bernoulli- $\lambda$-EDA needs to be able to take frequency values that are subconstantly
close to one of the borders (0 or 1). Hence, we only consider such algorithms. An $n$-Bernoulli- $\lambda$-EDA whose frequencies can only take constant values are of no particular interest for optimization anyway, as the probability of sampling a specific individual is always exponentially small in the problem size then, resulting in an exponential expected run time (assuming a polynomial number of optima).

Further note that adding a margin $b$ to a balanced $n$-Bernoulli- $\lambda$-EDA that can reach 0 or 1 makes it become not balanced, since a frequency at a value that could reach (without loss of generality) the value 0 before now gets cut off short, leading in expectation to a greater frequency after the update. Hence, we only consider $n$-Bernoulli- $\lambda$-EDAs without a margin. However, we would like to mention that all of the results in this section follow analogously for an interval of frequency values where adding a margin has no impact on the update.

We start off by showing that all of the commonly analyzed $n$-Bernoulli- $\lambda$-EDAs are balanced.

- Theorem 6.7. The PBIL, the UMDA, the $\lambda-\mathrm{MMAS}_{\text {IB }}$, and the cGA are balanced.

Proof. Assume that the algorithms are $f$-independent. We show for every position that the frequency does not change in expectation. Let $i \in[n]$ be an index, and let $\boldsymbol{p}_{i}^{\prime}$ be the value of $\boldsymbol{p}_{i}$ after an update. Let $\boldsymbol{x}^{(k)}$ denote the $k$-th best individual in the offspring population $D$ of any of the $n$-Bernoulli- $\lambda$-EDAs listed below, as defined in the beginning of Section 4.3.

Since the algorithms are $f$-independent, $\boldsymbol{x}_{i}^{(k)}$ is 1 with probability $\boldsymbol{p}_{i}$ and 0 with probability $1-\boldsymbol{p}_{i}$.

PBIL: Using the linearity of expectation, we get

$$
\begin{aligned}
\mathrm{E}\left[\boldsymbol{p}_{i}^{\prime} \mid \boldsymbol{p}_{i}\right] & =(1-\rho) \boldsymbol{p}_{i}+\rho \frac{\sum_{k=1}^{\mu} \mathrm{E}\left[\boldsymbol{x}_{i}^{(k)} \mid \boldsymbol{p}_{i}\right]}{\mu} \\
& =(1-\rho) \boldsymbol{p}_{i}+\rho \frac{\sum_{k=1}^{\mu} \boldsymbol{p}_{i}}{\mu} \\
& =(1-\rho) \boldsymbol{p}_{i}+\rho \boldsymbol{p}_{i} \\
& =\boldsymbol{p}_{i} .
\end{aligned}
$$

UMDA/ $\lambda$ - MMAS $_{\text {IB }}$ : Both algorithms are balanced, since they are special cases of PBIL.
cGA: Again, using the linearity of expectation, we get

$$
\begin{aligned}
\mathrm{E}\left[\boldsymbol{p}_{i}^{\prime} \mid \boldsymbol{p}_{i}\right] & =\left(\boldsymbol{p}_{i}-\frac{1}{K}\right) \boldsymbol{p}_{i}\left(1-\boldsymbol{p}_{i}\right)+\boldsymbol{p}_{i}\left(1-2 \boldsymbol{p}_{i}\left(1-\boldsymbol{p}_{i}\right)\right)+\left(\boldsymbol{p}_{i}+\frac{1}{K}\right) \boldsymbol{p}_{i}\left(1-\boldsymbol{p}_{i}\right) \\
& =2 \boldsymbol{p}_{i}^{2}\left(1-\boldsymbol{p}_{i}\right)+\boldsymbol{p}_{i}-2 \boldsymbol{p}_{i}^{2}\left(1-\boldsymbol{p}_{i}\right) \\
& =\boldsymbol{p}_{i} .
\end{aligned}
$$

We now show that all of the above algorithms are not polynomially stable and, thus, not stable. We start with the PBIL and then discuss the other algorithms. The proof technique will be the same for all of the proofs: we use Corollary 6.6 and bound the expected first-hitting time of a frequency going below a subconstant value. Afterward, we apply Markov's inequality (Theorem 2.18) to the firsthitting time in order to argue that the algorithm is not polynomially stable.

- Theorem 6.8. For all $d \in \mathrm{o}(1)$ there is a constant $c>0$ such that the PBIL is not $\left(c \mu / \rho^{2}\right) \ln (1 / d)$-stable.

Proof. Assume that the PBIL is $f$-independent and consider a position $i \in[n]$. Let $d \in \mathrm{o}(1)$, and let $T=\inf \left\{t \in \mathrm{~N} \mid \boldsymbol{p}_{i}^{(t)} \notin[d, 1-d]\right\}$. Note that $\boldsymbol{p}_{i}$ is a martingale over $[0,1]$, since the PBIL is $f$-independent. We now bound the expected value of $T$ by applying Corollary 6.6. In order to do so, we need to bound the conditional variance of $\boldsymbol{p}_{i}$.

Let $t<T$, and let $\boldsymbol{x}^{(k)}$ denote the individual of rank $k$ from iteration $t$. Note that the bit values at position $i$ follow a Bernoulli distribution with success probability $\boldsymbol{p}_{i}^{(t)}$. Further note that conditional on $\boldsymbol{p}_{i}^{(t)}$ and due to $\boldsymbol{p}_{i}^{(t)} \notin\{0,1\}$ because of $t<T$, the random variables $\boldsymbol{p}_{i}^{(t)}$ and $\boldsymbol{x}^{(k)}$ (for all $k \in[\lambda]$ ) are independent. Additionally, all individuals are sampled independently from one another by the definition of an $n$-Bernoulli- $\lambda$-EDA. Hence, using Theorem 6.5, we get

$$
\begin{aligned}
\operatorname{Var}\left[\boldsymbol{p}_{i}^{(t+1)} \mid \boldsymbol{p}_{i}^{(t)}\right] & =\operatorname{Var}\left[\left.(1-\rho) \boldsymbol{p}_{i}^{(t)}+\rho \frac{\sum_{k=1}^{\mu} \boldsymbol{x}_{i}^{(k)}}{\mu} \right\rvert\, \boldsymbol{p}_{i}^{(t)}\right] \\
& =(1-\rho)^{2} \overbrace{\operatorname{Var}\left[\boldsymbol{p}_{i}^{(t)} \mid \boldsymbol{p}_{i}^{(t)}\right]}^{=0}+\rho^{2} \frac{\sum_{k=1}^{\mu} \operatorname{Var}\left[\boldsymbol{x}_{i}^{(k)} \mid \boldsymbol{p}_{i}^{(t)}\right]}{\mu^{2}} \\
& =\frac{\rho^{2}}{\mu} \cdot \boldsymbol{p}_{i}^{(t)}\left(1-\boldsymbol{p}_{i}^{(t)}\right) .
\end{aligned}
$$

By now applying Corollary 6.6 with $\delta=\rho^{2} / \mu$ and the law of total expectation and by noting that $\boldsymbol{p}_{i}^{(0)}=1 / 2$, we get

$$
\begin{aligned}
\mathrm{E}[T] & \leq \frac{1+\ln \left(\frac{1}{4 d(1-d)}\right)}{\frac{\rho^{2}}{\mu}} \\
& \in \mathrm{O}\left(\frac{\mu}{\rho^{2}} \log \left(\frac{1}{d}\right)\right)
\end{aligned}
$$

Finally, by applying Markov's inequality (Theorem 2.18), we see that

$$
\operatorname{Pr}[T<2 \mathrm{E}[T]] \geq \frac{1}{2} .
$$

Thus, the probability of $\boldsymbol{p}_{i}$ getting subconstantly close to a border within polynomial time is at least $1 / 2$. This concludes the proof.

If $1 / \rho$ and $\mu$ are bounded from above by polynomials and if $d$ is chosen such that $1 / d \leq 2^{\operatorname{poly}(n)}$, then Theorem 6.8 says that the PBIL is not polynomially stable.

Note that the $t$-stable property only considers the number of iterations in which frequencies only take constant values - the number of fitness function evaluations does not matter. This is why $\lambda$ does not occur in the statement that the PBIL is not polynomially stable. Hence, if one is interested in the expected number of fitness function evaluations until a frequency gets subconstantly close to a border, the same method as in the proof above can be used but a factor of $\lambda$ needs to be added, since an $n$-Bernoulli- $\lambda$-EDA samples $\lambda$ individuals each iteration. Hence, in order to guarantee that a frequency of the PBIL gets subconstantly close to a border within polynomially many fitness function evaluations, $\lambda$ needs to be upper-bounded by a polynomial too.

Since the UMDA and the $\lambda-$ MMAS $_{\text {IB }}$ are special cases of the PBIL, we get the following corollary.

Corollary 6.9. For all $d \in \mathrm{o}(1)$ there is a constant $c>0$ such that the UMDA is not $c \mu \ln (1 / d)$-stable and such that the $\lambda$-MMAS II $^{\text {is }} \operatorname{not}\left(c / \rho^{2}\right) \ln (1 / d)$ stable.

We now consider the cGA and show that it is not stable. Aside from a different
variance than that of the PBIL, the same arguments as in the proof of Theorem 6.8 apply.

- Theorem 6.10. For all $d \in \mathrm{o}(1)$ there is a constant $c>0$ such that the cGA is not $c K^{2} \ln (1 / d)$-stable.

Proof. We follow the same proof strategy as in the proof of Theorem 6.8. Hence, we use the same notation.

When bounding the conditional variance of $\boldsymbol{p}_{i}^{(t+1)}$, we again make use of Theorem 6.5. Note that this theorem implies for a random variable $X$ that $\operatorname{Var}[-X]=\operatorname{Var}[X]$. We get

$$
\begin{aligned}
\operatorname{Var}\left[\boldsymbol{p}_{i}^{(t+1)} \mid \boldsymbol{p}_{i}^{(t)}\right] & =\operatorname{Var}\left[\left.\boldsymbol{p}_{i}^{(t)}+\left(\boldsymbol{x}_{i}^{(1)}-\boldsymbol{x}_{i}^{(2)}\right) \frac{1}{K} \right\rvert\, \boldsymbol{p}_{i}^{(t)}\right] \\
& =\overbrace{\operatorname{Var}\left[\boldsymbol{p}_{i}^{(t)} \mid \boldsymbol{p}_{i}^{(t)}\right]}^{=0}+\frac{1}{K^{2}}\left(\operatorname{Var}\left[\boldsymbol{x}_{i}^{(1)} \mid \boldsymbol{p}_{i}^{(t)}\right]+\operatorname{Var}\left[\boldsymbol{x}_{i}^{(2)} \mid \boldsymbol{p}_{i}^{(t)}\right]\right) \\
& =\frac{2}{K^{2}} \cdot \boldsymbol{p}_{i}^{(t)}\left(1-\boldsymbol{p}_{i}^{(t)}\right) .
\end{aligned}
$$

By applying Corollary 6.6 with $\delta=2 / K^{2}$, we get

$$
\mathrm{E}[T] \in \mathrm{O}\left(K^{2} \log \left(\frac{1}{d}\right)\right) .
$$

Using Markov's inequality in the same fashion as in the proof of Theorem 6.8 concludes the proof.

When looking at the first-hitting time of the cGA of $\mathrm{O}\left(K^{2} \log (1 / d)\right)$ and at that of the $\lambda$-MMAS IB $_{\text {IB }}$ of $\mathrm{O}\left((1 / \rho)^{2} \log (1 / d)\right)$ of a frequency getting up to $d$ close to a border, we see that the algorithms behave asymptotically identically when choosing $K=1 / \rho$. However, one main difference is that the cGA can actually reach a border within finite time, whereas the $\lambda$-MMAS II $_{\text {IB }}$ is not able to do so. Hence, it is important that we only consider getting close to a border.

The first-hitting time of the UMDA of $\mathrm{O}(\mu \log (1 / d))$ is by factor of $\mu$ smaller. ${ }^{16}$ However, when considering the number of fitness function evaluations and

16 When comparing $\mu$ to the algorithm-specific parameters $K$ and $1 / \rho$ of, respectively, the cGA and the $\lambda$-MMAS Ib $_{\text {IB }}$.
assuming that $\lambda \in \Theta(\mu)$, the first-hitting time is in the same order of magnitude of that of the cGA and the $2-\mathrm{MMAS}_{\text {IB }}$. Related to that, Lengler et al. [LSW18] discuss other similarities of the cGA and the UMDA, and the results by Sudholt and Witt [SW16a] and the results from Chapter 9 also draw a common picture for these three algorithms.

We would like to mention that using Markov's inequality in the proofs of Theorems 6.8 and 6.10 is sufficient, but stronger concentration bounds can be achieved by using the multiplicative drift theorem by Doerr and Goldberg [DG13], which also provides a tail bound. Similar calculations as in the proofs above then yield that the first-hitting times are not exceeded by a constant factor with high probability.

The proofs of Theorems 6.8 and 6.10 make use of Theorem 3.18, which can be used since the PBIL and the cGA are balanced. We now show that this idea generalizes to all $n$-Bernoulli- $\lambda$-EDAs without margin that can (in the limit) reach the borders.

- Theorem 6.11. Let $A$ be a balanced $n$-Bernoulli- $\lambda$-EDA. If there is a position $i \in[n]$ such that there exists a $d \in \mathrm{o}(1)$ such that

$$
\begin{equation*}
\inf \left\{\operatorname{Var}\left[\boldsymbol{p}_{i}^{(t+1)}+\mathbf{1}\left\{\boldsymbol{p}_{i}^{(t)} \notin[d, 1-d]\right\} \mid \boldsymbol{p}_{i}^{(t)}\right] \mid t \in \mathbf{N}\right\}>0, \tag{6.1}
\end{equation*}
$$

then $A$ is not stable.
Proof. We follow again the same proof strategy as in the proof of Theorem 6.8. Hence, let $T=\inf \left\{t \in \mathbf{N} \mid \boldsymbol{p}_{i}^{(t)} \notin[d, 1-d]\right\}$. Since, for all $t<T$, we have that $\boldsymbol{p}_{i}^{(t)} \in[d, 1-d]$, it follows from equation (6.1) that

$$
\inf \left\{\operatorname{Var}\left[\boldsymbol{p}_{i}^{(t+1)} \mid \boldsymbol{p}_{i}^{(t)}\right] \mid t<T\right\}=: \delta>0 .
$$

Since $\boldsymbol{p}_{i}$ is a martingale, due to $A$ being balanced, we can apply Corollary 3.19 with $\delta$ as defined above and get

$$
\mathrm{E}[T] \leq \frac{1}{4 \delta} .
$$

Using Markov's inequality as at the end of the proof of Theorem 6.8 concludes the proof.

Intuitively, Theorem 6.11 says that a balanced $n$-Bernoulli- $\lambda$-EDA is not stable
if there is a frequency that has a positive variance while not being in distance $d$ to the borders. In this case, the drift of the variance then pushes the frequency below $d$ to the borders, resulting in the EDA not being stable.

Note that the random variable $\mathbf{1}\left\{\boldsymbol{p}_{i}^{(t)} \notin[d, 1-d]\right\}$ is not being used in the proof of Theorem 6.11. Its only purpose is to make sure that variances where $\boldsymbol{p}_{i}^{(t)}$ is not in $[d, 1-d]$ account for a fixed value that allows the infimum to be greater than 0 . This is because we do not care about the variance if $\boldsymbol{p}_{i}^{(t)}$ leaves the interval $[d, 1-d]$. By adding $1\left\{\boldsymbol{p}_{i}^{(t)} \notin[d, 1-d]\right\}$, we make sure that variances in the case of $\boldsymbol{p}_{i}^{(t)} \notin[d, 1-d]$ do not change the applicability of the theorem.

Further note that equation (6.1) implies that the variance cannot degenerate to 0 in the limit, with respect to the number of iterations, while the frequency is not close to the borders. This is a stronger statement than requiring that the variance is always positive, as the following example shows. Consider a deterministic update scheme that updates a frequency from $1 / 2$ to $1 / 4$ and then always to the arithmetic mean of the last two values. Then the variance will be positive for all time points while being sufficiently far away from the borders, but it will reach 0 in the limit. Equation (6.1) makes sure that no (potentially infinite) sequence of updates degenerates into such a case when the frequency is not close to the borders. ${ }^{17}$

We would like to mention that such pathological cases as described above do not occur in commonly analyzed EDAs and, likely, not in natural $n$-Bernoulli- $\lambda$ EDAs, as this would mean that a frequency can converge to other values than 0 or 1, which seems counterintuitive.

### 6.4 Solving LeadingOnes Efficiently

Considering positions with no signal is of particular interest when analyzing an $n$-Bernoulli- $\lambda$-EDA optimizing LeadingOnes. Note that when we speak of the run time of an algorithm, we refer to the expected number of fitness function evaluations until the optimum is sampled for the first time. Further, when

17 Equation (6.1) is actually more restrictive than necessary, as we only need the infimum to be positive while not having left the interval $[d, 1-d]$ yet. That is, if the update scheme has degenerate cases that can only be reached after leaving the interval $[d, 1-d]$, Theorem 6.11 would not apply, but the same proof strategy would still yield that the respective $n$-Bernoulli-$\lambda$-EDA is not stable.
considering unbiased algorithms (as we do here), all results hold for the entire LeadingOnes function class.

For Leading Ones, if the maximum number of leading 1 s over all individuals in an offspring population $D$ is $j$, all positions $i>j+1$ do not provide a signal (in a relaxed sense) in that iteration because the respective bits $\boldsymbol{x}_{i}$ of each individual in $D$ do not contribute to the fitness.

We now look at the cGA optimizing LeadingOnes. We call positions $j \in[n]$ with $\boldsymbol{p}_{j}=1$ solved and all other positions unsolved. The cGA can easily solve the leftmost (first) unsolved position $j$ because an individual sampled with a 1 at position $j$ always has a higher fitness than an individual having a 0 . So $\boldsymbol{p}_{j}$ cannot decrease, whereas the frequencies of all the other unsolved positions can. We say that an algorithm efficiently optimizes LeadingOnes if the expected run time of an algorithm is in o $\left(n^{2}\right)$, since $\Theta\left(n^{2}\right)$ is a common run time for evolutionary algorithms (see Table 10.1). Note that the run time of the cGA is twice the number of iterations until it first samples an optimal solution, since the cGA samples two offspring each iteration.

We first look at the expected time needed for the first unsolved position to be solved, assuming its frequency is not too low.

- Lemma 6.12. Consider the cGA optimizing LeadingOnes. Further, assume that position $i \in[n]$ becomes the first unsolved position in iteration $t^{\prime}$ and that there is a constant $c \in(0,1)$ such that $\boldsymbol{p}_{i}^{\left(t^{\prime}\right)}=c$. Then $\boldsymbol{p}_{i}$ reaches 1 within an expected number of $\mathrm{O}(K \log (K))$ iterations.

Proof. We are going to use Corollary 3.15 in order to bound the expected value of $T=\inf \left\{t-t^{\prime} \in \mathbf{N} \mid \boldsymbol{p}_{i}^{(t)}=1\right\}$. Note that we consider the iteration $t^{\prime}$ to be the first iteration, since we are only interested in the number of iterations from there on. Further, since $\boldsymbol{p}_{i}^{\left(t^{\prime}\right)}<1$, the first-hitting time $T$ is nonnegative. In the following, we consider a time point $t$ with $t^{\prime} \leq t<T$.

Since Corollary 3.15 requires the process to move toward 0 , we look at the drift of the potential $X_{t}=1-\boldsymbol{p}_{i}^{(t)}$. Note that $X_{t}<1 / K$ is equivalent to $\boldsymbol{p}_{i}^{(t)}=1$.

Because $i$ is the first unsolved position, $\boldsymbol{p}_{i}^{(t)}$ cannot decrease and the probability of making an increase is $2 \boldsymbol{p}_{i}^{(t)}\left(1-\boldsymbol{p}_{i}^{(t)}\right)$, otherwise it does not move. Thus, when considering the drift of $X$, we get

$$
\mathrm{E}\left[X_{t}-X_{t+1} \mid X_{t}\right]=2\left(1-X_{t}\right) X_{t} \frac{1}{K}
$$

$$
\geq \frac{2 c}{K} X_{t} .
$$

By applying Corollary 3.15 with $x_{\min }=1 / K$ and noting that $X_{0}=1-c$, we get

$$
\begin{aligned}
\mathrm{E}\left[T \mid X_{0}\right] & \leq \frac{1+\ln \left(\frac{K(1-c)}{2 c}\right)}{\frac{2 c}{K}} \\
& \in \mathrm{O}(K \log (K)) .
\end{aligned}
$$

Now that we took a closer look at the cGA, we want to give a general result for optimizing LeadingOnes with an $n$-Bernoulli- $\lambda$-EDA with no margin by sequentially solving the positions from left to right.

Theorem 6.13. Let $A$ be an $n$-Bernoulli- $\lambda$-EDA with no margin optimizing LeadingOnes, let $q$ be a polynomial, and let $\ell \in(0,1 / 2)$. Assume that there exists a constant $\varepsilon>0$ such that, for each position $i \in[n]$, it holds that if the frequency $\boldsymbol{p}_{i}$ is unsolved, it only drops below $\ell$ within $\mathrm{O}(n q(n))$ iterations with a probability of at most $n^{-(\varepsilon+1)}$. Furthermore, suppose that for each position $j$, it holds that if $j$ becomes the first unsolved position in iteration $t^{\prime}$ and $\boldsymbol{p}_{j}^{\left(t^{\prime}\right)} \geq \ell$, then $\boldsymbol{p}_{j}$ reaches 1 within $\mathrm{O}(q(n))$ iterations in expectation.

Then $A$ succeeds after an expected time of $\mathrm{O}(n q(n))$ with a probability of at least $1-n^{-\varepsilon}$.

Proof. First, we bound the probability that a frequency drops below $\ell$ within $\mathrm{O}(n q(n))$ iterations. Since each frequency only does so with probability of at most $n^{-(\varepsilon+1)}$, the probability that at least one of the $n$ frequencies does so during the same number of iterations is at most $n^{-\varepsilon}$ by a union bound. Thus, with a probability of at least $1-n^{-\varepsilon}$, all frequencies will be at least at $\ell$ for $\mathrm{O}(n q(n))$ iterations. Conditional on this event, each of the $n$ frequencies reaches 1 within an expected time of $\mathrm{O}(q(n))$ once it becomes the first unsolved position. This concludes the proof.

Note that the expected run time stated in Theorem 6.13 is only conditional on no frequency reaching 0 . If we consider unbiased $n$-Bernoulli- $\lambda$-EDAs, we know that frequencies can reach 0 when they can reach 1 , due to Lemma 5.4. Once a frequency is at 0 , the run time is infinite. Hence, the unconditional expected run time for such algorithms is infinite as well, which can be seen as a major
disadvantage of this approach. In Chapter 10, we circumvent this problem by introducing a better algorithm (see Algorithm 2).

Theorem 6.13 shows us that an $n$-Bernoulli- $\lambda$-EDA can optimize LEADINGONES in $\mathrm{O}(n \log (n))$ if the time needed for each frequency to reach 1 is in $\mathrm{O}(\log (n))$ and if the frequencies of yet unsolved positions do not drop too low with high probability.

### 6.4.1 The Stable cGA

Because Lemma 6.12 only gives us an upper bound of $\mathrm{O}(K \log (K))$ for a frequency of the cGA to reach 1, and because the cGA is not stable (Theorem 6.10), meaning that unsolved positions may quickly reach 0 , it is unlikely that the cGA solves LeadingOnes efficiently. We hence propose to change the >set< function of the cGA such that the algorithm becomes stable ${ }^{18}$ and such that each first unsolved position's frequency reaches 1 within $\mathrm{O}(\log (n))$ rounds. We call this variant the stable $c G A$ (for short: scGA) with parameters $\sigma \in[0,1]$ and $d \in(1 / 2,1]$. The parameter $\sigma$ denotes a bias that pushes a frequency toward $1 / 2$, even when there is no signal from the fitness function. The parameter $d$ denotes a value that is sufficient for the scGA in order to set the frequency, when increasing, to 1 . The >set< function of the scGA is as follows:

$$
\operatorname{set}\left(\boldsymbol{p}_{i}\right)= \begin{cases}\boldsymbol{p}_{i}+\frac{1}{K}+\sigma & \text { if } \boldsymbol{p}_{i}<1 / 2 \\ \boldsymbol{p}_{i}+\frac{1}{K} & \text { if } 1 / 2 \leq \boldsymbol{p}_{i}<d \\ 1 & \text { else }\end{cases}
$$

Recall that >set< denotes the case when the frequency should increase (see Definition 4.2), hence, the bias $\sigma$ is only applied if a frequency is below $1 / 2$. Since the >move< function of the scGA is the same as that of the cGA (Section 4.3.4), when decreasing a frequency that is above $1 / 2$, the bias is added as well. Similarly, if a frequency goes below $1-d$, it is immediately set to 0 . Further, this implies that the scGA is unbiased (Corollary 5.14 and Theorem 5.15).

We now go into detail about how fast the scGA solves LeadingOnes. Note that since frequencies of the scGA can reach 0 , the expected run time of the

18 Note that the time period of being stable is dependent on the algorithm's parameters. We will choose its parameters such that the algorithm is $\mathrm{O}(n \log (n))$-stable.
algorithm is infinite. As discussed before, we thus focus on the expected run time conditional on no frequency reaching 0 .

First, we consider the expected time it takes for the scGA to increase the frequency of the first unsolved position to 1 .

- Lemma 6.14. Consider the scGA optimizing LeadingOnes, with $d$ being a constant and $\sigma$ being arbitrary. Further, assume that position $i \in[n]$ becomes the first unsolved position in iteration $t^{\prime}$ and that there is a constant $c \in(1-d, d)$ such that $\boldsymbol{p}_{i}^{\left(t^{\prime}\right)}=c$. Then $\boldsymbol{p}_{i}$ reaches 1 within an expected number of $\mathrm{O}(K)$ iterations.

Proof. Since $i$ is the first unsolved position, $\boldsymbol{p}_{i}$ cannot decrease and, thus, the update of the scGA is the same as of that of the cGA. Hence, we can follow the proof of Lemma 6.12, and we use the same notation. The only difference in our scenario is that when applying Corollary 3.15 , we now choose $x_{\min }=1-d$, since a value of $d$ is sufficient in order to set $\boldsymbol{p}_{i}$ to 1 . Note that $1-d$ is a constant by assumption. Hence, we get $\mathrm{E}\left[T \mid X_{0}\right] \in \mathrm{O}(K)$.

We now prove that the scGA is $t$-stable for certain values of $K, \sigma$, and $d$. Recall that the scGA cannot be stable, since the frequencies can reach the borders.

- Theorem 6.15. Let $\alpha>0$ be an arbitrary constant, and let $\beta \in \Omega(1)$ be sufficiently large. Then there is a constant $c>0$ such that the scGA with $K=\alpha / \sigma \geq \beta \ln (n)$ and $d \in(1 / 2,1]$ being constant is $2^{c K}$-stable.

Proof. We show that with high probability no frequency will leave the interval $(1-d, d)$ within $2^{c K}$ iterations. Since $d \notin \mathrm{o}(1)$, this then proves that the scGA is $2^{c K}$-stable. We first show that a single frequency does not leave the interval ( $1-d, d$ ) with high probability and then use a union bound over all $n$ frequencies to finish the proof.

Consider a position $i \in[n]$. We use Theorem 3.22 in order to show that $\boldsymbol{p}_{i}$ with $\boldsymbol{p}_{i}^{(0)}=1 / 2$ does not reach $1-d$ within $2^{c K}$ iterations with high probability. Since the scGA is locally updating and since we assume that the scGA is $f$-independent in this scenario, the same proof strategy can be used to show that $\boldsymbol{p}_{i}$ does not reach $d$ within the same time and the same probability.

Because Theorem 3.22 requires the drift to be bounded by a constant, we consider the process $\left(X_{t}\right)_{t \in \mathrm{~N}}$ with $X_{t}:=K \boldsymbol{p}_{i}^{(t)}$. Using the notation of Theorem 3.22, we choose $a=(1-d) K$ and $b=K / 2$, resulting in $\ell=b-a=(d-1 / 2) K \in \Theta(K)$, since $d \in \Theta(1)$.

We now consider the drift of $X$ for any time point $t$ such that $a<X_{t}<b$ :

$$
\begin{aligned}
\mathrm{E}\left[X_{t+1}-X_{t} \mid X_{t}\right]= & \left(K\left(\boldsymbol{p}_{i}^{(t)}-\frac{1}{K}\right)-K \boldsymbol{p}_{i}^{(t)}\right) \boldsymbol{p}_{i}^{(t)}\left(1-\boldsymbol{p}_{i}^{(t)}\right) \\
& +\left(K\left(\boldsymbol{p}_{i}^{(t)}+\frac{1}{K}+\sigma\right)-K \boldsymbol{p}_{i}^{(t)}\right) \boldsymbol{p}_{i}^{(t)}\left(1-\boldsymbol{p}_{i}^{(t)}\right) \\
= & (-1+1+K \sigma) \boldsymbol{p}_{i}^{(t)}\left(1-\boldsymbol{p}_{i}^{(t)}\right) \\
= & \sigma \boldsymbol{p}_{i}^{(t)}\left(1-\boldsymbol{p}_{i}^{(t)}\right) \\
\geq & \alpha(1-d) d,
\end{aligned}
$$

since $\boldsymbol{p}_{i}^{(t)}\left(1-\boldsymbol{p}_{i}^{(t)}\right)$ is a concave function and since we assume that $a<X_{t}<b$. Note that the drift is a positive constant, due to $d \in \Theta(1)$ and $\alpha \in \Theta(1)$.

We now focus on condition (b) of Theorem 3.22 and only consider time points where $X_{t}>a$. Note that the scGA can change the value of a frequency by at most $1 / K+\sigma$. Hence, it holds that

$$
\begin{aligned}
\left|X_{t+1}-X_{t}\right| & \leq 1+K \sigma \\
& =1+\alpha .
\end{aligned}
$$

Hence, we only need to bound the probability of $\left|X_{t+1}-X_{t}\right|$ being at most $1+\alpha$.
Let $r(\ell)=1+\alpha$, which is in $\mathrm{o}(\ell / \log (\ell))$, since $\alpha \in \Theta(1)$ and $\ell \in \Theta(K) \subseteq \omega(1)$. Further, let $\delta=(1+\alpha)^{1 /(1+\alpha)}-1$. Note that $\delta$ is a constant, due to $\alpha \in \Theta(1)$, and that $\delta>0$. Thus, for all $j \in[0 . .1+\alpha]$, it holds that

$$
\begin{aligned}
\operatorname{Pr}\left[\left|X_{t+1}-X_{t}\right| \geq j \mid X_{t}\right] & \leq 1 \\
& =\frac{1+\alpha}{1+\alpha} \\
& \leq \frac{1+\alpha}{(1+\alpha)^{\frac{j}{1+\alpha}}} \\
& =\frac{r(\ell)}{(1+\delta)^{j}}
\end{aligned}
$$

since $j /(1+\alpha) \leq 1$ for the considered range of $j$. For all $j>1+\alpha$, the probability that $\left|X_{t+1}-X_{t}\right| \geq j$ is 0 , as we discussed before, which is trivially upper-bounded by $r(\ell) /(1+\delta)^{j}$. Hence, we can apply Theorem 3.22 in order to bound the
probability that $T=\inf \left\{t \in \mathrm{~N} \mid \boldsymbol{p}_{i}^{(t)} \leq 1-d\right\}=\inf \left\{t \in \mathrm{~N} \mid X_{t} \leq a\right\}$. Since $\ell / r(\ell) \in \Theta(K)$ and since $K \geq \beta \ln (n)$ for $\beta$ being sufficiently large, there are positive constants $c, c^{\prime}$, and $c^{\prime \prime}$ such that

$$
\begin{aligned}
\operatorname{Pr}\left[T \leq 2^{c K}\right] & \leq 2^{-c^{\prime} K} \\
& \leq \frac{1}{n^{c^{\prime \prime}+1}} .
\end{aligned}
$$

As we discussed at the beginning of this proof, using the same arguments above in order to show that $\boldsymbol{p}_{i}$ does not reach $d$ within $2^{c K}$ iterations with high probability and via a union bound over all $n$ different frequencies, the probability that at least one frequency leaves the interval $(1-d, d)$ within $2^{c K}$ iterations is at most $2 n^{-c^{\prime \prime}}$. This concludes the proof.

Note that Theorem 6.15 shows that the scGA is polynomially stable if $\sigma \in$ $\mathrm{o}(1 / \log (n))$ (when choosing the other parameters appropriately).

We can now conclude that the scGA is able to optimize LeadingOnes in $\mathrm{O}(n \log (n))$, as we show in the following corollary.

- Corollary 6.16. Let $\alpha>0$ be an arbitrary constant, and let $\beta \in \Theta(1)$ be sufficiently large. Then the scGA with $K=\alpha / \sigma \geq \beta \ln (n)$ and $d \in(1 / 2,1)$ being constant optimizes LeadingOnes with high probability within $\mathrm{O}(n \log (n))$ iterations in expectation.

Proof. We want to use Theorem 6.13, so we make sure to fulfill the requirements. Looking into the proof of Theorem 6.15 shows us that there are constants $c, \varepsilon>0$ such that a frequency leaves the interval $(1-d, d)$ within $2^{c K} \in \omega(n \log (n))$ iterations, for $\beta$ being sufficiently large, only with a probability of at most $n^{-(\varepsilon+1)}$. Further, due to Lemma 6.14 and $K \in \Theta(\log (n))$, the scGA solves a leftmost unsolved position within $\mathrm{O}(\log (n))$ iterations in expectation when the respective probability starts from a constant value; since the scGA is stable for at least $\omega(n \log (n))$ in our scenario, all frequencies are at least $1-d$, which is a constant. Applying Theorem 6.13 finishes the proof.

Although the scGA optimizes LeadingOnes in an expected time that is uncommon for EAs (see Table 10.1), it is not able to optimize OneMax efficiently, which we prove in Chapter 10. For OneMax, the property of being stable actually hinders the scGA to update its frequencies quickly to 1 , since they are
constantly pushed back to $1 / 2$, due to every position providing a signal with a decent probability.

### 6.5 Conclusions

We considered the two concepts of balanced and stable, and we proved that they are mutually exclusive for $n$-Bernoulli- $\lambda$-EDAs. For a frequency, this means that it either stays uncommitted when there is no signal from the fitness function and has the risk of moving randomly to one of the frequency borders (also called genetic drift), or that it stays concentrated around its starting value of $1 / 2$ but has a bias when there is no signal. Since we proved that the commonly theoretically analyzed EDAs are all balanced, this implies that they are not stable and thus have problems dealing with longer phases of no signal.

In order to compensate for this problem, we introduced a new algorithm (the scGA), which is an $\mathrm{O}(n \log (n))$-stable version of the cGA, and we proved that it optimizes LeadingOnes within $\mathrm{O}(n \log (n))$ iterations (Corollary 6.16). Its property of being stable helps it such that frequencies at later positions stay close to $1 / 2$ until the respective positions become relevant. However, we would like to mention that the artificial bias in the algorithm that pushes the frequencies to $1 / 2$ is bad when there is no strong signal from the fitness function, as is the case for OneMax. In fact, in Chapter 10, we prove that the scGA optimizes OneMax only in a number of iterations exponential in its parameter $K$ (Theorem 10.9).

Overall, being not stable is not necessarily a major downside of an algorithm, since it usually is sufficient to remain stable only for a period of a certain length (as is the case for the scGA). However, the longer this period can be made without impacting the ability to easily pick up signals in the fitness function, the more the algorithm reduces the impact of genetic drift and can better optimize a fitness function. In Chapter 10, we introduce an algorithm (Algorithm 2) that can be thought of as a univariate EDA which is not an $n$-Bernoulli- $\lambda$-EDA with both properties (modulo a margin of $1 / n$ where it cannot be balanced; and stable meaning for a certain polynomial period of time, dependent on the algorithm's parameters). This algorithm stores information from multiple iterations until it performs an update, which is different from $n$-Bernoulli- $\lambda$-EDAs, which only have access to information from the current iteration. It is an interesting question whether the approach from Chapter 10 is in general better than an $n$-Bernoulli-$\lambda$-EDA or whether the latter class contains some algorithms that can compete
with our algorithm from Chapter 10. In other words, is the restriction of having to make a decision on how to update a frequency given only data from the current iteration a strict restriction for optimization? One step into this direction would be to prove a general lower bound for balanced $n$-Bernoulli- $\lambda$-EDAs on LeadingOnes.

## Upper Bound of the cGA on Noisy OneMax

This chapter is based on joint work with Tobias Friedrich, Timo Kötzing, and Andrew M. Sutton [Fri+17]. Only the theoretical results for the cGA have been included, since it is the only EDA considered in the original paper. Further, the definition of graceful scaling has been slightly adjusted by adding a statement about the random nature of the considered algorithm, which is absent in the journal version. Parts of the following introduction have been taken from another joint work with Tobias Friedrich, Timo Kötzing, and Andrew M. Sutton on noise [Fri+16].

In this chapter, we analyze the cGA (without a margin) on a noisy version of Onemax, where the true fitness value is distorted by adding a Gaussian random variable to it. We introduce the concept of graceful scaling (Definition 7.1), which describes that an algorithm is able to optimize a class of noisy functions with high probability within polynomial time, measured in the variance of the noise. We then prove that the cGA scales gracefully on OneMAx with additive Gaussian noise (Theorem 7.11).

### 7.1 Introduction

Evolutionary algorithms are widely used for solving real-world optimization problems in uncertain environments, and EDAs seem to perform well [SGL07]. Jin and Branke [JB05] survey a number of sources of uncertainty that randomized search heuristics must often deal with in practice:

1. noisy objective functions,
2. dynamically changing problems,
3. approximation errors in the objective function, and
4. a requirement that an optimal solution must be robust to changes in its design variables and its environmental parameters that occur after optimization is complete.

Arguably, the two most important sources of uncertainty are point 1 and point 2, namely, stochastic problems and dynamic problems (see also [Bia+09]
for a recent survey). We focus on stochastic problems, that is, problems, where the objective function value of a search point follows a random distribution, and that distribution does not change over time. In these scenarios, EAs must somehow filter the fitness signal from the noise. If the noise intensity is relatively small, this poses little to no problems to selection. However, as the noise intensity grows, the signal becomes more obscured, and the picture is no longer as clear.

A first categorization of different types of noise in optimization was given by Beyer et al. [BOS02] and further developed by Beyer and Sendhoff [BS07]. The authors delineate several types of noise:

1. noise from the environment,
2. actuator imprecision (noise in the decision variables),
3. imprecision of the evaluation of system output, and
4. uncertainties regarding feasibility constraints.

We focus on uncertainty of type 3 , in which the measurement of the objective function is perturbed by some additive stochastic noise term. This noise model has also been called additive posterior noise by Gießen and Kötzing [GK16] and has been studied in the context of combinatorial optimization in several papers [DHK12; FK13; GP96; ST12].

The rigorous analysis of the run time of EAs on noisy functions on discrete domains was initiated by Droste [Dro04]. In that paper, a noisy variant of the OneMax test function was analyzed for the simplest EA: the (1+1) EA. In essence, it was shown that the (1+1) EA can deal with small noise levels, but not medium noise levels.

In this chapter, we address the dependency of optimization time on noise intensity (measured as the variance). Specifically, we ask whether there is some kind of threshold point in the noise intensity at which the noise becomes too high for efficient optimization or whether it is possible for algorithms to be somehow robust to scaling of the noise level.

In order to formally characterize how search heuristics can exhibit robustness to noise intensity, we introduce the concept of graceful scaling (Definition 7.1). Intuitively, a search heuristic scales gracefully with noise if a polynomial increase of the variance can be compensated by polynomially more resources.
We consider centered Gaussian noise with variance $\sigma^{2}$ and use Onemax as the underlying fitness function. In the journal version that this chapter is based on [Fri+17], we proved for this setting that a constant variance can already lead
to a superpolynomial run time for the simple hillclimbers Random Local Search (RLS) and $(1+1)$ EA. Further, the $(\mu+1)$ EA using any polynomial population size of at least $\omega(1)$ is proven to be inefficient for a noise intensity of $\sigma^{2} \in \omega\left(n^{2}\right) .^{19}$

We investigate the cGA (Section 4.3.4), whose working principles as an EDA are in contrast to the $(\mu+1)$ EA, which is an EA. Rather than relying on an explicit population, where a good individual may be removed due to a bad fitness evaluation, the cGA maintains a probability vector that serves as a history, which is updated by at most $1 / K$ in each iteration. This approach allows the cGA to smooth the noise sufficiently without having to resort to explicit noisehandling strategies. We prove that as long as $K$ is sufficiently large, that is, $K \in \omega\left(\sigma^{2} \sqrt{n} \log (n)\right)$, then the cGA scales gracefully with Gaussian noise. Specifically, we prove that after $\mathrm{O}\left(K \sigma^{2} \sqrt{n} \log (K n)\right)$ many iterations, the cGA will have sampled the all-1s string with high probability, as desired (Theorem 7.11). In other words, there is no threshold point in noise intensity at which the algorithm begins to perform poorly.

The proof of Theorem 7.11 gives insight into how the cGA can filter the signal out of the noise efficiently. Even under intense noise (that is, a large variance), as long as the step size $1 / K$ is small enough, selection errors due to misclassification by the noisy function are not penalized greatly, and the overall effect of selection biases the stochastic process described by the frequencies toward the optimal configuration. This can be contrasted with mutation-only approaches, for which such selection errors become fatal in the sense that progress in the correct direction is no longer visible to the algorithm.

### 7.2 Preliminaries

We study the cGA (see Section 4.3.4) optimizing OnEMAx with additive Gaussian noise, parameterized by the variance. Since the cGA is unbiased (Theorem 5.15), our results also hold for the entire OneMax class. However, for the sake of clarity, we phrase all of our results choosing OnEMAx with the all-1s string as its optimum.

When considering the optimization of a noisy fitness function $f$, two evaluations of $f$ for the same point can lead to different results, as the noise is drawn

19 We would like to mention that the proof of the theorem that this result is based on [Fri+17, Theorem 4] seems to be incorrect, as it contains an incomplete case distinction. However, the authors believe that the proof can be fixed and that the respective theorem is true.
again with every evaluation. In this chapter, we assume that each search point is evaluated for its fitness value in each iteration anew. That is, after each iteration, the fitness evaluation is discarded, even if the search point is not. Further, we say that an algorithm succeeds in optimizing a noisy function if and only if it samples an optimum of the underlying unnoisy function.

Let $F$ be a family of pseudo-Boolean functions $\left\{F_{n}\right\}_{n \in \mathrm{~N}}$ where each $F_{n}$ is a set of (unnoisy) functions $f:\{0,1\}^{n} \rightarrow \mathbf{R}$. Let $D$ be a family of distributions $\left\{D_{\theta}\right\}_{\theta \in \mathbf{R}}$ such that, for all $D_{\theta} \in D$, we have $\mathrm{E}\left[D_{\theta}\right]=0$. We define $F$ with additive $D$-noise as the set $F[D]:=\left\{f_{n}+D_{\theta} \mid f_{n} \in F_{n} \wedge D_{\theta} \in D\right\}$.

We now define when an algorithm is robust to additive noise.

- Definition 7.1 (Graceful Scaling). An algorithm A scales gracefully with noise on $F[D]$ if there is a polynomial $q$ such that, for all $g_{n, \theta}=f_{n}+D_{\theta} \in F[D]$, there exists a parameter setting $p$ such that $A(p)$ finds the optimum of $f_{n}$ using at most $q(n, \theta)$ calls to $g_{n, \theta}$ with high probability.

Let $\sigma^{2} \geq 0$ be a variance, and let $Z \sim \mathrm{~N}\left(0, \sigma^{2}\right)$, that is, $Z$ is a normally distributed random variable with mean 0 and variance $\sigma^{2}$. We then denote the noisy OneMax function by $\operatorname{OneMax}_{\left[\sigma^{2}\right]}: \boldsymbol{x} \mapsto\|\boldsymbol{x}\|_{1}+Z$.

The following lemma gives tail bounds for $Z$ by using estimates of the complementary error function. This will be useful in our proofs for bounding the probability that the $\operatorname{OnEMAX}_{\left[\sigma^{2}\right]}$ correctly ranks two arbitrary search points.

Lemma 7.2. Let $Z \sim \mathrm{~N}\left(0, \sigma^{2}\right)$. For all $t>0$, it holds that

$$
\operatorname{Pr}[Z<-t] \leq \frac{1}{2} \frac{1}{2}^{\frac{-t^{2}}{2 \sigma^{2}}} .
$$

Proof. For any $t>0$, by the definition of $\operatorname{erfc}(t)=(2 / \sqrt{\pi}) \int_{t}^{\infty} \mathrm{e}^{-t^{2}} \mathrm{~d} t$ and the definition of a Gaussian distribution, the tail bound of $Z$ is given by $\operatorname{Pr}[Z<-t]=$ $(1 / 2) \operatorname{erfc}(t /(\sigma \sqrt{2}))$. Chang et al. [CCM11] bound $\operatorname{erfc}(t)$ by $\alpha \mathrm{e}^{-\beta t^{2}}$. Choosing $\alpha=\beta=1$ yields the desired upper bound.

In order to prove our main result, we use the following drift theorem, which we phrase in a similar fashion to the theorems in Chapter 3. It is basically Corollary 3.15 but additionally provides a tail bound on how likely it is that the process has not reached its goal within the denoted time. We only mention the concentration bound.

- Theorem 7.3 (Tail Bound For Multiplicative Drift [DG13]). Let $\left(X_{t}\right)_{t \in \mathrm{~N}}$ be a sequence of random variables over $\{0\} \cup\left[x_{\min }, x_{\max }\right]$, where $x_{\min }>0$, adapted to a filtration $\left(\mathcal{F}_{t}\right)_{t \in \mathrm{~N}}$, and let $T=\inf \left\{t \in \mathbf{N} \mid X_{t}=0\right\}$. Furthermore, suppose that there exists a value $\delta>0$ such that, for all $t<T$, it holds that

$$
\mathrm{E}\left[X_{t}-X_{t+1} \mid \mathcal{F}_{t}\right] \geq \delta X_{t} .
$$

Then, for all $\lambda>0$, it holds that

$$
\operatorname{Pr}\left[\left.T>\frac{\lambda+\ln \left(\frac{X_{0}}{x_{\min }}\right)}{\delta} \right\rvert\, X_{0}\right] \leq \mathrm{e}^{-\lambda}
$$

The following lemma states an exact equality for the first absolute moment of a random variable $Z$ in terms of its characteristic function $\varphi_{Z}(t)=\mathrm{E}\left[\mathrm{e}^{\mathrm{i} t Z}\right]$.
Lemma 7.4 ([BE65, Special Case of Lemma 2]). Let $Z$ be a random variable with $\mathrm{E}[|Z|]<\infty$. Then

$$
\mathrm{E}[|Z|]=\frac{1}{\pi} \int_{-\infty}^{\infty} \frac{1-\mathfrak{R}\left(\varphi_{Z}(t)\right)}{t^{2}} \mathrm{~d} t
$$

where $\mathfrak{R}(z)$ is the real part of $z \in \mathrm{C}$.

### 7.3 Formal Analysis

We now show that the cGA (without a margin) scales gracefully with Gaussian noise. Let $T^{\star}$ be the optimization time of the cGA on $\operatorname{OnEMAx}_{\left[\sigma^{2}\right]}$, namely, the first time that it generates the underlying true optimal solution $1^{n}$. Since we want to apply drift theory and thus need our target to be 0 , we consider the random process $\left(X_{t}\right)_{t \in \mathrm{~N}}$ defined as

$$
\begin{equation*}
X_{t}=n-\sum_{i=1}^{n} \boldsymbol{p}_{i}^{(t)} \tag{7.1}
\end{equation*}
$$

Further, we bound the optimization time by $T=\inf \left\{t \in \mathrm{~N} \mid X_{t}=0\right\}$. This is the time until the product distribution has converged to the optimal frequency vector. Clearly, $T^{\star} \leq T$ since the cGA produces $1^{n}$ in the $T$-th iteration almost
surely. However, $T^{\star}$ and $T$ can be infinite when there is a position $i \in[n]$ and a time point $t<T^{\star}$ where $\boldsymbol{p}_{i}^{(t)}=0$, since the process can never subsequently generate any string $\boldsymbol{x}$ with $\boldsymbol{x}_{i}=1$. In order to circumvent this, Droste [Dro06] estimates $\mathrm{E}\left[T^{\star}\right]$ conditioned on the event that $T^{\star}$ is finite, and then bounds the probability of finite $T^{\star}$. We follow this approach and prove that as long as $K$ is large enough, the optimization time is polynomial with high probability.

We first define the probability that the cGA misclassifies two points under comparison due to the presence of noise.

- Definition 7.5. Let $\boldsymbol{x}, \boldsymbol{y} \in\{0,1\}^{n}$. Without loss of generality, suppose that $\|\boldsymbol{x}\|_{1}-\|\boldsymbol{y}\|_{1}=\ell \geq 0$, and let $\mathcal{E}$ be the event that $\operatorname{OnEMAx}_{\left[\sigma^{2}\right]}(\boldsymbol{x})<$ $\operatorname{OnEMAx}_{\left[\sigma^{2}\right]}(\boldsymbol{y})$. We define the probability to misclassify $\boldsymbol{x}$ and $\boldsymbol{y}$ as the function $\Delta:[n] \cup\{0\} \rightarrow[0,1]$ with

$$
\Delta(\ell)= \begin{cases}\frac{1}{2} & \text { if } \ell=0 \\ \operatorname{Pr}\left[\mathcal{E} \mid\|\boldsymbol{x}\|_{1}-\|\boldsymbol{y}\|_{1}=\ell\right] & \text { if } \ell>0\end{cases}
$$

Note that we define the probability of misclassification in the case of $\ell=0$ to be $1 / 2$ because we care about which individual will be chosen in this case.

The following lemma bounds the misclassification probability in terms of the noise intensity measured by the variance.

- Lemma 7.6. For any $\ell \in[n]$, it holds that $\Delta(\ell)>\Delta(\ell+1)$. Moreover, assuming that $\sigma^{2}>0$, there exists a constant $c>0$ such that

$$
\Delta(\ell) \leq \frac{1}{2}\left(1-\frac{c}{\sigma^{2}}\right) .
$$

Proof. Let $\boldsymbol{x}, \boldsymbol{y} \in\{0,1\}^{n}$ be any bit strings such that $\|\boldsymbol{x}\|_{1}-\|\boldsymbol{y}\|_{1}=\ell$. The event that $\operatorname{OneMAx}_{\left[\sigma^{2}\right]}$ incorrectly classifies $\boldsymbol{y}$ as superior to $\boldsymbol{x}$ is equivalent to the event $\left\{\operatorname{OneMAx}_{\left[\sigma^{2}\right]}(\boldsymbol{x})<\operatorname{OneMAx}_{\left[\sigma^{2}\right]}(\boldsymbol{y})\right\}$. Let $Z_{\boldsymbol{x}}, Z_{\boldsymbol{y}} \sim \mathrm{N}\left(0, \sigma^{2}\right)$ denote the noise from the evaluation of $\boldsymbol{x}$ and $\boldsymbol{y}$, respectively. Then we get

$$
\operatorname{Pr}\left[\operatorname{OnEMAx}_{\left[\sigma^{2}\right]}(\boldsymbol{x})<\operatorname{OnEMAx}_{\left[\sigma^{2}\right]}(\boldsymbol{y})\right]=\operatorname{Pr}\left[\ell+\left(Z_{\boldsymbol{x}}-Z_{\boldsymbol{y}}\right)<0\right] .
$$

Letting $Z^{*}:=Z_{\boldsymbol{x}}-Z_{\boldsymbol{y}}$, we have $Z^{*} \sim \mathrm{~N}\left(0,2 \sigma^{2}\right)$ and $\Delta(\ell)=\operatorname{Pr}\left[Z^{*}<-\ell\right]$. Furthermore, $\Delta(\ell+1)=\operatorname{Pr}\left[Z^{*}<-(\ell+1)\right]<\operatorname{Pr}\left[Z^{*}<-\ell\right]=\Delta(\ell)$. Finally, applying Lemma 7.2, we have $\operatorname{Pr}\left[Z^{*}<-\ell\right] \leq(1 / 2) \mathrm{e}^{-\ell^{2} /\left(4 \sigma^{2}\right)} \leq(1 / 2) \mathrm{e}^{-1 /\left(4 \sigma^{2}\right)}$. The proof
is then completed by applying the well-known bound $1-z>\mathrm{e}^{-z /(1-z)}$ [Mit64, Inequality 2.68] and setting $z=1 /\left(4 \sigma^{2}+1\right)$.

We now prove the following lemma, which we use in the proof of the upcoming Lemma 7.8.

Lemma 7.7. Let $k \in \mathrm{~N}$. Then

$$
\frac{1}{\pi} \int_{-\infty}^{\infty} \frac{1-\cos ^{k}(t)}{t^{2}} \mathrm{~d} t=\frac{2}{2^{2\left\lceil\frac{k}{2}\right\rceil}\left\lceil\frac{k}{2}\right.}\left\lceil\binom{ 2\left\lceil\frac{k}{2}\right\rceil}{\left\lceil\frac{k}{2}\right\rceil} .\right.
$$

Proof. We express the $k$-th power of $\cos (t)$ in terms of the binomial expansion [GR07, Equations 1.320 .5 and 1.320.7]:

$$
\cos ^{k}(t)=\frac{1}{2^{k}} \sum_{j=0}^{k}\binom{k}{j} \cos ((2 j-k) t) .
$$

Thus, we may calculate the indefinite integral

$$
\begin{align*}
& \int \frac{1-\cos ^{k}(t)}{t^{2}} \mathrm{~d} t \\
& =-\frac{1}{2^{k}} \sum_{j=0}^{k}\binom{k}{j} \int \frac{\cos ((2 j-k) t)}{t^{2}} \mathrm{~d} t-\frac{1}{t} \\
& =-\frac{1}{2^{k}} \sum_{j=0}^{k}\binom{k}{j}\left(-\frac{\cos ((2 j-k) t)}{t}-(2 j-k) \int \frac{\sin ((2 j-k) t)}{t} \mathrm{~d} t\right)-\frac{1}{t} \\
& =\frac{\cos ^{k}(t)}{t}-\frac{1}{2^{k}} \sum_{j=0}^{k}\binom{k}{j}(k-2 j) \operatorname{Si}((2 j-k) t)-\frac{1}{t}, \tag{7.2}
\end{align*}
$$

where $\operatorname{Si}(z):=\int_{0}^{z} \frac{\sin (x)}{x} \mathrm{~d} x$ is the sine integral, ${ }^{20}$ and where $\int \cos ((2 j-k) t)$.

20 Since we are eventually interested in the definite integral from negative infinity to positive infinity, the sine integral is derived by a case distinction of the intervals $(-\infty, 0)$ and $[0, \infty)$. Although Si is only defined over $[0, \infty)$, we extend it such that, for any $z \in \mathrm{R}^{+}, \operatorname{Si}(-z):=-\operatorname{Si}(z)$, since $\sin (-z)=-\sin (z)$. This saves us a case distinction in the places where we use Si .
$\left(1 / t^{2}\right) \mathrm{d} t$ is integrated by parts once, noting that

$$
\frac{\partial \cos ((2 j-k) t)}{\partial t}=-(2 j-k) \cdot \sin ((2 j-k) t)
$$

We define the function

$$
h_{k}(t):=-\frac{1}{2^{k}} \sum_{j=0}^{k}\binom{k}{j}(k-2 j) \operatorname{Si}((2 j-k) t) .
$$

By the algebraic limit theorem,

$$
\lim _{t \rightarrow \infty} h_{k}(t)=-\frac{1}{2^{k}} \sum_{j=0}^{k}\binom{k}{j}(k-2 j) \lim _{t \rightarrow \infty} \operatorname{Si}((2 j-k) t)
$$

The limits at infinity of the sine integral are [AS65, Equation 5.2.25]

$$
\lim _{t \rightarrow \infty} \operatorname{Si}((2 j-k) t)= \begin{cases}\frac{\pi}{2} & \text { if }(2 j-k)>0 \\ 0 & \text { if }(2 j-k)=0 \\ -\frac{\pi}{2} & \text { if }(2 j-k)<0\end{cases}
$$

Therefore,

$$
\begin{aligned}
\lim _{t \rightarrow \infty} h_{k}(t) & =\frac{-\pi}{2^{k+1}}\left(\sum_{j=\left\lceil\frac{k}{2}\right\rceil}^{k}\binom{k}{j}(k-2 j)-\sum_{j=0}^{\left\lfloor\frac{k}{2}\right\rfloor}\binom{k}{j}(k-2 j)\right) \\
& =\frac{\pi}{2^{k+1}}\left(\sum_{j=0}^{\left\lfloor\frac{k}{2}\right\rfloor}\binom{k}{j}(k-2 j)-\sum_{j=\left\lceil\frac{k}{2}\right\rceil}^{k}\binom{k}{j}(k-2 j)\right) \\
& =\frac{\pi}{2^{k+1}}\left(\left\lceil\frac{k}{2}\right\rceil\binom{ 2\left\lceil\frac{k}{2}\right\rceil}{\left\lceil\frac{k}{2}\right\rceil} I(k)\right),
\end{aligned}
$$

where

$$
I(k)= \begin{cases}1 & \text { if } k \text { is odd } \\ 2 & \text { if } k \text { is even }\end{cases}
$$

The last step of the transformations above can be proven inductively by noting that $s(k):=\lceil k / 2\rceil\binom{ 2\lceil k / 2\rceil}{\lceil k / 2\rceil} I(k)$ follows the recursion

$$
\begin{aligned}
& s(k)= \begin{cases}2 \cdot s(k-1)+2\binom{k-1}{\frac{k-1}{2}} & \text { if } k \text { is odd, } \\
2 \cdot s(k-1) & \text { if } k \text { is even, and }\end{cases} \\
& s(0)=0 .
\end{aligned}
$$

It is possible to express $I(k)=2^{(k+1)} / 2^{2\lceil k / 2\rceil}$, and so

$$
\lim _{t \rightarrow \infty} h_{k}(t)=\pi\left[\begin{array}{c}
\frac{k}{2}  \tag{7.3}\\
2
\end{array}\binom{2\left\lceil\frac{k}{2}\right\rceil}{\left\lceil\frac{k}{2}\right\rceil} 2^{-2\left\lceil\frac{k}{2}\right\rceil} .\right.
$$

A similar derivation yields

$$
\begin{equation*}
\lim _{t \rightarrow-\infty} h_{k}(t)=-\lim _{t \rightarrow \infty} h_{k}(t) . \tag{7.4}
\end{equation*}
$$

In order to complete the proof, we take the indefinite integral derived in equation (7.2) and use that $\lim _{t \rightarrow \infty} \cos ^{k}(t) / t=\lim _{t \rightarrow \infty} 1 / t=0$ to compute the definite integral as follows:

$$
\begin{aligned}
\int_{-\infty}^{\infty} \frac{1-\cos ^{k}(t)}{t^{2}} \mathrm{~d} t & =\lim _{t \rightarrow \infty}\left(\frac{\cos ^{k}(t)}{t}+h_{k}(t)-\frac{1}{t}\right)-\lim _{t \rightarrow-\infty}\left(\frac{\cos ^{k}(t)}{t}+h_{k}(t)-\frac{1}{t}\right) \\
& =\lim _{t \rightarrow \infty} h_{k}(t)-\lim _{t \rightarrow-\infty} h_{k}(t) \\
& =2 \lim _{t \rightarrow \infty} h_{k}(t),
\end{aligned}
$$

where we have used equation (7.4). Finally, substituting equation (7.3) for the limit at positive infinity, we get

$$
\int_{-\infty}^{\infty} \frac{1-\cos ^{k}(t)}{t^{2}} \mathrm{~d} t=\pi \cdot 2\left\lceil\frac{k}{2}\right\rceil\binom{ 2\left\lceil\frac{k}{2}\right\rceil}{\left\lceil\frac{k}{2}\right\rceil} 2^{-2\left\lceil\frac{k}{2}\right\rceil}
$$

We can now prove the following technical lemma that yields some properties of the sum of $n$ independent random variables over $\{-1,0,1\}$. Specifically, we derive a bound on the probability that the sum is equal to 0 and a lower bound
on the first absolute moment of the sum. We later use these results in proofs about the drift of the frequencies during the run of the cGA.

- Lemma 7.8. Let $a \in(0,1)$ be a constant, and let $\boldsymbol{p} \in[a, 1]^{n}$ be a probability vector. Consider a random variable $Z=\sum_{i=1}^{n} Z_{i}$, each $Z_{i}$ independent, where

$$
Z_{i}= \begin{cases}1 & \text { with probability } \boldsymbol{p}_{i}\left(1-\boldsymbol{p}_{i}\right) \\ -1 & \text { with probability } \boldsymbol{p}_{i}\left(1-\boldsymbol{p}_{i}\right), \text { and } \\ 0 & \text { with probability } 1-2 \boldsymbol{p}_{i}\left(1-\boldsymbol{p}_{i}\right)\end{cases}
$$

Then $\operatorname{Pr}[Z=0] \geq 1 /(4 \sqrt{n})$, and

$$
\mathrm{E}[|Z|] \geq a \sqrt{\frac{2}{n}}\left(n-\sum_{i=1}^{n} \boldsymbol{p}_{i}\right) .
$$

Proof. Let $\xi=\sum_{i=1}^{n}\left|Z_{i}\right|$. Then $\xi$ is distributed as a Poisson binomial distribution with each success probability equal to $2 \boldsymbol{p}_{i}\left(1-\boldsymbol{p}_{i}\right)$. Furthermore, $Z=0$ when exactly $k$ of the $Z_{i}$ variables are non-zero for some even $k$, and exactly $k / 2$ of these are selected to be negative, with the remaining $k / 2$ positive. The probability that exactly $k$ of the variables are non-zero is $\operatorname{Pr}[\xi=k]$, and the probability of selecting exactly $k / 2$ to be positive is $\binom{k}{k / 2} 2^{-k}$ so we can write

$$
\operatorname{Pr}[Z=0]=\sum_{k=0}^{n} \operatorname{Pr}[\xi=k]\binom{k}{\frac{k}{2}} 2^{-k}
$$

where $\binom{k}{k / 2}=0$ if $k$ is odd. Since $\binom{k}{k / 2}$ vanishes at odd $i$, we have

$$
\operatorname{Pr}[Z=0]=\sum_{k=0}^{\lfloor n / 2\rfloor} \operatorname{Pr}[\xi=2 k]\binom{2 k}{k} 2^{-2 k}
$$

$\binom{2 k}{k}$ is the $k$-th central binomial coefficient, for which we have the well-known bound $2^{2 k} /(2 \sqrt{k}) \leq\binom{ 2 k}{k}$ [Bul15, Binomial Coefficient Inequalities (b)], hence,

$$
\operatorname{Pr}[Z=0] \geq \operatorname{Pr}[\xi=0]+\sum_{k=1}^{\lfloor n / 2\rfloor} \operatorname{Pr}[\xi=2 k] \frac{1}{2 \sqrt{k}}
$$

$$
\begin{equation*}
\geq \frac{1}{2 \sqrt{n}} \operatorname{Pr}[\xi \text { is even }] \tag{7.5}
\end{equation*}
$$

since $1 /(2 \sqrt{n}) \leq 1 /(2 \sqrt{k})$.
In order to finish the proof, note that for any integer random variable $X$, where we denote the probability generating function by $G(z)=\mathrm{E}\left[z^{X}\right]$, it holds that $\operatorname{Pr}[X$ is even $]=(1+G(-1)) / 2$. Since $\xi$ is a Poisson binomial distribution with success probability $q_{i}$ for the $i$-th trial, we can write the probability generating function as $G(z)=\prod_{i=1}^{n}\left(1-q_{i}+q_{i} z\right)$ (by the binomial theorem). Therefore,

$$
\begin{aligned}
\operatorname{Pr}[\xi \text { is even }] & =\frac{1+G(-1)}{2} \\
& =\frac{1}{2}\left(1+\prod_{i=1}^{n}\left(1-2 q_{i}\right)\right)
\end{aligned}
$$

Finally, since $q_{i}=2 \boldsymbol{p}_{i}\left(1-\boldsymbol{p}_{i}\right) \leq 1 / 2$ for all $i \in[n]$, the product in the above equation must be nonnegative. Therefore, $\operatorname{Pr}[\xi$ is even $] \geq 1 / 2$ and the claimed bound on $\operatorname{Pr}[Z=0]$ follows from equation (7.5).

We now bound the first absolute moment of $Z$ from below. For every $S \subseteq$ [ $n$ ], let $\mathcal{E}_{S}$ denote the event that $\left|Z_{i}\right|=1 \leftrightarrow i \in S$. We first calculate the expectation of $|Z|$ conditional on these events. Since the probabilities $\boldsymbol{p}_{i}$ are mutually independent, we get

$$
\begin{aligned}
\mathrm{E}\left[\mathrm{e}^{\mathrm{i} t Z} \mid \mathcal{E}_{S}\right] & =\mathrm{e}^{\mathrm{i} t \mathrm{E}\left[Z \mid \mathcal{E}_{S}\right]} \\
& =\prod_{j=1}^{n} \mathrm{e}^{\mathrm{i} t \mathrm{E}\left[Z_{j} \mid \mathcal{E}_{S}\right]}
\end{aligned}
$$

If $j \in S$, then $Z_{j}=1$ with probability $1 / 2$ and $Z_{j}=-1$ with probability $1 / 2$. Thus,

$$
\left.\mathrm{e}^{\mathrm{i} t \mathrm{E}\left[Z_{j} \mid \mathcal{E}_{S} \wedge j \in S\right.}\right]=\frac{\mathrm{e}^{\mathrm{i} t}}{2}+\frac{\mathrm{e}^{-\mathrm{i} t}}{2}
$$

On the other hand, if $j \notin S$, then $Z_{j}=0$ and so

$$
\begin{aligned}
\mathrm{e}^{\mathrm{i} t \mathrm{E}\left[Z_{j} \mid \mathcal{E}_{S} \wedge j \notin S\right]} & =\mathrm{e}^{0} \\
& =1
\end{aligned}
$$

We collect the above terms to write

$$
\begin{aligned}
\mathrm{E}\left[\mathrm{e}^{\mathrm{i} t Z} \mid \mathcal{E}_{S}\right] & =\prod_{j=1}^{n}\left(1_{S}(j)\left(\frac{\mathrm{e}^{\mathrm{i} t}}{2}+\frac{\mathrm{e}^{-\mathrm{i} t}}{2}\right)+1-\mathbf{1}_{S}(j)\right) \\
& =\prod_{j \in S} \cos (t)=\cos ^{|S|}(t)
\end{aligned}
$$

Thus, by Lemma 7.4,

$$
\begin{aligned}
\mathrm{E}\left[|Z| \mid \mathcal{E}_{S}\right] & =\frac{1}{\pi} \int_{-\infty}^{\infty} \frac{1-\cos ^{|S|}(t)}{t^{2}} \mathrm{~d} t \\
& =g(|S|),
\end{aligned}
$$

where $g(k)=2\lceil k / 2\rceil\left(\begin{array}{c}2\lceil k / 2\rceil \\ \lceil k / 2\rceil\end{array} 2^{-2\lceil k / 2\rceil}\right.$ by Lemma 7.7. Again applying bounds on the central binomial coefficient, we get $g(k) \geq \sqrt{\lceil k / 2\rceil} \geq \sqrt{k / 2}$. And since $k \leq n$, we have $g(k) \geq k / \sqrt{2 n}$.

By the law of total expectation (Corollary 2.10), we get

$$
\begin{align*}
\mathrm{E}[|Z|] & =\sum_{k=1}^{n} g(k) \sum_{S \subseteq[n]:|S|=k} \operatorname{Pr}\left[\mathcal{E}_{S}\right] \\
& \geq \frac{1}{\sqrt{2 n}} \sum_{k=1}^{n} k \sum_{S \subseteq[n]:|S|=k} \operatorname{Pr}\left[\mathcal{E}_{S}\right] \\
& =\frac{\mathrm{E}[\xi]}{\sqrt{2 n}} . \tag{7.6}
\end{align*}
$$

Since $\xi$ follows a Poisson binomial distribution with the $i$-th success probability equal to $2 \boldsymbol{p}_{i}\left(1-\boldsymbol{p}_{i}\right)$, and since every $\boldsymbol{p}_{i} \geq a$, we have

$$
\begin{aligned}
\mathrm{E}[\xi] & =\sum_{i=1}^{n} 2 \boldsymbol{p}_{i}\left(1-\boldsymbol{p}_{i}\right) \\
& \geq 2 a\left(n-\sum_{i=1}^{n} \boldsymbol{p}_{i}\right) .
\end{aligned}
$$

Substituting this inequality into inequality (7.6) completes the proof.

We use Lemma 7.8 in the proof of the next lemma whenever we need bounds on the expected absolute difference of the count of 1s between the offspring generated by the cGA. Specifically, the following lemma bounds the drift on $X_{t}$ as defined in equation (7.1), conditional on the event that no frequency gets too small.

Lemma 7.9. Consider the cGA optimizing $\operatorname{OnEMAx}_{\left[\sigma^{2}\right]}$ and let $X$ be the random process defined in equation (7.1). Assume that there exists a constant $a>0$ such that, for all $i \in[n]$ and all $t<T$, we have $\boldsymbol{p}_{i}^{(t)} \geq a$ and that $X_{t}>0$. Then

$$
\mathrm{E}\left[X_{t}-X_{t+1} \mid X_{t}\right] \geq \delta X_{t},
$$

where $1 / \delta \in \mathrm{O}\left(\sigma^{2} K \sqrt{n}\right)$.
Proof. Let $\boldsymbol{x}$ and $\boldsymbol{y}$ be the offspring generated in iteration $t$, and let $Z_{t}=\|\boldsymbol{x}\|_{1}-$ $\|\boldsymbol{y}\|_{1}$. For all $i \in[n]$ defining

$$
Z_{i, t}= \begin{cases}-1 & \text { if } \boldsymbol{x}_{i}=0 \text { and } \boldsymbol{y}_{i}=1, \\ 0 & \text { if } \boldsymbol{x}_{i}=\boldsymbol{y}_{i}, \\ 1 & \text { if } \boldsymbol{x}_{i}=1 \text { and } \boldsymbol{y}_{i}=0,\end{cases}
$$

note that $Z_{t}=\sum_{i=1}^{n} Z_{i, t}$. Let $\mathcal{E}$ denote the event that the evaluation of $\operatorname{ONEMAx}_{\left[\sigma^{2}\right]}$ incorrectly ranks $\boldsymbol{x}$ and $\boldsymbol{y}$. Without loss of generality, suppose $\|\boldsymbol{x}\|_{1} \geq\|\boldsymbol{y}\|_{1}$. Then $\mathrm{E}\left[X_{t}-X_{t+1} \mid X_{t} ; \overline{\mathcal{E}}\right]=\mathrm{E}\left[\left|Z_{t}\right| \mid X_{t}\right] / K$. On the other hand, if $\operatorname{OnEMAX}_{\left[\sigma^{2}\right]}(\boldsymbol{x})$ evaluates to at most $\operatorname{OnEMAx}_{\left[\sigma^{2}\right]}(\boldsymbol{y})$ during iteration $t$, the roles above are swapped and $\mathrm{E}\left[X_{t}-X_{t+1} \mid X_{t} ; \mathcal{E}\right]=-\mathrm{E}\left[\left|Z_{t}\right| \mid X_{t}\right] / K$. By the law of total expectation, we get

$$
\begin{equation*}
\mathrm{E}\left[X_{t}-X_{t+1} \mid X_{t}\right]=\frac{\mathrm{E}\left[\left|Z_{t}\right| \mid X_{t}\right]}{K}(1-2 \operatorname{Pr}[\mathcal{E}]) . \tag{7.7}
\end{equation*}
$$

Note that, for any $i \in[n]$, it holds that $\operatorname{Pr}\left[Z_{i, t}=1 \mid X_{t}\right]=\operatorname{Pr}\left[Z_{i, t}=-1 \mid X_{t}\right]=$ $\boldsymbol{p}_{i}^{(t)}\left(1-\boldsymbol{p}_{i}^{(t)}\right)$ and $\operatorname{Pr}\left[Z_{i, t}=0 \mid X_{t}\right]$ is the converse probability. Since we have assumed each $\boldsymbol{p}_{i}^{(t)} \geq a$, we can apply Lemma 7.8 to obtain

$$
\mathrm{E}\left[\left|Z_{t}\right| \mid X_{t}\right] \geq a \sqrt{\frac{2}{n}}\left(n-\sum_{i=1}^{n} \boldsymbol{p}_{i}^{(t)}\right)
$$

$$
\begin{equation*}
=a X_{t} \sqrt{\frac{2}{n}} . \tag{7.8}
\end{equation*}
$$

Last, we substitute inequality (7.8) into equation (7.7) and use Lemma 7.6 to bound $\operatorname{Pr}[\mathcal{E}]=\Delta\left(\|\boldsymbol{x}\|_{1}-\|\boldsymbol{y}\|_{1} \mid\right)$ from above. This completes the proof.

In order to use Lemma 7.9, we require that the frequencies stay large enough during the run of the cGA. Increasing the step size $K$ obviously translates to finer-grained frequency values, which means slower dynamics for $\boldsymbol{p}_{i}^{(t)}$. We point out that this scaling of the update probabilities is an application of the technique of rescaled mutations [Bey00] to the space of probability vectors. Provided that $K$ is set sufficiently large, the frequencies remain above an arbitrary constant for any polynomial number of iterations with very high probability. This is captured by the following lemma.

- Lemma 7.10. Consider the cGA optimizing $\operatorname{OneMAx}_{\left[\sigma^{2}\right]}$ with $\sigma^{2}>0$. Let $a \in(0,1 / 2)$ be an arbitrary constant, and let $T^{\prime}=\inf \left\{t \in \mathrm{~N} \mid \exists i \in[n]: \boldsymbol{p}_{i}^{(t)} \leq a\right\}$. If $K \in \omega\left(\sigma^{2} \sqrt{n} \log (n)\right)$, then for every polynomial $\operatorname{poly}(n)$, for $n$ sufficiently large, $\operatorname{Pr}\left[T^{\prime}<\operatorname{poly}(n)\right]$ is superpolynomially small.

Proof. We want to apply Corollary 3.24 and show that the probability of a frequency reaching $a$ is superpolynomially small.

Consider a position $i \in[n]$ of the cGA. Let $\left(Y_{t}\right)_{t \in \mathrm{~N}}$ be the stochastic process $Y_{t}=\left(1 / 2-\boldsymbol{p}_{i}^{(t)}\right) K$. Note that $Y$ is a random process on the set $[-K / 2 . . K / 2]$ with $Y_{0}=0$. Let $T=\inf \left\{t \in \mathbf{N} \mid Y_{t}>(1 / 2-a) K\right\}$. We now show that there is a negative drift as long as $Y_{t} \geq-K / 2+1$.

We first argue that there is a constant $c>0$ such that, for all $t<T$, it holds that

$$
\begin{equation*}
\mathrm{E}\left[Y_{t} \mid Y_{t-1}\right] \leq Y_{t-1}-\frac{c}{\sigma^{2}} \cdot \frac{\operatorname{Pr}\left[\boldsymbol{x}_{i} \neq \boldsymbol{y}_{i}\right]}{\sqrt{n}} . \tag{7.9}
\end{equation*}
$$

Consider an iteration $t<T^{\prime}$, and let $\boldsymbol{x}$ and $\boldsymbol{y}$ be the strings generated by the cGA in iteration that iteration. We define $\hat{\boldsymbol{x}}:=\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \ldots, \boldsymbol{x}_{i-1}, \boldsymbol{x}_{i+1}, \ldots \boldsymbol{x}_{n}\right)$ to be the substring of $\boldsymbol{x}$ constructed by removing the $i$-th element and $\hat{\boldsymbol{y}}$ analogously. Since each element of $\boldsymbol{x}$ and $\boldsymbol{y}$ is constructed independently, we can regard $\hat{\boldsymbol{x}}, \hat{\boldsymbol{y}}$, $\boldsymbol{x}_{i}$, and $\boldsymbol{y}_{i}$ to be independent.

Define the random variable $\delta_{t}:=Y_{t}-Y_{t-1}$. Note that $\mathrm{E}\left[Y_{t} \mid Y_{t-1}\right]=Y_{t-1}+$ $\mathrm{E}\left[\delta_{t} \mid Y_{t-1}\right]$, where $\delta_{t} \in\{-1,0,1\}$. Further, define $\hat{\ell}=\|\hat{\boldsymbol{x}}\|_{1}-\|\hat{\boldsymbol{y}}\|_{1}$. We distinguish between the two events that $|\hat{\ell}|$ is non-zero or zero.

Case $|\hat{\boldsymbol{\ell}}|>0$. Suppose without loss of generality that $\hat{\ell}>0$ (that is, $\|\hat{x}\|_{1}>$ $\left.\|\hat{\boldsymbol{y}}\|_{1}\right)$. Hence, $\delta_{t}=0$ if and only if $\boldsymbol{x}_{i}=\boldsymbol{y}_{i}$. Moreover, $\delta_{t}=-1$ only in the case that
(a) $\boldsymbol{x}_{i}=1$ and $\boldsymbol{y}_{i}=0$ and $\boldsymbol{x}$ is accepted (in which case $\ell=\hat{\ell}+1$ ), or
(b) $\boldsymbol{x}_{i}=0$ and $\boldsymbol{y}_{i}=1$ and $\boldsymbol{x}$ is not accepted (in which case $\ell=\hat{\ell}-1$ ).

Event (a) occurs only if OneMAx ${ }_{\left[\sigma^{2}\right]}$ does not misclassify $\boldsymbol{x}$ and $\boldsymbol{y}$, whereas event (b) occurs only if OneMAx ${ }_{\left[\sigma^{2}\right]}$ does misclassify $\boldsymbol{x}$ and $\boldsymbol{y}$. Thus,

$$
\operatorname{Pr}\left[\delta_{t}=-1\right]=\operatorname{Pr}\left[\boldsymbol{x}_{i}=1, \boldsymbol{y}_{i}=0\right](1-\Delta(\hat{\ell}+1))+\operatorname{Pr}\left[\boldsymbol{x}_{i}=0, \boldsymbol{y}_{i}=1\right] \Delta(\hat{\ell}-1)
$$

Please note that, formally speaking, the probability above should be a random variable and thus conditional on a filter (or a random variable). However, conditioning on $Y_{t-1}$ is not enough, since this does not entail that the individuals $\boldsymbol{x}$ and $\boldsymbol{y}$ are known. Hence, we actually had to condition onto a filter where both $Y_{t-1}$ as well as the sampled offspring are known. For the sake of brevity, we ignore this detail, treat the probability as a normal probability, and continue to condition only on $Y_{t-1}$ for the drift. Since drift can be used with any filtration, we do not limit applicability this way.

Similarly, $\delta_{t}=1$ only in the event that
(a) $\boldsymbol{x}_{i}=1$ and $\boldsymbol{y}_{i}=0$ but $\boldsymbol{x}$ is not accepted, because $\boldsymbol{x}$ and $\boldsymbol{y}$ were misclassified by OneMAx ${ }_{\left[\sigma^{2}\right]}$, or
(b) $\boldsymbol{x}_{i}=0$ and $\boldsymbol{y}_{i}=1$ and $\boldsymbol{x}$ is accepted because OnEMAX ${ }_{\left[\sigma^{2}\right]}$ ranked $\boldsymbol{x}$ and $\boldsymbol{y}$ correctly.

Thus,

$$
\operatorname{Pr}\left[\delta_{t}=1\right]=\operatorname{Pr}\left[\boldsymbol{x}_{i}=1, \boldsymbol{y}_{i}=0\right] \Delta(\hat{\ell}+1)+\operatorname{Pr}\left[\boldsymbol{x}_{i}=0, \boldsymbol{y}_{i}=1\right](1-\Delta(\hat{\ell}-1)) .
$$

Since $\operatorname{Pr}\left[\boldsymbol{x}_{i}=1, \boldsymbol{y}_{i}=0\right]=\operatorname{Pr}\left[\boldsymbol{x}_{i}=0, \boldsymbol{y}_{i}=1\right]=\operatorname{Pr}\left[\boldsymbol{x}_{i} \neq \boldsymbol{y}_{i}\right] / 2$, we get

$$
\begin{aligned}
\mathrm{E}\left[\delta_{t} \mid Y_{t-1} ; \hat{\ell} \neq 0\right] & =\operatorname{Pr}\left[\delta_{t}=1\right]-\operatorname{Pr}\left[\delta_{t}=-1\right] \\
& =-\operatorname{Pr}\left[\boldsymbol{x}_{i} \neq \boldsymbol{y}_{i}\right](\Delta(\hat{\ell}-1)-\Delta(\hat{\ell}+1)) \\
& <0
\end{aligned}
$$

where we apply Lemma 7.6. We conclude that in this case,

$$
\begin{aligned}
\mathrm{E}\left[Y_{t} \mid Y_{t-1} ; \hat{\ell} \neq 0\right] & =Y_{t-1}+\mathrm{E}\left[\delta_{t} \mid Y_{t-1} ; \hat{\ell} \neq 0\right] \\
& <Y_{t-1} .
\end{aligned}
$$

Case $\hat{\boldsymbol{\ell}}=0$. In this case, if $\boldsymbol{x}_{\boldsymbol{i}}=\boldsymbol{y}_{i}$, then $\boldsymbol{x}=\boldsymbol{y}$ and there is zero drift. Otherwise, if $\boldsymbol{x}_{i}>\boldsymbol{y}_{i}$, then $\|\boldsymbol{x}\|_{1}-\|\boldsymbol{y}\|_{1}=1$, or if $\boldsymbol{y}_{i}>\boldsymbol{x}_{i}$, then $\|\boldsymbol{y}\|_{1}-\|\boldsymbol{x}\|_{1}=1$. The drift in this case only depends on whether or not $\operatorname{OnEMAX}_{\left[\sigma^{2}\right]}$ misclassifies $\boldsymbol{x}$ and $\boldsymbol{y}$. In particular,

$$
\begin{aligned}
\operatorname{Pr}\left[\delta_{t}=-1\right] & =\operatorname{Pr}\left[\boldsymbol{x}_{i}=1, \boldsymbol{y}_{i}=0\right](1-\Delta(1))+\operatorname{Pr}\left[\boldsymbol{x}_{i}=0, \boldsymbol{y}_{i}=1\right](1-\Delta(1)) \quad \text { and } \\
\operatorname{Pr}\left[\delta_{t}=1\right] & =\operatorname{Pr}\left[\boldsymbol{x}_{i}=1, \boldsymbol{y}_{i}=0\right] \Delta(1)+\operatorname{Pr}\left[\boldsymbol{x}_{1}=0, \boldsymbol{y}_{i}=1\right] \Delta(1) .
\end{aligned}
$$

By Lemma 7.6, there is a constant $c>0$ such that

$$
\begin{aligned}
\mathrm{E}\left[\delta_{t} \mid Y_{t-1} ; \hat{\ell} \neq 0\right] & =\operatorname{Pr}\left[\delta_{t}=1\right]-\operatorname{Pr}\left[\delta_{t}=-1\right] \\
& =-\operatorname{Pr}\left[\boldsymbol{x}_{i} \neq \boldsymbol{y}_{i}\right](1-2 \Delta(1)) \\
& \leq-\frac{c}{\sigma^{2}} \operatorname{Pr}\left[\boldsymbol{x}_{i} \neq \boldsymbol{y}_{i}\right]
\end{aligned}
$$

Hence, for this case, we get

$$
\begin{aligned}
\mathrm{E}\left[Y_{t} \mid Y_{t-1} ; \hat{\ell}=0\right] & =Y_{t-1}+\mathrm{E}\left[\delta_{t} \mid Y_{t-1} ; \hat{\ell} \neq 0\right] \\
& \leq Y_{t-1}-\frac{c}{\sigma^{2}} \operatorname{Pr}\left[\boldsymbol{x}_{i} \neq \boldsymbol{y}_{i}\right]
\end{aligned}
$$

Applying the law of total expectation, we see that

$$
\mathrm{E}\left[Y_{t} \mid Y_{t-1}\right] \leq Y_{t}-\frac{c}{\sigma^{2}} \operatorname{Pr}\left[\boldsymbol{x}_{i} \neq \boldsymbol{y}_{i}\right] \operatorname{Pr}[\hat{\ell}=0] .
$$

It remains to bound $\operatorname{Pr}[\hat{\ell}=0]=\operatorname{Pr}\left[\|\hat{\boldsymbol{x}}\|_{1}=\|\hat{\boldsymbol{y}}\|_{1}\right]$. We define the random variable $Z=\sum_{j=2}^{n} Z_{j}$, where

$$
Z_{j}= \begin{cases}1 & \text { if } \boldsymbol{x}_{j}>\boldsymbol{y}_{j} \\ 0 & \text { if } \boldsymbol{x}_{j}=\boldsymbol{y}_{j}, \text { and } \\ -1 & \text { if } \boldsymbol{x}_{j}<\boldsymbol{y}_{j}\end{cases}
$$

Thus, $\operatorname{Pr}\left[\|\hat{\boldsymbol{x}}\|_{1}=\|\hat{\boldsymbol{y}}\|_{1}\right]=\operatorname{Pr}[Z=0] \geq 1 /(4 \sqrt{n-1})$ by Lemma 7.8, since we consider an iteration $t<T^{\prime}$ and hence all frequencies are at least $a$. This proves the claim in equation (7.9).

Note that in any iteration, if $\boldsymbol{x}_{i}=\boldsymbol{y}_{i}$, then $Y_{t}=Y_{t-1}$. Thus, for an estimate of the upper bound of $T$, we can ignore self-loops in the process.

More formally, let $\left(\hat{Y}_{t}\right)_{t \in \mathrm{~N}}$ be the restriction of $Y_{t}$ to iterations such that $Y_{t} \neq Y_{t-1}$. Similarly, let $\hat{T}=\inf \left\{t \in \mathbf{N} \mid \hat{Y}_{t}>(1 / 2-a) K\right\}$. The random variable $T$ stochastically dominates the random variable $\hat{T}$, since removing equal moves can only make the process hit faster, that is, $\forall t \in \mathrm{~N}: \operatorname{Pr}[T>t] \geq \operatorname{Pr}[\hat{T}>t]$. Due to the above arguments, we see that there is a constant $c^{\prime}>0$ such that

$$
\begin{aligned}
\mathrm{E}\left[\hat{Y}_{t} \mid \hat{Y}_{t-1}\right] & =\mathrm{E}\left[Y_{t} \mid \hat{Y}_{t-1} ; \boldsymbol{x}_{i} \neq \boldsymbol{y}_{i}\right] \\
& =\hat{Y}_{t}-\mathrm{E}\left[\delta_{t} \mid \hat{Y}_{t-1} ; \boldsymbol{x}_{i} \neq \boldsymbol{y}_{i}\right] \\
& \leq \hat{Y}_{t}-\frac{c}{\sigma^{2} \sqrt{n}}
\end{aligned}
$$

since conditioning on $\hat{Y}_{t-1}$ assures that there is a $t^{\prime}<T$ such that equation (7.9) holds for iteration $t^{\prime}$.

By Corollary 3.24 with $\varepsilon \in-\Theta\left(\sigma^{-2} / \sqrt{n}\right)$ and noting that $Y_{0}=\hat{Y}_{0}=0$ and $\left|\hat{Y}_{t}-\hat{Y}_{t+1}\right|=1<\sqrt{2}$, we get for all $t \in \mathrm{~N}$ that

$$
\begin{aligned}
\operatorname{Pr}[T \leq t] & \leq \operatorname{Pr}[\hat{T} \leq t] \\
& \leq t^{2} \cdot \mathrm{e}^{-\frac{\left(\frac{1}{2}-a\right) K|\varepsilon|}{4}}
\end{aligned}
$$

Since we assume that $K \in \omega\left(\sigma^{2} \sqrt{n} \log (n)\right)$, there exists a $d \in \omega(1)$ such that $\operatorname{Pr}[T \leq t]=t^{2} n^{-d}$. Thus, for any polynomial $t$, with probability superpolynomially close to $1, Y$ has not yet reached a state larger than $(1 / 2-a) K$, and so, for all $0 \leq t^{\prime} \leq t$, we get $\boldsymbol{p}_{i}^{\left(t^{\prime}\right)}>a$. As this holds for every position $i$, applying a union bound retains a superpolynomially small probability that any of the $n$ frequencies has gone below $a$ within polynomially many steps.

It is now straightforward to prove that the optimization time of the cGA is polynomial in the problem size and the noise variance. This means that the cGA scales gracefully with Gaussian noise. We actually prove a stronger condition than the first-hitting time of the true optimal solution: we show that after polynomial time, the frequencies have converged to the optimal frequency
distribution ( $\boldsymbol{p}_{i}=1$ for all $i \in[n]$ ). The proof is carried out by first conditioning on the event that no frequency gets too small. This event is guaranteed with high probability by Lemma 7.10. The result then follows by showing that the drift of the sum of frequencies is large enough in order to hit the optimal distribution within the claimed time bound.

- Theorem 7.11. Consider the cGA optimizing OneMax ${ }_{\left[\sigma^{2}\right]}$ with variance $\sigma^{2}>0$. If $K \in \omega\left(\sigma^{2} \sqrt{n} \log (n)\right)$, then with high probability, the cGA has converged to the optimal frequency vector after $\mathrm{O}\left(K \sigma^{2} \sqrt{n} \log (K n)\right)$ iterations.

Proof. We consider the drift of the stochastic process $\left(X_{t}\right)_{t \in \mathrm{~N}}$ as defined in equation (7.1). This is a stochastic process over the state space $S=\bigcup_{i=0}^{n K}\{n-i / K\}$. Hence, the bounds needed for Theorem 7.3 are $x_{\min }=1 / K$ and $x_{\max }=n$.

Let $a \in(0,1 / 2)$ be a constant. We say the process has failed by time $t$ if there exists some $t^{\prime} \leq t$ and some $i \in[n]$ such that $\boldsymbol{p}_{i}^{\left(t^{\prime}\right)} \leq a$. Let $T=\inf \left\{t \in \mathrm{~N} \mid X_{t}=\right.$ $0\}$.

Assuming that the process never fails, by Lemma 7.9, the drift of $X$ in each step is bounded by $\mathrm{E}\left[X_{t}-X_{t+1} \mid X_{t}\right] \geq \delta X_{t}$, where $1 / \delta \in \mathrm{O}\left(\sigma^{2} K \sqrt{n}\right)$. By Theorem 7.3, for any $\lambda>0$, it holds that $\operatorname{Pr}\left[T>\left(\ln \left(X_{0} / x_{\min }\right)+\lambda\right) / \delta \mid X_{0}\right] \leq$ $\mathrm{e}^{-\lambda}$. Choosing $\lambda=d \ln (n)$ for any constant $d>0$, the probability that $T \in$ $\Omega\left(K \sigma^{2} \sqrt{n} \log (K n)\right)$ is at most $n^{-d}$.

Let $\mathcal{E}$ be the event that the process has not failed within $\mathrm{O}\left(K \sigma^{2} \sqrt{n} \log (K n)\right)$ iterations. By the law of total probability (Theorem 2.1), the probability of $X$ reaching 0 (corresponding to the optimal frequency vector) within $\mathrm{O}\left(K \sigma^{2} \sqrt{n} \log (K n)\right)$ steps is at least $\left(1-n^{-d}\right) \operatorname{Pr}[\mathcal{E}]$, where we apply Lemma 7.10 to bound the probability of $\overline{\mathcal{E}}$. This concludes the proof.

### 7.4 Conclusions

In this chapter, we examined the robustness of the cGA to additive Gaussian noise and showed that it scales gracefully (Theorem 7.11). Intuitively, the cGA uses its frequency vector to average out the noise over many iterations. This is in contrast to population-based algorithms, such as the $(\mu+1)$ EA that fail if the variance is too large [Fri+17]. The intuitive reason for their failing is that the probability of generating and accepting a worse individual becomes larger than the probability of generating and accepting a better individual, as mutation has
a bias towards bit strings with about as many 0 s as 1 s , and, for high noise, the probability of accepting slightly worse individuals is about $1 / 2$.

A similar technique for coping with noise to what the cGA inherently displays is resampling. In this strategy, when optimizing a noisy objective function, an individual is evaluated multiple times, and the average fitness is used. This has the effect of explicitly reducing the variance of the noise. However, resampling comes at the extra cost of potentially many more function evaluations. Akimoto et al. [AAT15] explicitly studied the effect of resampling on various noise models to derive the extra cost incurred by performing enough resampling to ensure that the underlying optimization algorithm sees an almost noiseless function.

Both of the above approaches - EDAs and resampling - have the problem that the parameters of the algorithm (either the step size or the number of resamples) have to be chosen with respect to the variance of the noise. Since this value is usually unknown, the approaches by itself are not very useful. Hence, in the journal version that this chapter is based on [Fri+17], we propose an algorithm scheme that starts with a variance of 1 and restarts the underlying algorithm with twice the previous variance if the prior run was deemed to have failed, due to the prior calculated expected run time. This scheme is called noise-oblivious, since the variance is not part of the input anymore. Experimental results in the paper show that the cGA outperforms the RLS and the $(\mu+1) \mathrm{EA}$ (the latter two both using an appropriate amount of resamples) regardless of whether a noise-oblivious scheme is used or not.

Note that a noise-oblivious scheme still has the drawback that a bound on the expected run time of the underlying algorithm is required in order to know when to restart. Thus, this approach is not applicable in most scenarios. A better strategy would be to consider multiple runs for different choices of the variance. In each iteration, one parameter setting is chosen according to some distribution (for example, a power law distribution) and then the corresponding algorithm is advanced by a constant number of steps. This way, each parameter setting has a chance of being chosen, and no prior bound on the run time for a setting is required. However, rigorous analyzes are needed in order to assess the validity of this approach.

While all of our results considered first-hitting times, one can also look at these problems from the perspective of a fixed time budget [JZ14]. We believe that similar results can be obtained in this setting. Further, we conjecture that EAs that explicitly use recombination can also scale gracefully. A step in that direction
was made by Prügel-Bennett et al. [PRS15], who proved that a generational EA using uniform crossover needs only $\mathrm{O}\left(n \log (n)^{2}\right)$ function evaluations to optimize Onemax with an additive noise of variance $\sigma^{2}=n$.

## Upper Bound of the MMAS-fp on Noisy Linear Functions

This chapter is based on joint work with Tobias Friedrich, Timo Kötzing, and Andrew M. Sutton [Fri+16]. We only consider posterior noise and not prior noise, in order for this chapter to be more similar to Chapter 7. Further, this chapter fixes some inaccuracies of the journal version.

In this chapter, we consider the same noise setting as in Chapter 7, and we show that the MMAS-fp (see Section 8.2.1) scales gracefully (Definition 7.1) with additive Gaussian noise on linear functions (Theorem 8.4), which is very similar to our result obtained for the cGA on OneMAx (Theorem 7.11). Further, we show that the MMAS-fp also successfully optimizes linear functions when the noise is bounded within a polynomial interval with very high probability (Corollary 8.5).

### 8.1 Introduction

Ant colony optimization (ACO; [DS04]) is a meta-heuristic for designing randomized general-purpose optimization algorithms inspired by the foraging behavior of ant colonies, and it has been successfully applied as a heuristic technique for solving combinatorial optimization problems.
As we already discussed in Section 7.1, in real-world optimization problems, there is sometimes a large degree of uncertainty present due to the complexity of candidate solution generation, noisy measurement processes, and rapidly changing problem environments. Empirically, ACO seems particularly well-suited to uncertain problems due to its dynamic and distributed nature, and in some cases it can outperform classical state-of-the-art approaches on dynamic network routing problems [CDG08]. We focus on a version of the Max-Min Ant System (MMAS Stützle and Hoos [SH00]) applied to pseudo-Boolean optimization.
In order to address these practical issues, the theoretical analyses of randomized search heuristics under uncertainty has recently gained momentum. For example, a number of recent papers rigorously analyzed the performance of evolutionary algorithms in stochastic environments [BQT18; DL16; GK16]. For
ant colony optimization, a series of papers considered the performance of ACO on single destination shortest paths (SDSP) problems with stochastic weights. This work was initiated by Sudholt and Thyssen [ST12] and later followed up by Doerr et al. [DHK12], who showed that by augmenting the ant system with a re-evaluation strategy on the best-so-far solution, many of the difficulties with noise discovered in [ST12] could be overcome. Feldmann and Kötzing [FK13] showed that an ant system that uses a fitness-proportional update rule (called MMAS-fp) can efficiently optimize SDSP on graphs with stochastic weights. The MMAS-fp is closer to systems that are used by practitioners [SH00] and is the ant system variant that we analyze in this chapter.
For the optimization of functions over bit strings, analyses of ACO suggest that it often performs worse than evolutionary algorithms and simple hill-climbers in a noise-free setting Kötzing et al. [Köt+11]. On the other hand, ACO can outperform evolutionary algorithms on dynamic problems [KM12; LW16]. So far, the question of how robust ACO is to noisy evaluation on pseudo-Boolean optimization remains unanswered.

Our goal is to observe the robustness of ACO to noise on a class of simple objective functions. In particular, we are interested in whether the MMAS-fp scales gracefully (Definition 7.1). In contrast to Chapter 7, we do not only consider OneMax but linear functions in general, that is, functions with a predefined sequence of weights $w$ that map a bit string $x$ to $\sum_{i \in[n]} \boldsymbol{x}_{i} \boldsymbol{w}_{i}$. Note that if we set all weights to 1 , we recover OneMax.

The main result of this chapter is given by Theorem 8.4, where we show that the MMAS-fp scales gracefully with noise from a Gaussian distribution. Further, we extend our findings to other noise models and show that we achieve the same robustness also in the presence of other noise distributions (Corollary 8.5), where the noise is bounded by a polynomial with very high probability.

### 8.2 Preliminaries

The fitness functions we investigate are linear, following the notation of Droste et al. [DJW02]. That is, given a vector $w$ of length $n$ of positive weights, we consider functions $f(x)=\sum_{i \in[n]} w_{i} \boldsymbol{x}_{i}$. Thus, the all-1s string is the global optimum. We discuss why we assume positive weights in Section 8.2.1.

For a given weight vector $\boldsymbol{w}$, we define $w_{\min }$ to be its minimum weight, $w_{\text {max }}$ to be its maximum weight, and $W=\sum_{i \in[n]} w_{i}$ to be the sum of all weights. Further,
for an individual $\boldsymbol{x} \in\{0,1\}^{n}$, let $\|w(\boldsymbol{x})\|_{0}$ denote the sum of weights $\boldsymbol{w}_{i}$ with $\boldsymbol{x}_{i}=0$, and let $\|w(\boldsymbol{x})\|_{1}$ be defined analogously for weights of 1-bits. Note that, for all $\boldsymbol{x} \in\{0,1\}^{n}$, we have $W=\|w(\boldsymbol{x})\|_{0}+\|w(\boldsymbol{x})\|_{1}$.

Throughout this chapter, we consider the same noisy setting as described in Section 7.2. That is, for a given deterministic fitness function $f$ and a Gaussian random variable $D \sim \mathrm{~N}\left(0, \sigma^{2}\right)$, we define the noisy variant as $f_{\left[\sigma^{2}\right]}(\boldsymbol{x}):=f(\boldsymbol{x})+D$. We also mainly make use of the theorems mentioned Section 7.2.

Last, we say that an event $A$ occurs with very high probability if and only if, for all $p(n) \in \mathrm{O}(\operatorname{poly}(n))$, it holds that $\operatorname{Pr}[\bar{A}] \leq 1 / p(n)$, that is, the probability of $\bar{A}$ is superpolynomially small.

### 8.2.1 MMAS-fp

Our algorithm of interest is the MMAS-fp, an ACO algorithm with a so-called fitness-proportional update rule. It is related to the $\lambda$-MMAS ${ }_{\text {IB }}$ (Section 4.3.3) and thus also an $n$-Bernoulli- $\lambda$-EDA (Algorithm 1). The main difference is that the MMAS-fp only samples a single individual $\boldsymbol{x}$ per iteration and then updates its frequencies with respect to the relative quality of $\boldsymbol{x}$. In order to simplify the calculations in this chapter, we assume that a frequency denotes the probability to sample a 0 (instead of a 1 ). For all $i \in[n]$, the update scheme of the MMAS-fp then is

$$
\varphi\left(\boldsymbol{p},(\boldsymbol{x}, f(\boldsymbol{x}))_{\boldsymbol{x} \in D}\right)_{i}= \begin{cases}\left(1-\rho \frac{f\left(\boldsymbol{x}^{(1)}\right)}{W}\right) \boldsymbol{p}_{i}+\rho \frac{f\left(\boldsymbol{x}^{(1)}\right)}{W} & \text { if } \boldsymbol{x}_{i}^{(1)}=0, \\ \left(1-\rho \frac{f\left(\boldsymbol{x}^{(1)}\right)}{W}\right) \boldsymbol{p}_{i} & \text { if } \boldsymbol{x}_{i}^{(1)}=1 .\end{cases}
$$

The MMAS-fp is - different than the $\lambda$-MMAS IB - not locally updating, since the update makes use of the fitness of its offspring $\boldsymbol{x}$, which may vary. However, the MMAS-fp is still unbiased, since the proof of Theorem 5.11 basically applies here too. Hence, switching the roles of 0 s and 1 s does not change the applicability of our results. Further, we consider the MMAS-fp with and without a margin (see Section 4.2.2). If we use a margin, we call it $b$.

Note that the update scheme of the MMAS-fp only works properly if we can guarantee that $0 \leq \rho f(x) / W \leq 1$. Hence, we assume that our (unnoisy) linear fitness functions have nonnegative weights in order for $\rho f(\boldsymbol{x}) / W \geq 0$ to hold. Further note that we assume that the MMAS-fp has access to $W$. In reality, one either has to have an upper bound on $W$ or choose $\rho$ accordingly in order to
guarantee that $\rho f(\boldsymbol{x}) / W \leq 1$. However, since $f$ is perturbed by unbounded noise in our setting, it is always possible that $\rho f(\boldsymbol{x}) / W>1$ or $\rho f(\boldsymbol{x}) / W<0$. If this happens and a frequency leaves the interval $[0,1]$ (or, for a margin $b$, the interval $[b, 1-b]$ ), we assume that the respective frequency is capped according to equation (4.2).

### 8.3 Formal Analysis

In this section, we bound the run time of the MMAS-fp for optimizing a noisy linear function $f_{\left[\sigma^{2}\right]}$, which we denote as $f$, for convenience, in the proofs but not in the statements of the theorems.

First, we bound the range of the noise with very high probability and thus the difference of two consecutive frequencies. Since the noise is unbounded, it can always happen that this bound is exceeded during an update. By bounding the noise with very high probability, we make sure that such updates happen only very rarely. We then choose $\rho$ such that it can compensate for likely noise levels.

Lemma 8.1. Consider the MMAS-fp (with or without a margin) with any $\rho$ optimizing $f_{\left[\sigma^{2}\right]}$. Let $m \in \omega(\sigma \sqrt{\log (n)})$. Then, for all positions $i \in[n]$ and all time points $t \in \mathrm{~N}$, it holds with very high probability that

$$
\left|\boldsymbol{p}_{i}^{(t)}-\boldsymbol{p}_{i}^{(t+1)}\right| \leq \rho \frac{W+m}{W}
$$

Proof. Let $D$ denote the noise of a fitness evaluation. We now bound $|f(\boldsymbol{x})|=$ $|W+D| \leq W+m$ with high very probability. By the symmetry of $D$ around 0 and by Lemma 7.2, we get for any $r \in \mathbf{R}$ that

$$
\begin{aligned}
\operatorname{Pr}[D>r] & =\operatorname{Pr}[D<-r] \\
& \leq \frac{1}{2} \mathrm{e}^{-\frac{r^{2}}{2 \sigma^{2}}}
\end{aligned}
$$

For $r=m \in \omega(\sigma \sqrt{\log (n)})$, this probability is superpolynomially small. Hence, we can bound $|f(\boldsymbol{x})| \leq W+m$ with very high probability.

We now make a case distinction with respect to whether $\boldsymbol{p}_{i}^{(t)}$ is increased or decreased. We assume no margin, since capping a frequency only makes the difference smaller.

For the case $\boldsymbol{p}_{i}^{(t+1)}=\left(1-\rho \frac{f(x)}{W}\right) \boldsymbol{p}_{i}^{(t)}$, we get

$$
\begin{aligned}
\left|\boldsymbol{p}_{i}^{(t)}-\boldsymbol{p}_{i}^{(t+1)}\right| & =\left|\boldsymbol{p}_{i}^{(t)}-\left(1-\rho \frac{f(\boldsymbol{x})}{W}\right) \boldsymbol{p}_{i}^{(t)}\right| \\
& =\rho \frac{\mid f(\boldsymbol{x}) \overbrace{\boldsymbol{p}_{i}^{(t)}}^{\leq 1}}{W} \\
& \leq \rho \frac{|f(\boldsymbol{x})|}{W}
\end{aligned}
$$

For the case $\boldsymbol{p}_{i}^{(t+1)}=\left(1-\rho \frac{f(x)}{W}\right) \boldsymbol{p}_{i}^{(t)}+\rho \frac{f(x)}{W}$, we get

$$
\begin{aligned}
\left|\boldsymbol{p}_{i}^{(t)}-\boldsymbol{p}_{i}^{(t+1)}\right| & =\left|\boldsymbol{p}_{i}^{(t)}-\left(\left(1-\rho \frac{f(\boldsymbol{x})}{W}\right) \boldsymbol{p}_{i}^{(t)}+\rho \frac{f(\boldsymbol{x})}{W}\right)\right| \\
& =\rho \frac{\mid f(\boldsymbol{x})(\overbrace{\left.\boldsymbol{p}_{i}^{(t)}-1\right) \mid}^{\geq-1}}{W} \\
& \leq \rho \frac{|f(\boldsymbol{x})|}{W} .
\end{aligned}
$$

Bounding $|f(\boldsymbol{x})| \leq W+m$ with very high probability completes the proof.
From now on, we always condition on the event that the noise does not exceed the bounds mentioned in the proof of Lemma 8.1, which holds with very high probability in any polynomial number of steps of the MMAS-fp for all of the $n$ frequencies via a union bound. We refer to other runs as fails. Due to that, all of the following theorems only hold with very high probability.
Further, we always assume from now on, for any $m \in \omega(\sigma \sqrt{\log (n)})$, that we choose $\rho \in \mathrm{o}(W /(W+m))$ such that $\rho f(\boldsymbol{x}) / W \in \mathrm{o}(1)$ holds for all $\boldsymbol{x}$ with very high probability. Let $s:=\rho(W+m) / W \in \mathrm{o}(1)$ then denote the greatest difference possible for two consecutive frequency values (with very high probability). If an update changes a frequency by at most $s$, we call it normal.

Note that the noise can also be negative and, thus, we lower-bound $\rho f(\boldsymbol{x}) / W \geq$ $-\rho(W+m) / W \geq-s$. In such a case, a decreasing update of a frequency $\boldsymbol{p}_{i}$ is an increase, and the resulting frequency will be greater than 1 if $\boldsymbol{p}_{i}>1 /(1+s)=$ $1-s /(1+s)>1-c s$ for a constant $c>0$. Conversely, an increasing update is then
a decrease, and the resulting frequency will be less than 0 if $\boldsymbol{p}_{i}<s /(1+s) \in \mathrm{O}(s)$. Hence, a normal update can still lead to a frequency leaving the interval $[0,1]$ (or, for a margin $b$, the interval $[b, 1-b]$ ). If this happens, the resulting frequency is set to the respective bound, which we still consider normal and not a failing run. The reasoning behind this consideration is that the frequency is so close to a border that the wrong update does not matter.

We aim to show that with very high probability a frequency will not reach a constant value greater than $1 / 2$ within polynomial time during a non-failing run of the MMAS-fp. For this, we show that there is a negative drift for every frequency toward 1.

- Lemma 8.2. Let $m \in \omega(\sigma \sqrt{\log (n)})$, and let $d \in(1 / 2,1)$ be a constant. Consider the MMAS-fp (without a margin or with a margin $b \leq 1-d$ ) with $\rho \in \mathrm{o}\left(W w_{\min } /\left((W+m)^{2} \log (n)\right)\right)$ optimizing $f_{\left[\sigma^{2}\right]}$. Then, with very high probability, no frequency reaches a value of at least $d$ in polynomial time.

Proof. Note that, due to our assumptions on $\rho$, we have that $s \in \mathrm{o}(1)$. Further, we assume a non-failing run of the MMAS-fp. Thus, all following statements hold with very high probability.

We first show for any position $i \in[n]$ that the respective frequency $\boldsymbol{p}_{i}$ does not reach $d$ within polynomial time very likely by using Corollary 3.24. Afterward, we apply a union bound (Theorem 2.17), which then concludes the proof.

Since $\boldsymbol{p}_{i}^{(0)}=1 / 2$ and Corollary 3.24 requires the first value to be at most 0 , we consider the process $\left(X_{t}\right)_{t \in \mathrm{~N}}$ with $X_{t}=\boldsymbol{p}_{i}^{(t)}-1 / 2$. We now show that $X$ has negative drift over the interval $[-s, d-1 / 2)$. Thus, let $t \in \mathrm{~N}$ be such that $-s \leq X_{t}<d-1 / 2$, and let $A$ denote the event that $\boldsymbol{x}_{i}$ was sampled as a 1 . We get

$$
\begin{aligned}
& \mathrm{E}\left[X_{t+1}-X_{t} \mid \boldsymbol{p}_{i}^{(t)}\right] \\
& =\mathrm{E}\left[\boldsymbol{p}_{i}^{(t+1)}-\boldsymbol{p}_{i}^{(t)} \mid \boldsymbol{p}_{i}^{(t)}\right] \\
& =\mathrm{E}\left[\left.\left(1-\rho \frac{f(\boldsymbol{x})}{W}\right) \boldsymbol{p}_{i}^{(t)} \right\rvert\, \boldsymbol{p}_{i}^{(t)}\right]+\mathrm{E}\left[\left.\rho \frac{f(\boldsymbol{x})}{W} \right\rvert\, \bar{A} ; \boldsymbol{p}_{i}^{(t)}\right] \overbrace{\operatorname{Pr}\left[\bar{A} \mid \boldsymbol{p}_{i}^{(t)}\right]}^{=\boldsymbol{p}_{i}^{(t)}}-\boldsymbol{p}_{i}^{(t)} \\
& =\frac{\rho}{W}\left(\mathrm{E}\left[f(\boldsymbol{x}) \mid \bar{A} ; \boldsymbol{p}_{i}^{(t)}\right]-\mathrm{E}\left[f(\boldsymbol{x}) \mid \boldsymbol{p}_{i}^{(t)}\right]\right) \boldsymbol{p}_{i}^{(t)}
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{\rho}{W}\left(\mathrm{E}\left[W-\|w(\boldsymbol{x})\|_{0}+D \mid \bar{A} ; \boldsymbol{p}_{i}^{(t)}\right]-\mathrm{E}\left[W-\|w(\boldsymbol{x})\|_{0}+D \mid \boldsymbol{p}_{i}^{(t)}\right]\right) \boldsymbol{p}_{i}^{(t)} \\
& =\frac{\rho}{W}\left(W-\left(\boldsymbol{w}_{i}+\sum_{\substack{j \in[n] \\
j \neq i}} \boldsymbol{w}_{j} \boldsymbol{p}_{j}^{(t)}\right)-\left(W-\left(\boldsymbol{w}_{i} \boldsymbol{p}_{i}^{(t)}+\sum_{\substack{j \in[n] \\
j \neq i}} \boldsymbol{w}_{j} \boldsymbol{p}_{j}^{(t)}\right)\right)\right) \boldsymbol{p}_{i}^{(t)} \\
& =\boldsymbol{p}_{i}^{(t)}\left(\boldsymbol{p}_{i}^{(t)}-1\right) \boldsymbol{w}_{i} \frac{\rho}{W} \\
& \leq-\boldsymbol{p}_{i}^{(t)}\left(1-\boldsymbol{p}_{i}^{(t)}\right) w_{\min } \frac{\rho}{W} \\
& \leq-d(1-d) w_{\min } \frac{\rho}{W}
\end{aligned}
$$

where the last inequality used that $-s \leq X_{t}<d-1 / 2$ and that the concave function $\boldsymbol{p}_{i}^{(t)}\left(1-\boldsymbol{p}_{i}^{(t)}\right)$ is minimal over the interval $[1 / 2-s, d]$ for $\boldsymbol{p}_{i}^{(t)}=d$.

Since we assume a non-failing run, we can use Lemma 8.1 in order to strictly upper-bound the maximum difference of an update by $\sqrt{2} s$. Further note that any $X_{t}<-s$ can be at most 0 after an update. Hence, we can apply Corollary 3.24 and see that there is a constant $c>0$ such that

$$
\begin{aligned}
\operatorname{Pr}[T \leq t] & \leq t^{2} \exp (-\frac{(\overbrace{d-\frac{1}{2}}^{>0}) d(1-d) w_{\min \frac{}{W}}}{4 \frac{\rho^{2}}{W^{2}}(W+m)^{2}}) \\
& \leq t^{2} \exp \left(-\frac{c W w_{\min }}{\rho(W+m)^{2}}\right) .
\end{aligned}
$$

Due to our assumption $\rho \in \mathrm{o}\left(W w_{\min } /\left((W+m)^{2} \log (n)\right)\right)$, the exponential function in the bound above is superpolynomially small. Hence, the probability that $\boldsymbol{p}_{i}$ reaches values of at least $d$ within polynomial time is superpolynomially small.

As stated at the beginning of the proof, applying a union bound over all of the $n$ frequencies yields that no frequency reaches a value of at least $d$ within polynomial time with very high probability. And since the probability of a run being non-failing is very high according to Lemma 8.1, the probability of that event still remains very high, which concludes the proof.

We now consider the sum of all frequencies, which we call $p_{\text {total }}$, and lowerbound its drift toward 0 . Note that if we assume that the MMAS-fp has a margin,
then the drift cannot be positive if the frequencies are too close to the lower border - in the extreme case that all frequencies are at the lower border, the drift is negative. However, if the margin is sufficiently small and there is at least on frequency that is sufficiently large, the drift of this frequency outweighs the (possibly negative) drift of the other frequencies that are close to the lower border.

Lemma 8.3. Let $m \in \omega(\sigma \sqrt{\log (n)})$. Consider the MMAS-fp optimizing $f_{\left[\sigma^{2}\right]}$ with no margin or a margin $b \in \mathrm{o}\left(w_{\min } /\left(w_{\max } n^{3}\right)\right)$ and with $\rho \in \mathrm{o}\left(W w_{\min } /((W+\right.$ $\left.\left.m)^{2} \log (n)\right)\right) \cap \mathrm{o}(W /((W+m) n))$. If at least one frequency is at least $1 / n$, then the drift of the sum of all frequencies $p_{\text {total }}$ toward 0 is with very high probability in $\Omega\left(p_{\text {total }} \rho w_{\min } / W\right)$.

Proof. We assume a non-failing run and that no frequency reaches a value of at least a constant value $d \in(1 / 2,1)$. Due to Lemmas 8.1 and 8.2 , all of the following statements then hold with very high probability. Further, we pessimistically assume frequencies below $1 / n$ as having reached $b$. Note that $b \in \mathrm{o}(1 / n)$ and $s=\rho(W+m) / W \in \mathrm{o}(1 / n)$. Hence, if a frequency has a value of at least $1 / n$, it is normally updated.

Consider an iteration $t$ such that $k \in[0 . . n-1]$ frequencies are below $1 / n$. We split the overall drift of the sum of all frequencies into the (positive) drift of the $n-k$ frequencies that are at least $1 / n$ and into the (negative) drift of the $k$ frequencies that are below $1 / n$. Let $Y$ denote the index set of those former $n-k$ frequencies and $Z$ the index set of the latter $k$.

For the offspring $\boldsymbol{x}$ sampled by $\boldsymbol{p}^{(t)}$, let $\boldsymbol{x}^{Y}$ denote the bit string consisting only of those elements of $\boldsymbol{x}$ whose index is in $Y$, and let $\boldsymbol{x}^{Z}$ be defined analogously with respect to $Z$. Further, we denote the sum of frequencies with index in $Y$ by $p_{\text {total }}^{Y}$ and the sum of those with index in $Z$ by $p_{\text {total }}^{Z}$. Last, let $P_{\text {total }}$ denote $\mathrm{E}\left[\|w(\boldsymbol{x})\|_{0} \mid \boldsymbol{p}^{(t)}\right]=\sum_{j \in[n]} \boldsymbol{w}_{j} \boldsymbol{p}_{j}^{(t)}$, and let $P_{\text {total }}^{Y}$ and $P_{\text {total }}^{Z}$ be defined analogously.

We now consider the drift of the $n-k$ frequencies with an index in $Y$. We mark the updated frequency vector by a prime and get

$$
\begin{aligned}
\mathrm{E}\left[p_{\text {total }}^{Y}-\left(p_{\text {total }}^{Y}\right)^{\prime} \mid \boldsymbol{p}^{(t)}\right] & =\mathrm{E}\left[\left.p_{\text {total }}^{Y}-\left(p_{\text {total }}^{Y}\left(1-\rho \frac{f(\boldsymbol{x})}{W}\right)+\left\|\boldsymbol{x}^{Y}\right\|_{0} \rho \frac{f(\boldsymbol{x})}{W}\right) \right\rvert\, \boldsymbol{p}^{(t)}\right] \\
& =\frac{\rho}{W}\left(p_{\text {total }}^{Y} \mathrm{E}\left[f(\boldsymbol{x}) \mid \boldsymbol{p}^{(t)}\right]-\mathrm{E}\left[\left\|\boldsymbol{x}^{Y}\right\|_{0} f(\boldsymbol{x}) \mid \boldsymbol{p}^{(t)}\right]\right),
\end{aligned}
$$

where

$$
\begin{aligned}
\mathrm{E}\left[f(\boldsymbol{x}) \mid \boldsymbol{p}^{(t)}\right] & =\mathrm{E}\left[W-\|w(\boldsymbol{x})\|_{0}+D \mid \boldsymbol{p}^{(t)}\right] \\
& =W-P_{\text {total }},
\end{aligned}
$$

and

$$
\begin{aligned}
\mathrm{E}\left[\left\|\boldsymbol{x}^{Y}\right\|_{0} f(\boldsymbol{x}) \mid \boldsymbol{p}^{(t)}\right] & =\mathrm{E}\left[\left\|\boldsymbol{x}^{Y}\right\|_{0}\left(W-\|w(\boldsymbol{x})\|_{0}+D\right) \mid \boldsymbol{p}^{(t)}\right] \\
& =W \mathrm{E}\left[\left\|\boldsymbol{x}^{Y}\right\|_{0} \mid \boldsymbol{p}^{(t)}\right]-\mathrm{E}\left[\left\|\boldsymbol{x}^{Y}\right\|_{0} \cdot\|w(\boldsymbol{x})\|_{0} \mid \boldsymbol{p}^{(t)}\right] \\
& =W p_{\text {total }}^{Y}-\mathrm{E}\left[\left\|\boldsymbol{x}^{Y}\right\|_{0} \cdot\|w(\boldsymbol{x})\|_{0} \mid \boldsymbol{p}^{(t)}\right] .
\end{aligned}
$$

We further bound, noting that the bits of $\boldsymbol{x}$ are sampled independently from another,

$$
\begin{aligned}
\mathrm{E}\left[\left\|\boldsymbol{x}^{Y}\right\|_{0} \cdot\|w(\boldsymbol{x})\|_{0} \mid \boldsymbol{p}^{(t)}\right]= & \mathrm{E}\left[\sum_{a \in Y} \sum_{j \in[n]} \mathbf{1}\left\{\boldsymbol{x}_{a}=0\right\} \boldsymbol{w}_{j} \cdot \mathbf{1}\left\{\boldsymbol{x}_{j}=0\right\} \mid \boldsymbol{p}^{(t)}\right] \\
= & \sum_{a \in Y} \sum_{j \in[n]} \boldsymbol{w}_{j} \mathrm{E}\left[\mathbf{1}\left\{\boldsymbol{x}_{a}=0\right\} \cdot \mathbf{1}\left\{\boldsymbol{x}_{j}=0\right\} \mid \boldsymbol{p}^{(t)}\right] \\
= & \sum_{a \in Y} \sum_{\substack{(x \in[n] \\
j \neq a}} \boldsymbol{w}_{j} \mathrm{E}\left[\mathbf{1}\left\{\boldsymbol{x}_{a}=0\right\} \mid \boldsymbol{p}^{(t)}\right] \mathrm{E}\left[\mathbf{1}\left\{\boldsymbol{x}_{j}=0\right\} \mid \boldsymbol{p}^{(t)}\right] \\
& +\sum_{a \in Y} \boldsymbol{w}_{a} \mathrm{E}\left[\mathbf{1}\left\{\boldsymbol{x}_{a}=0\right\} \cdot \mathbf{1}\left\{\boldsymbol{x}_{a}=0\right\} \mid \boldsymbol{p}^{(t)}\right] \\
= & \sum_{a \in Y} \sum_{\substack{\text { je[n] } \\
j \neq a}} \boldsymbol{w}_{j} \boldsymbol{p}_{a}^{(t)} \boldsymbol{p}_{j}^{(t)}+\sum_{a \in Y} \boldsymbol{w}_{a} \boldsymbol{p}_{a}^{(t)} \\
= & \sum_{a \in Y} \boldsymbol{p}_{a}^{(t)} \sum_{j \in[n]} \boldsymbol{w}_{j} \boldsymbol{p}_{j}^{(t)}-\sum_{a \in Y} \boldsymbol{w}_{a}\left(\boldsymbol{p}_{a}^{(t)}\right)^{2}+\sum_{a \in Y}^{\sum_{a \in Y}} \boldsymbol{w}_{a} \boldsymbol{p}_{a}^{(t)} \\
= & \sum_{a \in Y} \boldsymbol{p}_{a}^{(t)} \sum_{j \in[n]} \boldsymbol{w}_{j} \boldsymbol{p}_{j}^{(t)}+\sum_{a \in Y} \boldsymbol{w}_{a} \boldsymbol{p}_{a}^{(t)}(1-\overbrace{\boldsymbol{p}_{a}^{(t)}}^{\leq d}) \\
\geq & p_{\text {total }}^{Y} P_{\text {total }}+(1-d) P_{\text {total }}^{Y},
\end{aligned}
$$

where the last inequality made use of our assumption that no frequency reaches values of at least $d$.

Thus, we get for the positive drift

$$
\begin{aligned}
& \mathrm{E}\left[p_{\text {total }}^{Y}-\left(p_{\text {total }}^{Y}\right)^{\prime} \mid \boldsymbol{p}^{(t)}\right] \\
& \geq \frac{\rho}{W}\left(p_{\text {total }}^{Y}\left(W-P_{\text {total }}\right)-\left(W p_{\text {total }}^{Y}-p_{\text {total }}^{Y} P_{\text {total }}-(1-d) P_{\text {total }}^{Y}\right)\right) \\
& =\frac{\rho}{W}(1-d) P_{\text {total }}^{Y} .
\end{aligned}
$$

We now consider the $k$ frequencies with an index in $Z$. First, we bound the sum of the updated frequency vector. If a 1 is sampled at a position, the respective frequency cannot be decreased anymore, as we assume that it is at the lower border $b$. In the other case, the frequency is increased normally.

$$
\begin{aligned}
\mathrm{E}\left[\left(p_{\text {total }}^{Z}\right)^{\prime} \mid \boldsymbol{p}^{(t)}\right] & =\mathrm{E}\left[\left.\left\|\boldsymbol{x}^{Z}\right\|_{1} b+\left\|\boldsymbol{x}^{Z}\right\|_{0}\left(\left(1-\rho \frac{f(\boldsymbol{x})}{W}\right) b+\rho \frac{f(\boldsymbol{x})}{W}\right) \right\rvert\, \boldsymbol{p}^{(t)}\right] \\
& =\mathrm{E}[\left.\overbrace{\left\|\boldsymbol{x}^{Z}\right\|_{1} b+\left\|\boldsymbol{x}^{Z}\right\|_{0} b}^{=k b}-\left\|\boldsymbol{x}^{Z}\right\|_{0} b \rho \frac{f(\boldsymbol{x})}{W}+\left\|\boldsymbol{x}^{Z}\right\|_{0} \rho \frac{f(\boldsymbol{x})}{W} \right\rvert\, \boldsymbol{p}^{(t)}] \\
& =k b+\frac{\rho}{W}(1-b) \mathrm{E}\left[\left\|\boldsymbol{x}^{Z}\right\|_{0} f(\boldsymbol{x}) \mid \boldsymbol{p}^{(t)}\right] .
\end{aligned}
$$

Thus, for the drift of those frequencies, we get

$$
\begin{aligned}
\mathrm{E}\left[p_{\text {total }}^{Z}-\left(p_{\text {total }}^{Z}\right)^{\prime} \mid \boldsymbol{p}^{(t)}\right] & =k b-k b-\frac{\rho}{W}(1-b) \mathrm{E}\left[\left\|\boldsymbol{x}^{Z}\right\|_{0} f(\boldsymbol{x}) \mid \boldsymbol{p}^{(t)}\right] \\
& =-\frac{\rho}{W}(1-b) \mathrm{E}\left[\left\|\boldsymbol{x}^{Z}\right\|_{0} f(\boldsymbol{x}) \mid \boldsymbol{p}^{(t)}\right]
\end{aligned}
$$

where

$$
\begin{aligned}
\mathrm{E}\left[\left\|\boldsymbol{x}^{Z}\right\|_{0} f(\boldsymbol{x}) \mid \boldsymbol{p}^{(t)}\right] & =\mathrm{E}\left[\left\|\boldsymbol{x}^{Z}\right\|_{0}\left(W-\|w(\boldsymbol{x})\|_{0}+D\right) \mid \boldsymbol{p}^{(t)}\right] \\
& =W \mathrm{E}\left[\left\|\boldsymbol{x}^{Z}\right\|_{0} \mid \boldsymbol{p}^{(t)}\right]-\mathrm{E}\left[\left\|\boldsymbol{x}^{Z}\right\|_{0} \cdot\|w(\boldsymbol{x})\|_{0} \mid \boldsymbol{p}^{(t)}\right] \\
& =W k b-\mathrm{E}\left[\left\|\boldsymbol{x}^{Z}\right\|_{0} \cdot\|w(\boldsymbol{x})\|_{0} \mid \boldsymbol{p}^{(t)}\right] .
\end{aligned}
$$

The calculations for $\mathrm{E}\left[\left\|\boldsymbol{x}^{Z}\right\|_{0} \cdot\|w(\boldsymbol{x})\|_{0} \mid \boldsymbol{p}^{(t)}\right]$ follow analogously to the ones
before for the positive drift, and we get

$$
\begin{aligned}
\mathrm{E}\left[\left\|\boldsymbol{x}^{Z}\right\|_{0} \cdot\|w(\boldsymbol{x})\|_{0} \mid \boldsymbol{p}^{(t)}\right] & =\sum_{a \in Z} \boldsymbol{p}_{a}^{(t)} \sum_{j \in[n]} \boldsymbol{w}_{j} \boldsymbol{p}_{j}^{(t)}+\sum_{a \in Z} \boldsymbol{w}_{a} \boldsymbol{p}_{a}^{(t)}\left(1-\boldsymbol{p}_{a}^{(t)}\right) \\
& \geq k b P_{\text {total }}+(1-d) P_{\text {total }}^{Z} .
\end{aligned}
$$

Hence, we get the negative drift

$$
\begin{aligned}
\mathrm{E}\left[p_{\text {total }}^{Z}-\left(p_{\text {total }}^{Z}\right)^{\prime} \mid \boldsymbol{p}^{(t)}\right] & \geq-\frac{\rho}{W}(1-b)\left(W k b-k b P_{\text {total }}-(1-d) P_{\text {total }}^{Z}\right) \\
& \geq-\frac{\rho}{W}(1-b) W k b .
\end{aligned}
$$

Overall, taking together the positive and the negative drift part, we get

$$
\begin{aligned}
\mathrm{E}\left[p_{\text {total }}-\left(p_{\text {total }}\right)^{\prime} \mid \boldsymbol{p}^{(t)}\right] & \geq \frac{\rho}{W}(1-d) P_{\text {total }}^{Y}-\frac{\rho}{W}(1-b) W k b \\
& =\frac{\rho}{W}\left((1-d) P_{\text {total }}^{Y}-(1-b) W k b\right),
\end{aligned}
$$

which we want to be positive.
Recall that we only consider $k \in[0 . . n-1]$. For the drift to be positive, it suffices to show that $P_{\text {total }}^{Y} \in \omega(W k b)$. Using the definition of $P_{\text {total }}^{Y}$ and that all those frequencies are at least $1 / n$, we want to have that

$$
\overbrace{\sum_{a \in Y} \boldsymbol{w}_{a} \boldsymbol{p}_{a}}^{\geq w_{\min } \frac{1}{n}} \omega(\overbrace{k}^{\leq n-1} \overbrace{\sum_{j \in[n]} \boldsymbol{w}_{j}}^{\leq n w_{\text {max }}}) .
$$

Hence, we check that the following

$$
\frac{w_{\min }}{n} \in \omega\left(n^{2} w_{\max } b\right) \Leftrightarrow 1 \in \omega\left(n^{3} \frac{w_{\max }}{w_{\min }} b\right),
$$

which is true, because we assume $b \in \mathrm{o}\left(w_{\min } /\left(w_{\max } h^{3}\right)\right)$. So we can bound the drift by $\Omega\left(P_{\text {total }}^{Y} \rho / W\right)$.

Since we want the drift to be expressed in terms of $p_{\text {total }}$, for an $\varepsilon>0$, we need $P_{\text {total }}^{Y} \rho / W \geq \varepsilon p_{\text {total }}$ to hold. We bound $P_{\text {total }}^{Y} \geq w_{\min } p_{\text {total }}^{Y}$ and $p_{\text {total }}=p_{\text {total }}^{Y}+k \ell<$
$p_{\text {total }}^{Y}+k / n$ and get $w_{\min } p_{\text {total }}^{Y} \rho / W \geq \varepsilon\left(p_{\text {total }}^{Y}+k / n\right)$. This leaves us with

$$
\begin{aligned}
\varepsilon & \leq \frac{w_{\min } p_{\text {total }}^{Y} \rho}{W\left(p_{\text {total }}^{Y}+\frac{k}{n}\right)} \\
& =\frac{w_{\min } \rho}{W\left(1+\frac{k}{p_{\text {total }}^{Y} n}\right)} \\
& \in \mathrm{O}\left(\frac{w_{\min } \rho}{W}\right)
\end{aligned}
$$

Overall, we finally get a drift of $\Omega\left(p_{\text {total }} w_{\min } \rho / W\right)$.
Since there is a strong drift for the frequencies toward 0 , due to Lemma 8.3, we can now bound the run time of the MMAS-fp with very high probability.

- Theorem 8.4. Let $m \in \omega(\sigma \sqrt{\log (n)})$. Consider the MMAS-fp optimizing $f_{\left[\sigma^{2}\right]}$ with no margin or a margin $b \in \mathrm{o}\left(w_{\min } /\left(w_{\max } n^{3}\right)\right)$ and with $\rho \in \mathrm{o}\left(W w_{\min } /((W+\right.$ $\left.\left.m)^{2} \log (n)\right)\right) \cap o(W /((W+m) n))$. Then, for any $\lambda \in \omega(\log (n))$, the algorithm finds the optimum after $\mathrm{O}\left(W \lambda \log (n) /\left(\rho w_{\min }\right)\right)$ iterations with very high probability.

Proof. As before, we assume a non-failing run and that no frequency reaches values of at least a constant in $(1 / 2,1)$. Due to Lemmas 8.1 and 8.2 , all of the following statements then hold with very high probability.

Let $T$ denote the first point in time such that the MMAS-fp samples the optimum, that is, the all-1s string. In order to bound the probability that the MMAS-fp takes more than $\mathrm{O}\left(W \lambda /\left(\rho w_{\min }\right)\right)$ iterations, we proceed as follows: we assume that the MMAS-fp can only sample the optimum if the sum of all frequencies $p_{\text {total }}$ is sufficiently small. If the optimum is not sampled then, we reset the algorithm. Let $T^{\prime}$ denote the first point in time that this process samples the optimum. Note that $T^{\prime}$ stochastically dominates $T$, since the normal MMASfp has a chance of sampling the optimum in any iteration and since its frequencies are at most that of the augmented process. Thus, we bound the probability that $T^{\prime}$ exceeds $\mathrm{O}\left(W \lambda \log (n) /\left(\rho w_{\min }\right)\right)$.

We first consider a single (possibly restarted) run of the MMAS-fp. Let $T^{*}$ denote the first point in time such that $p_{\text {total }}$ drops below 1 , and let $\varepsilon>0$ be a constant. Due to the multiplicative of $p_{\text {total }} \cdot \varepsilon \rho w_{\min } / W$ from Lemma 8.3, we can apply Theorem 7.3 , assuming that $p_{\text {total }}$ is 0 once it is less than 1 and noting
that $p_{\text {total }}$ is $n / 2$ at the beginning, and we get

$$
\begin{equation*}
\operatorname{Pr}\left[T^{*}>\frac{1+\ln \left(\frac{n}{2}\right)}{\frac{\varepsilon \rho w_{\min }}{W}}\right] \leq \mathrm{e}^{-1} . \tag{8.1}
\end{equation*}
$$

Now, the augmented process has one chance to sample the optimum. We know that $p_{\text {total }}<1$, but this value does not allow us to uniquely determine the value of each frequency individually. However, note that the probability to sample the optimum is then minimized by assuming that as many frequencies as possible are as high as possible, since the probability of sampling the optimum is a Schur-concave function over $[0,1]^{n}$ [BP83]. Thus, we pessimistically assume that a constant number of frequencies have constant values and that the other frequencies are at the lower border $b$ or at 0 . This results in a constant probability of $c>0$ of sampling the optimum.

Taking this probability together with the probability from equation (8.1), we see that the probability that a single run does not sample the optimum within $\mathrm{O}\left(W \log (n) /\left(\rho w_{\min }\right)\right)$ iterations is at most $\left(1-\mathrm{e}^{-1}\right)(1-c)$, which is at most a constant $c^{\prime}<1$.
Note that the number of restarts of our augmented process follows a geometric distribution with a success probability of $1-c^{\prime}$, where success means that the optimum was sampled. Thus, the probability that the optimum was not sampled after $\lambda \in \mathrm{N}$ restarts, is at most $\left(c^{\prime}\right)^{\lambda+1}$. Choosing $\lambda \in \omega(\log (n))$ yields a superpolynomially low probability. Since every restart accounts for $\mathrm{O}\left(W \log (n) /\left(\rho w_{\min }\right)\right)$ iterations, the augmented process finds the optimum after $\mathrm{O}\left(W \lambda \log (n) /\left(\rho w_{\min }\right)\right)$ iterations with very high probability.

Overall, due to $T^{\prime} \geq T$, conditional on a non-failing run and the frequencies not reaching constant values greater than $1 / 2$, the MMAS-fp finds the optimum within $\mathrm{O}\left(W \lambda \log (n) /\left(\rho w_{\min }\right)\right)$ iterations with very high probability. Using the law of total probability (Theorem 2.1) then yields that the unconditional probability of the MMAS-fp sampling the optimum after the mentioned number of iterations is still very high. This concludes the proof.

Theorem 8.4 shows that the MMAS-fp scales gracefully (see Definition 7.1) with Gaussian noise, since, assuming a polynomial variance, we can choose a polynomial $\rho$ such that the run time of MMAS-fp is polynomial with very high probability. However, note that this only holds if $1 / w_{\min }$ and $W$ are both
upper-bounded by a polynomial. Otherwise, the step size is too small in order to result in a polynomial run time.

### 8.3.1 Non-Gaussian Noise

Note that our considerations only discussed noise in Lemma 8.1. All of the other theorems analyzed the MMAS-fp as if it optimized a non-noisy fitness function. Since Lemma 8.1 only makes use of the noise bounds of the Gaussian distribution and no other properties (except its mean being 0 ), we can generalize our results to a greater class of noise distributions. For any random variable $D$, we now consider optimization of the function $f_{D}(x):=f(x)+D$. This leads to the following corollary.

- Corollary 8.5. Consider the MMAS-fp optimizing $f_{D}$ with no margin or a $\operatorname{margin} b \in \mathrm{o}\left(w_{\min } /\left(w_{\max } n^{3}\right)\right)$, where $D$ is a random variable with $\mathrm{E}[D]=0$ such that, for some function $t^{*}(n)>0$ and all polynomials $p(n)$, it holds that

$$
\begin{equation*}
\operatorname{Pr}\left[|D|>t^{*}(n)\right] \in \mathrm{o}\left(\frac{1}{p(n)}\right) . \tag{8.2}
\end{equation*}
$$

If $\rho=\mathrm{o}\left(W w_{\min } /\left(\left(W+t^{*}(n)\right)^{2} \log (n)\right)\right)$, then, for any $\lambda \in \omega(\log (n))$, the algorithm finds the optimum after $\mathrm{O}\left(W \lambda \log (n) /\left(\rho w_{\min }\right)\right)$ iterations with very high probability.
Proof. We follow the same proof outline used to prove Theorem 8.4. The only difference is that we use $t^{*}(n)$ instead of $m$, which is possible, since equation (8.2) guarantees that a run of the MMAS-fp is non-failing with very high probability (similar to Lemma 8.1). Further, due to $\mathrm{E}[D]=0$, the noise is ignored in the drift calculations. This concludes the proof.

Note that Corollary 8.5 does not tell us whether the MMAS-fp scales gracefully with noise $D$, as we do not know what the variance of the noise is. However, if $t^{*}(n)$ can be expressed as a polynomial in the variance of the noise, then the MMAS-fp scales gracefully with $D$.

### 8.4 Conclusions

We proved that the MMAS-fp optimizing linear pseudo-Boolean functions scales gracefully with Gaussian noise (Theorem 8.4). This means that the run time
depends polynomially (in fact, only linearly) on the variance of the noise. This is similar to our results in Chapter 7, where we proved that the cGA scales gracefully with Gaussion noise on OneMax. However, in contrast to the cGA, our results for the MMAS-fp hold for all linear functions where the weights are still polynomial. Further, the noise model can be generalized to distributions that can be bounded with very high probability (Corollary 8.5).
The main difference in the analyses of the cGA and the MMAS-fp is that the former samples two individuals whereas the latter only samples one. Since, for the cGA, the components of both offspring need to be compared (and the result may be incorrect due to the noise), the analysis is more involved, whereas for the MMAS-fp, we were able to bound the impact of the noise (Lemma 8.1) and then basically analyze an unnoisy fitness function.

The same drawbacks of results on graceful scaling that we discussed in Section 7.4 apply here as well. Namely, the variance of the noise has to be known in advance for the optimization to succeed. However, the same approach that we proposed for the cGA in order to circumvent this can also be used for the MMAS-fp. The only problem that remains is that the MMAS-fp still needs to have a bound on the sum of all weights $W$ of the fitness function in order to perform a normal update. Unfortunately, this is an inherent problem of the algorithm and not introduced by the noisy setting. Assuming that the MMAS-fp is only chosen when it seems appropriate, that is, the user has such a bound on the sum of weights, this poses no issue any longer.
Since we now have proven that two $n$-Bernoulli- $\lambda$-EDAs scale gracefully with noise, an interesting question is if all of the algorithms mentioned in Section 4.3 show this behavior and if this result holds for (univariate) EDAs in general.

This chapter is based on joint work with Carsten Witt [KW18a]. It eliminates some minor inaccuracies from the journal version.

In this chapter, we prove that the UMDA (with a margin of $1 / n$ ) needs in expectation at least $\Omega(\mu \sqrt{n}+n \log (n))$ fitness function evaluations to optimize Onemax (Theorems 9.6 and 9.20). In conjunction with some recently and independently proven upper bounds by Lehre and Nguyen [LN17] and Witt [Wit17], this results in a $\Theta(n \log (n))$ run time for the UMDA on OneMax for many parameter combinations of $\mu$ and $\lambda$.

### 9.1 Introduction

The arguably most important research area in the theory of evolutionary computation is run time analysis, giving insights into how and why different algorithms behave in a certain way on specific functions. While the formal analysis of EAs started in the 1990s [Müh92], the first run time analysis of EDAs was conducted far later by Droste [Dro06], who analyzed the cGA on linear functions. Papers considering other EDAs, like, for example, the $\lambda$-MMAS ${ }_{\text {IB }}$ by Neumann et al. [NSW10] followed.

Recently, more run time results for EDAs were published [DK18b; DL15; FKK16; LN17; LN18; LSW18; SW16a; Wit17; Wit18]. Most of these works consider either the cGA [LSW18; SW16a; Wit18] or the UMDA [DL15; LN17; Wit17], mostly on the function OneMax. While the papers on the cGA interestingly all contain some lower bounds, the same is not true for the UMDA. This chapter provides the first lower-bound run time analysis for the UMDA.

We follow the ideas of Sudholt and Witt [SW16a] and derive a lower bound of $\Omega(n \log (n))$ for the UMDA on OneMax, which is a typical lower bound for many evolutionary algorithms on this function. The algorithm has already been analyzed some years ago for several artificially designed example functions [Che +07 ; Che+09a; Che+09b; Che+10]. However, none of these papers consider the standard benchmark function for theory: the OneMax function. In fact, the run
time analysis of the UMDA on OneMax has turned out to be rather challenging; the first such result, showing an upper bound of $\mathrm{O}(n \log (n) \log (\log (n)))$ on its expected run time for certain settings of $\mu$ and $\lambda$, was not published until 2015 [DL15]. Specific lower bounds for the UMDA were to date missing. The previous best result $\Omega(n / \log (n))$ on the expected run time followed from general black-box complexity theory [DJW06] and did not shed light on the working principles of the UMDA.

Recently, two matching upper bounds of $\mathrm{O}(n \log (n))$ of the UMDA on OnEMAx have been proven independently from one another [LN17; Wit17] for certain cases of $\mu$ and $\lambda$. Our results match almost all of these cases, providing a tight run time bound of $\Theta(n \log (n))$.

As mentioned above, the concepts of the proofs in this chapter are based on prior work from Sudholt and Witt [SW16a]. However, analyzing the UMDA is much more difficult than analyzing the cGA or the $2-\mathrm{MMAS}_{\mathrm{IB}}$, since the update of the latter algorithms is bounded by an algorithm-specific parameter and the algorithms only have up to three distinct successor states for each frequency. The UMDA, on the other hand, can change each of its frequencies to any value $x / \mu$ with a certain probability, where $x \in[0 . . \mu]$, due to the nature of its update rule. This makes analyzing the UMDA far more involved, because every single update has to be bounded probabilistically. Further, the simple update rules for the cGA and the $2-\mathrm{MMAS}_{\mathrm{IB}}$ allow for a distinction into two cases that determines whether a frequency will increase or decrease; a fact that was heavily exploited in the analyses by Sudholt and Witt [SW16a]. For the UMDA, no such simple case distinction can be made.

### 9.2 Preliminaries

We consider the UMDA (see Section 4.3.2) with a margin of $1 / n$ optimizing OneMax. Since the UMDA is unbiased (Theorem 5.11), all of our results generalize to the OneMax class. When choosing the $\mu$ fittest individuals among the $\lambda$ offspring (so-called selection), we break ties uniformly at random.

We are interested in a lower bound of the UMDA's expected number of function evaluations on OneMax until the optimum is sampled. Note that this is at least the expected number of iterations until the optimum is sampled (minus one) times $\lambda$, as we do not necessarily have to evaluate all $\lambda$ offspring in the last iteration.

In all of our calculations except Section 9.4, we always assume, for some constant $\beta>0$, that $\lambda=(1+\beta) \mu$.

### 9.2.1 Selecting Individuals

In order to optimize a function efficiently, the UMDA needs to evolve its frequencies toward the right direction, making it more likely to sample an optimum. In the setting of Onemax, this means that each frequency should be increased (toward a value of $1-1 / n$ ). This is where selection comes into play.

By selecting $\mu$ best individuals every iteration with respect to their fitness, we hope that many of them have correctly set bits at each position, such that the respective frequencies increase. However, even in the simple case of OneMax, where a 1 is always better than a 0 , there is a flaw in the update process that prevents UMDA from optimizing OneMax too fast. To see why this flaw occurs, consider an arbitrary position $j \in[n]$ in the following.

When selecting individuals for an update to $p_{j}$, the UMDA considers the fitness of each entire individual. That is, although each frequency is independently updated from the others, selection is done with respect to all positions at once. Thus, when looking at position $j$, it can happen that we have many 0 s, because the individuals chosen for the update may have many 1 s in their remaining positions, which can lead to a decrease of $p_{j}$.

Since having a 1 at a position is always better than a 0 when considering Onemax, the selection is biased, pushing for more 1 s at each position. However, this bias is not necessarily too large: consider that for each individual each bit but bit $j$ has already been sampled. When looking at the selection with respect to only $n-1$ bits in each individual, some individuals may already be so good that they are determined to be chosen for selection, whereas others may be so bad that they definitely cannot be chosen for selection, regardless of the outcome of bit $j$.

Consider the fitness of all individuals sampled during one iteration of the UMDA with respect to $n-1$ bits, that is, all bits but bit $j$. We call each of these $n$ different fitness values (from 0 to $n-1$ ) a level. Assume that the individuals are sorted decreasingly by their level; each individual having a unique index. Let $w^{+}$be the level of the individual with rank $\mu$, and let $w^{-}$be the level of the individual with rank $\mu+1$. Since bit $j$ has not been considered so far, its value can potentially increase each individual's level by 1 . Now assume that $w^{+}=w^{-}+1$. Then individuals from level $w^{-}$can end up with the same fitness as individuals
from level $w^{+}$, once bit $j$ has been sampled. Thus, individuals from level $w^{+}$ were still prone to selection. This means that the outcome of bis $j$ can influence whether the individual is being selected or not.

Among the $\mu$ individuals chosen during selection, we distinguish between two different types: 1 st-class and 2 nd-class individuals. 1st-class individuals are those which are chosen during selection no matter which value bit $j$ has. The remaining of the $\mu$ selected individuals are the 2nd-class individuals; they had to compete with other individuals for selection. Therefore, their bit value $j$ is biased toward 1 compared to 1st-class individuals. Note that 2nd-class individuals can only exist if $w^{+} \leq w^{-}+1$, since, in this case, individuals from level $w^{-}$can still be as good as individuals from level $w^{+}$after sampling bit $j$.

For any iteration $t$, let $X_{t}$ denote the number of 1 s at position $j$ of the $\mu$ selected individuals of the UMDA, and let $C^{*}$ denote the number of 2 nd-class individuals in iteration $t+1$. Note that the number of 1 s of 1 st-class individuals during iteration $t+1$ follows a binomial distribution with success probability $X_{t} / \mu$. Since we have $\mu-C^{*}$ 1st-class individuals, the distribution of the number of 1 s of these follows $\operatorname{Bin}\left(\mu-C^{*}, X_{t} / \mu\right)$. Note that the actual frequency in iteration $t+1$ might be set to either $1 / n$ or $1-1 / n$ if the number of 1 s in the $\mu$ selected individuals is too close to 0 or $\mu$, respectively. We will be able to ignore this fact in our forthcoming analyses, since all considerations are stopped when a frequency drops below $1 / n$ or exceeds $1-1 / n$.

### 9.2.2 The Number of 2nd-Class Individuals

Consider a bit position $j \in[n]$. In this section, we again speak of levels as defined in the previous section. Those definitions as well as the following ones are also depicted in Figure 9.1. Level $n-1$ is the topmost, and level 0 is the bottommost. For all $i \in[0 . . n-1]$, let $C_{i}$ denote the cardinality of level $i$, that is, the number of individuals in level $i$ during an arbitrary iteration of the UMDA, and let $C_{\geq i}=\sum_{a=i}^{n-1} C_{a}$.

Let $M$ denote the index of the first level from the top such that the number of sampled individuals is greater than $\mu$ when including the following level, that is,

$$
M=\max \left\{i \mid C_{\geq i-1}>\mu\right\}
$$

Note that $M$ can never be 0 , and only if $M=n-1$, then $C_{M}$ can be greater than $\mu$. Note further that $C_{M}$ can be 0 .


Figure 9.1: An exemplary visualization of the different definitions we need. The boxes depict all of the $n$ levels, the numbers above show their respective fitness, and the black dots symbolize individuals in these levels. The blue line cutting through level $M-1$ marks the point where more than $\mu$ individuals have been sampled when starting from the top. In that level, not all individuals are going to be selected. Further, the individuals from the level below can be selected (as their fitness can still increase by one when sampling the last bit), and individuals from the level above can be not selected. Hence, the individuals in those levels are 2nd-class candidates. The individuals in higher levels will always be selected, thus they are 1st-class individuals. Out of the 2nd-class candidates, those individuals that are chosen during selection are the 2nd-class individuals (in this example, those would be two individuals, that is, $C^{*}=2$ ). Last, $M$ depicts the cut level, that is, the topmost level such that the number of sampled individuals is greater than $\mu$ when including the next (lower) level.

Due to the definition of $M$, if $M \neq n-1$, level $M-1$ contains the individual of rank $\mu+1$, as described in the previous section. Thus, levels $M, M-1$, and $M-2$ contain all of the individuals that are prone to selection (if such exist at all). Hence, individuals in levels at least $M+1$ are definitely 1 st-class individuals. 2nd-class individuals, if any, have to come from level $M, M-1$, or $M-2$. We call the individuals from these three levels $2 n d$-class candidates. Note that the actual number of 2nd-class individuals is bounded from above by $\mu-C_{\geq M+1}=\mu-C_{\geq M}+C_{M}$, since exactly $\mu$ individuals are selected.

Since the 2nd-class individuals are the only ones that are prone to selection and thus the only ones that actively help in progressing a single frequency toward $1-1 / n$, it is of utmost importance to understand the distribution of $C^{*}:=$ $\mu-C_{\geq M+1}$, that is, the biased impact to an update as explained in Section 9.2.1. Moreover, we will also need a bound on the number of 2nd-class candidates.

Before we get to analyzing the 2nd-class individuals, we introduce several aux-
iliary statements. We start with a very useful lemma on conditional binomially distributed random variables.

- Lemma 9.1. Let $x, y \geq 0$, and let $X$ be a binomially distributed random variable with arbitrary parameters such that $\operatorname{Pr}[X \geq x]>0$. Then

$$
\operatorname{Pr}[X \geq x+y \mid X \geq x] \leq \operatorname{Pr}[X \geq y] .
$$

Proof. Let $n$ and $p$ be the parameters of the underlying binomial distribution of $X$. Given $x \geq 0$, we define the random variable $Y_{x}:=X-x$. Conditional on $X \geq x$, we have $Y_{x} \sim \operatorname{Bin}(k, p)$ for $k \in[0 . . n-x]$ and therefore $Y_{x} \leq X$ (see Section 2.2.2). Hence, $\operatorname{Pr}[X \geq x+y \mid X \geq x]=\operatorname{Pr}\left[Y_{x} \geq y \mid X \geq x\right] \leq \operatorname{Pr}[X \geq y]$.

Moreover, we are going to use a corollary that is based on Lemma 8 from Sudholt and Witt [SW16a], the proof of which can be seen in an extended version [SW16b, Lemma 9]. Also, the idea behind the corollary is given by Sudholt and Witt [SW16b] but not presented as an independent statement.

- Lemma 9.2 ([SW16b, Lemma 9]). Let $S$ be the sum of $m \in \mathrm{~N}^{+}$independent Poisson trials where trial $i \in[m]$ has success probability $p_{i} \in[1 / 6,5 / 6]$. Then, for all $s \in[0 . . m]$, it holds that $\operatorname{Pr}[S=s] \in \mathrm{O}(1 / \sqrt{m})$.
- Corollary 9.3. Let $X$ be the sum of $n \in \mathrm{~N}^{+}$independent Poisson trials where trial $i \in[n]$ has success probability $p_{i}$. Further, let $\Theta(n)$ many $p_{i}$-s be within $[1 / 6,5 / 6]$. Then, for all $x \in[0 . . n]$, it holds that $\operatorname{Pr}[X=x] \in \mathrm{O}(1 / \sqrt{n})$.

Proof. Let $m \in \Theta(n)$ denote the number of $p_{i}$-s that are within $[1 / 6,5 / 6]$. When sampling $X$, assume without loss of generality that the first $m$ trials are the ones with $p_{i} \in[1 / 6,5 / 6]$. Let $S$ denote the sum of these trials, and let $Y$ denote the sum of the remaining $n-m$ trials. Since the trials are independent, we get

$$
\operatorname{Pr}[X=x]=\sum_{s=0}^{x} \operatorname{Pr}[S=s] \operatorname{Pr}[Y=x-s] .
$$

We can upper-bound $\operatorname{Pr}[S=s] \in \mathrm{O}(1 / \sqrt{m})=\mathrm{O}(1 / \sqrt{n})$ by using Lemma 9.2 and $m \in \Theta(n)$. Thus, there exists a constant $c>0$ such that

$$
\operatorname{Pr}[X=x] \leq \frac{c}{\sqrt{n}} \sum_{s=0}^{x} \operatorname{Pr}[Y=x-s] .
$$

Bounding the sum by 1 concludes the proof.
Corollary 9.3 lets us easily get upper bounds for the probability that a sampled individual has a certain (and arbitrary) fitness (with respect to either all $n$ positions or all positions but $j$ ). In order to apply it, we have to make sure that $\Theta(n)$ frequencies are still within $[1 / 6,5 / 6]$. Thus, we assume from now on that this assumption holds. In Section 9.3.2, we go into detail and prove under which circumstances this assumption holds.

Note that all statements from now on regarding a specific position $j$ hold regardless of the bits at any other of the $\Theta(n)$ positions that do not stay within $[1 / 6,5 / 6]$. This means that the statements are even true if the bits at those other positions are chosen by an adversary.

We are now ready to analyze $C^{*}$ and the number of 2 nd-class candidates.
$\checkmark$ Lemma 9.4. Consider the UMDA with $\lambda=(1+\beta) \mu$ optimizing OneMAx. Let $\varepsilon>0$ be a constant such that $\varepsilon<1-1 /(1+\beta)$, and let $\widetilde{Z}$ be a random variable that takes values in $[\lambda]$ only with probability at most $2 \mathrm{e}^{-\left(\varepsilon^{2} /(3+3 \varepsilon)\right) \mu}$ and is 0 otherwise. If there are $\Theta(n)$ frequencies in $[1 / 6,5 / 6]$, then the distribution of $C^{*}$ is stochastically dominated by $\operatorname{Bin}(\lambda, \mathrm{O}(1 / \sqrt{n}))+\widetilde{Z}$, and the distribution of $C_{M}+C_{M-1}+C_{M-2}$ is stochastically dominated by $1+\operatorname{Bin}(\lambda, \mathrm{O}(1 / \sqrt{n}))+\widetilde{Z}$.

Proof. We carefully investigate and then reformulate the stochastic process generating the $\lambda$ individuals (before selection), restricted to $n-1$ bits. Each individual is sampled via a vector of probabilities $\boldsymbol{p}^{\prime}=\left(\boldsymbol{p}_{1}^{\prime}, \ldots, \boldsymbol{p}_{n-1}^{\prime}\right)$ obtained from the frequencies of the UMDA by leaving one entry out. By counting its number of 1 s , each of the $\lambda$ individuals then falls into some level $i \in[0 . . n-1]$, with some probability $q_{i}$ depending on the vector $\boldsymbol{p}^{\prime}$. Since the individuals are created independently, the number of individuals in level $i$ is binomially distributed with parameters $\lambda$ and $q_{i}$.

Next, we take an alternative view on the process of putting individuals into levels, using the principle of deferred decisions. We imagine that the process first samples all individuals in level 0 (through $\lambda$ trials, all of which either hit the level or not), then (using the trials which did not hit level 0 ) all individuals in level 1 , and so on, up to level $n-1$.

The number of individuals $C_{0}$ in level 0 is still binomially distributed with parameters $\lambda$ and $q_{0}$. However, after all individuals in level 0 have been sampled, the distribution changes. We have $\lambda-C_{0}$ trials left, each of which can hit one of the levels 1 to $n-1$. In particular, such a trial will hit level 1 with probability
$q_{1} /\left(1-q_{0}\right)$, by the definition of conditional probability, since level 0 is excluded. This holds independently for all of the $\lambda-C_{0}$ trials so that $C_{1}$ follows a binomial distribution with parameters $\lambda-C_{0}$ and $q_{1} /\left(1-q_{0}\right)$. Inductively, also all $C_{i}$ for $i>1$ are binomially distributed; for example, $C_{n-1}$ is distributed with parameters $\lambda-C_{n-2}-\cdots-C_{0}$ and 1 . Note that this model of the sampling process can also be applied for any other permutation of the levels; we will make use of this fact.

Analyzing the number of 2nd-class individuals. We first focus on $C^{*}=$ $\mu-C_{\geq M+1}$ and will later use bounds on its distribution to analyze $C_{M}+C_{M-1}+$ $C_{M-2}$. Formally, by applying the law of total probability (Theorem 2.1), the distribution of $C^{*}$ looks as follows for $k \in[0 . . \lambda]$ :

$$
\begin{equation*}
\operatorname{Pr}\left[C^{*} \geq k\right]=\sum_{i=1}^{n-1} \operatorname{Pr}[M=i] \cdot \operatorname{Pr}\left[\mu-C_{\geq i+1} \geq k \mid M=i\right] . \tag{9.1}
\end{equation*}
$$

We bound the terms of the sum differently with respect to the index $i$. First, we look into a particular value $i^{*}$ such that $\operatorname{Pr}\left[M \geq i^{*}\right]$ is exponentially unlikely, and then make a case distinction via $i^{*}$.

Let $X$ be the number of 1 s in a single individual sampled (without conditioning on certain levels being hit). Let $c_{1}>0$ be a constant, and choose $i^{*}$ such that

$$
\begin{aligned}
& \operatorname{Pr}\left[X \geq i^{*}-1\right] \leq \frac{1}{(1+\varepsilon)(1+\beta)} \quad \text { and } \\
& \operatorname{Pr}\left[X \geq i^{*}-1\right] \geq \frac{1}{(1+\varepsilon)(1+\beta)}-\frac{c_{1}}{\sqrt{n}}
\end{aligned}
$$

Such an $i^{*}$ must exist, since every level is hit with probability $\mathrm{O}(1 / \sqrt{n})$ when sampling an individual, according to Corollary 9.3. Clearly, we also have $i^{*} \leq$ $n-1$.

A crucial observation is that there is a constant $c_{2}>0$ such that $\operatorname{Pr}\left[M \geq i^{*}\right] \leq$ $\mathrm{e}^{-c_{2} \mu}$, since the expected number of individuals sampled with at least $i^{*}-11 \mathrm{~s}$ is at most $\lambda /((1+\varepsilon)(1+\beta))=\mu /(1+\varepsilon)$, and the probability of sampling at least $(1+\varepsilon) \cdot \mu /(1+\varepsilon)=\mu$ is at most $\mathrm{e}^{-\varepsilon^{2} \cdot \mu /(3(1+\varepsilon))}=\mathrm{e}^{-c_{2} \mu}$ by Chernoff bounds (Theorem 2.19). Note that we have considered level $i^{*}-1$ because $C_{\geq i^{*}-1}<\mu$ implies $M<i^{*}$.

In equation (9.1), considering the partial sum for all $i \geq i^{*}$, we therefore
immediately estimate, as just discussed,

$$
\begin{aligned}
\sum_{i=i^{*}}^{n-1} \operatorname{Pr}[M=i] \cdot \operatorname{Pr}\left[\mu-C_{\geq i+1} \geq k \mid M=i\right] & \leq \operatorname{Pr}\left[M \geq i^{*}\right] \\
& \leq \mathrm{e}^{-c_{2} \mu}
\end{aligned}
$$

For the terms with $i<i^{*}$ (in particular, the case $i=n-1$ is excluded), we take a view on the final expression in equation (9.1) and focus on the conditional probability $\operatorname{Pr}\left[\mu-C_{\geq i+1} \geq k \mid M=i\right]$, in which we want to reformulate the underlying event appropriately. Here we note that, defining $C_{\leq i}=\sum_{j=0}^{i} C_{j}$, the event

$$
\left\{\mu-C_{\geq i+1} \geq k\right\} \cap\{M=i\}
$$

is equivalent to

$$
\left\{C_{\leq i} \geq \lambda-\mu+k\right\} \cap\{M=i\}
$$

and, using the definition of $M$, this is also equivalent to

$$
\left\{C_{\leq i} \geq \lambda-\mu+k\right\} \cap\left\{C_{\leq i-2}<\lambda-\mu\right\} \cap\left\{C_{\leq i-1} \geq \lambda-\mu\right\}
$$

We now take the above-mentioned view on the stochastic process and assume that levels 0 to $i-2$ have been sampled, and a number of experiments in a binomial distribution is carried out to determine the individuals from level $i-1$. Hence, given some $C_{\leq i-2}=: a<\lambda-\mu$, our event is equivalent to the event

$$
E^{*}:=\left\{C_{i}+C_{i-1} \geq(\lambda-\mu-a)+k\right\} \cap\left\{C_{i-1} \geq \lambda-\mu-a\right\} .
$$

Recall from our model above that $C_{i-1}$ follows a binomial distribution with $\lambda-a$ trials and with a certain success probability $s$. Similarly, $C_{i}$ follows a binomial distribution with parameters $\lambda-a-C_{i-1}$ and $s^{\prime}$. As we are interested in a cumulative distribution, we may pessimistically upper-bound the total number of trials for $C_{i-1}$ by $\lambda$. Regarding $s$, note that it denotes the probability to sample an individual with $i-11 \mathrm{~s}$, given that it cannot have less than $i-11 \mathrm{~s}$. Note further that $\operatorname{Pr}\left[X \geq i^{*}-1\right]$, where $X$ again denotes the level of the individual sampled in a trial, is a lower bound for all probabilities $\operatorname{Pr}[X \geq i-1]$, since $i<i^{*}$. To upper-bound $s$, we use Corollary 9.3, which tells us that the unconditional probability to hit a level is in $\mathrm{O}(1 / \sqrt{n})$, regardless of which level is hit. However, we have to condition on the event that certain levels (namely 0 to $i-2$, where
$i<i^{*}$ ) cannot be hit anymore. We pessimistically exclude even some more levels than possible, more precisely, we exclude the levels from 0 up to $i^{*}-2$. This means that we condition on $\operatorname{Pr}\left[X \geq i^{*}-1\right]$. By the definition of conditional probability, the probability of $\mathrm{O}(1 / \sqrt{n})$ from Corollary 9.3 thus gets increased by a factor of $1 / \operatorname{Pr}\left[X \geq i^{*}-1\right]$, which is constant. Hence, $C_{i-1}$ is stochastically dominated by a binomial distribution with parameters $\lambda$ and $\mathrm{O}(1 / \sqrt{n})$.

Similarly, assuming that also level $i-1$ has been sampled, $C_{i}$ is dominated by a binomial distribution with parameters $\lambda-C_{i-1}$ and $\mathrm{O}(1 / \sqrt{n})$.

In order to finally bound $\operatorname{Pr}\left[E^{*}\right]$ from above, which involves a condition on the outcome of $C_{i-1}$, we apply Lemma 9.1, where we let $X:=C_{i-1}$ and $x=$ $\lambda-\mu-a$ as well as $y=k$. Since we have bounded $C_{i-1}$ (without the condition on $\left.C_{i-1} \geq x\right)$ by a binomial distribution with success probability $\mathrm{O}(1 / \sqrt{n})$, we get from the lemma that $\operatorname{Pr}\left[C_{i-1}-x \geq k \mid C_{i-1} \geq x\right] \leq \operatorname{Pr}[\operatorname{Bin}(\lambda, \mathrm{O}(1 / \sqrt{n})) \geq k]$. Note that the right-hand side is a bound independent of $C_{0}, \ldots, C_{i-1}$. With respect to $C_{i}$, we do not consider an additional condition on its outcome but use the result $\operatorname{Pr}\left[C_{i} \geq k\right] \leq \operatorname{Pr}\left[\operatorname{Bin}\left(\lambda-C_{i-1}, \mathrm{O}(1 / \sqrt{n})\right) \geq k\right]$ derived in the last paragraph directly. Hence, both $C_{i-1}-x$, conditional on $C_{i-1} \geq x$, and $C_{i}$ have been bounded by binomial distributions with a success probability in $\mathrm{O}(1 / \sqrt{n})$. In $E^{*}$, we are confronted with the sum of these two random variables and study the distribution of the sum. Together, we get

$$
\operatorname{Pr}\left[E^{*}\right] \leq \operatorname{Pr}[\operatorname{Bin}(\lambda, \mathrm{O}(1 / \sqrt{n})) \geq k],
$$

since we consider at most $\lambda$ trials. Pulling this term in front of the sum over $i$ for the terms $i<i^{*}$ in equation (9.1) and estimating this sum with 1 (since we sum over mutually disjoint events) leaves us with an additional term of $\operatorname{Pr}[\operatorname{Bin}(\lambda, \mathrm{O}(1 / \sqrt{n})) \geq k]$ for $\operatorname{Pr}\left[\mu-C_{\geq M+1} \geq k\right]$. This proves the lemma's statement on the distribution of $C^{*}$.

Analyzing the number of 2nd-class candidates. We are left with analyz$\operatorname{ing} C^{* *}:=C_{M}+C_{M-1}+C_{M-2}$. We handle the very unlikely case $M=n-1$, whose probability is upper-bounded by $\operatorname{Pr}\left[M \geq i^{*}\right]$, separately and cover it by adding the random variable $\widetilde{Z}$ to our result. By a symmetrical argument to the above, for some index $i^{* *}$ such that there is a constant $c_{3}>0$ such that

$$
\operatorname{Pr}\left[X<i^{* *}\right]=1-\frac{1}{(1-\varepsilon)(1+\beta)}+\frac{c_{3}}{\sqrt{n}},
$$

we obtain that $M \leq i^{* *}$ also happens with probability at most $\mathrm{e}^{-\varepsilon^{2} \cdot \mu /(2(1-\varepsilon))} \leq$ $\mathrm{e}^{\left.-\varepsilon^{2} \cdot \mu /(3+3 \varepsilon)\right)}$, for $\varepsilon<1-1 /(1+\beta)$. This unlikely case is also included in $\widetilde{Z}$. From now on, we assume $i^{* *}<M<n-1$. We note that by definition of $M$, we then have $C_{\geq M} \leq \mu$ and $C_{\geq M-1} \geq \mu+1$. Hence, $C_{M-1} \geq 1$ such that we have to investigate the distribution of $C^{* *}$ conditional on $\left\{C_{M-1} \geq 1+\left(\mu-C_{\geq M}\right)\right\}$.

We take the same view on the stochastic process as above but imagine now that the levels are sampled in the order from $n-1$ down to 0 . Conditional on that the levels $n-1$ to $M+1$ have been sampled, the levels $M, M-1$, and $M-2$ are still hit with probability $\mathrm{O}(1 / \sqrt{n})$ each, since $\operatorname{Pr}\left[X<i^{* *}\right]$ is a constant. Therefore, the distribution of $C_{M}$ is bounded according to

$$
\operatorname{Pr}\left[C_{M} \geq k\right] \leq \operatorname{Pr}\left[\operatorname{Bin}\left(\lambda-C_{\geq M+1}, \mathrm{O}(1 / \sqrt{n})\right) \geq k\right]
$$

In order to analyze $C_{M-1}$, we recall that we have to condition on the event $\left\{C_{M-1} \geq 1+\left(\mu-C_{\geq M}\right)\right\}$. Hence, we can use Lemma 9.1 similarly as above and get that

$$
\begin{aligned}
\operatorname{Pr}\left[C_{M-1} \geq 1+\left(\mu-C_{\geq M}\right)+k \mid C_{M-1} \geq 1\right. & \left.+\left(\mu-C_{\geq M}\right)\right] \\
& \leq \operatorname{Pr}\left[\operatorname{Bin}\left(\lambda-C_{\geq M}, \mathrm{O}(1 / \sqrt{n})\right) \geq k\right] .
\end{aligned}
$$

Note that the right-hand side of the inequality is independent of $C^{*}$.
Applying the same argumentation once more for level $M-2$ (where no conditions on the size exist), we get

$$
\operatorname{Pr}\left[C_{M-2} \geq k\right] \leq \operatorname{Pr}\left[\operatorname{Bin}\left(\lambda-C_{\geq M-1}, \mathrm{O}(1 / \sqrt{n})\right) \geq k\right]
$$

Using our stochastic bound on $C^{*}$ from above, we altogether obtain that $C^{* *}$ is stochastically dominated by the sum of 1 , three binomially distributed random variables with a total number of $\lambda$ trials and success probability $\mathrm{O}(1 / \sqrt{n})$ each, and the variable $\widetilde{Z}$.

Now that we understand how $C^{*}$ is distributed, we can look at the distribution of both the 1st- and 2nd-class individuals. We even can take a finer-grained view on the number of 1 s contributed by them.

- Lemma 9.5. Consider the UMDA optimizing Onemax. Consider further that $\Theta(n)$ frequencies are within $[1 / 6,5 / 6]$ and that we are in iteration $t$. Let $j \in[n]$
be any position, and let $X_{t-1}$ denote the number of 1 s at position $j$ in iteration $t-1$.

The distribution $Z_{1, t}$ of the number of 1 s of 1st-class individuals is stochastically dominated by $\operatorname{Bin}\left(\mu, X_{t-1} / \mu\right)$, and the distribution $Z_{2, t}$ of the number of 1 s of 2 nd-class individuals is stochastically dominated by $C^{*}$, where $C^{*}$ is distributed as seen in Lemma 9.4. In particular, there are constants $c_{1}, c_{2}>0$ such that

$$
\begin{aligned}
\mathrm{E}\left[Z_{2, t}\right] & \leq \frac{c_{2} \mu}{\sqrt{n}}+\mathrm{e}^{-c_{1} \mu} \\
\mathrm{E}\left[Z_{2, t} \mid X_{t-1}\right] & \leq c_{2}\left(\frac{X_{t-1}}{\mu}+\frac{X_{t-1}}{\sqrt{n}}\right)+\mathrm{e}^{-c_{1} \mu}
\end{aligned}
$$

Proof. The distribution of $Z_{1, t}$ has already been described in Section 9.2.1 as $\operatorname{Bin}\left(\mu-C^{*}, X_{t-1} / \mu\right)$, which is dominated by $\operatorname{Bin}\left(\mu, X_{t-1} / \mu\right)$. We also know that the number of 2nd-class individuals is bounded from above by $C^{*}$, and their number of 1 s is trivially bounded by this cardinality too. The first statement on the expected value of $Z_{2, t}$ follows by taking the expected value of the binomial distribution and noting that there is a constant $c_{3}>0$ such that $\mathrm{E}[\widetilde{Z}] \leq \lambda \mathrm{e}^{-c_{1} \mu}=$ $\mathrm{e}^{-c_{3} \mu}$, since $\lambda \in \Theta(\mu)$.

In order to show the second statement on the expected value of $Z_{2, t}$, we recall our definition of 2nd-class candidates from above. These candidates have not been subject to selection yet. Each of these candidates samples a 1 at position $j$ independently of the others with probability $X_{t-1} / \mu$, thus the expected total number of 1 s in 2nd-class candidates is the expected number of candidates multiplied with $X_{t-1} / \mu$, by Wald's equation (Theorem 2.21). By Lemma 9.4, there is an expected number of at most $1+c_{2} \mu / \sqrt{n}+\mathrm{e}^{-c_{3} \mu}$ of candidates, using again $\lambda \in \Theta(\mu)$. Since the 2nd-class individuals are only selected from the candidates, the claim on the expected value of $Z_{2, t}$ follows.

### 9.3 Lower Bound on OneMax

In the following, we derive a lower bound on the UMDA's run time on OneMax. First, we state the main theorem.

- Theorem 9.6. For some constant $\beta>0$, let $\lambda=(1+\beta) \mu$. Then the expected optimization time of the UMDA on OneMAx is $\Omega(\mu \sqrt{n}+n \log (n))$.

In order to prove the theorem, we distinguish between different cases for $\lambda$ : small, medium, and large. We cover the lemmas that we use to prove the different cases in different sections. The first and the last case are fairly easy to prove, hence we discuss them first, leaving the second case of medium $\lambda$ - the most difficult one - to be discussed last.

In each of the following sections, we introduce the basic idea behind each of the proofs.

### 9.3.1 Small Population Sizes

In this section, for some constant $c_{1}>0$, we consider a population size of $\lambda \leq\left(1-c_{1}\right) \log _{2}(n)$. If the population size is that small, the probability that a frequency reaches $1 / n$ is rather high, and thus the probability to sample the optimum will be quite small.

If enough frequencies drop to $1 / n$, we can bound the expected number of fitness evaluations until we sample the optimum by $\Omega(n \log (n))$. The following lemma and its proof closely follow Sudholt and Witt [SW16b, Lemma 13].

- Lemma 9.7. Assume that $\Omega\left(n^{c_{1}}\right)$ frequencies, $c_{1}>0$ being a constant, are at $1 / n$. Then the UMDA needs with overwhelming probability and in expectation $\Omega(n \log (n))$ function evaluations to optimize any function, where the all- 1 s string is the unique global optimum.

Proof. We look at $\left(c_{2} n \ln (n)\right) /(2 \lambda)$ iterations, where $c_{2}<c_{1}$ is a positive constant, and show that it is very unlikely to sample the all-1s string during that time. Note that this translates to $\Omega(n \log (n))$ function evaluations until the optimum is sampled, as the UMDA samples $\lambda$ offspring every iteration.

Consider a single position with frequency at $1 / n$. The probability that this position never samples a 1 during our time of $\left(c_{2} n \ln (n)\right) /(2 \lambda)$ iterations is at least

$$
\begin{aligned}
\left(\left(1-\frac{1}{n}\right)^{\lambda}\right)^{\frac{c_{2} n \ln (n)}{2 \lambda}} & =\left(1-\frac{1}{n}\right)^{\frac{c_{2} n \ln (n)}{2}} \\
& \geq \frac{1}{2} \mathrm{e}^{-\frac{c_{2}}{2} \ln (n)} \\
& \geq n^{-c_{2}}
\end{aligned}
$$

if $n$ is large enough, where we used Theorem 2.22.
Given at least $c_{3} n^{c_{1}}$ frequencies at $1 / n$, with $c_{3}>0$ being a constant, the probability that all of these positions sample at least one 1 during $\left(c_{2} n \ln (n)\right) /(2 \lambda)$ iterations is at most, using Theorem 2.22,

$$
\left(1-n^{-c_{2}}\right)^{c_{3} n^{c_{1}}} \leq \mathrm{e}^{-c_{3} n^{c_{1}-c_{2}}},
$$

which is exponentially small in $n$, since $c_{1}>c_{2}$, due to our assumptions. Hence, with overwhelming probability, UMDA will need at least $\Omega(n \log (n))$ function evaluations to find the optimum.

Note that since the UMDA is unbiased (Theorem 5.11), Lemma 9.7 holds for any function with a unique global optimum, if $\Omega\left(n^{c_{1}}\right)$ frequencies are at the wrong borders.

We can now prove our lower bound for small population sizes.

- Theorem 9.8. Let $\lambda \leq\left(1-c_{1}\right) \log _{2}(n)$ for some arbitrarily small constant $c_{1}>$ 0 . Then the UMDA needs with overwhelming probability and in expectation $\Omega(n \log (n))$ function evaluations to optimize any function with a unique global optimum.

Proof. Since the UMDA is unbiased, we assume without loss of generality that the global optimum is the all-1s string. We consider an arbitrary position $i \in[n]$ and study the first iteration of the UMDA.

The probability that all $\lambda$ bits at position $i$ are sampled as 0 equals $2^{-\lambda} \geq$ $n^{-\left(1-c_{1}\right)}$. In this case, the frequency of the position is set to $1 / n$. The expected number of such positions is $n^{c_{1}}$, and by Chernoff bounds (Theorem 2.19), with overwhelming probability, $\Omega\left(n^{c_{1}}\right)$ such positions exist (noting that $c_{1}$ is a positive constant by assumption).

Applying Lemma 9.7 yields the result, since we already have $\Omega\left(n^{c_{1}}\right)$ frequencies at $1 / n$ after a single iteration of the UMDA with overwhelming probability.

### 9.3.2 Large Population Sizes

We now show that a population size of $\lambda \in \Omega(\sqrt{n} \log (n))$ leads to a run time of $\Omega(n \log (n))$. In order to prove this, we first show that it is unlikely that too many frequencies leave the interval $[1 / 6,5 / 6]$ quickly in this scenario. Thus, it is also unlikely to sample the optimum.

We start by proving that a single frequency does not leave $[1 / 6,5 / 6]$ too quickly if $\mu \in \omega(1)$. We make use of Corollary 9.3 and the lemmas following from it, all of which make use of the lemmas we prove here themselves. At the end of this section, we discuss why this seemingly contradictory approach is feasible.

Lemma 9.9. Consider an arbitrary frequency of the UMDA with $\lambda \in \omega(1)$ optimizing Onemax. For a sufficiently small constant $\gamma$, during the first at least $\gamma \cdot \min \{\mu, \sqrt{n}\}$ iterations, this frequency will not leave $[1 / 6,5 / 6]$ with a probability of at least a constant greater than 0 .

Proof. We consider the expected change of an arbitrary position's frequency $p_{t}$ over time $t$. Let $X_{t}$, again, denote the number of 1 s of the $\mu$ selected individuals. Note that $p_{t+1}=X_{t} / \mu$.

Due to Lemma 9.5, we know that $X_{t}$ is the sum of two random variables $Z_{1, t}$ and $Z_{2, t}$, where $Z_{1, t} \leq \operatorname{Bin}\left(\mu, X_{t-1} / \mu\right)$ corresponds to the number of 1 s due to the 1st-class individuals, and $Z_{2, t} \leq \operatorname{Bin}(\lambda, \mathrm{O}(1 / \sqrt{n}))+\widetilde{Z}_{t}$ corresponds to the 2nd-class individuals' number of 1 s , pessimistically assuming that each 2 nd-class individual contributes a 1.

First, we upper-bound the probability of $p_{t}$ reaching $5 / 6$ during $\gamma \cdot \min \{\mu, \sqrt{n}\}$ iterations. Then we do the same for reaching $1 / 6$. Taking the converse probability of a union bound over both cases then yields the result.

The probability of reaching $5 / 6$. Since $Z_{1, t}$ is dominated by a martingale which we want to account for in the process, we analyze $\phi_{t+1}:=\left(X_{t} / \mu\right)^{2}$, with $\phi_{0}=(1 / 2)^{2}$. The original process of $p_{t}$ reaching $5 / 6$ translates into the new process $p_{t}^{2}$ reaching $(5 / 6)^{2}$.

We bound the expected change during one step:

$$
\begin{aligned}
\mathrm{E}\left[\phi_{t+1}-\phi_{t} \mid X_{t-1}\right]= & \frac{1}{\mu^{2}}\left(\mathrm{E}\left[X_{t}^{2} \mid X_{t-1}\right]-X_{t-1}^{2}\right) \\
= & \frac{1}{\mu^{2}}\left(\mathrm{E}\left[\left(Z_{1, t}+Z_{2, t}\right)^{2} \mid X_{t-1}\right]-X_{t-1}^{2}\right) \\
= & \frac{1}{\mu^{2}}\left(\mathrm{E}\left[Z_{1, t}^{2} \mid X_{t-1}\right]+\mathrm{E}\left[Z_{2, t}^{2} \mid X_{t-1}\right]\right. \\
& \left.+2 \mathrm{E}\left[Z_{1, t} \cdot Z_{2, t} \mid X_{t-1}\right]-X_{t-1}^{2}\right)
\end{aligned}
$$

As discussed before, we look at the dominating distributions of $Z_{1, t}$ and
$Z_{2, t}$. Further, note that $Z_{1, t}$ and $Z_{2, t}$ are not independent but their dominating distributions are.

We calculate the different terms separately. Using that $Z_{1, t} \leq \operatorname{Bin}\left(\mu, X_{t-1} / \mu\right)$ and that, for any two random variables $Y$ and $Y^{\prime}$, it holds that $\mathrm{E}\left[Y^{2} \mid Y^{\prime}\right]=$ $\operatorname{Var}\left[Y \mid Y^{\prime}\right]+\mathrm{E}\left[Y \mid Y^{\prime}\right]^{2}$ (similar to what is discussed in Definition 2.6 and using Theorem 2.12), we get

$$
\begin{aligned}
\mathrm{E}\left[Z_{1, t}^{2} \mid X_{t-1}\right] & \leq \mu \frac{X_{t-1}}{\mu}\left(1-\frac{X_{t-1}}{\mu}\right)+\left(\mu \frac{X_{t-1}}{\mu}\right)^{2} \\
& \leq X_{t-1}+X_{t-1}^{2} .
\end{aligned}
$$

For $Z_{2, t}$, let $Z_{t}^{*} \sim \operatorname{Bin}(\lambda, \mathrm{O}(1 / \sqrt{n}))$, and let $c_{1}>0$ be a constant. Recall that $\widetilde{Z}$ is a random variable that takes values in $[\lambda]$ with probability $\mathrm{e}^{-c_{1} \mu}$ and is 0 otherwise. Similar to before and noting that $\mu \mathrm{e}^{-c_{1} \mu} \leq \mathrm{e}^{-c_{2} \mu}$, for a constant $c_{2}>0$, we see that there is a constant $c_{3}>0$ such that

$$
\begin{aligned}
\mathrm{E}\left[Z_{2, t}^{2} \mid X_{t-1}\right] & \leq \mathrm{E}\left[\left(Z_{t}^{*}\right)^{2} \mid X_{t-1}\right]+\mathrm{E}\left[\left(\widetilde{Z}_{t}\right)^{2} \mid X_{t-1}\right]+2 \mathrm{E}\left[Z_{t}^{*} \mid X_{t-1}\right] \mathrm{E}\left[\widetilde{Z}_{t} \mid X_{t-1}\right] \\
& \leq \frac{c_{3} \mu}{\sqrt{n}}+\frac{c_{3} \mu^{2}}{n}+\mathrm{e}^{-c_{2} \mu}+\frac{c_{3} \mu}{\sqrt{n}} \mathrm{e}^{-c_{2} \mu} \\
& \leq \max \left\{\frac{c_{3} \mu}{\sqrt{n}}, \frac{c_{3} \mu^{2}}{n}, \mathrm{e}^{-c_{2} \mu}\right\},
\end{aligned}
$$

because the term $c_{3} \mu /\left(\sqrt{n} \mathrm{e}^{-c_{2} \mu}\right)$ is always dominated by another term. Note that $c_{3} \mu / \sqrt{n}$ dominates if $\mu \in \mathrm{o}(\sqrt{n})$ and $\mu \geq c_{4} \ln (n)$ for a sufficiently large constant $c_{4}>0$. For $\mu \in \Omega(\sqrt{n})$, the term $c_{3} \mu^{2} / n$ dominates. In the remaining cases (when $\mu$ is at most logarithmic), the term $\mathrm{e}^{-c_{2} \mu}$ dominates.

By Lemma 9.5, $X_{t-1} \leq \mu$ and $\mu \in \Omega(\sqrt{n} \log (n))$, we get

$$
\mathrm{E}\left[Z_{2, t} \mid X_{t-1}\right] \leq \max \left\{\frac{c_{3} \mu}{\sqrt{n}}, \mathrm{e}^{-c_{2} \mu}\right\},
$$

where the term $\mu \mathrm{e}^{-c_{1} \mu}$ only dominates if $\mu \leq c_{5} \ln (n)$ for a sufficiently small constant $c_{5}>0$.

Using our prior calculations and independence of the dominating distributions,
we can bound

$$
2 \mathrm{E}\left[Z_{1, t} \cdot Z_{2, t} \mid X_{t-1}\right] \leq X_{t-1} \cdot \max \left\{\frac{c_{3} \mu}{\sqrt{n}}, \mathrm{e}^{-c_{2} \mu}\right\} .
$$

Thus, we get

$$
\begin{aligned}
& \mathrm{E}\left[\phi_{t+1}-\phi_{t} \mid X_{t-1}\right] \leq \frac{1}{\mu^{2}}\left(X_{t-1}+X_{t-1}^{2}+\max \left\{\frac{c_{3} \mu}{\sqrt{n}}, \frac{c_{3} \mu^{2}}{n}, \mathrm{e}^{-c_{2} \mu}\right\}\right. \\
&\left.+X_{t-1} \cdot \max \left\{\frac{c_{3} \mu}{\sqrt{n}} \mathrm{e}^{-c_{2} \mu}\right\}-X_{t-1}^{2}\right) \\
& \leq \frac{1}{\mu^{2}}\left(\max \left\{\frac{c_{3} \mu}{\sqrt{n}}, \frac{c_{3} \mu^{2}}{n}, \mathrm{e}^{-c_{2} \mu}\right\}\right. \\
&\left.+X_{t-1}\left(1+\max \left\{\frac{c_{3} \mu}{\sqrt{n}}, \mathrm{e}^{-c_{2} \mu}\right\}\right)\right) \\
& X_{t-1} \leq \mu \frac{2}{\mu^{2}} \mu\left(1+\max \left\{\frac{c_{3} \mu}{\sqrt{n}}, \mathrm{e}^{-c_{2} \mu}\right\}\right) \\
& \in \Theta\left(\max \left\{\frac{1}{\mu}, \frac{1}{\sqrt{n}}\right\}\right)
\end{aligned}
$$

We now look at how far $\phi$ gets within $T$ iterations and want to bound the probability of it going above $(5 / 6)^{2}$. Note that

$$
\phi_{T}=\phi_{0}+\sum_{t=0}^{T-1}\left(\phi_{t+1}-\phi_{t}\right) .
$$

Due to our bounds and Theorem 2.12, we get, for a sufficiently large constant $\zeta$,

$$
\begin{aligned}
\mathrm{E}\left[\phi_{T}\right] & =\left(\frac{1}{2}\right)^{2}+\sum_{t=0}^{T-1} \mathrm{E}\left[\mathrm{E}\left[\phi_{t+1}-\phi_{t} \mid X_{t-1}\right]\right] \\
& \leq \frac{1}{4}+\zeta T \cdot \max \left\{\frac{1}{\mu}, \frac{1}{\sqrt{n}}\right\} .
\end{aligned}
$$

Using Markov's inequality (Theorem 2.18) gives us, for $k>1$,

$$
\begin{aligned}
\operatorname{Pr}\left[\phi_{T} \geq k\left(\frac{1}{4}+\zeta T \cdot \max \left\{\frac{1}{\mu}, \frac{1}{\sqrt{n}}\right\}\right)\right] & \leq \operatorname{Pr}\left[\phi_{T} \geq k \mathrm{E}\left[\phi_{T}\right]\right] \\
& \leq \frac{1}{k}
\end{aligned}
$$

We want that $(5 / 6)^{2} \geq k(1 / 4+\zeta T \cdot \max \{1 / \mu, 1 / \sqrt{n}\})$ holds, since then $\operatorname{Pr}\left[\phi_{T} \geq(5 / 6)^{2}\right]$ is upper-bounded by $\operatorname{Pr}\left[P_{T} \geq k(1 / 4+\zeta T \cdot \max \{1 / \mu, 1 / \sqrt{n}\})\right] \leq$ $1 / k$, which we want to be less than $1 / 2$ in order to apply a meaningful union bound over both cases at the end of this proof. Hence, assume $k>2$. We get

$$
\left(\frac{5}{6}\right)^{2} \geq k\left(\frac{1}{4}+\zeta T \cdot \max \left\{\frac{1}{\mu}, \frac{1}{\sqrt{n}}\right\}\right) \Leftrightarrow T \leq\left(\frac{25}{36 k}-\frac{1}{4}\right) \frac{\min \{\mu, \sqrt{n}\}}{\zeta},
$$

which is positive as long as $k<25 / 9$. Thus, we can bound $k \in(2,25 / 9)$.
Therefore, if $T \leq \gamma \cdot \min \{\mu, \sqrt{n}\}$, for a sufficiently small constant $\gamma>0$, then the probability of an arbitrary frequency exceeding $5 / 6$ is at most a constant less than $1 / 2$ (for $k \in(2,25 / 9)$ ).

The probability of reaching $1 / 6$. We now analyze how likely it is that $p_{t}$ hits $1 / 6$ in a similar amount of time. For this case, we define a slightly different potential $\phi_{t+1}^{\prime}:=\left(1-X_{t} / \mu\right)^{2}=1-2 X_{t} / \mu+\left(X_{t} / \mu\right)^{2}$, that is, we mirror the process at $1 / 2$ and then use the same potential as before.

Looking at the expected difference during one step, we see that

$$
\begin{aligned}
\mathrm{E}\left[\phi_{t+1}^{\prime}-\phi_{t}^{\prime} \mid X_{t-1}\right]= & 1-2 \frac{\mathrm{E}\left[X_{t} \mid X_{t-1}\right]}{\mu}+\left(\frac{\mathrm{E}\left[X_{t} \mid X_{t-1}\right]}{\mu}\right)^{2} \\
& -1+2 \frac{X_{t-1}}{\mu}-\left(\frac{X_{t-1}}{\mu}\right)^{2} \\
= & \frac{2}{\mu}\left(X_{t-1}-\mathrm{E}\left[X_{t} \mid X_{t-1}\right]\right)+\mathrm{E}\left[\phi_{t+1}-\phi_{t} \mid X_{t-1}\right],
\end{aligned}
$$

where we only have to determine the expected value of $X_{t-1}-\mathrm{E}\left[X_{t} \mid X_{t-1}\right]$, because we already analyzed $\mathrm{E}\left[\phi_{t+1}-\phi_{t} \mid X_{t-1}\right]$ before.

Considering just the 1st-class individuals, it holds that $\mathrm{E}\left[X_{t} \mid X_{t-1}\right]=X_{t-1}$, because we then have a martingale. But due to the elitist selection of the UMDA, actually $\mathrm{E}\left[X_{t} \mid X_{t-1}\right] \geq X_{t-1}$ holds, because of the bias of the 2nd-class individu-
als, which prefer 1 s over 0 s . Thus, $\mathrm{E}\left[X_{t-1}-X_{t} \mid X_{t-1}\right] \leq 0$, and we get

$$
\mathrm{E}\left[\phi_{t+1}^{\prime}-\phi_{t}^{\prime} \mid X_{t-1}\right] \leq \mathrm{E}\left[\phi_{t+1}-\phi_{t} \mid X_{t-1}\right],
$$

which we already analyzed.
Hence, we can argue analogously as before and get, again, a probability of at most a constant less than $1 / 2$ to reach $1 / 6$ during at most $\gamma \cdot \min \{\mu, \sqrt{n}\}$ iterations. Taking a union bound over both cases concludes the proof.

We now expand the case from a single frequency to all frequencies.

- Lemma 9.10. For a sufficiently small constant $\gamma$, during the first at least $\gamma \cdot \min \{\mu, \sqrt{n}\}$ iterations of the UMDA optimizing OneMax, it holds that $\Theta(n)$ frequencies stay in the interval $[1 / 6,5 / 6]$ with at least constant probability.

Proof. We look at $T \leq \gamma \cdot \min \{\mu, \sqrt{n}\}$ iterations. Thus, the probability for a single frequency to leave $[1 / 6,5 / 6]$ is at most a constant $c<1$, according to Lemma 9.9. In expectation, there are at most $c n$ frequencies outside of $[1 / 6,5 / 6]$, and due to Markov's inequality (Theorem 2.18), for a constant $\delta>0$ with $(1+\delta) c<1$, the probability that there are at least $(1+\delta) c n$ such frequencies is at most $1 /(1+\delta)$. This means that with at least constant probability, at least $(1-c(1+\delta)) n \in \Theta(n)$ frequencies are still within $[1 / 6,5 / 6]$.

Note that the proof of Lemma 9.9 relies on Corollary 9.3, and the proof of Corollary 9.3 also relies on Lemma 9.9. Formally, this cyclic dependency can be solved by proving both propositions in conjunction via induction over the number of iterations up to $\gamma \cdot \min \{\mu, \sqrt{n}\}$, for a sufficiently small constant $\gamma$. For the base case, all frequencies are at $1 / 2 \in[1 / 6,5 / 6]$, and both propositions hold. For the inductive step, assuming that $t<\gamma \cdot \min \{\mu, \sqrt{n}\}$, we already now that both propositions hold up to iteration $t$. Thus, the requirements for the proofs of Corollary 9.3 and Lemma 9.9 are fulfilled, and the proofs themselves pass.

We now prove an easy lower bound.
Corollary 9.11. Consider the UMDA with $\mu \in \Omega(\sqrt{n} \log (n))$ optimizing Onemax. Its run time is then in $\Omega(n \log (n))$ in expectation and with at least constant probability.

Proof. Since we assume $\mu \in \Omega(\sqrt{n} \log (n))$, Lemma 9.10 yields that within at most $\gamma \cdot \min \{\mu, \sqrt{n}\}=\gamma \sqrt{n}$ iterations, $\gamma$ sufficiently small, at least $c_{1} n$ frequencies,
with $c_{1}>0$ being a constant, are at most $5 / 6$ with probability $\Omega(1)$. Hence, assuming this to happen, the probability to sample the optimum is at most $(5 / 6)^{c_{1} n} \leq \mathrm{e}^{-c_{2} n}$, where $c_{2}>0$ is a constant. Thus, the expected run time is at least $\gamma \sqrt{n} \lambda \in \Omega(n \log (n))$.

### 9.3.3 Medium Population Sizes

In this section, we consider the remaining population sizes of $\mu \in \mathrm{O}(\sqrt{n} \log (n)) \cap$ $\Omega(\log (n))$, where we recall that $\lambda=(1+\beta) \mu$. Basically, we lower-bound the probability that a single frequency hits $1 / n$. In order to do so, we analyze the one-step change of the number of 1 s at the frequency's position and approximate it via a normal distribution. For this, we use a general form of the central limit theorem (CLT), along with a bound on the approximation error.

Lemma 9.12 (CLT With Berry-Esseen Inequality [Fel71, Chapter XVI.5, Theorem 2]). Let $m \in \mathbf{N}^{+}$, and let $\left(X_{i}\right)_{i \in[m]}$ be a sequence of independent random variables, where, for each $i \in[m]$, the random variable $X_{i}$ has finite expected value $\mu_{i}$, variance $\sigma_{i}^{2}$, and third central moment. Further, define

$$
s_{m}^{2}:=\sum_{i=1}^{m} \sigma_{i}^{2} \quad \text { and } \quad C_{m}:=\frac{1}{s_{m}} \sum_{i=1}^{m}\left(X_{i}-\mu_{i}\right)
$$

Then the distribution of $C_{m}$ can be approximated by the standard normal distribution, and for the approximation error, it holds for all $x \in \mathrm{R}$ that

$$
\left|\operatorname{Pr}\left[C_{m} \leq x\right]-\Phi(x)\right| \leq C \cdot \frac{\sum_{i=1}^{m} \mathrm{E}\left[\left|X_{i}-\mu_{i}\right|^{3}\right]}{s_{m}^{3}}
$$

where $C>0$ is a constant and $\Phi(x)$ denotes the cumulative distribution function of the standard normal distribution.

Note that the approximation error in Lemma 9.12 is vanishing if

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \frac{1}{s_{m}^{3}} \sum_{i=1}^{m} \mathrm{E}\left[\left|X_{i}-\mu_{i}\right|^{3}\right]=0 \tag{9.2}
\end{equation*}
$$

holds. In this case, $C_{m}$ converges in distribution to the standard normal distribution [Bil95, Theorem 27.3]. Equation (9.2) is called the Lyapunov condition.

In order to make use of Lemma 9.12, we need to study the stochastic process on the $X_{t}$ values (which, again, denotes the number of 1 s of an arbitrary position) and determine the accumulated expectations and variances of every single one-step change. Using the notation from Lemma 9.5, we note that the $X_{t}$ value in expectation changes very little from one step to the next. However, considerable variances are responsible for changes of the $X_{t}$ value, and it turns out that the variances are heavily dependent on the current state. We get $\operatorname{Var}\left[Z_{1, t} \mid X_{t-1}\right] \leq X_{t-1}\left(1-X_{t-1} / \mu\right)$, that is, if $X_{t-1} \leq \mu / 2$, then the 1st-class individuals are responsible for a typical deviation of $\sqrt{X_{t-1}}$. This dependency of $\operatorname{Var}\left[Z_{1, t} \mid X_{t-1}\right]$ on $X_{t-1}$ makes a direct application of Lemma 9.12 difficult.

In order to make Lemma 9.12 applicable, we define a potential function that transforms $X_{t-1}$ such that the expected difference between two points in time is still close to 0 , but the variance is independent of the state. This potential function is inspired by the approach used by Sudholt and Witt [SW16a] in order to analyze two very simple EDAs. Since the standard deviation of $Z_{1, t}$ is $\Theta\left(\sqrt{X_{t-1}}\right)$, we work with a potential function whose slope at point $X_{t-1}$ is $\Theta\left(1 / \sqrt{X_{t-1}}\right)$, so that the dependency of the variance on the state cancels out.

We proceed with the formal definition. Let $g$ denote the potential function, defined over $[0 . . \mu]$. Our definition is simpler than the one from Sudholt and Witt [SW16a], as we do not need $g$ to be centrally symmetric around $\mu / 2$. We define

$$
g(x):=\sqrt{\mu} \sum_{j=x}^{\mu-1} \frac{1}{\sqrt{j+1}} .
$$

Since we are interested in the one-step change in potential for a point in time $t \in \mathrm{~N}$, let $\Delta_{t}:=g\left(X_{t+1}\right)-g\left(X_{t}\right)$.

We will often use the following bounds on the change of potential. For $x, y \in[0 . . \mu]$ with $y<x$, we get

$$
\begin{align*}
& g(y)-g(x)=\sqrt{\mu} \sum_{j=y}^{x-1} \frac{1}{\sqrt{j+1}} \leq \sqrt{\mu} \frac{x-y}{\sqrt{y+1}}, \text { and }  \tag{9.3}\\
& g(y)-g(x)=\sqrt{\mu} \sum_{j=y}^{x-1} \frac{1}{\sqrt{j+1}} \geq \sqrt{\mu} \frac{x-y}{\sqrt{x+1}} . \tag{9.4}
\end{align*}
$$

## Bounding the Expected Change in Potential

We start by bounding the expected value of $\Delta_{t}$ and see that also the transformed process moves very little in expectation (however, its variance will be large, as shown in the following subsection). Because of the Lyapunov condition (equation (9.2)), which we address in Section 9.3.3, we do so in both directions.

Lemma 9.13. Let $\mu \in \mathrm{O}(\sqrt{n} \log (n))$. Then, for all $t \in \mathrm{~N}$ and all $X_{t} \in[\mu-1]$, there are constants $c_{1}, c_{2}>0$ such that

$$
\begin{aligned}
& \mathrm{E}\left[\Delta_{t} \mid X_{t}\right] \geq-\left(\mathrm{e}^{-c_{1} \mu}+c_{2}\left(\frac{X_{t}}{\mu}+\frac{X_{t}}{\sqrt{n}}\right)\right) \sqrt{\frac{\mu}{X_{t}+1}} \text { and } \\
& \mathrm{E}\left[\Delta_{t} \mid X_{t}\right] \leq 120 \sqrt{\frac{\mu}{X_{t}}}
\end{aligned}
$$

Proof. Consider an iteration $t \in \mathrm{~N}$. We abbreviate $X_{t}=x$.
The lower bound. First, we derive the lower bound. We have $\mathrm{E}\left[\Delta_{t} \mid x\right]=$ $\mathrm{E}\left[g\left(X_{t+1}\right) \mid x\right]-g(x)$. Due to Lemma 9.5, we get that there are constants $c_{1}, c_{2}>0$ such that

$$
\mathrm{E}\left[X_{t+1} \mid x\right] \leq x+\mathrm{e}^{-c_{1} \mu}+c_{2}\left(\frac{x}{\mu}+\frac{x}{\sqrt{n}}\right) .
$$

Since $g$ is convex, we get by Jensen's inequality (Theorem 2.20) that

$$
\begin{aligned}
\mathrm{E}\left[g\left(X_{t+1}\right) \mid x\right]-g(x) & \geq g\left(\mathrm{E}\left[X_{t+1} \mid x\right]\right)-g(x) \\
& \geq g\left(x+\mathrm{e}^{-c_{1} \mu}+c_{2}\left(\frac{x}{\mu}+\frac{x}{\sqrt{n}}\right)\right)-g(x) .
\end{aligned}
$$

Applying equation (9.3) gives us the desired result of

$$
g\left(x+\mathrm{e}^{-c_{1} \mu}+c_{2}\left(\frac{x}{\mu}+\frac{x}{\sqrt{n}}\right)\right)-g(x) \geq-\left(\mathrm{e}^{-c_{1} \mu}+c_{2}\left(\frac{x}{\mu}+\frac{x}{\sqrt{n}}\right)\right) \sqrt{\frac{\mu}{x+1}} .
$$

The upper bound. We show the upper bound by ignoring 2 nd-class individuals, since they are biased toward increasing $x$ and, therefore, decreasing $\Delta_{t}$. Hence, we now assume that $X_{t+1}$ follows a binomial distribution with parameters $\mu$ and $x / \mu$, that is, $\mathrm{E}\left[X_{t+1}-x \mid x\right]=0$. In a delicate analysis, we estimate how much $\mathrm{E}\left[\Delta_{t} \mid x\right]$ is shifted away from 0 due to the non-linearity of the potential
function. We use the inequalities

$$
\begin{aligned}
& g(i) \leq g(x)+\frac{\sqrt{\mu}(x-i)}{\sqrt{i+1}} \quad \text { for } i<x, \text { and } \\
& g(i) \leq g(x)+\frac{\sqrt{\mu}(x-i)}{\sqrt{i+1}} \quad \text { for } i>x,
\end{aligned}
$$

which are just rearrangements of equations (9.3) and (9.4), noting that $x-i$ is negative in the second inequality. We estimate

$$
\begin{aligned}
\mathrm{E}\left[\Delta_{t} \mid x\right]= & \sum_{i=0}^{\mu}(g(i)-g(x)) \operatorname{Pr}\left[X_{t+1}=i \mid x\right] \\
\leq & \sum_{i=0}^{x-1}\left(g(x)+\frac{\sqrt{\mu}(x-i)}{\sqrt{i+1}}-g(x)\right) \operatorname{Pr}\left[X_{t+1}=i \mid x\right] \\
& +\sum_{i=x+1}^{\mu}\left(g(x)+\frac{\sqrt{\mu}(x-i)}{\sqrt{i+1}}-g(x)\right) \operatorname{Pr}\left[X_{t+1}=i \mid x\right] \\
= & \sum_{i=0}^{\infty}\left(\frac{\sqrt{\mu}(x-i)}{\sqrt{i+1}} \operatorname{Pr}\left[X_{t+1}=i \mid x\right]\right) .
\end{aligned}
$$

We now split the set of possible outcomes of $i$ into intervals of length $\sqrt{x}$. More precisely, for $k \in \mathrm{~N}$, we define $I_{k}:=\{\lceil x-(k+1) \sqrt{x}\rceil, \ldots,\lfloor x-k \sqrt{x}\rfloor\}$. The points in these intervals are all less than or equal to $x$. In order to cover the outcomes above $x$ when considering some $i \in I_{k}$, we consider the points $i$ and $2 x-i$ together, exploiting that they are mirrors of each other of distance $x-i$ to $x$, more formally $x-i=-(x-(2 x-i))$. Plugging in $i$ and $2 x-i$ for $i \in I_{k}$ and summing over all $k \geq 0$, we obtain

$$
\begin{aligned}
\mathrm{E}\left[\Delta_{t} \mid x\right] \leq & \sum_{k=0}^{\infty} \sum_{i \in I_{k}}\left(\frac{\sqrt{\mu}(x-i)}{\sqrt{i+1}} \operatorname{Pr}\left[X_{t+1}=i \mid x\right]\right. \\
& \left.\quad+\frac{\sqrt{\mu}(i-x)}{\sqrt{2 x-i+1}} \operatorname{Pr}\left[X_{t+1}=2 x-i \mid x\right]\right) \\
\leq & \sum_{k=0}^{\infty} \sum_{i \in I_{k}}\left(\frac{\sqrt{\mu}(x-i)}{\sqrt{x-(k+1) \sqrt{x}+1}} \operatorname{Pr}\left[X_{t+1}=i \mid x\right]\right.
\end{aligned}
$$

$$
\left.-\frac{\sqrt{\mu}(x-i)}{\sqrt{x+(k+1) \sqrt{x}+1}} \operatorname{Pr}\left[X_{t+1}=2 x-i \mid x\right]\right)
$$

where the last inequality used that the choice $i=x-(k+1) \sqrt{x}$ maximizes both the positive and the negative term in the inner sum.

We take special care of intervals where $x-(k+1) \sqrt{x} \leq x / 2$ (that is, $k \geq$ $\sqrt{x} / 2-1)$ and handle them directly. The maximum increase in potential is observed when $X_{t+1}=0$ and equals

$$
\begin{aligned}
\sqrt{\mu} \sum_{j=0}^{x-1} \frac{1}{\sqrt{j+1}} & \leq \sqrt{\mu}\left(1+\int_{1}^{x} \frac{1}{\sqrt{z}} \mathrm{~d} z\right) \\
& =\sqrt{\mu}(1+2 \sqrt{x}-2 \sqrt{1}) \\
& \leq \sqrt{4 \mu x}
\end{aligned}
$$

where the first inequality approximates the sum by an integral by noting that $1 / \sqrt{z}$ is monotonically decreasing in $z$ [Cor +09 , Inequality (A.12)].

By Chernoff bounds (Theorem 2.19), the probability of $X_{t+1} \leq x / 2$ is at most $\mathrm{e}^{-x / 24}$. Hence, the intervals of index at least $k_{\max }:=\sqrt{x} / 2-1$ contribute only a term of $S^{*}:=\sqrt{4 \mu x} \mathrm{e}^{-x / 24} \leq 100 \sqrt{\mu / x}$ to $\mathrm{E}\left[\Delta_{t} \mid x\right]^{21}$

For smaller $k$, we argue more precisely. Note that, for $a \geq b>0$, it holds that $a-b \leq\left(a^{2}-b^{2}\right) / 2 b$. Now, since

$$
\begin{aligned}
\frac{\sqrt{x+(k+1) \sqrt{x}+1}}{\sqrt{x-(k+1) \sqrt{x}+1}} & =1+\frac{\sqrt{x+(k+1) \sqrt{x}+1}-\sqrt{x-(k+1) \sqrt{x}+1}}{\sqrt{x-(k+1) \sqrt{x}+1}} \\
& \leq 1+\frac{\frac{2(k+1) \sqrt{x}}{2 \sqrt{x-(k+1) \sqrt{x}+1}}}{\sqrt{x-(k+1) \sqrt{x}+1}} \\
& =1+\frac{(k+1) \sqrt{x}}{x-(k+1) \sqrt{x}+1}
\end{aligned}
$$

we have

$$
\mathrm{E}\left[\Delta_{t} \mid x\right]
$$

21 The inequality $2 x \mathrm{e}^{-x / 24} \leq 100 / \sqrt{x}$ for $x \geq 1$ can be checked using elementary calculus.

$$
\begin{gather*}
\leq \sum_{k=0}^{k_{\text {max }}} \sum_{i \in I_{k}}\left(\frac{\sqrt{\mu}(x-i)}{\sqrt{x+(k+1) \sqrt{x}+1}}\left(1+\frac{(k+1) \sqrt{x}}{x-(k+1) \sqrt{x}+1}\right) \operatorname{Pr}\left[X_{t+1}=i \mid x\right]\right. \\
\left.-\frac{\sqrt{\mu}(x-i)}{\sqrt{x+(k+1) \sqrt{x}+1}} \operatorname{Pr}\left[X_{t+1}=2 x-i \mid x\right]\right)+S^{*} \tag{9.5}
\end{gather*}
$$

We now look more closely into the inner sum and work with the abbreviation

$$
E_{k}^{*}:=\sum_{i \in I_{k}}\left((x-i) \cdot \operatorname{Pr}\left[X_{t+1}=i\right]-(x-i) \operatorname{Pr}\left[X_{t+1}=2 x-i\right]\right) .
$$

Coming back to inequality (9.5), this enables us to estimate the inner sum for arbitrary $k$ by

$$
\begin{aligned}
& \sum_{i \in I_{k}}\left(\frac{\sqrt{\mu}(x-i)}{\sqrt{x+(k+1) \sqrt{x}+1}}\left(1+\frac{(k+1) \sqrt{x}}{x-(k+1) \sqrt{x}+1}\right) \operatorname{Pr}\left[X_{t+1}=i \mid x\right]\right. \\
& \left.\quad-\frac{\sqrt{\mu}(x-i)}{\sqrt{x+(k+1) \sqrt{x}+1}} \operatorname{Pr}\left[X_{t+1}=2 x-i \mid x\right]\right) \\
& =E_{k}^{*} \cdot \frac{\sqrt{\mu}}{\sqrt{x+(k+1) \sqrt{x}+1}} \\
& \quad+\sum_{i \in I_{k}} \frac{\sqrt{\mu}(x-i)}{\sqrt{x+(k+1) \sqrt{x}+1}} \cdot \frac{(k+1) \sqrt{x}}{x-(k+1) \sqrt{x}+1} \operatorname{Pr}\left[X_{t+1}=i \mid x\right] \\
& \leq \frac{E_{k}^{*} \sqrt{\mu}}{\sqrt{x+(k+1) \sqrt{x}+1}}+\sum_{i \in I_{k}} \frac{\sqrt{\mu}(x-i)(k+1)}{x-(k+1) \sqrt{x}+1} \operatorname{Pr}\left[X_{t+1}=i \mid x\right],
\end{aligned}
$$

where the last inequality estimated $\sqrt{x} / \sqrt{x+(k+1) \sqrt{x}+1} \leq 1$. Since $k \leq k_{\max }$, that is, $(k+1) \sqrt{x} \leq x / 2$, the last bound is easily bounded from above by

$$
\frac{E_{k}^{*} \sqrt{\mu}}{\sqrt{x+(k+1) \sqrt{x}+1}}+\sum_{i \in I_{k}} \frac{\sqrt{\mu}(x-i)(k+1)}{\frac{x}{2}} \operatorname{Pr}\left[X_{t+1}=i \mid x\right] .
$$

We proceed by bounding the sum over $I_{k}$, noting that we have, by Chernoff
bounds (Theorem 2.19),

$$
\begin{aligned}
\operatorname{Pr}\left[X_{t+1} \in I_{k} \mid x\right] & \leq \operatorname{Pr}\left[X_{t+1} \leq x-k \sqrt{x} \mid x\right] \\
& \leq \mathrm{e}^{-\frac{k^{2}}{3}} .
\end{aligned}
$$

Hence, since $x-i \leq(k+1) \sqrt{x}$ for $i \in I_{k}$, we get

$$
\begin{aligned}
\sum_{i \in I_{k}} \frac{\sqrt{\mu}(x-i)(k+1)}{\frac{x}{2}} & \leq \frac{2 \sqrt{\mu}}{x} \sum_{i \in I_{k}}(k+1)^{2} \sqrt{x} \operatorname{Pr}\left[X_{t+1}=i \mid x\right] \\
& \leq \frac{2 \sqrt{\mu}(k+1)^{2}}{\sqrt{x}} \sum_{i \in I_{k}} \operatorname{Pr}\left[X_{t+1}=i \mid x\right] \\
& \leq \frac{2 \sqrt{\mu}(k+1)^{2} \mathrm{e}^{-\frac{k^{2}}{3}}}{\sqrt{x}}
\end{aligned}
$$

Altogether, we have obtained from inequality (9.5) the simpler inequality

$$
\begin{equation*}
\mathrm{E}\left[\Delta_{t} \mid x\right] \leq \sum_{k=0}^{k_{\max }}\left(\frac{E_{k}^{*} \sqrt{\mu}}{\sqrt{x+(k+1) \sqrt{x}+1}}+\frac{2 \sqrt{\mu}(k+1)^{2} \mathrm{e}^{-\frac{k^{2}}{3}}}{\sqrt{x}}\right)+S^{*} \tag{9.6}
\end{equation*}
$$

which we will bound further. The idea is to exploit that

$$
\begin{equation*}
\sum_{k \geq 0} E_{k}^{*}=0, \tag{9.7}
\end{equation*}
$$

which is a consequence of $\mathrm{E}\left[X_{t+1} \mid x\right]=x$, since

$$
\begin{aligned}
0 & =\mathrm{E}\left[X_{t+1} \mid x\right]-x \\
& =\sum_{k \geq 0} \sum_{i \in I_{k}}\left((i-x) \cdot \operatorname{Pr}\left[X_{t+1}=i \mid x\right]+((2 x-i)-x) \operatorname{Pr}\left[X_{t+1}=2 x-i \mid x\right]\right) \\
& =\sum_{k \geq 0} E_{k}^{*} .
\end{aligned}
$$

Using similar calculations as above, we manipulate the sum

$$
\sum_{k \geq 0} \frac{E_{k}^{*} \sqrt{\mu}}{\sqrt{x+(k+1) \sqrt{x}+1}}
$$

from the upper bound of inequality (9.6) and recognize that, using again $a-b \leq$ $\left(a^{2}-b^{2}\right) / 2 b$ for $a \geq b>0$, it is equal to

$$
\begin{aligned}
& \sum_{k \geq 0} \frac{E_{k}^{*} \sqrt{\mu}}{\sqrt{x+\sqrt{x}+1}} \cdot\left(1+\frac{\sqrt{x+\sqrt{x}+1}-\sqrt{x+(k+1) \sqrt{x}+1}}{\sqrt{x+(k+1) \sqrt{x}+1}}\right) \\
& \leq \\
& \quad \sum_{\substack{k \geq 0 \\
E_{k}^{*}<0}} \frac{E_{k}^{*} \sqrt{\mu}}{\sqrt{x+\sqrt{x}+1}}\left(1-\frac{k \sqrt{x}}{2 \sqrt{x+(k+1) \sqrt{x}+1} \sqrt{x+\sqrt{x}+1}}\right) \\
& \quad+\sum_{\substack{k \geq 0 \\
E_{k}^{*} \geq 0}} \frac{E_{k}^{*} \sqrt{\mu}}{\sqrt{x+\sqrt{x}+1}} \cdot 1 .
\end{aligned}
$$

Similarly as above, we get, using Chernoff bounds (Theorem 2.19),

$$
\begin{aligned}
E_{k}^{*} & \geq \sum_{i=x+k \sqrt{x}}^{x+(k+1) \sqrt{x}}(x-i) \operatorname{Pr}\left[X_{t+1}=i\right] \\
& \geq-2(k+1) \mathrm{e}^{-\frac{k^{2}}{3}} \sqrt{x} .
\end{aligned}
$$

Combining this with equation (9.7), we arrive at the inequality

$$
\begin{aligned}
& \sum_{k \geq 0} \frac{E_{k}^{*} \sqrt{\mu}}{\sqrt{x+(k+1) \sqrt{x}+1}} \\
& \leq \sum_{\substack{k \geq 0 \\
E_{k}^{*}<0}} \frac{E_{k}^{*} \sqrt{\mu}}{\sqrt{x+\sqrt{x}+1}}\left(1-\frac{k \sqrt{x}}{2 \sqrt{x+(k+1) \sqrt{x}+1} \sqrt{x+\sqrt{x}+1}}\right) \\
& \leq \sum_{k \geq 0} \frac{2(k+1) \mathrm{e}^{-\frac{k^{2}}{3}} \sqrt{x} \sqrt{\mu}}{\sqrt{x+\sqrt{x}+1}} \cdot \frac{k \sqrt{x}}{2 \sqrt{x+(k+1) \sqrt{x}+1} \sqrt{x+\sqrt{x}+1}}
\end{aligned},
$$

which is at most

$$
\sum_{k \geq 0} \frac{k(k+1) \mathrm{e}^{-k^{2} / 3} \sqrt{\mu}}{\sqrt{x}}
$$

Substituting this into inequality (9.6), we finally obtain

$$
\begin{aligned}
\mathrm{E}\left[\Delta_{t} \mid x\right] & \leq \sum_{k \geq 0}\left(\frac{2(k+1)^{2} \mathrm{e}^{-\frac{k^{2}}{3}} \sqrt{\mu}}{\sqrt{x}}+\frac{k(k+1) \mathrm{e}^{-\frac{k^{2}}{3}} \sqrt{\mu}}{\sqrt{x}}\right)+S^{*} \\
& \leq 20 \frac{\sqrt{\mu}}{\sqrt{x}}+\frac{100 \sqrt{\mu}}{\sqrt{x}} \\
& =120 \frac{\sqrt{\mu}}{\sqrt{x}}
\end{aligned}
$$

where the bound $\sum_{k=0}^{\infty}\left(2(k+1)^{2}+k(k+1)\right) \mathrm{e}^{-k^{2} / 3} \leq 20$ was obtained numerically. This finally proves the upper bound on $\mathrm{E}\left[\Delta_{t} \mid x\right]$.

## Lower Bound on the Variance of the Potential Change

Before we analyze the variance of $\Delta_{t}$, we introduce a lemma that we are going to use.

Lemma 9.14 ([OW15, Lemma 6]). Let $X \sim \operatorname{Bin}(\mu, r / \mu)$ with $r \in[1, \mu-1]$, let $\ell=\min \{r, \mu-r\}$, and let $\zeta>0$ be an arbitrary constant. Then

$$
\operatorname{Pr}[X \geq \mathrm{E}[X]+\zeta \sqrt{\ell}] \in \Omega(1)
$$

Note that if $r \leq \mu / 2$, we get

$$
\operatorname{Pr}[X \geq \mathrm{E}[X]+\zeta \sqrt{\mathrm{E}[X]}] \in \Omega(1)
$$

Oliveto and Witt [OW15] only state the lemma for $\zeta=1$. However, introducing the constant factor does not change the lemmas's proof at all.

With Lemma 9.14 in place, we now lower-bound the variance of $\Delta_{t}$. Note that the following lemma only applies up to $X_{t} \leq(5 / 6) \mu$, which will be guaranteed in its application.

- Lemma 9.15. Let $\mu \in \omega(1)$ and $\mu \in \mathrm{O}(\sqrt{n} \log (n))$. Then, for all $t \in \mathrm{~N}$ and $X_{t} \in[(5 / 6)]$, it holds that

$$
\operatorname{Var}\left[\Delta_{t} \mid X_{t}\right] \in \Omega(\mu)
$$

Proof. Consider an iteration $t \in \mathrm{~N}$. Again, we abbreviate $X_{t}=x$. We lowerbound $\mathrm{E}\left[\Delta_{t} \mid x\right]$ from Lemma 9.13 by $E^{*}:=-\left(1+c_{2}(x / \sqrt{n}+1)\right) \cdot \sqrt{\mu /(x+1)}$, where we pessimistically estimated $\mathrm{e}^{-c_{1} \mu} \leq 1$ and $x / \mu \leq 1$ because $x \leq \mu$. We estimate

$$
\begin{aligned}
\operatorname{Var}\left[\Delta_{t} \mid x\right] & =\mathrm{E}\left[\left(\Delta_{t}-\mathrm{E}\left[\Delta_{t} \mid x\right]\right)^{2} \mid x\right] \\
& \geq \mathrm{E}\left[\left(\Delta_{t}-\mathrm{E}\left[\Delta_{t} \mid x\right]\right)^{2} \cdot \mathbf{1}\left\{\Delta_{t}<E^{*}\right\} \mid x\right] \\
& \geq \mathrm{E}\left[\left(\Delta_{t}-E^{*}\right)^{2} \cdot \mathbf{1}\left\{\Delta_{t}<E^{*}\right\} \mid x\right]
\end{aligned}
$$

Note that we can ignore 2nd-class individuals, as they would only increase $X_{t+1}$ even further, leading to a greater difference of $\Delta_{t}$ and $E^{*}$.

We derive a sufficient condition for $\Delta_{t}<E^{*}$. For this, we introduce the constant $\zeta$ and claim that $g(x+\zeta \sqrt{x}) \leq g(x)+E^{*}$ if $\zeta$ is sufficiently large. This claim is equivalent to

$$
\begin{equation*}
g(x)-g(x+\zeta \sqrt{x}) \geq-E^{*} \tag{9.8}
\end{equation*}
$$

We lower-bound the left-hand side as follows, assuming that $\zeta$ is sufficiently large and using equation (9.4):

$$
\begin{aligned}
g(x)-g(x+\zeta \sqrt{x}) & \geq \sqrt{\mu} \cdot \frac{\zeta \sqrt{x}}{\sqrt{x+\zeta \sqrt{x}+1}} \\
& \geq \sqrt{\mu} \cdot \frac{\zeta \sqrt{x}}{\sqrt{2 \zeta x}} \\
& =\sqrt{\frac{\mu \zeta}{2}}
\end{aligned}
$$

and we want this to be at least $-E^{*}$.

The inequality $\sqrt{\mu \zeta / 2} \geq-E^{*}$ is equivalent to

$$
\sqrt{\frac{\zeta}{2}} \cdot \sqrt{x+1}-1 \geq c_{2}\left(\frac{x}{\sqrt{n}}+1\right) .
$$

We prove this inequality by lower-bounding the left-hand side, assuming that $\zeta$ is sufficiently large, and get

$$
\sqrt{\frac{\zeta}{2}} \cdot \sqrt{x+1}-1 \geq \frac{\sqrt{\zeta x}}{2}
$$

It is now evident that $\sqrt{\zeta x} / 2 \geq c_{2}(x / \sqrt{n}+1) \Leftrightarrow \sqrt{\zeta} / 2 \geq c_{2}(\sqrt{x / n}+1 / \sqrt{x})$ holds (for $x \neq 0$ ) if $\zeta$ is sufficiently large, that is, if $\zeta \geq\left(4 c_{2}\right)^{2}$, because $x \leq \mu$ and we assume $\mu \in \mathrm{O}(\sqrt{n} \log (n))$, thus, $\sqrt{x / n}+1 / \sqrt{x} \leq 1+1$. For $x=0$, the inequality trivially holds.

Using inequality (9.8), which we just derived, we get

$$
\begin{aligned}
\Delta_{t}<E^{*} & \Leftrightarrow g\left(X_{t+1}\right)-g(x)<E^{*} \\
& \Leftrightarrow g\left(X_{t+1}\right)<g(x)+E^{*} \\
& \Leftrightarrow g\left(X_{t+1}\right)<g(x+\zeta \sqrt{x}) \\
& \Leftrightarrow X_{t+1}>x+\zeta \sqrt{x},
\end{aligned}
$$

where we used the definition of $g$ and that it is a decreasing function.
We proceed by estimating $\mathrm{E}\left[\left(\Delta_{t}-E^{*}\right)^{2} \cdot \mathbf{1}\left\{\Delta_{t}<E^{*}\right\} \mid x\right]$. First, we see that, assuming $X_{t+1}>x+\zeta \sqrt{x}$ and using inequality (9.8) as well as equation (9.4), we have

$$
\begin{aligned}
\Delta_{t}-E^{*} & =g\left(X_{t+1}\right)-\left(g(x)+E^{*}\right) \\
& \leq g\left(X_{t+1}\right)-g(x+\zeta \sqrt{x}) \\
& =-\sqrt{\mu} \sum_{j=x+\zeta \sqrt{x}}^{X_{t+1}-1} \frac{1}{\sqrt{j+1}} .
\end{aligned}
$$

Note that we derive an upper bound of $\Delta_{t}-E^{*}$ because we only consider $\Delta_{t}<E^{*}$, that is, $\Delta_{t}-E^{*}<0$. Thus, its square gets minimized for an upper bound.

Since $X_{t+1}>x+\zeta \sqrt{x}$ implies $\Delta_{t}<E^{*}$, we get, using Jensen's inequality
(Theorem 2.20), that

$$
\begin{aligned}
& \mathrm{E}\left[\left(\Delta_{t}-E^{*}\right)^{2} \cdot \mathbf{1}\left\{\Delta_{t}<E^{*}\right\} \mid x\right] \\
& \geq \mathrm{E}\left[\left(\Delta_{t}-E^{*}\right)^{2} \cdot \mathbf{1}\left\{X_{t+1}>x+\zeta \sqrt{x}\right\} \mid x\right] \\
& \geq \mathrm{E}\left[\left(g\left(X_{t+1}\right)-g(x+\zeta \sqrt{x})\right) \cdot \mathbf{1}\left\{X_{t+1}>x+\zeta \sqrt{x}\right\} \mid x\right]^{2} \\
& =\left(\sum_{i=0}^{\mu}(-\sqrt{\mu}) \sum_{j=x+\zeta \sqrt{x}}^{i-1} \frac{1}{\sqrt{j+1}} \cdot \mathbf{1}\{i>x+\zeta \sqrt{x}\} \operatorname{Pr}\left[X_{t+1}=i \mid x\right]\right)^{2} \\
& =\mu\left(\sum_{i=x+\zeta \sqrt{x}+1}^{\mu} \sum_{j=x+\zeta \sqrt{x}}^{i-1} \frac{1}{\sqrt{j+1}} \operatorname{Pr}\left[X_{t+1}=i \mid x\right]\right)^{2} .
\end{aligned}
$$

We now derive a lower bound for the inner sum. Using equation (9.4), we get

$$
\sum_{j=x+\zeta \sqrt{x}}^{i-1} \frac{1}{\sqrt{j+1}} \geq \frac{i-x-\zeta \sqrt{x}}{\sqrt{i}}
$$

Substituting this back into the expectation gives us

$$
\begin{aligned}
& \mu\left(\sum_{i=x+\zeta \sqrt{x}+1}^{\mu} \sum_{j=x+\zeta \sqrt{x}}^{i-1} \frac{1}{\sqrt{j+1}} \operatorname{Pr}\left[X_{t+1}=i \mid x\right]\right)^{2} \\
& \geq \mu\left(\sum_{i=x+\zeta \sqrt{x}+1}^{\mu} \frac{i-x-\zeta \sqrt{x}}{\sqrt{i}} \operatorname{Pr}\left[X_{t+1}=i \mid x\right]\right)^{2} \\
& \geq \mu\left(\sum_{i=x+2 \zeta \sqrt{x}+1}^{\mu} \frac{i-x-\zeta \sqrt{x}}{\sqrt{i}} \operatorname{Pr}\left[X_{t+1}=i \mid x\right]\right)^{2}
\end{aligned}
$$

where we narrowed the range for $i$. In this new range, the term $(i-x-\zeta \sqrt{x}) / \sqrt{i}$ is monotonically increasing with respect to $i$ and hence minimal for $i=x+2 \zeta \sqrt{x}+1$ in the range $[x+2 \zeta \sqrt{x}+1 . . \mu]$. We lower-bound this term by

$$
\frac{x+2 \zeta \sqrt{x}+1-x-\zeta \sqrt{x}}{\sqrt{x+2 \zeta \sqrt{x}+1}}=\frac{\zeta \sqrt{x}+1}{\sqrt{x+2 \zeta \sqrt{x}+1}}
$$

$$
\begin{aligned}
& \geq \frac{\zeta \sqrt{x}+1}{\sqrt{3 \zeta x}} \\
& =\sqrt{\frac{\zeta}{3}}+\frac{1}{\sqrt{3 \zeta x}} \\
& \in \Omega(1) .
\end{aligned}
$$

Hence, we finally have

$$
\begin{aligned}
\operatorname{Var}\left[\Delta_{t} \mid x\right] & \in \Omega\left(\mu\left(\sum_{i=x+2 \zeta \sqrt{x}+1}^{\mu} \operatorname{Pr}\left[X_{t+1}=i \mid x\right]\right)^{2}\right) \\
& \subseteq \Omega\left(\mu \operatorname{Pr}\left[X_{t+1} \geq x+2 \zeta \sqrt{x}+1 \mid x\right]^{2}\right) \\
& \subseteq \Omega(\mu)
\end{aligned}
$$

where the last inequality used Lemma 9.14 to lower-bound the probability. The lemma can be used immediately for $x \leq \mu / 2$. Otherwise, we still have $x \leq(5 / 6) \mu$ by assumption. Then Lemma 9.14 bounds $\operatorname{Pr}\left[X_{t+1} \geq x+\zeta \sqrt{\mu-x} \mid x\right]$, which only changes everything by a constant factor, since $\sqrt{\mu-x} \in \Omega(\sqrt{x})$ holds due to $\sqrt{x} / \sqrt{\mu-x} \leq \sqrt{(5 \mu / 6) /(\mu / 6)} \in \mathrm{O}(1)$. This concludes the proof.

## Establishing the Lyapunov Condition

In order to apply Lemma 9.12, we are left with bounding the third central moments.

Lemma 9.16. If $\mu \in \omega(1) \cap \mathrm{O}(\sqrt{n} \log (n))$, then, for all $t \in \mathrm{~N}$, it holds that

$$
\mathrm{E}\left[\left|\Delta_{t}-\mathrm{E}\left[\Delta_{t} \mid X_{t}\right]\right|^{3} \mid X_{t}\right] \in \mathrm{O}\left(\mu^{\frac{3}{2}}\right) .
$$

Proof. Consider an iteration $t \in \mathrm{~N}$. We bound $\mathrm{E}\left[\left|\Delta_{t}-\mathrm{E}\left[\Delta_{t} \mid X_{t}\right]\right|^{3} \mid X_{t}\right]$ by

$$
\mathrm{E}\left[\left(\left|\Delta_{t}\right|+\left|\mathrm{E}\left[\Delta_{t} \mid X_{t}\right]\right|\right)^{3} \mid X_{t}\right]
$$

aiming at reusing the bounds on $\mathrm{E}\left[\Delta_{t} \mid X_{t}\right]$ we know from Lemma 9.13.
In order to treat the binomial expression raised to the third power, we use the
simple bound, for $a, b \geq 0$, that

$$
\begin{aligned}
(a+b)^{3} & =a^{3}+3 a b^{2}+3 a^{2} b+b^{3} \\
& \leq 4 a^{3}+4 b^{3}
\end{aligned}
$$

Thus,

$$
\mathrm{E}\left[\left|\Delta_{t}-\mathrm{E}\left[\Delta_{t} \mid X_{t}\right]\right|^{3} \mid X_{t}\right] \leq 4 \mathrm{E}\left[\left|\Delta_{t}\right|^{3} \mid X_{t}\right]+4\left|\mathrm{E}\left[\Delta_{t} \mid X_{t}\right]\right|^{3},
$$

and due to Lemma 9.13, there is a constant $\zeta>0$ such that, for all $X_{t} \in[\mu-1]$ and $\mu \in \mathrm{O}(\sqrt{n} \log (n))$, we have

$$
-\zeta \sqrt{\mu} \leq \mathrm{E}\left[\Delta_{t} \mid X_{t}\right] \leq \zeta \sqrt{\mu}
$$

Hence, our main task left is to bound $\mathrm{E}\left[\left|\Delta_{t}\right|^{3} \mid X_{t}\right]$. We claim that

$$
\mathrm{E}\left[\left|\Delta_{t}\right|^{3} \mid X_{t}\right] \in \mathrm{O}\left(\mu^{\frac{3}{2}}\right)
$$

In order to show this, we analyze the distribution of $g\left(X_{t+1}\right)-g\left(X_{t}\right)$ conditional on $X_{t}$. We recall from Lemma 9.5 that $X_{t+1}$ (that is, the new value before applying the potential function) is given by the sum of two distributions, both of which are binomial or almost binomial; more precisely, $X_{t+1}=Z_{1, t+1}+Z\left(C^{*}\right)$, where $Z_{1, t+1}$ is the number of 1 s sampled through 1 st -class individuals in iteration $t+1, C^{*}$ is the number of 2nd-class individuals, and $Z\left(C^{*}\right)$ is the number of 1 s sampled by them. We note, using Lemmas 9.4 and 9.5 , that $Z\left(C^{*}\right)<C^{*}<\operatorname{Bin}\left(\lambda, c_{1} / \sqrt{n}\right)+\widetilde{Z}$, for some constant $c_{2}>0$, and $\widetilde{Z}$ takes some value in $[\lambda]$ only with probability of at most $\mathrm{e}^{-c_{2} \mu}$, for some constant $c_{2}>0$. Moreover, $Z_{1, t+1} \sim \operatorname{Bin}\left(\mu-C^{*}, X_{t} / \mu\right)$.

In order to overestimate $\left|\Delta_{t}\right|=\left|g\left(X_{t+1}\right)-g\left(X_{t}\right)\right|$, we observe that

$$
\begin{aligned}
\left|g\left(X_{t+1}\right)-g\left(X_{t}\right)\right|= & \left|g\left(Z_{1, t+1}+Z\left(C^{*}\right)\right)-g\left(X_{t}\right)\right| \cdot \mathbf{1}\left\{Z_{1, t+1}+Z\left(C^{*}\right)<X_{t}\right\} \\
& +\left|g\left(Z_{1, t+1}+Z\left(C^{*}\right)\right)-g\left(X_{t}\right)\right| \cdot \mathbf{1}\left\{Z_{1, t+1}+Z\left(C^{*}\right) \geq X_{t}\right\}
\end{aligned}
$$

Hence, in order to bound $\left|\Delta_{t}\right|$, it is enough to take the maximum of the two values

- $\Psi_{1}:=\left|g\left(\operatorname{Bin}\left(\mu, \frac{X_{t}}{\mu}\right)\right)-g\left(X_{t}\right)\right|$ and
- $\Psi_{2}:=\left|g\left(\operatorname{Bin}\left(\mu, \frac{X_{t}}{\mu}\right)+\operatorname{Bin}\left(\lambda, \frac{c}{\sqrt{n}}\right)+\widetilde{Z}\right)-g\left(X_{t}\right)\right|$
and analyze it. The first expression covers the case that $Z_{1, t+1}+Z\left(C^{*}\right)<X_{t}$. Then, we transform $C^{*}$ random variables whose success probability is greater than $X_{t} / \mu$ (since 2nd-class individuals are biased toward 1s) into variables with success probability exactly $X_{t} / \mu$, which increases the probability of $Z_{1, t+1}+Z\left(C^{*}\right)$ being less than $X_{t}$. On the other hand, if $Z_{1, t+1}+Z\left(C^{*}\right) \geq X_{t}$, we get an even larger value by including $C^{*}$ additional experiments.

Case $\Psi_{1}$. We claim that $\mathrm{E}\left[\left|\Psi_{1}\right|^{3} \mid X_{t}\right] \in \mathrm{O}\left(\mu^{3 / 2}\right)$. In order to show this, we proceed similarly as in bounding the expected value of $\Delta_{t}$ in Lemma 9.13 and define intervals of length $\sqrt{x}$, where $x:=X_{t}$. More precisely, for $k \in \mathbf{Z}$, we define $I_{k}:=\{\lceil x-(k+1) \sqrt{x}\rceil, \ldots,\lfloor x-k \sqrt{x}\rfloor\}$, that is, also negative indices are allowed, leading to intervals lying above $x$. By applying equation (9.3), we get

$$
\begin{aligned}
\mathrm{E}\left[\left|\Psi_{1}\right|^{3} \mid x\right] & \leq \sum_{k=0}^{\infty} \sum_{i \in I_{k} \cup I_{-k}}\left(\frac{\sqrt{\mu}(|i-x|)}{x-(k+1) \sqrt{x}}\right)^{3} \operatorname{Pr}\left[\left|\Psi_{1}\right|=|i| \mid x\right] \\
& \leq \sum_{k=0}^{\infty}\left(\frac{\sqrt{\mu}(k+1) \sqrt{x}}{x-(k+1) \sqrt{x}}\right)^{3} \operatorname{Pr}\left[\left|\Psi_{1}\right| \geq k \sqrt{x} \mid x\right],
\end{aligned}
$$

Note that for $k \leq \sqrt{x}$, we have by Chernoff bounds (Theorem 2.19) that

$$
\begin{aligned}
\operatorname{Pr}\left[X_{t+1} \in I_{k} \mid x\right] & \leq \operatorname{Pr}\left[X_{t+1} \leq x-k \sqrt{x} \mid x\right] \leq \mathrm{e}^{-\frac{k^{2}}{3}} \text { and } \\
\operatorname{Pr}\left[X_{t+1} \in I_{-k} \mid x\right] & \leq \operatorname{Pr}\left[X_{t+1} \geq x+k \sqrt{x} \mid x\right] \leq \mathrm{e}^{-\frac{k^{2}}{4}}
\end{aligned}
$$

Moreover, $\operatorname{Pr}\left[X_{t+1} \leq x / 2 \mid x\right] \leq \mathrm{e}^{-x / 24}$. Using the standard form of Chernoff bounds [MU05, Theorem 4.4], we additionally bound, for $j \geq 1$, the probability $\operatorname{Pr}\left[X_{t+1} \geq(1+j / 2) x \mid x\right] \leq\left(\mathrm{e}^{j / 2} /(1+j / 2)^{1+j / 2}\right)^{x} \leq \mathrm{e}^{-j x / 10}$.

Using these different estimates while distinguishing between $k \leq \sqrt{x} / 2-1$ and $k \geq \sqrt{x} / 2$, we get for $x \geq 1$ that there are constants $c_{3}, c_{4}>0$ such that

$$
\begin{array}{r}
\mathrm{E}\left[\left|\Psi_{1}\right|^{3} \mid x\right] \leq \sum_{k=0}^{\frac{\sqrt{x}}{2}-1}\left(\frac{\sqrt{\mu}(k+1) \sqrt{x}}{\frac{x}{2}}\right)^{3} 2 \mathrm{e}^{-\frac{k^{2}}{4}}+(g(0)-g(x))^{3} \operatorname{Pr}\left[\left.X_{t+1} \leq \frac{x}{2} \right\rvert\, x\right] \\
+\sum_{j=1}^{\infty}\left(g(x)-g\left(x\left(1+\frac{j}{2}\right)\right)\right)^{3} \operatorname{Pr}\left[\left.X_{t+1} \geq x+j \frac{x}{2} \right\rvert\, x\right]
\end{array}
$$

$$
\begin{aligned}
& \leq c_{3} \mu^{\frac{3}{2}}+(x \sqrt{\mu})^{3} \mathrm{e}^{-\frac{x}{24}}+\sum_{j=1}^{\infty}\left(j \frac{x}{2} \sqrt{\mu}\right)^{3} \mathrm{e}^{-j \frac{x}{10}} \\
& \leq c_{4} \mu^{\frac{3}{2}}
\end{aligned}
$$

where we use the trivial bound $g(x)-g(y) \leq \sqrt{\mu}|x-y|$ and pessimistically assume $X_{t+1}=0$ in the case $X_{t+1} \leq x / 2$.

Case $\Psi_{2}$. With respect to $\Psi_{2}$, we observe that, for $c_{5}>0$ being a constant,

$$
\Psi_{2} \prec\left|g\left(\operatorname{Bin}\left(\mu, \frac{x}{\mu}\right)\right)-g(x)\right|+c_{5} \mu \operatorname{Pr}[\widetilde{Z} \neq 0 \mid x]+\left(g(0)-g\left(\operatorname{Bin}\left(\lambda, \frac{c_{1}}{\sqrt{n}}\right)\right)\right)
$$

by using $g(x+a+b)-g(x)=(g(x+a)-g(x))+(g(x+a+b)-g(x+a))$, for arbitrary $a, b \in \mathbf{R}$, and pessimistically estimating the contribution of $Z\left(C^{*}\right)$ to occur at point 0 , where the potential function is steepest. Moreover, we pessimistically assume that the event $\widetilde{Z} \neq 0$ leads to the maximum possible change in potential, which is $g(0)-g(\mu) \in \mathrm{O}(\mu)$. Hence,

$$
\begin{align*}
\mathrm{E}\left[\left|\Psi_{2}\right|^{3} \mid x\right] \leq & 4 \mathrm{E}\left[\left.\left|g\left(\operatorname{Bin}\left(\mu, \frac{x}{\mu}\right)\right)-g(x)\right|^{3} \right\rvert\, x\right]  \tag{9.9}\\
& +4 \mathrm{E}\left[\left.\left(g(0)-g\left(\operatorname{Bin}\left(\lambda, \frac{c_{1}}{\sqrt{n}}\right)\right)\right)^{3} \right\rvert\, x\right]+\left(c_{5} \mu\right)^{3} \cdot \operatorname{Pr}[\widetilde{Z} \neq 0 \mid x] .
\end{align*}
$$

We recall that $\operatorname{Pr}[\widetilde{Z} \neq 0 \mid x] \leq \mathrm{e}^{-c_{2} \mu}$, thus

$$
\begin{aligned}
\left(c_{5} \mu\right)^{3} \cdot \operatorname{Pr}[\widetilde{Z} \neq 0 \mid x] & =\left(c_{5} \mu\right)^{3} \cdot \mathrm{e}^{-c_{2} \mu} \\
& \in \mathrm{o}(1) \\
& \subseteq \mathrm{O}\left(\mu^{3 / 2}\right)
\end{aligned}
$$

for $\mu=\omega(1)$. Hence, the last term from inequality (9.9) has already been bounded as desired, and we only have to show bounds on the first two terms.

We recognize that the first term of inequality (9.9) is $\mathrm{O}\left(\mu^{3 / 2}\right)$ since, up to
constant factors, it is the same as $\mathrm{E}\left[\left|\Psi_{1}\right|^{3} \mid X_{t}\right]$. Hence, we are left with the claim

$$
\mathrm{E}\left[\left.\left(g(0)-g\left(\operatorname{Bin}\left(\lambda, \frac{c_{1}}{\sqrt{n}}\right)\right)\right)^{3} \right\rvert\, x\right] \in \mathrm{O}\left(\mu^{\frac{3}{2}}\right)
$$

In order to show this, we let $Z \sim \operatorname{Bin}\left(\lambda, c_{1} / \sqrt{n}\right)$ and consider different definitions of the intervals $I_{k}$, for $k \geq 0$, that $Z$ can fall into. The definition of the intervals distinguishes two cases.

Case 1: $\lambda \geq \sqrt{n} /\left(2 \mathrm{e}^{2} c_{1}\right)$. As the greatest difference of two neighboring values of $-g$ is at most $\sqrt{\mu}$, it suffices to prove the stronger claim

$$
\sqrt{\mu} \cdot \mathrm{E}\left[\left.\operatorname{Bin}\left(\lambda, \frac{c_{1}}{\sqrt{n}}\right)^{3} \right\rvert\, x\right] \in \mathrm{O}\left(\mu^{\frac{3}{2}}\right) .
$$

We define $I_{0}:=\left[0,2 \mathrm{e}^{2} c_{1} \lambda / \sqrt{n}\right]$ and $I_{k}:=\left[(1+k) \mathrm{e}^{2} c_{1} \lambda / \sqrt{n},(2+k) \mathrm{e}^{2} c_{1} \lambda / \sqrt{n}\right]$ for $k \geq 1$. Then (similar to the analysis of $\mathrm{E}\left[\left|\Psi_{1}\right|^{3} \mid x\right]$ ), we get

$$
\mathrm{E}\left[\left.\operatorname{Bin}\left(\lambda, \frac{c_{1}}{\sqrt{n}}\right)^{3} \right\rvert\, x\right] \leq\left(\frac{2 \mathrm{e}^{2} c_{1} \lambda}{\sqrt{n}}\right)^{3}+\sum_{k=1}^{\infty}\left(\frac{(2+k) \mathrm{e}^{2} c_{1} \lambda}{\sqrt{n}}\right)^{3} \operatorname{Pr}\left[Z \in I_{k} \mid x\right] .
$$

Using the Chernoff bound [MU05, Theorem 4.4] that $\operatorname{Pr}[Y \geq s] \leq 2^{-s}$ for $s \geq 2 \mathrm{e}^{2} \mathrm{E}[Y]$, we get $\operatorname{Pr}\left[Z \in I_{k}\right] \leq \mathrm{e}^{-(2+k) \mathrm{e}^{2} \lambda / \sqrt{n}} \leq \mathrm{e}^{-c_{6} k / 2}$ by our assumption on $\lambda$, where $c_{6}>0$ is a constant. We see that

$$
\begin{aligned}
\mathrm{E}\left[\left.\operatorname{Bin}\left(\lambda, \frac{c_{1}}{\sqrt{n}}\right)^{3} \right\rvert\, x\right] & \leq \frac{c_{6} \lambda^{3}}{n^{\frac{3}{2}}}+\frac{c_{6} \lambda^{3}}{n^{\frac{3}{2}}} \sum_{k=1}^{\infty}(2+k)^{3} \mathrm{e}^{-c_{6} \frac{k}{2}} \\
& \in \mathrm{O}\left(\frac{\lambda^{3}}{n^{\frac{3}{2}}}\right) \\
& =\mathrm{O}\left(\frac{\mu^{3}}{n^{\frac{3}{2}}}\right)
\end{aligned}
$$

hence $\sqrt{\mu} \cdot \mathrm{E}\left[\operatorname{Bin}\left(\lambda, c_{1} / \sqrt{n}\right)^{3} \mid x\right] \in \mathrm{O}\left(\mu^{7 / 2} / n^{3 / 2}\right)$. Since $\mu \in \mathrm{O}(\sqrt{n} \log (n))$ by assumption of the lemma, the bound is at most $\mathrm{O}\left(n^{1 / 4} \log ^{7 / 2}(n)\right)$, and this is clearly $\mathrm{O}\left(\mu^{3 / 2}\right)$, since $\mu \in \Omega(\sqrt{n})$ in this case.

Case 2: $\lambda<\sqrt{n} /\left(2 \mathrm{e}^{2} c_{1}\right)$. We define $I_{k}:=[k, k+1]$ for $k \geq 0$ and note that $\mathrm{E}[Z] \in \mathrm{O}(1)$ since $\mu \in \mathrm{O}(\lambda)=\mathrm{O}(\sqrt{n})$. Hence, by Chernoff bounds for $k>\mathrm{E}[Z]$,
$\operatorname{Pr}[Z \geq k \mid x]=\mathrm{e}^{-\alpha k}$ for some constant $\alpha>0$. Similar to the other case, we get

$$
\begin{aligned}
\mathrm{E}\left[(g(0)-g(Z))^{3} \mid x\right] & \leq(\sqrt{\mu})^{3} \cdot \mathrm{E}[Z]^{3}+\sqrt{\mu} \sum_{k>\mathrm{E}[Z]}^{\infty} k^{3} 2^{-\alpha k} \\
& \in \mathrm{O}\left(\mu^{\frac{3}{2}}\right)
\end{aligned}
$$

which completes the proof.

Using Lemmas 9.15 and 9.16, we now establish the Lyapunov condition (equation (9.2)), assuming, for all $t \in \mathrm{~N}$, that $X_{t} \leq(5 / 6) \mu$. Using Lemma 9.12, we get for $s_{t}^{2}:=\sum_{j=0}^{t-1} \operatorname{Var}\left[\Delta_{j} \mid X_{j}\right]$ that

$$
\begin{aligned}
\frac{1}{s_{t}^{3}} \sum_{j=0}^{t-1} \mathrm{E}\left[\left|\Delta_{j}-\mathrm{E}\left[\Delta_{j} \mid X_{j}\right]\right|^{3} \mid X_{j}\right] & \in \mathrm{O}\left(\frac{\mu^{\frac{3}{2}} t}{(\mu t)^{\frac{3}{2}}}\right) \\
& =\mathrm{O}\left(\frac{1}{\sqrt{t}}\right)
\end{aligned}
$$

which is o(1) for $t \in \omega(1)$. The sum of the $\Delta_{j}$ can then be approximated as stated in the following lemma.

Lemma 9.17. Let $Y_{t}:=\sum_{j=0}^{t-1} \Delta_{j}$ and $t \in \omega(1)$. Then

$$
\frac{Y_{t}-\mathrm{E}\left[Y_{t} \mid X_{0}\right]}{\sqrt{\sum_{j=0}^{t-1} \operatorname{Var}\left[\Delta_{j} \mid X_{j}\right]}}
$$

converges in distribution to $\mathrm{N}(0,1)$. The absolute error of this approximation is $\mathrm{O}(1 / \sqrt{t})$.

## Likelihood of a Frequency Getting Very Small

We now apply Lemma 9.17 in order to prove how likely it is for a single frequency to either get close to $1 / n$ or exceed $5 / 6$. For this, we use the following estimates for $\Phi(x)$.

Lemma 9.18 ([Fel68, Chapter VII, Lemma 2]). For any $x>0$, it holds that

$$
\left(\frac{1}{x}-\frac{1}{x^{3}}\right) \frac{1}{\sqrt{2 \pi}} \mathrm{e}^{-\frac{x^{2}}{2}} \leq 1-\Phi(x) \leq \frac{1}{x} \frac{1}{\sqrt{2 \pi}} \mathrm{e}^{-\frac{x^{2}}{2}},
$$

and for $x<0$, it holds that

$$
\left(\frac{-1}{x}-\frac{-1}{x^{3}}\right) \frac{1}{\sqrt{2 \pi}} \mathrm{e}^{-\frac{x^{2}}{2}} \leq \Phi(x) \leq \frac{-1}{x} \frac{1}{\sqrt{2 \pi}} \mathrm{e}^{-\frac{x^{2}}{2}} .
$$

- Lemma 9.19. Consider a bit of the UMDA on Onemax and let $p_{t}$ be its frequency in iteration $t \in \mathrm{~N}$. We say that the process breaks a border at time $t$ if $\min \left\{p_{t}, 1-p_{t}\right\} \leq 1 / n$. Given $s<0$ and any starting state $p_{0} \leq 5 / 6$, let $T_{s}$ be the smallest $t$ such that $p_{t}-p_{0} \leq s$ holds or a border is broken.

Assume that $\Theta(n)$ other frequencies stay within $[1 / 6,5 / 6]$ until time $T_{s}$. Choosing $0<\alpha<1$, where $1 / \alpha \in \mathrm{o}(\mu)$ and $\alpha \in \mathrm{O}(\sqrt{n} / \mu)$, and $-1<s<0$ constant, we then have for some constant $\kappa, \zeta>0$ that

$$
\begin{aligned}
& \operatorname{Pr}\left[T_{s} \leq \alpha s^{2} \mu \text { or } p_{t} \text { exceeds } \frac{5}{6} \text { before } T_{s}\right] \\
& \qquad \geq\left(\frac{(|s| \alpha)^{\frac{1}{2}}}{\kappa}-\frac{(|s| \alpha)^{\frac{3}{2}}}{\kappa^{3}}\right) \frac{1}{\sqrt{2 \pi}} \mathrm{e}^{-\frac{\kappa^{2}}{2|s| \alpha}}-\frac{\zeta}{\sqrt{\alpha \mu}} .
\end{aligned}
$$

Proof. Throughout the analysis, we assume that $X_{t} \leq(5 / 6) \mu$, since all considerations are stopped when the frequency exceeds $5 / 6$, that is, when $X_{t} \geq(5 / 6) \mu$. By Lemma 9.13, we have, for all $j \in \mathrm{~N}$ and $X_{j} \in[\mu-1]$, that there are two constants $c_{1}, \gamma_{1}>0$ such that

$$
\mathrm{E}\left[\Delta_{j} \mid X_{j}\right] \geq-\sqrt{\frac{\mu}{X_{j}+1}}\left(\mathrm{e}^{-c_{1} \mu}+\gamma_{1}\left(\frac{X_{j}}{\sqrt{n}}+\frac{X_{j}}{\mu}\right)\right) .
$$

Moreover, according to Lemma 9.15, $\operatorname{Var}\left[\Delta_{j} \mid X_{j}\right] \geq \sqrt{c_{2}} \mu$ for some constant $c_{2}>0$. Since the Lyapunov condition has been established for $Y_{t}:=\sum_{j=0}^{t-1} \Delta_{j}$ in Lemma 9.17, we know that $\left(Y_{t}-\mathrm{E}\left[Y_{t} \mid X_{0}\right]\right) / s_{t}$ converges in distribution to $\mathrm{N}(0,1)$ if $t \in \omega(1)$. Hence, we choose $t=\alpha s^{2} \mu$, which is $\omega(1)$ since $\alpha \in \omega(1 / \mu)$ by assumption.

For $s_{t}^{2}:=\sum_{j=0}^{t-1} \operatorname{Var}\left[\Delta_{j} \mid X_{j}\right]$, we obtain $s_{t}^{2} \geq \alpha s^{2} c_{2} \mu^{2}$. Hence, recalling that we assume $s<0$, we get $s_{t} \geq \sqrt{\alpha c_{2}}|s| \mu$. The next task is to bound $\mathrm{E}\left[Y_{t}\right]$. Using our
bound on $\mathrm{E}\left[\Delta_{j} \mid X_{j}\right]$ and recalling that $X_{t} \in[0 . .(5 / 6) \mu]$ and $\mu \in \omega(1)$, for some constants $\gamma_{2}, c_{3}>0$, we have

$$
\begin{aligned}
\mathrm{E}\left[\Delta_{t} \mid X_{t}\right] & \geq-\left(\mathrm{e}^{-c_{1} \mu} \sqrt{\frac{\mu}{1}}+\gamma_{1} \frac{\frac{5}{6} \mu}{\sqrt{\frac{5}{6} \mu+1}}\left(\frac{\sqrt{\mu}}{\sqrt{n}}+\frac{1}{\sqrt{\mu}}\right)\right) \\
& \geq-\left(c_{3}+\gamma_{2} \frac{\mu}{\sqrt{n}}\right)
\end{aligned}
$$

This implies $E\left[Y_{t}\right] \geq-t\left(c_{3}+\gamma_{2} \mu / \sqrt{n}\right)=-\alpha s^{2} \mu\left(c_{3}+\gamma_{2} \mu / \sqrt{n}\right)$. Therefore, for some constant $\gamma_{3}>0$ depending on $\alpha$, we get

$$
\begin{aligned}
\frac{\mathrm{E}\left[Y_{t}\right]}{s_{t}} & \geq-\frac{\left(\alpha s^{2} \mu\right)\left(c_{3}+\gamma_{2} \frac{\mu}{\sqrt{n}}\right)}{\sqrt{\alpha c_{2}}|s| \mu} \\
& \geq-\gamma_{3} \sqrt{\frac{1}{c_{2} \alpha}}
\end{aligned}
$$

using the assumptions $|s| \leq 1$ along with both $\alpha \leq 1$ and $\alpha \in \mathrm{O}(\sqrt{n} / \mu)$.
To bound $\operatorname{Pr}\left[Y_{t} \geq r\right]$ for arbitrary $r$, we note that

$$
Y_{t} \geq r \Longleftrightarrow \frac{Y_{t}}{s_{t}}-\frac{\mathrm{E}\left[Y_{t} \mid X_{0}\right]}{s_{t}} \geq \frac{r}{s_{t}}-\frac{\mathrm{E}\left[Y_{t} \mid X_{0}\right]}{s_{t}}
$$

and recall that the distribution of $Y_{t} / s_{t}-\mathrm{E}\left[Y_{t} \mid X_{0}\right] / s_{t}$ converges to $\mathrm{N}(0,1)$ with absolute error $\mathrm{O}(1 / \sqrt{t})$. Hence, there is a constant $c_{4}>0$ such that

$$
\begin{equation*}
\operatorname{Pr}\left[Y_{t} \geq r\right] \geq 1-\Phi\left(\frac{r}{\sqrt{c_{2} \alpha}|s| \mu}+\gamma_{3} \sqrt{\frac{1}{c_{2} \alpha}}\right)-\frac{c_{4}}{\sqrt{t}} \tag{9.10}
\end{equation*}
$$

for any $r$ such that the argument of $\Phi$ is positive, where $\Phi$ denotes the cumulative distribution function of the standard normal distribution.

We focus on the event $E^{*}:=\left\{Y_{t} \geq 2 \mu \sqrt{|s|}\right\}$, recalling that $s<0$ and $X_{t} \geq$ $X_{0} \Leftrightarrow Y_{t} \leq Y_{0}$. Note that $E^{*}$ means $g\left(X_{t}\right)-g\left(X_{0}\right) \geq 2 \mu \sqrt{|s|}$, and this implies an upper bound on the negative $X_{t}-X_{0}$ as follows: function $g$ is steepest at point 0 , and by the definition of $g$ and an approximation by an integral [Cor +09 ,

Inequality (A.12)], for any $y \geq 1$, we have

$$
\begin{aligned}
g(y)-g(0) & \leq \sum_{j=0}^{y-1} \sqrt{\frac{\mu}{j+1}} \\
& \leq \sqrt{\mu}\left(1+\int_{1}^{y} \frac{1}{\sqrt{j}} \mathrm{~d} j\right) \\
& =\sqrt{\mu}(1+2 \sqrt{y}-2 \sqrt{1}) \\
& \leq 2 \sqrt{y \mu} .
\end{aligned}
$$

Thus, for an $a>0$, the event $\left\{g\left(X_{t}\right)-g\left(X_{0}\right) \geq a\right\}$ is only possible if $X_{t} \leq$ $X_{0}-a^{2} /(4 \mu)$. In other words, the event $E^{*}$ implies $X_{t}-X_{0} \leq s \mu$, which is equivalent to $p_{t}-p_{0} \leq s$. Hence, in order to complete the proof, we only need a lower bound on the probability of $E^{*}$. Setting $r:=2 \mu \sqrt{|s|}$ in inequality (9.10), we bound the argument of $\Phi$ according to

$$
\begin{aligned}
\frac{r}{\sqrt{c_{2} \alpha}|s| \mu}+\frac{\gamma_{3}}{\sqrt{c_{2} \alpha}} & \leq \frac{2}{\sqrt{c_{2}|s| \alpha}}+\frac{\gamma_{3}}{\sqrt{c_{2} \alpha}} \\
& \leq \frac{\gamma_{4}}{\sqrt{c_{2}|s| \alpha}}
\end{aligned}
$$

for some constant $\gamma_{4}>0$, since $|s| \leq 1$.

By Lemma 9.18,

$$
\begin{aligned}
1-\Phi\left(\frac{\gamma_{4}}{\sqrt{c_{2}|s| \alpha}}\right) & \geq\left(\frac{\sqrt{c_{2}|s| \alpha}}{\gamma_{4}}-\frac{\left(\sqrt{c_{2}|s| \alpha}\right)^{3}}{\gamma_{4}^{3}}\right) \frac{1}{\sqrt{2 \pi}} \exp \left(-\frac{\gamma_{4}^{2}}{2 c_{2}|s| \alpha}\right) \\
& =: p(\alpha, s),
\end{aligned}
$$

which means that the frequency changes by $s$ (which is negative) until iteration $\alpha s^{2} \mu$ with probability at least $p(\alpha, s)-c_{4} / \sqrt{t}=p(\alpha, s)-c_{4} / \sqrt{\alpha \mu}$, where the last term stems from the bound on the absolute error of the approximation by the standard normal distribution. Choosing $\kappa:=\gamma_{4} / \sqrt{c_{2}}$ in the statement of the lemma completes the proof.

### 9.3.4 Proof of the Lower Bound

Finally, we put all previous lemmas together in order to prove our main theorem: Theorem 9.6.

Proof of Theorem 9.6. As outlined above, we distinguish between three regimes for $\lambda$. The case of small $\lambda$ (that is, $\left.\lambda<\left(1-c_{1}\right) \log _{2}(n)\right)$ is covered by Theorem 9.8, noting that $\Omega(n \log (n))$ dominates the lower bound for the considered range of $\mu$. The case of large $\lambda$ (that is, $\lambda \in \Omega(\sqrt{n} \log (n))$ ) is covered by Corollary 9.11. We are left with the medium case $(\mu \in \Omega(\log (n)) \cap \mathrm{o}(\sqrt{n} \log (n)))$, which is the most challenging one to prove.

In the following, for some $s \in \mathbf{R}$ which we specify later, we consider a phase consisting of $T:=s^{2} \gamma \cdot \min \{\mu, \sqrt{n}\}$ iterations, for the constant $\gamma>0$ from Lemma 9.10. Without loss of generality, we assume that $\gamma<1$. We conceptually split individuals (that is, bit strings) of the UMDA into two substrings of length $n / 2$ each and apply Lemma 9.10 with respect to the first half of the bits. In the following, we condition on the event that $\Theta(n)$ frequencies from the first half are within the interval $[1 / 6,5 / 6]$ throughout the phase.

We show next that some frequencies from the second half are likely to walk down to the lower border. Let $j \in[n]$ be an arbitrary position from the second half. First, we apply Lemma 9.9. Hence, $p_{j}$ does not exceed $5 / 6$ within the phase with probability $\Omega(1)$. In the following, we condition on this event.

We then revisit bit $j$ and apply Lemma 9.19 in order to show that, under this condition, the random walk on its frequency $p_{j}$ achieves a negative displacement. Note that the event of not exceeding a certain positive displacement (more precisely, the displacement of $5 / 6-1 / 2=1 / 3$ ) is positively correlated with the event of reaching a given negative displacement (formally, the state of the conditional stochastic process is always stochastically smaller than of the unconditional process). We can therefore apply Lemma 9.19 for a negative displacement of $s:=-5 / 6$ within $T$ iterations. Note that the condition of the lemma that demands $\Theta(n)$ frequencies to be within $[1 / 6,5 / 6]$ is satisfied by our assumption concerning the first half of the bits. Choosing $\alpha=T /\left(s^{2} \mu\right)$, we get $1 / \alpha \in \mathrm{o}(\log (n))$ (since $\mu \in \mathrm{o}(\sqrt{n} \log (n))$ and $T \in \Theta(\min \{\mu, \sqrt{n}\})$ ), whereby we easily satisfy the assumption $1 / \alpha \in \mathrm{o}(\mu)$. As $T \in \mathrm{O}(\sqrt{n})$ and $s$ is constant, we also satisfy the assumption $\alpha \in \mathrm{O}(\sqrt{n} / \mu)$. Moreover, it holds that $\alpha \leq \gamma<1$ by definition. Now, Lemma 9.19 states that the probability of $p_{j}$ reaching a total displacement of $-5 / 6$ (or hitting the lower border before) within the phase of
length $T$ is, for a constant $\zeta>0$, at least

$$
\begin{equation*}
\left(\frac{(|s| \alpha)^{\frac{1}{2}}}{\kappa}-\frac{(|s| \alpha)^{\frac{3}{2}}}{\kappa^{3}}\right) \frac{1}{\sqrt{2 \pi}} \mathrm{e}^{-\frac{\kappa^{2}}{2 \cdot|s| \alpha}}-\frac{\zeta}{\sqrt{\alpha \mu}} . \tag{9.11}
\end{equation*}
$$

In order to bound the last expression from below, we distinguish between two cases for $\mu$.

If $\mu \leq \sqrt{n}$, then $\alpha \in \Omega(1)$ and term 9.11 is at least $\Omega(1)$, since $T \in \Omega(\mu) \subseteq$ $\Omega(\log (n)) \subseteq \omega(1)$.

If $\mu \geq \sqrt{n}$, then we have $T \in \Omega(\sqrt{n})$. Since $1 / \alpha \in \mathrm{o}(\log (n))$, we estimate term 9.11, for some $\varepsilon \in \mathrm{o}(1)$, from below by that there is a constant $c_{1}>0$ and an $\eta \in \mathrm{o}(1)$ such that

$$
\frac{1}{\sqrt{\varepsilon \ln (n)}} \cdot \mathrm{e}^{-\varepsilon \ln (n)}-c_{1} \frac{\ln (n)}{n^{\frac{1}{4}}} \geq n^{-\eta}
$$

Combining this with the probability of not exceeding $5 / 6$, the probability of $p_{j}$ hitting the lower border within $T$ iterations is, in any case, $\Omega\left(n^{-\eta}\right)$. Note that this argumentation applies to every of the last $n / 2$ bits, and, as explained in Section 9.2.2, the bounds derived hold independently for all these bits. Hence, by Chernoff bounds (Theorem 2.19), the number of frequencies from the second half that hit the lower border within $T$ iterations is $\Omega\left(n^{1-\eta}\right)$ with a probability of at least $1-2^{-c_{2} n^{1-\eta}}$, for some constant $c_{2}>0$.

A frequency that has hit the lower border $1 / n$ somewhere in the phase may recover (that is, reach a larger value) by the end of the phase. However, for each bit, the probability of not recovering is, for some $\eta^{\prime}=\mathrm{o}(1)$, at least, by using Theorem 2.22,

$$
\begin{aligned}
\left(1-\frac{1}{n}\right)^{T \lambda} & \geq \mathrm{e}^{-\eta^{\prime} \ln (n)} \\
& =n^{-\eta^{\prime}}
\end{aligned}
$$

since we consider $T \in \mathrm{O}(\sqrt{n})$ iterations and $\lambda \in \mathrm{o}(\sqrt{n} \log (n))$ samples per iteration. Again applying Chernoff bounds leaves $\Omega\left(n^{1-\eta-\eta^{\prime}}\right)$ bits at the lower border at iteration $T$ with a probability of at least $1-2^{-c_{3} n^{1-\eta-\eta^{\prime}}}$, for some constant $c_{3}>0$. Making use of Lemma 9.7 yields the desired run time bound.

### 9.4 Relaxing the Condition on the Population Size

Theorem 9.6 assumed that $\lambda=(1+\beta) \mu$ for some constant $\beta>0$. We think that the lower bound of $\Omega(n \log (n))$ holds for all combinations of $\mu$ and $\lambda$. As a step toward a proof of this conjecture, we extend our lower bound toward all $\mu \leq c \log (n)$ for a sufficiently small constant $c>0$. This includes the extreme case of $\mu=1$, for which no matching upper bound has been proven up to date.

- Theorem 9.20. Let $c_{1}>0$ be a sufficiently small constant, let $c_{2} \in O(1)$, let $\mu \leq c_{1} \ln (n)$, and let $\lambda=n^{c_{2}}$. Then the optimization time of the UMDA on OneMax is $\Omega(\lambda+n \log (n))$ with high probability and in expectation.

Proof. The lower bound $\lambda$ follows since the UMDA will sample the optimum in the first iteration only with a probability of $2^{-\gamma_{1} n}$, for some constant $\gamma_{1}>0$. Thus, with high probability, all $\lambda$ offspring from the first generation need to be evaluated. In the following, we assume $\lambda \in \mathrm{O}(n \log (n))$ since otherwise nothing is left to show.

We now follow the ideas underlying the proof of Theorem 9.8 by showing that the best $\mu$ individuals from the initial generation are still close to uniform, resulting in many frequencies being set to their minimum $1 / n$. Note that the mentioned theorem considered all $\lambda$ individuals from the initial generation, which are uniform on the search space. Here we focus on the best $\mu$ from the initial population, which violates the independence.

By Chernoff bounds (Theorem 2.19), the probability that at least one of the $\lambda$ initial individuals has $3 n / 4$ or more 1 s is at most $\lambda \mathrm{e}^{-\gamma_{2} n}=\mathrm{e}^{-\gamma_{3} n}$, for some constants $\gamma_{2}, \gamma_{3}>0$. In the following, we condition on this not happening.

We consider an arbitrary individual of the $\lambda$ initial individuals. Clearly, given that it has $k 1 \mathrm{~s}$, the actual distribution of 1 s is uniform over all permutations of $k$ 1 s . This still applies to the selected best $\mu$ individuals since Onemax is unbiased with respect to permutations, that is, it only depends on the number of 1s. Hence, we get the following property (*): if we consider an arbitrary individual from the $\mu$ best, then every bit in it takes the value 1 with the same probability $p^{*}$ (not necessarily independently of the other bits). Since the expected number of 1 s is bounded by $3 n / 4$, we have that $p^{*} \leq 3 / 4$, otherwise, the expected value would be larger, which we excluded.

Pessimistically assuming that all $\lambda$ individuals have $3 n / 41 \mathrm{~s}$, we obtain $p^{*}=3 / 4$ and have established the property $(*)$ independently for all individuals (also when arguing only about the best $\mu$ ones) but still not independently for all bits.

We now consider an arbitrary bit position $i \in[n]$ from one of the best $\mu$ individuals. If bit $i$ takes the value 0 , then the $3 n / 41 \mathrm{~s}$ have to be taken at positions other than $i$ and are uniformly distributed among these positions. Hence, any bit $j \neq i$ takes the value 1 with probability at most $(3 n / 4) /(n-1)$ and 0 with probability at least $1-(3 n / 4) /(n-1)=(n / 4-1) /(n-1)$. Altogether, independently of the outcome of $i$, bit $j$ takes the value 0 with probability at least $\min \{1 / 4,(n / 4-1) /(n-1)\}=(n / 4-1) /(n-1)$. We iterate this argument over an arbitrary set $S^{*}$ consisting of at most $n / 8$ bits (for example, the first $n / 8$ positions). Hence, every of these bits takes the value 0 with probability at least

$$
\frac{\frac{n}{4}-\frac{n}{8}}{n-\frac{n}{8}}=\frac{1}{7}
$$

independently of the other bits in $S^{*}$. As this applies independently to all $\mu$ best individuals, each bit in $S^{*}$ is set to 0 in all $\mu$ best individuals with a probability of at least $(1 / 7)^{\mu}$, independently of the other bits in $S^{*}$.

Due to the independence achieved by the estimations, we can now apply Chernoff bounds (Theorem 2.19) with respect to to the sum of the indicator random variables associated with the events $>$ bit $i$ is set to 0 in all $\mu$ best individuals < over all $i \in S^{*}$. The expected number of such bits is at least $\ell:=(n / 8)(1 / 7)^{\mu}$. If we choose $\mu \leq c_{1} \ln (n)$ for a sufficiently small constant $c_{1}>0$, we obtain, for a constant $c^{\prime}>0$, that $\ell \geq n^{c^{\prime}} / 8$. Moreover, the probability that fewer than $n^{c^{\prime}} / 9$ bits take the value 0 in all $\mu$ best individuals is at most $2^{-\gamma_{4} n}$ then, where $\gamma_{4}>0$ is a constant. We assume this to happen and note that the failure probability altogether is at most $2^{-\gamma_{5} n}$, for a constant $\gamma_{5}>0$. Now Lemma 9.7 yields the theorem.

### 9.5 Conclusions

We analyzed the UMDA on OneMax and obtained the general bound $\Omega(\lambda+$ $\mu \sqrt{n}+n \log (n))$ on its expected run time for combinations of $\mu$ and $\lambda$ where $\lambda \in \Theta(\mu)$ or $\mu \leq c \log (n)$ (for a sufficiently small constant $c$ ). This lower-bound analysis is the first of its kind and contributes advanced techniques, including potential functions.

We note that our lower bound for the UMDA is tight in many cases, as has been shown recently [LN17; Wit17]. We also note that although our main result
assumes $\lambda \in \Theta(\mu)$, we do not think that larger values of $\lambda$ can be beneficial. If, for $\alpha \in \omega(1)$, we have $\lambda=\alpha \mu$, the progress due to 2 nd-class individuals can be by a factor of at most $\alpha$ bigger. However, also the computational effort per generation would grow by this factor. Still, we have not presented a formal proof for all such cases.

Further run time analyses of the UMDA or other EDAs for other classes of functions are an obvious subject for future research. In this respect, we hope that our technical contributions are useful and can be extended toward a more general lower-bound technique at some point. For such considerations, it is important to note that the behavior per iteration is quite different for the UMDA and the $\mathrm{cGA} / 2-\mathrm{MMAS}_{\mathrm{IB}}$ - the common lower bound of $\Omega(n \log (n))$ is a result on the expected number of fitness function evaluations. Consequently, a general lower-bound technique has to be able to express these differences and most likely focus heavily on how an algorithm works in each single iteration.

## 10 <br> Upper Bounds of the sig-cGA on LeadingOnes and OneMax

This chapter is based on joint work with Benjamin Doerr [DK18b]. Some parts stem from an unpublished extension [DK18a]. Theorem 10.9 has been slightly generalized and the proof has been adjusted in order to consider the same parameter setting as in Corollary 6.16.

In this chapter, we introduce a new EDA (Algorithm 2) and prove that it optimizes Onemax, LeadingOnes, and BinVal each in $\mathrm{O}(n \log (n))$ function evaluations in expectation and with high probability (Theorems 10.5 and 10.8 and Corollary 10.6 , respectively). This result is so far unmatched by any other EDA or EA. Further, we prove that the scGA from Section 6.4.1, which optimizes LeadingOnes in $\mathrm{O}(n \log (n))$ too, has an exponential run time on OneMax in its parameter $K$ (Theorem 10.9).

### 10.1 Introduction

As we discussed in Chapter 6, it is a nontrivial task to determine how to choose the step size of an EDA. On the one hand, if it is too large, then the frequencies may accidentally reach a wrong border. On the other hand, if it is too small, it may take the algorithm too long to update a frequency to the correct border Our results in Chapter 9 as well as the results by Sudholt and Witt [SW16a] underline this point by proving lower bounds for various regimes of the step size Further, a recent result by Lengler et al. [LSW18] suggests a bimodal behavior of the expected run time of the cGA on OneMax for medium step sizes.

All of these results draw the following picture: for a balanced EDA, there exists some inherent noise in the update. Thus, if the parameter responsible for the update of the probabilistic model is large and the speed of convergence high, the algorithm only uses a few samples before it converges. During this time, the noise introduced by the balance-property may not be overcome, resulting in the probabilistic model converging to an incorrect one, as the algorithms are not stable (Theorem 6.11). Hence, the parameter has to be chosen sufficiently small
in order to guarantee convergence to the correct model, resulting in a slower optimization time.

As we shall argue in this chapter, the reason for this dilemma is that EDAs only use information from a single iteration when performing an update. Thus, the decision of whether and how a frequency should be changed has to be made on the spot, which may result in harmful decisions.

In order to overcome these difficulties, we propose a conceptually new EDA that has some access to the search history and updates the model only if there is sufficient reason. The significance-based compact genetic algorithm (sig-cGA, see Algorithm 2) stores for each position the history of bits of good solutions so far. If it detects that either statistically significantly more 1 s than 0 s or vice versa were sampled, it changes the corresponding frequency, otherwise not. Thus, the sig-cGA only performs an update when it has proof that it makes sense. This sets it apart from the other EDAs analyzed so far.

We prove that the sig-cGA is able to optimize LeadingOnes and OneMax in $\mathrm{O}(n \log (n))$ function evaluations in expectation and with high probability (Theorems 10.5 and 10.8, respectively), which has not been proven before for any other EDA or classical EA (for further details, see Table 10.1).

We also observe that the analysis for LeadingOnes can easily be modified to also show an $\mathrm{O}(n \log (n))$ run time for the binary value function BinVal (Corollary 10.6), which is a linear function with exponentially growing coefficients. This result is interesting in that it indicates that the sig-cGA has asymptotically the same run time on BinVal and Onemax. In contrast, for the cGA, it is known that the run times on Onemax and BinVal differ significantly [Dro06].

We further show that the scGA, which we proposed in Section 6.4.1 and also optimizes LeadingOnes in $\mathrm{O}(n \log (n))$, behaves poorly on OneMax (Theorem 10.9). Its run time is at least $2^{c \min \{n, K\}}$ in expectation and with high probability, where $c>0$ is a constant and $1 / K$ is the step size of the algorithm.

These results - the positive ones for the sig-cGA using a longer history of the search process and the negative ones for other algorithms not exploiting a longer history - suggest that a fruitful direction for the future development of the field of evolutionary computation (EC; not restricted to theory) is the search for algorithms that enrich the classic generational approaches with mechanisms that profit from regarding more than one generation. We discuss this in more detail in the conclusions of this paper. We note that, from the practical point of view, our algorithm not only shows a performance not seen so far with other
Table 10.1: Expected run times (number of fitness evaluations) of various algorithms until they first find an optimum for the two functions OnEMAX (equation (2.1)) and LeadingOnes (equation (2.2)). For optimal parameter settings, many algorithms have a run time of $\Theta(n \log (n))$ for OneMax and of $\Theta\left(n^{2}\right)$ for LeadingOnes. We note that the $(1+(\lambda, \lambda))$ GA has a o $(n \log (n))$ run time on OneMax (and even linear run time with a dynamic parameter choice), but we do not see why it should have a performance better than quadratic on LeadingOnes.

| Algorithm | OneMax | constraints | LeadingOnes | constraints |
| :---: | :---: | :---: | :---: | :---: |
| $(1+1) \mathrm{EA}$ | $\Theta(n \log (n))$ [DJW02] | none | $\Theta\left(n^{2}\right)$ [DJW02] | none |
| $(\mu+1) \mathrm{EA}$ | $\Theta(\mu n+n \log (n))$ [Wit06] | $\mu \in \mathrm{O}(\operatorname{poly}(n))$ | $\Theta\left(\mu n \log (n)+n^{2}\right)$ [Wit06] | $\mu \in \mathrm{O}(\operatorname{poly}(n))$ |
| $(1+\lambda)$ EA | $\Theta\left(n \log (n)+\frac{\lambda n \log (\log (\lambda))}{\log (\lambda)}\right)$ <br> [DK15; JJW05] | $\lambda \in \mathrm{O}\left(n^{1-\varepsilon}\right), \varepsilon>0$ | $\Theta\left(n^{2}+\lambda n\right)$ [JJW05] | $\lambda \in \mathrm{O}(\operatorname{poly}(n))$ |
| $(1+(\lambda, \lambda)) \mathrm{GA}$ | $\begin{aligned} & \Theta\left(\max \left\{\frac{n \log (n)}{\lambda}, \frac{n \lambda \log (\log (\lambda))}{\log (\lambda)}\right\}\right) \\ & {[\mathrm{DD} 18]} \end{aligned}$ | $p=\frac{\lambda}{n}, c=\frac{1}{\lambda}$ | unknown | - |
| CSA | $\Omega\left(n^{c}\right)$ [DK18a] | $c>0$ | $\mathrm{O}(n \log (n))$ [MS17] | $\mu \geq 8 \ln ((4 n+6) n)$, restarts |
| UMDA/PBIL ${ }^{22}$ | $\Omega(\lambda \sqrt{n}+n \log (n))$ <br> [Theorem 9.6] <br> $\mathrm{O}(\lambda n)$ [LN17; Wit17] | $\begin{aligned} & \mu \in \Theta(\lambda) \\ & \mu \in \Omega(\log (n)) \cap O(\sqrt{n}), \lambda \in \Omega(\mu) \text { or } \\ & \mu \in \Omega(\sqrt{n} \log (n)), \mu \in \Theta(\lambda) \text { or } \\ & \mu \in \Omega(\log (n)) \cap \mathrm{o}(n), \mu \in \Theta(\lambda) \end{aligned}$ | $\mathrm{O}\left(n \lambda \log (\lambda)+n^{2}\right)$ <br> [DL15; LN18] | $\lambda \in \Omega(\log (n)), \mu \in \Theta(\lambda)$ |
| cGA/2-MMAS ${ }_{\text {IB }}$ | $\begin{aligned} & \Omega\left(\frac{\sqrt{n}}{\rho}+n \log (n)\right) \text { [SW16a] } \\ & \mathrm{O}\left(\frac{\sqrt{n}}{\rho}\right) \text { [SW16a] } \end{aligned}$ | $\begin{aligned} & \frac{1}{\rho} \in \mathrm{O}(\operatorname{poly}(n)) \\ & \frac{1}{\rho} \in \Omega(\sqrt{n} \log (n)) \cap \mathrm{O}(\operatorname{poly}(n)) \end{aligned}$ | unknown | - |
| 1-ANT | $\Theta(n \log (n))$ [NW09] | $\rho \in \Theta(1)$ | $\begin{aligned} & \mathrm{O}\left(n^{2} \cdot(6 \mathrm{e})^{1 /(n \rho)}\right)[\mathrm{Doe}+11 \mathrm{~b}] \\ & 2^{c \min \{n, 1 /(n \rho)\}}[\mathrm{Doe}+11 \mathrm{~b}] \end{aligned}$ | none $c \in \Omega(1)$ |
| MMAS* | $\mathrm{O}\left(\frac{n \log (n)}{\rho}\right)$ [NSW09] | $\rho \in \mathrm{O}(1)$ | $\begin{aligned} & \mathrm{O}\left(n^{2}+\frac{n \log (n)}{\rho}\right) \text { [NSW09] } \\ & \Omega\left(n^{2}+\frac{n}{-\rho \log (2 \rho)}\right) \text { [NSW09] } \end{aligned}$ | $\begin{aligned} & \rho \in \mathrm{O}(1) \\ & \rho=\frac{1}{\operatorname{poly}(n)} \end{aligned}$ |
| scGA (Section 6.4.1) | $\begin{aligned} & 2^{c \min \{n, K\}} \\ & \text { [Theorem 10.9] } \end{aligned}$ | $\begin{aligned} & K \geq \beta \log (n), \beta \in \Theta(1) \\ & \sigma \in \Theta\left(\frac{1}{K}\right), d \in \Theta(1), c \in \Omega(1) \end{aligned}$ | $\mathrm{O}(n \log (n))$ [Corollary 6.16] | $\begin{aligned} & K \geq \beta \log (n), \beta \in \Theta(1), \\ & \sigma \in \Theta\left(\frac{1}{K}\right), d \in \Theta(1) \end{aligned}$ |
| sig-cGA (Algorithm 2) | $\mathrm{O}(n \log (n))$ <br> [Theorem 10.8] | $\varepsilon>12$ | $\mathrm{O}(n \log (n))$ [Theorem 10.5] | $\varepsilon>12$ |

[^3] results. The only exception to this is the result by Lehre and Nguyen [LN18], which is specifically for the PBIL.
algorithms, it also is easier to use, since, unlike with most other EDAs, the delicate choice of the step size is obsolete.

### 10.2 Preliminaries

In our analysis, we regard the two classic benchmark functions OneMax and LeadingOnes. When talking about run time, we always mean the number of fitness function evaluations of an algorithm until an optimum is sampled for the first time. We state in Table 10.1 the asymptotic run times of a few algorithms on these benchmark functions. We note that
(i) the black-box complexity of OneMax is $\Theta(n / \log (n))$ [AW09; DJW06] and
(ii) the black-box complexity of LeadingOnes is $\Theta(n \log (\log (n)))$ [Afs +13$]$.

However, all black-box algorithms witnessing these run times are highly artificial. Consequently, $\Theta(n \log (n))$ appears to be the best run time to aim for for these two benchmark problems.

Since random bit strings with independently sampled entries occur frequently in this work, we shall regularly use the following well-known variance-based additive Chernoff bounds.

Theorem 10.1 (Variance-based Additive Chernoff Bounds [Doe18, Theorem 10.12, Corollary 10.13]). Let $n \in \mathrm{~N}^{+}$and let $\left(X_{i}\right)_{i \in[n]}$ be independent random variables such that, for all $i \in[n]$, it holds that $\mathrm{E}\left[X_{i}\right]-1 \leq X_{i} \leq \mathrm{E}\left[X_{i}\right]+1$. Further, let $X=\sum_{i=1}^{n} X_{i}$ and $\sigma^{2}=\sum_{i=1}^{n} \operatorname{Var}\left[X_{i}\right]=\operatorname{Var}[X]$. Then, for all $\lambda \geq 0$, abbreviating $m=\min \left\{\lambda^{2} / \sigma^{2}, \lambda\right\}$, it holds that

$$
\begin{aligned}
& \operatorname{Pr}[X \geq \mathrm{E}[X]+\lambda] \leq \mathrm{e}^{-\frac{1}{3} m} \text { and } \\
& \operatorname{Pr}[X \leq \mathrm{E}[X]-\lambda] \leq \mathrm{e}^{-\frac{1}{3} m}
\end{aligned}
$$

Last, we use the o operator to denote string concatenation. For a bit string $H \in\{0,1\}^{*}$, let $|H|$ denote its length, and, for a $k \in[|H|]$, let $H[k]$ denote the last $k$ bits in $H$. In addition to that, let $\emptyset$ denote the empty string.

```
Algorithm 2: The sig-cGA with parameter \(\varepsilon\) and significance function
\(>\) sig \(<\) (equation (10.1)) optimizing \(f\)
\(t \leftarrow 0\);
\(\boldsymbol{p}^{(t)} \leftarrow \frac{1}{2} ;\)
for \(i \in[n]\) do \(H_{i} \leftarrow \emptyset\);
repeat
    \(\boldsymbol{x}, \boldsymbol{y} \leftarrow\) offspring sampled with respect to \(\boldsymbol{p}^{(t)}\);
    \(\boldsymbol{x} \leftarrow\) winner of \(\boldsymbol{x}\) and \(\boldsymbol{y}\) with respect to \(f\);
    for \(i \in[n]\) do
        \(H_{i} \leftarrow H_{i} \circ \boldsymbol{x}_{i} ;\)
        if \(\operatorname{sig}\left(\boldsymbol{p}_{i}^{(t)}, H_{i}\right)=\) up then \(\boldsymbol{p}_{i}^{(t+1)} \leftarrow 1-1 / n\);
        else if \(\operatorname{sig}\left(\boldsymbol{p}_{i}^{(t)}, H_{i}\right)=\) down then \(\boldsymbol{p}_{i}^{(t+1)} \leftarrow 1 / n\);
        else \(\boldsymbol{p}_{i}^{(t+1)} \leftarrow \boldsymbol{p}_{i}^{(t)}\);
        if \(\boldsymbol{p}_{i}^{(t+1)} \neq \boldsymbol{p}_{i}^{(t)}\) then \(H_{i} \leftarrow \emptyset\);
    \(t \leftarrow t+1 ;\)
until termination criterion met;
```


### 10.3 The Significance-based Compact Genetic Algorithm

Our new algorithm - the significance-based compact genetic algorithm (sig-cGA; Algorithm 2) - is a univariate EDA similar to the cGA in that it also samples two offspring each generation and performs the same selection procedure. More specifically, let $\boldsymbol{x}$ and $\boldsymbol{y}$ denote both offspring sampled by the frequency vector during an iteration. Given a fitness function $f$, we rank $\boldsymbol{x}$ above $\boldsymbol{y}$ if $f(\boldsymbol{x})>f(\boldsymbol{y})$ (as we maximize), and we rank $\boldsymbol{y}$ above $\boldsymbol{x}$ if $f(\boldsymbol{y})>f(\boldsymbol{x})$. If $f(\boldsymbol{x})=f(\boldsymbol{y})$, we rank them uniformly at random. The higher-ranked individual is called the winner, the other individual the loser.

In contrast to the cGA, the sig-cGA keeps a history of bit values of the winner for each position and only performs an update when a statistical significance within a history occurs. This approach far better aligns with the intuitive reasoning that an update should only be performed if there is valid evidence for a different frequency being better suited for sampling good individuals. Note that
the sig-cGA is thus not an $n$-Bernoulli- $\lambda$-EDA, since it uses more information than its frequency vector and its samples in order to perform an update.

The key idea behind the update procedure of the sig-cGA is to notice a bias in its histories. More formally, consider a position $i \in[n]$ and any two individuals $\boldsymbol{x}$ and $\boldsymbol{y}$ that are identical except for position $i$. Assume that $\boldsymbol{x}_{i}>\boldsymbol{y}_{i}$. If the probability that $\boldsymbol{x}$ is the winner of the selection is higher than $\boldsymbol{y}$ being the winner, we speak of a bias in selection (for 1s) at position i. Analogously, we speak of a bias for 0 s if the probability that $\boldsymbol{y}$ wins is higher than the probability that $\boldsymbol{x}$ wins. Usually, a fitness function introduces a bias into the selection and thus into the update.

The sig-cGA performs an update as follows: for each bit position $i \in[n]$, the sig-cGA keeps a history $H_{i} \in\{0,1\}^{*}$ of all the bits sampled by the winner of each iteration since the last time $\boldsymbol{p}_{i}$ changed - the last bit denoting the latest entry. Observe that if there is no bias in selection at position $i$, the bits sampled by $\boldsymbol{p}_{i}$ follow a binomial distribution with a success probability of $\boldsymbol{p}_{i}$ and $\left|H_{i}\right|$ tries. We call this our hypothesis. Now, if we happen to find a sequence (starting from the latest entry) in $H_{i}$ that significantly deviates from the hypothesis, we update $\boldsymbol{p}_{i}$ with respect to the bit value that occurred significantly, and we reset the history. We only use the following three frequency values:

- $1 / 2$ : starting value;
- $1 / n$ : significance for 0 s was detected;
- $1-1 / n$ : significance for 1 s was detected.

We formalize significance by defining the threshold for all $\varepsilon, \mu \in \mathbf{R}^{+}$, where $\mu$ is the expected value of our hypothesis and $\varepsilon$ is an algorithm-specific parameter:

$$
s(\varepsilon, \mu)=\varepsilon \max \{\sqrt{\mu \ln (n)}, \ln (n)\} .
$$

We say, for an $\varepsilon \in \mathbf{R}^{+}$, that a binomially distributed random variable $X$ deviates significantly from a hypothesis $Y \sim \operatorname{Bin}(k, p)$, where $k \in \mathbf{N}^{+}$and $p \in[0,1]$, if there exists a $c \in \Omega(1)$ such that

$$
\operatorname{Pr}[|X-\mathrm{E}[Y]|<s(\varepsilon, \mathrm{E}[Y])] \leq n^{-c} .
$$

We now state our significance function sig: $\left\{\frac{1}{n}, \frac{1}{2}, 1-\frac{1}{n}\right\} \times\{0,1\}^{*} \rightarrow$ up, stay, down $\}$, which scans a history for a significance. However, it does not scan the
entire history but multiple subsequences of a history (always starting from the latest entry). This is done in order to quickly notice a change from an insignificant history to a significant one. Further, we only check in steps of powers of 2 , as this is faster than checking each subsequence and we can be off from any length of a subsequence by a constant factor of at most 2 . More formally, for all $H \in\{0,1\}^{*}$, we define, with $\varepsilon$ being a parameter of the sig-cGA and recalling that $H[k]$ denotes the last $k$ bits of $H$, that

$$
\begin{align*}
\operatorname{sig}\left(\frac{1}{2}, H\right) & = \begin{cases}\text { up } & \text { if } \exists m \in \mathrm{~N}:\left\|H\left[2^{m}\right]\right\|_{1} \geq \frac{2^{m}}{2}+s\left(\varepsilon, \frac{2^{m}}{2}\right), \\
\text { down } & \text { if } \exists m \in \mathrm{~N}:\left\|H\left[2^{m}\right]\right\|_{0} \geq \frac{2^{m}}{2}+s\left(\varepsilon, \frac{2^{m}}{2}\right), \\
\text { stay } & \text { else. }\end{cases} \\
\operatorname{sig}\left(1-\frac{1}{n}, H\right) & = \begin{cases}\text { down } & \text { if } \exists m \in \mathrm{~N}:\left\|H\left[2^{m}\right]\right\|_{0} \geq \frac{2^{m}}{n}+s\left(\varepsilon, \frac{2^{m}}{n}\right), \\
\text { stay } & \text { else. }\end{cases} \\
\operatorname{sig}\left(\frac{1}{n}, H\right) & = \begin{cases}\text { up } & \text { if } \exists m \in \mathrm{~N}:\left\|H\left[2^{m}\right]\right\|_{1} \geq \frac{2^{m}}{n}+s\left(\varepsilon, \frac{2^{m}}{n}\right), \\
\text { stay } & \text { else. }\end{cases} \tag{10.1}
\end{align*}
$$

We stop at the first (minimum) length $2^{m}$ that yields a significance. Thus, we check a history $H$ in each iteration at most $\log _{2}(|H|)$ times.
We now prove that the probability of detecting a significance at a position when there is no bias in selection (that is, a false significance) is small. We use this lemma in our proofs in order to argue that no false significances are detected with high probability.

- Lemma 10.2. For the $\operatorname{sig}-\mathrm{cGA}$, let $\varepsilon \geq 1$. Consider a position $i \in[n]$ of the sig-cGA and an iteration such that the distribution $X$ of 1 s of $H_{i}$ follows a binomial distribution with $k \in \mathrm{~N}^{+}$trials and success probability $\boldsymbol{p}_{i}$, that is, there is no bias in selection at position $i$. Then the probability that $\boldsymbol{p}_{i}$ changes in this iteration is at most $n^{-\varepsilon / 3} \log _{2}(k)$.

Proof. In order for $\boldsymbol{p}_{i}$ to change, the number of 0 s or 1 s in $X$ needs to deviate significantly from the hypothesis, which follows the same distribution as $X$ by assumption. We use Theorem 10.1 in order to show that in such a scenario $X$ deviates significantly from its expected value only with a probability of at most $n^{-\varepsilon / 3} \log _{2}(k)$ for any number of trials at most $k$.
Let $\boldsymbol{p}_{i}^{\prime}=\min \left\{\boldsymbol{p}_{i}, 1-\boldsymbol{p}_{i}\right\}$. Note that in order for $\boldsymbol{p}_{i}$ to change, a significance of values sampled with probability $\boldsymbol{p}_{i}^{\prime}$ needs to be sampled. That is, for $\boldsymbol{p}_{i}=1 / 2$,
either a significant amount of 1 s or 0 s needs to occur; for $\boldsymbol{p}_{i}=1-1 / n$, a significant amount of 0 s needs to occur; and, for $\boldsymbol{p}_{i}=1 / n$, a significant amount of 1 s needs to occur. Further, let $X^{\prime}$ denote the number of values we are looking for a significance within $k^{\prime} \leq k$ trials. That is, if $\boldsymbol{p}_{i}=1 / 2$, then $X^{\prime}$ is either the number of 1 s or 0 s ; if $\boldsymbol{p}_{i}=1-1 / n$, then $X^{\prime}$ is the number of 0 s ; and if $\boldsymbol{p}_{i}=1 / n$, then $X^{\prime}$ is the number of 1 s .

Given the definition of $\boldsymbol{p}_{i}^{\prime}$, we see that $\mathrm{E}\left[X^{\prime}\right]=k^{\prime} \boldsymbol{p}_{i}^{\prime}$ and $\operatorname{Var}\left[X^{\prime}\right]=k^{\prime} \boldsymbol{p}_{i}(1-$ $\left.\boldsymbol{p}_{i}\right) \leq k^{\prime} \boldsymbol{p}_{i}^{\prime}$. Since we aim at apply Theorem 10.1, let $\lambda=s\left(\varepsilon, \mathrm{E}\left[X^{\prime}\right]\right)=s\left(\varepsilon, k^{\prime} \boldsymbol{p}_{i}^{\prime}\right)$ and $\sigma^{2}=\operatorname{Var}\left[X^{\prime}\right]$.

First, consider the case that $\lambda=s\left(\varepsilon, k^{\prime} \boldsymbol{p}_{i}^{\prime}\right)=\varepsilon \ln (n)$, that is, that $\sqrt{k^{\prime} \boldsymbol{p}_{i}^{\prime} \ln (n)} \leq$ $\ln (n)$, due to the definition of $s$, which is equivalent to $k^{\prime} \leq\left(1 / \boldsymbol{p}_{i}^{\prime}\right) \ln (n)$. Note that $\lambda^{2} / \sigma^{2} \geq \varepsilon^{2} \ln (n) \geq \ln (n)$, as $\varepsilon \geq 1$. Thus, $\min \left\{\lambda^{2} / \sigma^{2}, \lambda\right\} \geq \varepsilon \ln (n)$.

Now consider the case $\lambda=s\left(\varepsilon, k^{\prime} \boldsymbol{p}_{i}^{\prime}\right)=\varepsilon \sqrt{k^{\prime} \boldsymbol{p}_{i}^{\prime} \ln (n)}$, that is, that $\sqrt{{k^{\prime} \boldsymbol{p}_{i}^{\prime} \ln (n)} \geq}$ $\ln (n)$, which is equivalent to $k^{\prime} \geq\left(1 / \boldsymbol{p}_{i}^{\prime}\right) \ln (n)$. We see that $\lambda \geq \varepsilon \ln (n)$ and $\lambda^{2} / \sigma^{2} \geq \varepsilon^{2} \ln (n)$. Hence, as before, we get $\min \left\{\lambda^{2} / \sigma^{2}, \lambda\right\} \geq \varepsilon \ln (n)$.

Combining both cases and applying Theorem 10.1, we get

$$
\begin{aligned}
\operatorname{Pr}\left[X^{\prime} \geq k^{\prime} \boldsymbol{p}_{i}^{\prime}+s\left(\varepsilon, k^{\prime} \boldsymbol{p}_{i}^{\prime}\right)\right] & =\operatorname{Pr}\left[X^{\prime} \geq \mathrm{E}\left[X^{\prime}\right]+\lambda\right] \\
& \leq \mathrm{e}^{-\frac{1}{3} \min \left\{\frac{\lambda^{2}}{\sigma^{2}}, \lambda\right\}} \\
& \leq \mathrm{e}^{-\frac{\varepsilon}{3} \ln (n)} \\
& =n^{-\frac{\varepsilon}{3}} .
\end{aligned}
$$

That is, the probability of detecting a (false) significance during $k^{\prime}$ trials is at most $n^{-\varepsilon / 3}$. Since we look for a significance a total of at most $\log _{2}(k)$ times during an iteration, we get by a union bound that the probability of detecting a significance within a history of length $k$ is at most $n^{-\varepsilon / 3} \log _{2}(k)$.

Lemma 10.2 bounds the probability of detecting a false significance within a single iteration if there is no bias in selection. The following corollary trivially bounds the probability of detecting a false significance within any number of iterations.

- Corollary 10.3. Consider the sig-cGA (Algorithm 2) with $\varepsilon \geq 1$ running for $k$ iterations such that, during each iteration, for each position $i \in[n]$, a 1 is added to $H_{i}$ with probability $\boldsymbol{p}_{i}$. Then the probability that at least one frequency changes during an interval of $k^{\prime} \leq k$ iterations is at most $k^{\prime} n^{1-\varepsilon / 3} \log _{2}(k)$.

Proof. For any $i \in[n]$ during any of the $k$ iterations, by Lemma 10.2 , the probability that $\boldsymbol{p}_{i}$ changes is at most $n^{-\varepsilon / 3} \log _{2}(k)$. Via a union bound (Theorem 2.17) over all $k^{\prime}$ relevant iterations and all $n$ frequencies, the statement follows.

### 10.3.1 Efficient Implementation of the sig-cGA

In order to reduce the number of operations performed (computational cost) of the sig-cGA, we only check significance in historic data of lengths that are a power of 2 . By saving the whole history but precomputing the number of 1 s in the power-of-two intervals, a significance check can be done in time logarithmic in the history length; the necessary updates of this data structure can be done in logarithmic time (per bit-position) as well. With this implementation, the main loop of the sig-cGA has a computational cost of $\mathrm{O}\left(\sum_{i=1}^{n}\left|H_{i}\right|\right)$. Since the histories are never longer than the run time (twice the number of iterations), we see that the computational cost is at most $\mathrm{O}(n T \log (T))$, when the run time is $T$. Since for most EAs working on bit string representations of length $n$ the computational cost is larger than the run time by at least a factor of $n$, we see that our significance approach is not overly costly in terms of computational cost.

What appears unfavorable though is the memory usage caused by storing the full history. For this reason, we now sketch a way to condense the history so that it only uses space logarithmic in the length of the full history. This approach does not allow to access exactly the number of 1 s (or 0 s ) in all power-of-two length histories. However, it allows for each $\ell \in\left[\left|H_{i}\right|\right]$ to access the number of 1 s in some interval of length $\ell^{\prime}$ with $\ell^{\prime} \in[\ell . .2 \ell-1]$. For reasons of readability, we shall in the subsequent analyses nevertheless regard the original sig-cGA, but it is quite clear that the mildly different accessibility of the history in the now-proposed condensed implementation will not change the asymptotic run times shown in this work.
For our condensed storage of the history, we have a list of blocks, each storing the number of 1 s in some discrete interval $\left[t_{1} . . t_{2}\right]$ of length equal to a power of two (including 1). When a new item has to be stored, we append a block of size 1 to the list. Then, traversing the list in backward direction, we check if there are three consecutive blocks of the same size, and if so, we merge the two earliest ones into a new block of twice the size. By this, we always maintain a list of blocks such that, for a certain power $2^{k}$, there are between one and two blocks of length $2^{j}$ for all $j \in[0 . . k-1]$. This structural property implies both that we
only have a logarithmic number of blocks (as we have $k \in \mathrm{O}\left(\log \left(\left|H_{i}\right|\right)\right)$ ) and that we can (in amortized constant time) access all historic intervals consisting of full blocks, which in particular implies that we can access an interval with length in $\left[2^{j} . .2^{j+1}-1\right]$ for all $j \in[0 . . k]$.

### 10.3.2 Run Time Results for LeadingOnes and OneMax

We now prove our main results, that is, upper bounds of $\mathrm{O}(n \log (n))$ for the expected run time of the sig-cGA on LeadingOnes and OneMax. Note that the sig-cGA samples two offspring each iteration. Thus, up to a constant factor of 2 , the expected run time is equal to the expected number of iterations until an optimum is sampled. In our proofs, we only consider the number of iterations.

We mention briefly that the sig-cGA is unbiased in the sense of Lehre and Witt [LW12] and as explained in Chapter 5, that is, it treats bit values and bit positions in a symmetric fashion. Consequently, all of our results hold not only for Onemax and LeadingOnes but for the entire respective function classes.

In our proofs, we use the following lemma to bound probabilities split up by the law of total probability (Theorem 2.1).

Lemma 10.4. Let $\alpha, \beta, x, y \in \mathbf{R}$ such that $x \leq y$ and $\alpha \leq \beta$. Then

$$
\alpha x+(1-\alpha) y \geq \beta x+(1-\beta) y .
$$

We start with the expected run time of the sig-cGA on LeadingOnes.

## LeadingOnes

We show that the frequencies are set to $1-1 / n$ sequentially from the most significant bit position to the least significant, that is, from left to right. With high probability, no frequency is decreased until the optimization process is finished. Thus, a frequency $\boldsymbol{p}_{i}$ will stay at $1 / 2$ until all of the frequencies to its left are set to $1-1 / n$. Then $\boldsymbol{p}_{i}$ will become relevant for selection, as all of the frequencies left to it will only sample 1 s with high probability. This results in a significant surplus of 1 s being saved at position $i$, and $\boldsymbol{p}_{i}$ will be set to $1-1 / n$ within $\mathrm{O}(\log (n))$ iterations and remain there. Then frequency $\boldsymbol{p}_{i+1}$ becomes relevant for selection. As we need to set $n$ frequencies to $1-1 / n$, we get a run time of $\mathrm{O}(n \log (n))$.

- Theorem 10.5. Consider the sig-cGA with $\varepsilon>12$ being a constant. Its run time on LeadingOnes is $\mathrm{O}(n \log (n))$ with high probability and in expectation.

Proof. We split this proof into two parts and start by showing that the run time is $\mathrm{O}(n \log (n))$ with high probability. Then we prove the expected run time.

Run time with high probability. For the first part of the proof, we consider the first $\mathrm{O}(n \log (n))$ iterations of the sig-cGA and condition on the event that no frequency decreases during this time, that is, no (false) significance of 0 s is detected. Note that for any position $i \in[n]$, the probability of saving a 1 in $H_{i}$ is at least $\boldsymbol{p}_{i}$, as the selection with respect to LeadingOnes has a bias for 1 s . Thus, by Corollary 10.3, the probability that at least one frequency decreases during $\mathrm{O}(n \log (n))$ iterations is at most $\mathrm{O}\left(n^{2-\varepsilon / 3} \log ^{2}(n)\right)$, which is, as $\varepsilon>12$, in $\mathrm{O}\left(n^{-\varepsilon^{\prime}}\right)$, for an $\varepsilon^{\prime}>2$. Thus, with high probability, no frequency decreases during $\mathrm{O}(n \log (n))$ iterations.

The main idea now is to show that the leftmost frequency that is different from $1-1 / n$ has a significant surplus of 1 s in its history strong enough so that, after a logarithmic number of iterations, we change such a frequency from its initial value of $1 / 2$ to $1-1 / n$. For the second part of the proof, we will use a similar argument, but the frequency will be at $1 / n$, and it will take $\mathrm{O}(n \log (n))$ steps to get to $1-1 / n$. Since the calculations for both scenarios are very similar, we combine them in the following.

In order to make this idea precise, we now consider an iteration such that there is a frequency $\boldsymbol{p}_{i} \in\{1 / n, 1 / 2\}$ such that, for all $j<i$, we have $\boldsymbol{p}_{j}=1-1 / n$. We lower-bound the probability of saving a 1 in $H_{i}$ in order to get an upper bound on the expected time until we detect the significance necessary to update $\boldsymbol{p}_{i}$ to $1-1 / n$. When considering position $i$, we assume an empty history although it is most likely not. We can do so, since the sig-cGA checks for a significance in different sub-histories of $H_{i}$ (starting from the latest entry). Thus, we only consider sub-histories that go as far as the point in time when all indices less than $i$ were at $1-1 / n$.

Let $O$ denote the event that we save a 1 this iteration, and let $A$ denote the event that at least one of the two offspring during this iteration has a 0 at a position in $[i-1]$. Note that event $A$ means that the bit at position $i$ of the winning individual is not relevant for selection. Hence, if $A$ occurs, we save a 1 with probability $\boldsymbol{p}_{i} \in\{1 / n, 1 / 2\}$. Otherwise, that is, the bit at position $i$ is relevant for selection, we save a 1 with probability $1-\boldsymbol{p}_{i}^{2}$ (that is, if we do not
sample two 0s). Formally, by Theorem 2.1, we get

$$
\operatorname{Pr}[O]=\operatorname{Pr}[A] \cdot \boldsymbol{p}_{i}+\operatorname{Pr}[\bar{A}] \cdot\left(1-\boldsymbol{p}_{i}^{2}\right),
$$

which is a convex combination of $\boldsymbol{p}_{i}$ and $1-\boldsymbol{p}_{i}^{2}$. Thus, according to Lemma 10.4, we get a lower bound if we decrease the factor of the larger term, namely, $\operatorname{Pr}[\bar{A}]$. The event $\bar{A}$ occurs if and only if both offspring have only 1 s at the positions 1 through $i-1$ :

$$
\operatorname{Pr}[\bar{A}]=\left(1-\frac{1}{n}\right)^{2(i-1)},
$$

as we assumed that all frequencies at indices less than $i$ are already at $1-1 / n$. Note that this term is minimal for $i=n$. Thus, we get $\operatorname{Pr}[\bar{A}] \geq \mathrm{e}^{-2}$ by using the well-known inequality $(1-1 / n)^{n-1} \geq \mathrm{e}^{-1}$ [AS65, Inequality 4.2.34]. Overall, we get, noting that $1-\boldsymbol{p}_{i}^{2} \geq(3 / 2) \boldsymbol{p}_{i}$ for $\boldsymbol{p}_{i} \in\{1 / n, 1 / 2\}$,

$$
\begin{aligned}
\operatorname{Pr}[O] & \geq\left(1-\mathrm{e}^{-2}\right) \cdot \boldsymbol{p}_{i}+\mathrm{e}^{-2} \cdot\left(1-\boldsymbol{p}_{i}^{2}\right) \\
& \geq\left(1-\mathrm{e}^{-2}\right) \cdot \boldsymbol{p}_{i}+\frac{3}{2} \mathrm{e}^{-2} \boldsymbol{p}_{i} \\
& =\left(1+\frac{1}{2} \mathrm{e}^{-2}\right) \cdot \boldsymbol{p}_{i} .
\end{aligned}
$$

Let $X \sim \operatorname{Bin}\left(k,\left(1+\mathrm{e}^{-2} / 2\right) \boldsymbol{p}_{i}\right)$ denote a random variable that is stochastically dominated by the real process of saving 1 s at position $i$. In order to get a bound on the number of iterations $k \in \mathbf{N}^{+}$that we need for detecting a significance of 1 s , we bound the probability of a significance not occurring in a history of length $k$, that is, we save fewer than $k \boldsymbol{p}_{i}+s\left(\varepsilon, k \boldsymbol{p}_{i}\right) 1 \mathrm{~s}$. We get

$$
\operatorname{Pr}\left[X<k \boldsymbol{p}_{i}+s\left(\varepsilon, k \boldsymbol{p}_{i}\right)\right] \leq \operatorname{Pr}\left[X \leq \mathrm{E}[X]-\left(\frac{k}{2} \mathrm{e}^{-2} \boldsymbol{p}_{i}-s\left(\varepsilon, k \boldsymbol{p}_{i}\right)\right)\right],
$$

where the minuend is positive if $(k / 2) \mathrm{e}^{-2} \boldsymbol{p}_{i}>s\left(\varepsilon, k \boldsymbol{p}_{i}\right)$, which is the case for $k>\left(4 / \boldsymbol{p}_{i}\right) \mathrm{e}^{4} \varepsilon^{2} \ln (n)>\ln (n)$, since we assume that $\varepsilon>12$. Let $c=\left(4 / \boldsymbol{p}_{i}\right) \mathrm{e}^{4} \varepsilon^{2}$. For $k \geq 4 c \ln (n)$, we get that $(k / 2) \mathrm{e}^{-2} \boldsymbol{p}_{i}-s\left(\varepsilon, k \boldsymbol{p}_{i}\right) \geq(k / 4) \mathrm{e}^{-2} \boldsymbol{p}_{i}=: \lambda$. By applying Theorem 10.1 for any $k \geq 4 c \ln (n)$ and noting that $\operatorname{Var}[X]=k \boldsymbol{p}_{i}\left(1-\boldsymbol{p}_{i}\right) \geq \lambda$ and,
thus, $\lambda^{2} / \operatorname{Var}[X] \leq \lambda$, we get, using $\operatorname{Var}[X] \leq k \boldsymbol{p}_{i}$,

$$
\begin{aligned}
\operatorname{Pr}\left[X<k \boldsymbol{p}_{i}+s\left(\varepsilon, k \boldsymbol{p}_{i}\right)\right] & \leq \operatorname{Pr}\left[X \leq \mathrm{E}[X]-\frac{k}{4} \mathrm{e}^{-2} \boldsymbol{p}_{i}\right] \\
& \leq \mathrm{e}^{-\frac{1}{3} \cdot \frac{\lambda^{2}}{\operatorname{Var}[X]}} \\
& \leq \mathrm{e}^{-\frac{1}{3} \cdot \frac{k^{2} \cdot}{16 \mathrm{e}^{-4} p_{i}^{2}}} \\
& =\mathrm{e}^{-\frac{1}{3} \cdot \frac{k e^{-4} p_{i}}{16}} \\
& \leq n^{-\frac{1}{3} \cdot \frac{c \mathrm{e}^{-4} p_{i}}{4}} \\
& =n^{-\frac{\varepsilon^{2}}{3}} .
\end{aligned}
$$

Thus, with probability at least $1-n^{-\varepsilon^{2} / 3}$, the frequency $\boldsymbol{p}_{i}$ will be set to $1-1 / n$ after $\left(4 / \boldsymbol{p}_{i}\right) \mathrm{e}^{4} \varepsilon^{2} \ln (n) \in \mathrm{O}\left(\left(1 / \boldsymbol{p}_{i}\right) \log (n)\right)$ iterations. Further, via a union bound (Theorem 2.17) over all $n$ frequencies, the probability of any such frequency not being updated to $1-1 / n$ after $\mathrm{O}\left(\left(1 / \boldsymbol{p}_{i}\right) \log (n)\right)$ iterations is at most $n^{1-\varepsilon^{2} / 3} \leq n^{-47}$, as $\varepsilon>12$. Hence, with high probability, all frequencies will be set to $1-1 / n$.

For the first part of this proof, that is, assuming that no frequency is at $1 / n$, and taking together the results of all frequencies being updated to $1-1 / n$, each in time $\mathrm{O}\left(\left(1 / \boldsymbol{p}_{i}\right) \log (n)\right)=\mathrm{O}(\log (n))$, and assuming that no frequency at $1 / 2$ or $1-1 / n$ decreases, all with high probability, yields that all frequencies reach $1-1 / n$ within $\mathrm{O}(n \log (n))$ iterations. Then the optimum is sampled with probability $(1-1 / n)^{n} \geq 1 /(2 \mathrm{e}) \in \Omega(1)$ according to Theorem 2.22 , that is, with constant probability. Hence, we have to wait $\mathrm{O}(\log (n))$ additional iterations in order to sample the optimum with high probability.

Expected run time. For the second part of this proof, that is, for the expected run time, we are left to bound the expected time if a frequency decreases during the initial $\mathrm{O}(n \log (n))$ iterations, which only happens with a probability of $\mathrm{O}\left(n^{-\varepsilon^{\prime}}\right)$, where $\varepsilon^{\prime}>2$, as we discussed at the beginning of the first part. Due to Corollary 10.3, during $t \in \mathbf{N}^{+}$iterations and considering an interval of length $t^{\prime} \leq t$, no frequency decreases with a probability of at least $1-t^{\prime} n^{1-\varepsilon / 3} \log _{2}(t)$. By assuming $t \leq n^{2 n}$ and $t^{\prime} \in \Theta\left(n^{2} \log (n)\right)$, with high probability, no frequency decreases during such an interval, as $\varepsilon>12$.

By using the result calculated in the first part, we see that a leftmost frequency $\boldsymbol{p}_{i}$ at $1 / n$ is increased to during $\mathrm{O}\left(\left(1 / \boldsymbol{p}_{i}\right) \log (n)\right)=\mathrm{O}(n \log (n))$ iterations
with high probability. Thus, overall, the sig-cGA finds the optimum during an interval of length $t^{\prime} \in \Theta\left(n^{2} \log (n)\right)$ with high probability, as $n$ frequencies need to be increased to $1-1 / n$. We pessimistically assume that the optimum is only found with a probability of at least $1 / 2$ during $t^{\prime}$ iterations. Hence, the expected run time in this case is $2 t^{\prime} \in \Theta\left(t^{\prime}\right)$.

Last, we assume that we did not find the optimum during $n^{2 n}$ iterations, which only happens with a probability of at most $2^{-n^{2 n} / t^{\prime}}$. Then, the expected run time is at most $n^{n}$ by pessimistically assuming that all frequencies are at $1 / n$.

Combining all of the three different regimes we just discussed, we see that there is a constant $c>0$ we can upper bound the expected run time by

$$
c n \log (n)+c n^{-\varepsilon^{\prime}} \cdot t^{\prime}+2^{-n^{2 n} / t^{\prime}} \cdot n^{n} \in \mathrm{O}(n \log (n)),
$$

which concludes the proof.
The proof of Theorem 10.5 shows us that the sig-cGA rapidly makes progress when optimizing LeadingOnes. In fact, after $\mathrm{O}(i \log (n))$ iterations, with $i \in$ [ $n$ ], the sig-cGA finds a solution with fitness $i$ with high probability and in expectation. Thus, from a fixed-budget perspective, the sig-cGA performs very well on LeadingOnes.

The reason that the sig-cGA optimizes LeadingOnes so quickly is that the probability of saving a 1 at position $i$ is increased by a constant factor once all frequencies at positions less than $i$ are at $1-1 / n$. This boost is a result of position $i$ being the most relevant position for selection, assuming that all bits at positions less than $i$ are 1 .

BinVal A very similar boost in relevance occurs when considering the function BinVal, which returns the bit value of a bit string. Formally, BinVal is defined as

$$
\operatorname{BINVAL}(\boldsymbol{x})=\sum_{i=1}^{n} 2^{n-i} \boldsymbol{x}_{i}
$$

Note that the most significant bit is the leftmost.
BinVal imposes a lexicographic order from left to right on a bit string $\boldsymbol{x}$, since a bit $\boldsymbol{x}_{i}$ has a greater weight than the sum of all weights at positions greater than $i$. This is similar to LeadingOnes. The main difference is that, for BinVal, a position $i$ can also be relevant for selection when bits at positions less than $i$
are 0 . More formally, for LeadingOnes, position $i$ is only relevant for selection when all of the bits at positions less than $i$ are 1 , whereas position $i$ is relevant for selection for BINVAL when all the bits at positions less than $i$ are the same. With this insight, we can adapt the proof of Theorem 10.5 for BINVAL and get the following corollary.

- Corollary 10.6. Consider the sig-cGA (Algorithm 2) with $\varepsilon>12$ being a constant. Its run time on BinVal is $\mathrm{O}(n \log (n))$ with high probability and in expectation.

Proof. We can use the same arguments as in the proof of Theorem 10.5. The only difference is in how we define the event $A$ that position $i \in[n]$, which is the leftmost position not at $1-1 / n$, is not relevant for selection. As described above, let $A$ denote the event that there exists a position $j \in[i-1]$ such that, for the two offspring $\boldsymbol{x}$ and $\boldsymbol{y}$ sampled during the iteration we consider, $\boldsymbol{x}_{i} \neq \boldsymbol{y}_{i}$ holds. Further, let $O$ denote again the event that we save a 1 this iteration. We see that the following equation also holds for BinVal:

$$
\operatorname{Pr}[O]=\operatorname{Pr}[A] \cdot \boldsymbol{p}_{i}+\operatorname{Pr}[\bar{A}] \cdot\left(1-\boldsymbol{p}_{i}^{2}\right) .
$$

Again, according to Lemma 10.4, we get a lower bound for $\operatorname{Pr}[O]$ if we get a lower bound for $\operatorname{Pr}[\bar{A}]$. The event $\bar{A}$ occurs if all the bits sampled at positions in $[i-1]$ have the same value. Thus, a subset of this event is that all of the bits sampled at positions in $[i-1]$ are 1 , which yields that

$$
\operatorname{Pr}[\bar{A}] \geq\left(1-\frac{1}{n}\right)^{2(i-1)}
$$

This probability is minimized by choosing $i=n$. Hence, we get $\operatorname{Pr}[\bar{A}] \geq \mathrm{e}^{-2}$, which is the same lower bound for $\bar{A}$ as in the proof of Theorem 10.5 .

Since this is the only part of the proof where the fitness function comes into play, the remaining proof is identical to the proof of Theorem 10.5.

BinVal is often considered one extremal case of the class of linear functions, as its weights impose a lexicographic order on the bit positions. The other extreme is OneMax, where all weights are identical and basically no order among the positions exists. Combining the result of Corollary 10.6 with the result of Theorem 10.8, which we prove in the next section, we see that the
sig-cGA optimizes both functions in $\mathrm{O}(n \log (n))$. It remains an open question whether the sig-cGA is capable of optimizing any linear function in that time, a feat that the $(1+1)$ EA, a classical EAs, is known to be capable of [DJW02]. Contrary to that, it was proven for the cGA, which is an EDA, that it performs worse on BinVal than on Onemax [Dro06]. Especially, Witt [Wit18] recently proved a bound of $\Omega\left(n^{2}\right)$ for the cGA without a margin on LeadingOnes. Thus, a uniform performance on the class of linear functions would be a great feat for an EDA.

We would like to note that the result of Droste [Dro06] considered the cGA without a margin, that is, the frequencies could reach values of 0 . Once this is the case, the algorithm is stuck (as it only samples 0 at this position) and the optimization fails. It is unknown up to date whether the cGA still performs worse on BinVal when the frequencies are bound to the interval $[1 / n, 1-1 / n]$. However, the main idea of Droste's proof that frequencies drop very low remains. Thus, if sufficiently many frequencies were to drop to $1 / n$, the cGA would still perform badly on BinVal. Note that this is exactly the problem that the sig-cGA circumvents with its update rule, resulting in its run time of $\mathrm{O}(n \log (n))$.

## OneMax

For our next result, we make use of the following lemma based on a well-known estimate of binomial coefficients close to the center. A proof was given by, for example, Doerr and Winzen [DW14b]. We use it to show how likely it is that two individuals sampled from the sig-cGA have the same Onemax value.

Lemma 10.7 ([DW14b, Lemma 8]). For $c \in \Theta(1), \ell \in \mathbf{N}^{+}$, let $k \in[\ell / 2 \pm c \sqrt{\ell}]$ and let $X \sim \operatorname{Bin}(1 / 2, \ell)$. Then $\operatorname{Pr}[X=k] \in \Omega(1 / \sqrt{\ell})$.

The next theorem shows that the sig-cGA is also able to optimize OneMax within the same asymptotic time like many other EAs. For the proof, we show that during all of the $\mathrm{O}(n \log (n))$ iterations, each position can become relevant for selection with a decent probability of $\Omega(1 / \sqrt{n})$. In contrast to LeadingOnes, there is no sudden change in the probability that 1 s are saved. Thus, it takes $\mathrm{O}(n \log (n))$ iterations to set a frequency to $1-1 / n$. However, this is done for all frequencies in parallel. Thus, the overall run time remains $\mathrm{O}(n \log (n))$.

- Theorem 10.8. Consider the sig-cGA with $\varepsilon>12$ being a constant. Its run time on OneMax is $\mathrm{O}(n \log (n))$ with high probability and in expectation.

Proof. We first show that the run time holds with high probability. Then we prove the expected run time.

Run time with high probability. We consider the first $\mathrm{O}(n \log (n))$ iterations and condition on the event that no frequency decreases during that time. This can be argued in the same way as at the beginning in the proof of Theorem 10.5.

The main idea now is to show that, for any frequency at $1 / 2, \mathrm{O}(n \log (n))$ iterations are enough in order to detect a significance in 1s. This happens in parallel for all frequencies. For our argument to hold, it is only important that all the other frequencies are at $1 / 2$ or $1-1 / n$, which we condition on.

Similar to the proof of Theorem 10.5, when proving the expected run time, we use that if all frequencies start at $1 / n$, they are set to $1-1 / n$ with high probability within $\mathrm{O}\left(n^{2} \log (n)\right)$ iterations in parallel. Thus, we combine both cases in the following.

Let $s \in\{1 / 2,1 / n\}$ denote the starting value of a frequency. Formally, during any of the $\mathrm{O}((n / s) \log (n))$ iterations, let $\ell \in[n]$ denote the number of frequencies at $s$. Then $n-\ell$ frequencies are at $1-1 / n$. Further, consider a position $i \in[n]$ with $\boldsymbol{p}_{i}=s$. We show that such a position will sample 1 s significantly more often than the hypothesis by a factor of $\Theta(1 / \sqrt{\ell})$. Then $\boldsymbol{p}_{i}$ will be updated to $1-1 / n$ within $\mathrm{O}((\ell / s) \log (n))$ iterations.

In order to show that 1 s are significantly more often saved than assumed, we proceed as follows: we consider that all bits but bit $i$ of both offspring during any iteration have been sampled. If the number of 1 s of both offspring differs by more than one, bit $i$ cannot change the outcome of the selection process - bit $i$ will be 1 with probability $\boldsymbol{p}_{i}$. However, if the number of 1 s differs by at most one, then the outcome of bit $i$ in both offspring has an influence on whether a 1 is saved or not - this introduces a bias toward saving a significant amount of 1s.

Let $O$ denote the event to save a 1 at position $i$ this iteration, and let $A$ denote the event that the numbers of 1 s (excluding position $i$ ) of both offspring differ by at least two during that iteration. Then the probability to save a 1 , conditional on $A$, is $\boldsymbol{p}_{i}$.

In the case of $\bar{A}$, we make a case distinction with respect to the absolute difference of the number of 1 s of both offspring, excluding position $i$. If the difference is zero, then a 1 will be saved if not both offspring sample a 0 , which happens with probability $1-\boldsymbol{p}_{i}^{2}$. If the absolute difference is one, then a 1 will be saved if the winner (with respect to all bits but bit $i$ ) samples a 1 (with
probability $\boldsymbol{p}_{\boldsymbol{i}}$ ) or if it samples a 0 , the loser samples a 1 , and the loser is chosen during selection, which happens with probability $(1 / 2) \boldsymbol{p}_{i}\left(1-\boldsymbol{p}_{i}\right) \geq(1 / 4) \boldsymbol{p}_{i}$. Overall, the probability that a 1 is saved is at least $\boldsymbol{p}_{i}+(1 / 4) \boldsymbol{p}_{i}=(5 / 4) \boldsymbol{p}_{i}$ in the case of $\bar{A}$, as this is less than $1-\boldsymbol{p}_{i}^{2}$ for $\boldsymbol{p}_{i} \in\{1 / 2,1 / n\}$.

Combining both cases and using Theorem 2.1, we see that

$$
\operatorname{Pr}[O] \geq \operatorname{Pr}[A] \cdot \boldsymbol{p}_{i}+\operatorname{Pr}[\bar{A}] \cdot \frac{5}{4} \boldsymbol{p}_{i}
$$

which we lower-bound by determining a lower bound for $\operatorname{Pr}[\bar{A}]$, according to Lemma 10.4.

With respect to $\operatorname{Pr}[\bar{A}]$, we first note that the probability of all $n-\ell$ frequencies at $1-1 / n$ sampling a 1 for both offspring is $(1-1 / n)^{2(n-\ell)} \geq \mathrm{e}^{-2}$, as $n-\ell \leq n-1$. Similarly, all frequencies at $1 / n$ (but $\boldsymbol{p}_{i}$ ) will sample a 0 for both offspring with a probability of at least $(1-1 / n)^{2(n-1)} \geq \mathrm{e}^{-2}$, too.

Now we only consider the difference of 1 s sampled with respect to $\ell^{\prime} \leq \ell-1$ (for $\ell \geq 2$ ) positions with frequencies at $1 / 2$, that is, all remaining positions but $i$ we did not consider so far. Since all of these frequencies are at $1 / 2$, the expected number of 1 s is $\ell^{\prime} / 2$. Due to Theorem 10.1 (or, alternatively, Chebyshev's inequality), the probability of deviating from this value by more than $\sqrt{\ell^{\prime} / 2}$ is at most a constant $c<1$. Conditional on sampling a number of 1 s in the range of $\ell^{\prime} / 2 \pm \sqrt{\ell^{\prime} / 2}$, the probability to sample $k \in\left[\ell^{\prime} / 2-\sqrt{\ell^{\prime} / 2} . . \ell^{\prime} / 2+\sqrt{\ell^{\prime} / 2}\right] 1 \mathrm{~s}$ is, due to Lemma 10.7, $\Omega\left(1 / \sqrt{\ell^{\prime}}\right)$, since all $\ell^{\prime}$ frequencies are at $1 / 2$. Thus, by the law of total probability (Theorem 2.1), the probability that both offspring have the same number of 1 s or differ only by one, that is, $\operatorname{Pr}[\bar{A}]$, is, for a constant $d>0$, at least $d / \sqrt{\ell^{\prime}}$. Hence, we get, for a sufficiently small constant $d^{\prime}>0$, factoring in the probability of $1-c$ of the number of 1 s being concentrated around $\ell^{\prime} / 2$ and the remaining $n-\ell$ positions only sampling 1 s , that

$$
\begin{aligned}
\operatorname{Pr}[O] & \geq\left(1-\mathrm{e}^{-4}(1-c) \frac{d}{\sqrt{\ell^{\prime}}}\right) \cdot \boldsymbol{p}_{i}+\mathrm{e}^{-4}(1-c) \frac{d}{\sqrt{\ell^{\prime}}} \cdot \frac{5}{4} \boldsymbol{p}_{i} \\
& \geq\left(1+\frac{d^{\prime}}{\sqrt{\ell}}\right) \boldsymbol{p}_{i} .
\end{aligned}
$$

This means that the sig-cGA expects 1 s to occur with probability $\boldsymbol{p}_{i}$, but they occur with a probability of at least $\left(1+d^{\prime} / \sqrt{\ell}\right) \boldsymbol{p}_{i}$. Note that for the case $\ell=1$, that is, $\ell^{\prime}=0$, conditional on the remaining $n-\ell$ positions only sampling 1 s ,
we have $\operatorname{Pr}[\bar{A}]=1$ and hence $\operatorname{Pr}[O] \geq\left(1-\mathrm{e}^{-2}\right) \cdot \boldsymbol{p}_{i}+\mathrm{e}^{-2} \cdot(5 / 4) \boldsymbol{p}_{i}$. Thus, we use $\left(1+d^{\prime} / \sqrt{\ell}\right) \boldsymbol{p}_{i}$ as a lower bound for $\operatorname{Pr}[O]$ in all cases for $\ell$, for an appropriately chosen $d^{\prime}$.

Analogous to the proof of Theorem 10.5, let $X \sim \operatorname{Bin}\left(k,\left(1+d^{\prime} / \sqrt{\ell}\right) \boldsymbol{p}_{i}\right)$ denote a random variable that is stochastically dominated by the real process of saving 1 s at position $i$. We bound the probability of not detecting a significance of 1 s after $k$ iterations, that is,

$$
\operatorname{Pr}\left[X<k \boldsymbol{p}_{i}+s\left(\varepsilon, k \boldsymbol{p}_{i}\right)\right] \leq \operatorname{Pr}\left[X \leq \mathrm{E}[X]-\left(\frac{k d^{\prime}}{\sqrt{\ell}} \boldsymbol{p}_{i}-s\left(\varepsilon, k \boldsymbol{p}_{i}\right)\right)\right]
$$

Let $k \geq 4\left(\varepsilon^{2} / d^{\prime 2}\right)\left(\ell / \boldsymbol{p}_{i}\right) \ln (n)$. Then $\left(k d^{\prime} / \sqrt{\ell}\right) \boldsymbol{p}_{i}-s\left(\varepsilon, k \boldsymbol{p}_{i}\right) \geq\left(k d^{\prime} /(2 \sqrt{\ell})\right) \boldsymbol{p}_{i}=: \lambda$. By noting that $\operatorname{Var}[X]=k \boldsymbol{p}_{i}\left(1-\boldsymbol{p}_{i}\right) \geq \lambda$ for $d^{\prime}$ sufficiently small and, thus, $\lambda^{2} / \operatorname{Var}[X] \leq \lambda$, we get by applying Theorem 10.1 and using $\operatorname{Var}[X] \leq k \boldsymbol{p}_{i}$, that

$$
\begin{aligned}
\operatorname{Pr}\left[X<k \boldsymbol{p}_{i}+s\left(\varepsilon, k \boldsymbol{p}_{i}\right)\right] & \leq \operatorname{Pr}\left[X \leq \mathrm{E}[X]-\frac{k d^{\prime}}{2 \sqrt{\ell}} \boldsymbol{p}_{i}\right] \\
& \leq \mathrm{e}^{-\frac{1}{3} \cdot \frac{k^{2} d^{\prime 2} \boldsymbol{p}_{i}^{2}}{4 \ell k \boldsymbol{p}_{i}}} \\
& =\mathrm{e}^{-\frac{1}{3} \cdot \frac{k d^{\prime 2}}{4 \ell} \boldsymbol{p}_{i}} \\
& \leq \mathrm{e}^{-\frac{1}{3} \varepsilon^{2} \ln (n)} \\
& =n^{-\frac{1}{3} \varepsilon^{2}}
\end{aligned}
$$

Thus, with a probability of at least $1-n^{-\varepsilon^{2} / 3}$, frequency $\boldsymbol{p}_{i}$ is set to $1-1 / n$ after $4\left(\varepsilon^{2} / d^{2}\right)\left(\ell / \boldsymbol{p}_{i}\right) \ln (n) \in \mathrm{O}\left(\left(\ell / \boldsymbol{p}_{i}\right) \log (n)\right)$ iterations. Further, via a union bound over all $n$ frequencies, the probability of any such frequency not being updated to $1-1 / n$ after $\mathrm{O}\left(\left(\ell / \boldsymbol{p}_{i}\right) \log (n)\right)$ iterations is at most $n^{1-\varepsilon^{2} / 3} \leq n^{-47}$, as $\varepsilon>12$. Hence, with high probability, all frequencies are set to $1-1 / n$.

Since our argument for position $i$ was made for an arbitrary $i$ and independent of the other positions, and since all $n$ frequencies start at $1 / 2$ (that is, $\ell=n$ ), we have to wait at $\operatorname{most} \mathrm{O}(n \log (n))$ iterations until all frequencies are set to $1-1 / n$ with high probability. Then, with a probability of at least $(1-1 / n)^{n} \geq 1 /(2 \mathrm{e}) \in$ $\Omega(1)$, the optimum is sampled. Hence, after $\mathrm{O}(\log (n))$ additional iterations, the optimum is sampled with high probability.

Expected run time. The expected run time can be proven similarly as argued
in the second part of the proof of Theorem 10.5. The main difference here is that, assuming all frequencies are at $1 / n$, with high probability, all frequencies will increase during $\mathrm{O}\left(n^{2} \log (n)\right)$ iterations (in parallel, not sequentially), as we just discussed. Further, since $\varepsilon>12$, no frequency will decrease during an interval of such length with high probability.

Note that although the expected run time of the sig-cGA is asymptotically the same on LeadingOnes and Onemax, the reason is quite different: for LeadingOnes, the sig-cGA sets its frequencies quickly consecutively to $1-1 / n$, as it only needs $\mathrm{O}(\log (n))$ iterations per frequency in expectation. This is due to the bias for saving 1 s being very large (constant, in fact) when all frequencies to the left are at $1-1 / n$, that is, when it is very likely that bit $i$ is relevant for selection. In Section 6.4.1, we exploited this fact in the analysis (and design) of the scGA heavily, which is why it, too, has an expected run time of $\mathrm{O}(n \log (n))$ on LeadingOnes. However, when not all frequencies to the left of a position are at $1-1 / n$, the bias is almost negligible, as it is necessary that bits sampled with frequencies of at most $1 / 2$ have to sample the same value. Thus, in this case, the probability of this happening declines exponentially in the number of frequencies to the left not being at $1-1 / n$.

For Onemax, the situation is different. The bias in selection only gets strong (that is, increases by a constant additive term) when a constant number of frequencies is left at $1 / 2$ and has not reached $1-1 / n$. More general, when $\ell$ frequencies are still at $1 / 2$, the bias only adds a term of roughly $1 / \sqrt{\ell}$. Thus, it takes longer in expectation in order to detect a significance for a position. However, the bias is constantly there and, even for $\ell=n$, very large when compared to the bias for LeadingOnes for a position whose frequencies to the left are not all at $1-1 / n$. Hence, for OneMax, the frequencies can be increased in parallel. This is the major difference to LeadingOnes, where the frequencies are increased sequentially.

### 10.4 Run Time Analysis for the scGA

Being the closest competitor to the sig-cGA in that it also optimizes LeadingOnes in $\mathrm{O}(n \log (n))$ in expectation is the scGA, which we introduced in Section 6.4.1. Recall that the scGA has two additional parameters to the cGA: the bias $\sigma$, which makes sure that frequencies are more likely to move toward $1 / 2$, and the confi-
dence border $d$, which is sufficient in order to set a frequency to $1-1 / n$ (and $1-d$ for $1 / n$, conversely).

The intention of the scGA is that each frequency stays around $1 / 2$ as long as there is no strong bias toward either bit value for its respective position. Once the bias is strong enough, the algorithm is willing to fix the bits for that position. While this approach works well when there is a strong bias in a position (as in LeadingOnes; Corollary 6.16), it fails when the bias is only weak (as in OneMax; Theorem 10.9).

We prove that the scGA is not able to optimize OneMAx as fast as the sig-cGA, as it is not able to detect the comparably small bias of $1 / \sqrt{n}$ for OneMax when compared to the strong bias of $\Theta(1)$ for LeadingOnes for a frequency whose frequencies to the left are at $1-1 / n$. Note that the assumptions in Theorem 10.9 for $\rho$ and $d$ are the same as the ones made in Corollary 6.16 in order to prove the expected run time of $\mathrm{O}(n \log (n))$ of the scGA on LeadingOnes.

- Theorem 10.9. Let $\alpha, c>0$ be constants, and let $\beta \in \Omega(1)$ be sufficiently large. Consider the scGA with $K=\alpha / \sigma \geq \beta \ln (n)$, and $1 / 2<d \leq 5 / 6$ being a constant. Its run time on Onemax is at least $2^{c \min \{n, K\}}$ in expectation and with high probability.

Proof. We only show that the run time is at least $2^{c \min \{n, K\}}$ with high probability. The statement for the expected run time follows by lower-bounding the terms that occur with a probability of o(1) with 0 .

We first prove the bound of $2^{c K}$. We do so by showing that each frequency stays in the non-empty interval $(1-d, d) \subset[1 / 6,5 / 6]$ with high probability. Although Onemax introduces a bias into updating a frequency, it is too tiny in order to compensate the strong drift toward $1 / 2$ in the update. This proof is very similar to the one of Theorem 6.15.

We lower-bound the expected time it takes the scGA to optimize Onemax by upper-bounding the probability it takes a single frequency to leave the interval $(1-d, d)$. Thus, we condition during the entire proof implicitly on the event that all frequencies are in the interval $(1-d, d)$. Note that, in this scenario, the probability to sample the optimum during an iteration is at most $(5 / 6)^{n}$, which is exponentially small, even for a polynomial number of iterations.

Consider an index $i \in[n]$ with $\boldsymbol{p}_{i} \in(1-d, d)$. We only upper-bound the probability it takes $\boldsymbol{p}_{i}$ to reach $d$. Note that the probability of $\boldsymbol{p}_{i}$ reaching $1-d$ is at most that large, as OneMax introduces a bias for 1 s into the selection
process. Hence, we could argue optimistically for $\boldsymbol{p}_{i}$ reaching $1-d$ as we do for $\boldsymbol{p}_{i}$ reaching $d$ by swapping 1 s for 0 s and considering $1-\boldsymbol{p}_{i}$ instead.

Let $T$ denote the first point in time $t \in \mathrm{~N}$ such that $\boldsymbol{p}_{i}^{(t)} \geq d$. We aim at applying Theorem 3.22 and show that it is unlikely for $\boldsymbol{p}_{i}$ to reach $d$ within $2^{c K}$ iterations. Hence, we consider the process $\left(X_{t}\right)_{t \in \mathrm{~N}}$ with $X_{t}:=\left(1-\boldsymbol{p}_{i}^{(t)}\right) K$. Note that at the beginning, $\boldsymbol{p}_{i}$ is at $1 / 2$, that is, $X_{0}=K / 2$. We stop once $\boldsymbol{p}_{i}^{(t)} \geq d$, which is equivalent to $X_{t} \leq(1-d) K$. Thus, we consider an interval of length $\ell:=K / 2-(1-d) K=(d-1 / 2) K \in \Theta(K)$, as $d>1 / 2$ is a constant.

We now argue how an update to $\boldsymbol{p}_{i}$ is performed in order to estimate its expected value after an update, which is necessary in order to apply Theorem 3.22. Consider, similar to the proof of Theorem 10.8, that the bits of both offspring $\boldsymbol{x}$ and $\boldsymbol{y}$ for all positions but position $i$ have been determined. If the difference of the number of 1 s of both offspring without position $i$ is at least 2 , then the outcome of neither $\boldsymbol{x}_{i}$ nor $\boldsymbol{y}_{i}$ can change the outcome of the selection process. Thus, $\boldsymbol{p}_{i}$ increases with probability $\boldsymbol{p}_{i}\left(1-\boldsymbol{p}_{i}\right)$, as the winner offspring needs to sample a 1 and the loser a 0 . Analogously, in this case, the probability that $\boldsymbol{p}_{i}$ decreases is $\boldsymbol{p}_{i}\left(1-\boldsymbol{p}_{i}\right)$, too.

If the difference of the number of 1 s of both offspring without position $i$ is one, then, in order to increase $\boldsymbol{p}_{i}$, the winner (with respect to all bits but bit $i$ ) needs to sample a 1 and the loser a 0 , or the winner needs to sample a 0 , the loser a 1 , and the loser wins. The first case has a probability of $\boldsymbol{p}_{i}\left(1-\boldsymbol{p}_{i}\right)$, the second of $(1 / 2) \boldsymbol{p}_{i}\left(1-\boldsymbol{p}_{i}\right)$, due to the uniform selection when the offspring have equal fitness. In order to decrease $\boldsymbol{p}_{i}$, the winner needs to sample a 0 , the loser a 1 , and the winner has to win, which has a probability of $(1 / 2) \boldsymbol{p}_{i}\left(1-\boldsymbol{p}_{i}\right)$.

If the difference of the number of 1 s of both offspring without position $i$ is zero, then $\boldsymbol{p}_{i}$ is increased if any offspring samples a 1 and the other samples a 0 . This has probability $2 \boldsymbol{p}_{i}\left(1-\boldsymbol{p}_{i}\right)$. In this case, it is not possible that $\boldsymbol{p}_{i}$ is decreased.

In order to estimate the probabilities of when $\boldsymbol{p}_{i}$ increases or decreases, we need to estimate the probabilities that the number of 1 s of both offspring differ by at least two, differ by exactly one, and differ by exactly zero. Let $q_{1}$ denote the probability that this difference is one, and let $q_{0}$ denote the probability that the difference is zero. We now bound these probabilities.

Assume that offspring $x$ has $k 1 \mathrm{~s}$, where $k \in[0 . . n-1]$, since we assume that bit $i$ has not been sampled yet. For $q_{0}$, the offspring $\boldsymbol{y}$ needs to sample $k 1 \mathrm{~s}$ as well, and for $q_{1}, \boldsymbol{y}$ needs to sample $k-1$ or $k+11$ s (such that the result is still in $[0 . . n-1]$ ). Due to Lemma 9.2, the probability for $\boldsymbol{y}$ to have
this many 1 s is $\mathrm{O}(1 / \sqrt{n})$, as we assume that all frequencies are in the interval $(1-d, d) \subset[1 / 6,5 / 6]$. Hence, by the law of total probability (Theorem 2.1), we get $q_{0} \in \mathrm{O}(1 / \sqrt{n})$ and $q_{1} \in \mathrm{O}(1 / \sqrt{n})$ and, thus, there is a constant $\gamma>0$ such that $q_{0} \leq \gamma / \sqrt{n}$ and $q_{1} \leq \gamma / \sqrt{n}$.

We now consider the drift of $X$ in any iteration $t \in \mathbf{N}$ such that $1 / 2<\boldsymbol{p}_{i}^{(t)}<d$, that is, we show that condition (a) of Theorem 3.22 holds. If $\boldsymbol{p}_{i}^{(t)}$ increases, it changes by $1 / K$, and if it decreases, it changes by $1 / K+\sigma$.

$$
\begin{aligned}
\mathrm{E} & {\left[X_{t+1}-X_{t} \mid \boldsymbol{p}_{i}^{(t)}\right] } \\
= & K \cdot \mathrm{E}\left[\boldsymbol{p}_{i}^{(t)}-\boldsymbol{p}_{i}^{(t+1)} \mid \boldsymbol{p}_{i}^{(t)}\right] \\
= & K\left(\left(\frac{1}{K}+\sigma\right)\left(\left(1-q_{0}-q_{1}\right) \boldsymbol{p}_{i}^{(t)}\left(1-\boldsymbol{p}_{i}^{(t)}\right)+q_{1} \cdot \frac{1}{2} \boldsymbol{p}_{i}^{(t)}\left(1-\boldsymbol{p}_{i}^{(t)}\right)\right)\right. \\
& \left.\quad-\frac{1}{K}\left(\left(1-q_{0}-q_{1}\right) \boldsymbol{p}_{i}^{(t)}\left(1-\boldsymbol{p}_{i}^{(t)}\right)+q_{1} \cdot \frac{3}{2} \boldsymbol{p}_{i}^{(t)}\left(1-\boldsymbol{p}_{i}^{(t)}\right)+q_{0} \cdot 2 \boldsymbol{p}_{i}^{(t)}\left(1-\boldsymbol{p}_{i}^{(t)}\right)\right)\right) \\
= & K \boldsymbol{p}_{i}^{(t)}\left(1-\boldsymbol{p}_{i}^{(t)}\right)\left(\left(\frac{1}{K}+\sigma\right)\left(1-q_{0}-\frac{1}{2} q_{1}\right)-\frac{1}{K}\left(1+q_{0}+\frac{1}{2} q_{1}\right)\right) \\
= & K \boldsymbol{p}_{i}^{(t)}\left(1-\boldsymbol{p}_{i}^{(t)}\right)\left(\frac{1}{K}\left(-2 q_{0}-q_{1}\right)+\sigma\left(1-q_{0}-\frac{1}{2} q_{1}\right)\right) .
\end{aligned}
$$

For the negative terms with factor $\sigma$, by using that $\sigma=\alpha / K$ and by applying the bounds on $q_{0}$ and $q_{1}$, we get

$$
\begin{aligned}
\mathrm{E}\left[X_{t+1}-X_{t} \mid \boldsymbol{p}_{i}^{(t)}\right] & \geq K \boldsymbol{p}_{i}^{(t)}\left(1-\boldsymbol{p}_{i}^{(t)}\right)\left(\frac{\alpha}{K}-\frac{1}{K}\left((2+\alpha) q_{0}+\left(1+\frac{\alpha}{2}\right) q_{1}\right)\right) \\
& \geq \boldsymbol{p}_{i}^{(t)}\left(1-\boldsymbol{p}_{i}^{(t)}\right)\left(\alpha-(3+2 \alpha) \frac{\gamma}{\sqrt{n}}\right) .
\end{aligned}
$$

Due to $\alpha \in \Theta(1)$ and $\gamma / \sqrt{n} \in \mathrm{o}(1)$, there is a sufficiently small constant $\beta>0$ such that $\alpha-(3+2 \alpha) \gamma / \sqrt{n} \geq \beta$. Thus, we get

$$
\begin{aligned}
\mathrm{E}\left[X_{t+1}-X_{t} \mid \boldsymbol{p}_{i}^{(t)}\right] & \geq \beta \boldsymbol{p}_{i}^{(t)}\left(1-\boldsymbol{p}_{i}^{(t)}\right) \\
& \geq \beta \cdot \frac{1}{6} \cdot \frac{5}{6}
\end{aligned}
$$

which is constant.
We now show that condition (b) of Theorem 3.22 holds. Hence, assume an iteration $t \in \mathrm{~N}$ such that $X_{t}>(1-d) K$, which is equivalent to $\boldsymbol{p}_{i}^{(t)}<d$. Since the step size of the scGA is independent of the fitness function, we can use the same arguments as in the proof of Theorem 6.15. Thus, we define $r(\ell)=1+\alpha$ and $\delta=(1+\alpha)^{1 /(1+\alpha)}-1>0$. Note that $1 \leq r(\ell) \in \mathrm{o}(\ell / \log (\ell))=\mathrm{o}(K / \log (K))$ holds, as $K \in \omega(1)$. Since $\boldsymbol{p}_{i}^{(t)}$ can change by at most $1 / K+\sigma$, the value $X_{t}$ can change by at most $1+\alpha$. Thus, we only need to bound $\operatorname{Pr}\left[\left|X_{t+1}-X_{t}\right| \geq j \mid \boldsymbol{p}_{i}^{(t)}\right]$ for $j \in[0 . .1+\alpha]$. For all of these cases, $r(\ell) /\left((1+\delta)^{j}\right) \geq 1$. For $j>1+\alpha$, the probability of a change is 0 . Thus, condition (b) holds for all $j \in \mathrm{~N}$.

Overall, by applying Theorem 3.22 and since $\ell \in \Theta(K)$ and $K \geq \beta \ln (n)$ for a sufficiently large value $\beta$, there are constants $c_{1}, c_{2}, c_{3}>0$ such that

$$
\begin{aligned}
\operatorname{Pr}\left[T \leq 2^{\frac{c_{1} \ell}{r(t)}}\right] & =\operatorname{Pr}\left[T \leq 2^{c K}\right] \\
& \leq 2^{-c_{2} K} \\
& \leq \frac{1}{n^{c_{3}+1}}
\end{aligned}
$$

Thus, with a probability of at most $n^{-\left(c_{3}+1\right)}$, the frequency $\boldsymbol{p}_{i}$ reaches $d$ within $2^{c K}$ iterations. Via a union bound (Theorem 2.17), the probability of at least one frequency reaching $d$ within $2^{c K}$ iterations is at most $n^{-c_{3}}$. Consequently, with high probability, no frequency reaches $d$ within $2^{c K}$ iterations. Since the probability to sample the optimum during any of these iterations is at most $(5 / 6)^{n}$, as discussed at the beginning of the proof, the optimum is not sampled within $2^{c K}$ iterations with subconstant probability if $2^{c K} \in \mathrm{o}\left((5 / 6)^{n}\right)$. Hence, the unconditional probabilities remain asymptotically the same.

If $2^{c K} \in \Omega\left((5 / 6)^{n}\right)$, we choose $2^{c n}$ as a run time bound instead. This concludes the proof.

### 10.5 Conclusions

We introduced a new algorithm - the sig-cGA - that is able to optimize both Onemax and LeadingOnes in time $\mathrm{O}(n \log (n))$ with high probability and in expectation, which is the first result of this kind for an EDA or even an EA. The sig-cGA achieves these run times by only performing an update to its frequency
vector once it notices a significance in its history of samples. In contrast to that, typical theoretically investigated EDAs or EAs do not save the entire history of samples but only a small part thereof: EAs save some samples in their population whereas EDAs store information implicitly in their frequency vector.

Since it is quite memory-consuming to store all samples seen so far the longer the sig-cGA runs, we proposed a way of efficiently saving all of the necessary information for the algorithm, which is the number of 1 s or 0 s seen so far. Currently, the sig-cGA saves new information every iteration. However, whenever both offspring sample the same value, the algorithm does not learn anything. Thus, an even more memory-efficient approach would be to only save a bit value if the one of the winning offspring differs from the respective bit value of the loser. This is how the cGA actually performs an update. However, since the intention of the sig-cGA is to keep its frequencies as long as possible at $1 / 2$ until it detects a (hopefully correct) significance, this approach reduces the memory necessary only by a constant factor of 2, due to classical Chernoff bounds.

Overall, the sig-cGA trades slightly increased memory (due to its history) for reduced run times, which is appears to be a very good payoff. In this first work, as often in the theory of evolutionary algorithms, we only regarded the two unimodal benchmark functions OneMax and LeadingOnes. Since it has been observed, for example, recently by Doerr et al. [Doe+17], that insights derived from such analyses can lead to wrong conclusions for more difficult functions, an interesting next step would be to analyze the performance of the sig-cGA on objective functions that have true local optima or that have larger plateaus of equal fitness. Two benchmark functions have been suggested in this context, namely jump functions [DJW02], having an easy to reach local optimum with a scalable basin of attraction, and plateau functions [AD18], having a plateau of scalable diameter around the optimum. We are vaguely optimistic that our sig-cGA has a good performance on these as well. We expect that the sig-cGA, as when optimizing OneMax, quickly fixes a large number of bits to the correct value and then, different from classic EAs, profits from the fact that the missing bits are sampled with uniform distribution, leading to a much more efficient exploration of the small subhypercube formed by these undecided bits. Needless to say, transforming this speculation into a formal proof would be a significant step forward to understanding the sig-cGA.

From a broader perspective, our work shows that by taking into account a longer history and only updating the model when the history justifies it, the
performance of a classic EDA can be improved and its usability can be increased (since the difficult choice of the model update strength is now obsolete). An interesting question from this viewpoint would be to what extent similar ideas can be applied to other well-known EDAs.

From a very broad perspective, our work suggests that, generally, EC could profit from enriching the iterative evolutionary process with mechanisms that collect and exploit information over several iterations. So far, such learningbased concepts are rarely used in EC. The only theoretical works in this direction propose a history-based choice of the mutation strength [DDY16a] and analyze hyperheuristics that stick to a chosen subheuristic until its performance over the last $\tau$ iterations ( $\tau$ being a parameter of the algorithms) appears insufficient (see, for example, the work by Doerr et al. [Doe+18] and the references therein).

## 11

## Conclusions \& Outlook

In this thesis, we furthered the theoretical understanding of univariate estimation-of-distribution algorithms in two ways. First, we analyzed structural properties of an important subclass, which we called $n$-Bernoulli- $\lambda$-EDAs and which subsumes all commonly theoretically investigated EDAs. We gave different characterizations of when these algorithms are unbiased with respect to the problem encoding, and we proved that the update process of the probabilistic model, given a constant function, cannot stay close to a uniform distribution (stable) for a long time while also not changing in expectation (balanced).

Second, we analyzed the run times of certain EDAs in noisy and unnoisy scenarios. For the noisy setting, we proved for two algorithms that there exist parameter setups such that the run time of each algorithm scales polynomially in the variance of the noise, which is in contrast to mutation-only EAs, which cannot cope with high noise levels [Fri+17]. For the unnoisy setting, all of our results rely on our prior insight that balanced EDAs are prone to random noise from the sampling process (genetic drift). We proved a lower bound for the UMDA on the benchmark function OneMax by showing that either the genetic drift is too strong and the optimization is slowed down by converging to a wrong probabilistic model, or the impact of the genetic drift is reduced by only allowing small updates to the model which, consequently, slows down the optimization time as well. Further, we proposed two new algorithms that are stable for a longer period than the commonly investigated EDAs and, thus, can handle genetic drift better. We analyzed these algorithms each on OneMax and LeadingOnes and showed that one of them optimizes both in $\mathrm{O}(n \log (n))$, which is the first result of this kind for EDAs and EAs (see Table 10.1), while the other only does so on LeadingOnes and performs badly on OneMax.

Our results suggest the following key insight: different from mutation-only EAs (which usually have a low mutation rate), the frequency vector of a univariate EDA allows for a great initial exploration phase, due to the frequencies all having constant values. The willingness to change a frequency and, thus, the length of this phase is determined by the step size of the algorithm. During this
phase, the algorithm has to pick up the signal from the fitness function in order to optimize it efficiently. However, this process is counteracted by the genetic drift (or other noise). In order to reduce the impact of these wrong signals, the step size can be reduced. This leads to a scenario in which the step size takes two roles, as it determines

1. the willingness to adjust the model and
2. how prone the algorithm is to genetic drift.

These roles are somewhat conflicting, since the step size should not be too small for point 1, but it should not bee too large, due to point 2. This conflict is at the core of all of our run time results, and our analyzes show different methods of how to cope with this behavior. Note that the observation above even holds true for the best algorithm we analyzed - the sig-cGA (Algorithm 2) -, whose parameter $\varepsilon$ directly impacts both points. The main difference of the sig-cGA to the other EDAs is that it reduces the impact of the genetic drift by using data from multiple iterations.

We would like to mention that the dependency between both points is more complicated than we sketched, as the results by Lengler et al. [LSW18] suggest a bimodal behavior in the run time of the cGA on OnEMAX with respect to its step size. The reason for this is that a larger step size (large willingness to adjust the model) also means that a wrong update can be reverted more quickly.

Outlook. Although we went in this thesis into detail about different aspects of EDAs, this research area is still young and there are multiple opportunities for future research that we discuss briefly.

One important area is to expand the run time analysis to more functions than OneMax and LeadingOnes, especially in order to better compare EDAs with EAs, for which far more functions have been analyzed. With respect to upper bounds, canonical candidates are linear functions or the Jump function [DJW02]. Recently, a first step toward this direction has been taken with a result by Hasenöhrl and Sutton [HS18], who analyzed the run time of the cGA on Jump.

Regarding lower run time bounds, mainly OneMax has been analyzed so far (see Table 10.1). Analyzing other functions such as LeadingOnes or BinVal (in the hope that parts from the proofs for OneMax carry over) would be very insightful, especially in order to see if the sig-cGA remains the only EDA with an $\mathrm{O}(n \log (n))$ run time on Onemax that is also able to optimize LeadingOnes
and BinVal in $\mathrm{O}(n \log (n))$. For example, Witt [Wit18] recently showed that the cGA (without a margin) has a run time of $\Omega\left(n^{2}\right)$ on BinVal. Similarly, a general lower bound for unbiased EDAs - at least for the subclass of $\rho$-bounded locally updating $n$-Bernoulli- $\lambda$-EDAs - for OneMax or LeadingOnes would be helpful and result in a more rigorous comparison of EDAs and EAs with univariate variation operators, which have an unbiased black-box complexity of $\Omega(n \log (n))$ [LW12].

Tying in with the last point, combining results for the cGA and the $2-\mathrm{MMAS}_{\mathrm{IB}}$ (which are both $\rho$-bounded and locally updating) would be a major next step in the theory of EDAs, as these two algorithms seem to behave very similarly (see Table 10.1). However, oftentimes only the cGA is analyzed, since its frequencies only take finitely many values. This begs the question whether there is a difference in these algorithms or whether their results can be translated into one another. An extension to this problem would be to combine the results of all EDAs mentioned in Section 4.3. For example, the results by Lengler et al. [LSW18] suggest a bimodal run time behavior of the cGA on OnEMAX, where this suggestion is based on assuming that run time results of the UMDA (namely, the results by Witt [Wit17]) carry over to the cGA.

Further, our results from Chapters 7 and 8 suggest that EDAs are well suited to cope with noise. However, more results are needed in order to make such a general claim. Potential candidates for future research are the UMDA or the sig-cGA.

Last, all theoretical results so far only consider univariate EDAs. Expanding the analysis to multivariate EDAs, which are designed to model dependencies, seems challenging but would greatly advance the theoretical field of EDAs. A starting point could be to analyze multivariate EDAs that model linear dependencies on LeadingOnes, such as the algorithm MIMIC by Bonet et al. [BJV96].
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