
Ecological Modeling of Adaptive Evolutionary 

Responses to Rapid Climate Change 
 
 
 
 
 
 

 

 

Daniel Romero Mujalli 
 
 
 
 
 
 
 

Univ.-Diss. 

 

zur Erlangung des akademischen Grades 

"doctor rerum naturalium" 

(Dr. rer. nat.) 

in der Wissenschaftsdisziplin Evolutionsbiologie 

 

 

 

 

 

 

eingereicht an der 

Mathematisch-Naturwissenschaftlichen Fakultät 

Institut für Biologie und Biochemie 

der Universität Potsdam 

 
 

 

 

 

 

 

 

 

 

 
 

Ort und Tag der Disputation: Potsdam, 3.Juni 2019 
  



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Hauptbetreuer/in: Prof. Dr. Ralph Tiedemann (Universität Potsdam) 
weitere Gutachter: PD Dr Thomas Hovestadt (Universität Würzburg), und 
Prof. Dr. F.J. Weissing (University of Groningen, The Netherlands) 
 
Published online at the 
Institutional Repository of the University of Potsdam: 
https://doi.org/10.25932/publishup-43062 
https://nbn-resolving.org/urn:nbn:de:kobv:517-opus4-430627 



 

 

 

 

 

 

 

 

 

 

 

 

 

A Gisela, Adelis y Gibran 

Con profundo amor y agradecimiento 

 

  



 



1 

 

Table of Contents 

Summary ................................................................................................................................................. 3 

Outline and own contribution .................................................................................................................. 7 

Chapter 1: General Introduction ............................................................................................................ 11 

1.8 Aims of this study.................................................................................................................. 20 

Chapter 2: Individual-based modeling of eco-evolutionary dynamics: state of the art and future 
directions ............................................................................................................................................... 25 

2.1 Abstract ................................................................................................................................. 26 

2.2 Introduction ........................................................................................................................... 27 

2.3 Methods ................................................................................................................................. 30 

2.4 Results ................................................................................................................................... 33 

2.5 Discussion ............................................................................................................................. 42 

2.6 Acknowledgements ............................................................................................................... 47 

2.7 References ............................................................................................................................. 47 

Chapter 3: Elevated mutation rates are unlikely to evolve in sexual species, not even under rapid 
environmental change............................................................................................................................ 57 

3.1 Abstract ................................................................................................................................. 58 

3.2 Introduction ........................................................................................................................... 59 

3.3 Methods ................................................................................................................................. 60 

3.4 Results ................................................................................................................................... 67 

3.5 Discussion ............................................................................................................................. 69 

3.6. Acknowledgements ............................................................................................................... 72 

3.7 References ............................................................................................................................. 72 

Appendix 3A ..................................................................................................................................... 75 

Chapter 4: The role of phenotypic plasticity for adaptation to changing environments under different 
life history strategies ............................................................................................................................. 83 

4.1 Abstract ................................................................................................................................. 84 

4.2 Introduction ........................................................................................................................... 85 

4.3 Methods ................................................................................................................................. 87 

4.4 Results ................................................................................................................................... 99 

4.5 Discussion ........................................................................................................................... 104 

4.6 Acknowledgements ............................................................................................................. 110 

4.7. References ........................................................................................................................... 110 

Appendix 4A ................................................................................................................................... 117 

Appendix 4B ................................................................................................................................... 137 

Chapter 5: General Discussion ............................................................................................................ 147 

Danksagung ......................................................................................................................................... 165 

 

  



2 

 

  



 

 

3 

 

Summary 

A contemporary challenge in Ecology and Evolutionary Biology is to anticipate the fate of populations 

of organisms in the context of a changing world. Climate change and landscape changes due to anthropic 

activities have been of major concern in the contemporary history. Organisms facing these threats are 

expected to respond by local adaptation (i.e., genetic changes or phenotypic plasticity) or by shifting 

their distributional range (migration). However, there are limits to their responses. For example, isolated 

populations will have more difficulties in developing adaptive innovations by means of genetic changes 

than interconnected metapopulations. Similarly, the topography of the environment can limit dispersal 

opportunities for crawling organisms as compared to those that rely on wind. Thus, populations of 

species with different life history strategy may differ in their ability to cope with changing environmental 

conditions. However, depending on the taxon, empirical studies investigating organisms’ responses to 

environmental change may become too complex, long and expensive; plus, complications arising from 

dealing with endangered species. In consequence, eco-evolutionary modeling offers an opportunity to 

overcome these limitations and complement empirical studies, understand the action and limitations of 

underlying mechanisms, and project into possible future scenarios. In this work I take a modeling 

approach and investigate the effect and relative importance of evolutionary mechanisms (including 

phenotypic plasticity) on the ability for local adaptation of populations with different life strategy 

experiencing climate change scenarios. For this, I performed a review on the state of the art of eco-

evolutionary Individual-Based Models (IBMs) and identify gaps for future research. Then, I used the 

results from the review to develop an eco-evolutionary individual-based modeling tool to study the role 

of genetic and plastic mechanisms in promoting local adaption of populations of organisms with 

different life strategies experiencing scenarios of climate change and environmental stochasticity. The 

environment was simulated through a climate variable (e.g., temperature) defining a phenotypic 

optimum moving at a given rate of change. The rate of change was changed to simulate different 

scenarios of climate change (no change, slow, medium, rapid climate change). Several scenarios of 

stochastic noise color resembling different climatic conditions were explored. Results show that 

populations of sexual species will rely mainly on standing genetic variation and phenotypic plasticity 

for local adaptation. Population of species with relatively slow growth rate (e.g., large mammals) – 
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especially those of small size – are the most vulnerable, particularly if their plasticity is limited (i.e., 

specialist species). In addition, whenever organisms from these populations are capable of adaptive 

plasticity, they can buffer fitness losses in reddish climatic conditions. Likewise, whenever they can 

adjust their plastic response (e.g., bed-hedging strategy) they will cope with bluish environmental 

conditions as well. In contrast, life strategies of high fecundity can rely on non-adaptive plasticity for 

their local adaptation to novel environmental conditions, unless the rate of change is too rapid. A 

recommended management measure is to guarantee interconnection of isolated populations into 

metapopulations, such that the supply of useful genetic variation can be increased, and, at the same time, 

provide them with movement opportunities to follow their preferred niche, when local adaptation 

becomes problematic. This is particularly important for bluish and reddish climatic conditions, when the 

rate of change is slow, or for any climatic condition when the level of stress (rate of change) is relatively 

high. 
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Zusammenfassung 

Eine aktuelle Herausforderung in der Ökologie und Evolutionsbiologie besteht darin, das Schicksal von 

Populationen verschiedener Lebewesen im Kontext einer sich verändernden Welt zu antizipieren. Der 

Klimawandel und die durch anthropologische Aktivitäten verursachten Landschaftsveränderungen sind 

im Laufe der Geschichte von großer Bedeutung geworden. Von den Organismen, die sich diesen 

Veränderungen stellen, wird erwartet, dass sie durch lokale Anpassung (d.h. genetische Veränderungen 

oder phänotypische Plastizität) oder durch Verschiebung ihres Verbreitungsgebietes (Migration) darauf 

reagieren. Allerdings sind diese Reaktionen begrenzt. So werden beispielsweise isolierte Populationen 

mehr Schwierigkeiten bei der Entwicklung adaptiver Neuheiten mittels genetischer Variation haben als 

vernetzte Metapopulationen. Ebenso kann die Topographie der Umgebung die 

Ausbreitungsmöglichkeiten für zum Beispiel kriechende Organismen im Vergleich zu denen, die auf 

Wind angewiesen sind, einschränken. So können Populationen von Arten mit unterschiedlichen 

Lebensstrategien verschiedene Fähigkeiten haben, mit den sich ändernden Umweltbedingungen 

umzugehen. Empirische Studien, die die Reaktionen von Organismen auf Umweltveränderungen 

untersuchen, können jedoch, je nach Taxon, zu komplex, langwierig und teuer werden. Ebenso sollten 

Komplikationen im Umgang mit gefährdeten Arten nicht außer Acht gelassen werden. Die 

ökoevolutionäre Modellierung bietet jedoch die Möglichkeit, diese Einschränkungen zu überwinden und 

empirische Studien zu ergänzen, die Wirkung und Grenzen der zugrunde liegenden Mechanismen zu 

verstehen und mögliche Zukunftsszenarien zu erstellen. In dieser Arbeit untersuche ich mittels einer 

Modellierungsmethode die Wirkung und relative Bedeutung evolutionärer Mechanismen (einschließlich 

phänotypischer Plastizität) auf die Fähigkeit zur lokalen Anpassung von Populationen mit 

unterschiedlichen Lebensstrategien, die Szenarien des Klimawandels durchleben. Dazu habe ich in 

einem Review den Stand der Technik ökoevolutionärer individuenbasierender Modelle (Individual-

Based Models; IBMs) zusammengefasst und Ansätze für eine zukünftige Forschung identifiziert. Die 

Erkenntnisse des Reviews nutzte ich, um ein ökoevolutionäres, individuelles Modellierungsprogramm 

zu entwickeln. Dieses analysiert die Rolle genetischer und plastischer Mechanismen zur Förderung der 

lokalen Anpassung organismischer Populationen mit unterschiedlichen Lebensstrategien, welche 

Szenarien des Klimawandels und der ökologischen Stochastik erfahren. Die Umweltbedingungen 



6 

 

wurden durch eine klimatische Variable (z.B. Temperatur) simuliert, die ein phänotypisches Optimum 

definiert, das sich mit einer bestimmten Änderungsrate bewegt. Verschiedene Änderungsraten wurden 

angewandt, um unterschiedliche Szenarien des Klimawandels darzustellen (keine Veränderung, 

langsamer, mittlerer, schneller Klimawandel). Es wurden mehrere Szenarien stochastischen 

Farbrauschens untersucht, die verschiedene klimatische Bedingungen widerspiegeln. Die Ergebnisse 

zeigen, dass Populationen sexueller Arten hauptsächlich auf genetische Variation und phänotypische 

Plastizität hinsichtlich lokalen Anpassung angewiesen sind. Populationen von Arten mit relativ 

langsamer Wachstumsrate (z.B. große Säugetiere), und insbesondere die mit kleiner Populationsgröße, 

sind am anfälligsten, vor allem wenn ihre Plastizität begrenzt ist (d.h. spezialisierte Arten). Wenn 

Individuen dieser Populationen zu adaptiver Plastizität fähig sind, können sie Fitnessverluste unter 

„rötlichen“ Klimabedingungen ausgleichen. Zugleich können diese Populationen durch Anpassung der 

Plastizität auch unter bläulichen Umweltbedingungen zurecht kommen (z.B. Bed-Hedging-Strategie). 

Im Gegensatz dazu können sich Lebensstrategen mit hoher Reproduktionszahl auf nicht-adaptive 

Plastizität zur lokalen Anpassung an neue Umweltbedingungen verlassen, es sei denn, die 

Änderungsrate ist zu schnell. Eine empfohlene Handlungsmaßnahme ist es, die Eingliederung von 

isolierten Populationen in Metapopulationen zu gewährleisten, so dass die genetische Variation erhöht 

werden kann. Wenn eine lokale Anpassung problematisch wird, sollte ihnen gleichzeitig 

Migrationsfreiraum gegeben werden, um ihrer bevorzugten Nische zu folgen. Dies ist besonders wichtig 

für „bläuliche“ und „rötliche“ Klimabedingungen, bei denen die Änderungsrate langsam ist, oder für 

jede klimatische Bedingung, wenn die Belastung (Änderungsrate) relativ hoch ist. 
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Outline and own contribution 

Chapter 1 broadly introduces and connects all topics of research presented in the following 

chapters and develops the research questions that were investigated. Chapters 2-4 show the products of 

my investigation in the form of three manuscripts (one published, one submitted and one in preparation), 

and can be read independently. Below, I also mention my contributions to each of the manuscripts. 

Chapter 5 provides a general discussion on the overall results of all topics, how they contribute to 

knowledge, shortcomings, the road ahead, and general conclusions. 

In Chapter 2, I conducted a review on the state of the art of individual-based eco-evolutionary 

models investigating organisms’ responses to environmental change (Romero-Mujalli et al. 2018 Reg. 

Environ. Change J.). In this review, I identified knowledge gaps to motivate future research. 

Additionally, I used the outcome of this review to develop my eco-evolutionary model, which I used for 

Chapters 3 and 4. Furthermore, I used my model to teach my own lecture on eco-evolutionary modeling 

at the University of Potsdam; and it is currently being used as part of a bachelor thesis. 

Chapter 3 focuses on local adaptation by means of genetic changes and investigates whether the 

mutation rate could evolve and increase evolvability of populations of organisms under directional 

stochastic climate change scenarios (Romero-Mujalli et al submitted). For this research, I used my eco-

evolutionary model and developed a new (presumably more realistic) method for the simulation of 

beneficial mutations based on the concept of slightly deleterious mutations (Ohta 1973; Eyre-Walker et 

al. 2002). With this method I also tested the effect of the rather common assumption in eco-evolutionary 

individual-based models of a symmetric distribution (50% chance) for beneficial and deleterious 

mutations (Romero-Mujalli et al. 2018). 

Chapter 4 focuses on the role and relative importance of non-adaptive and adaptive forms of 

phenotypic plasticity for populations with different life strategy experiencing scenarios of directional 

stochastic climate change (Romero-Mujalli et al. in prep.). For this research I extended my eco-

evolutionary model to simulate non-adaptive and adaptive phenotypic plasticity. So far, most models 

focus on the adaptive nature of phenotypic plasticity (Via and Lande 1985; Nussey et al. 2007; Lande 

2009; Chevin et al. 2010; Lande 2014). For adaptive phenotypic plasticity, I developed and proposed 

novel methods that accounted for limits to plasticity and simulate plasticity as developmentally 
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constructive (Laland et al. 2015). Limits of plasticity have received little attention in the literature 

(Murren et al. 2015; Romero-Mujalli et al. 2018). In addition, with this work, I contribute to the 

understanding of the relative importance of phenotypic plasticity for populations with different life 

strategy experiencing different climatic conditions (forms of stochasticity) and scenarios of climate 

change. This last topic has been understudied. 
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CHAPTER 1 

General Introduction 

Evolution in contemporary timescales: 

“Nothing in Biology makes sense except in the light of Evolution” 

Theodosius Dobzhansky, 1964 

“Nothing in Evolutionary Biology makes sense except in the light of Ecology” 

Peter and Rosemary Grant, 2008 

“Nothing in Evolution or Ecology makes sense except in the light of the other” 

F. Pelletier, D. Garant, and A. P. Hendry, 2009 

1.1 Eco-evolutionary research study the bidirectional interaction of 

organisms with their environment 

 

Traditionally, the processes of Ecology and Evolution were assumed to occur in non-

overlapping timescales, and therefore, they developed quite independently from each other. Ecological 

time scales are short, embracing the life time of individual organisms up to few generations. Ecological 

timescales were assumed too fast for evolution to play a role (i.e., Ecology was assumed to occur in 

evolutionary stasis). In contrast, evolutionary timescales were assumed long enough, such that 

ecological interactions could be neglected. However, populations can evolutionarily react faster than 

expected when they experience changes in their environment. Pioneering research on ecological genetics
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showed that evolution can occur in ecological-relevant timescales (Ford 1975). Nonetheless, it will be 

until early 21st century when this notion took more impact on research, especially because of the – still 

current – urge need in anticipating climate change impacts on biodiversity (Fussmann et al. 2003; 

Yoshida et al. 2003; Carroll et al. 2007; Fussmann et al. 2007; Hendry 2016b). Furthermore, such 

“rapid” evolutionary responses can affect and change the ecological interactions, which can then 

feedback as novel selective pressures for evolutionary change before repeating the loop (Downing 

1998). This feedback loop has been called eco-evolutionary dynamics or feedbacks and is the study 

focus of the recent field of Eco-Evolutionary Biology (Beckerman et al. 2016; Hendry 2016b). It 

recognizes the double causality and the bidirectionality of interactions (van Gestel and Weissing 2016). 

The field of eco-evolutionary research is expected to improve our understanding of species’ responses 

to environmental change, such as climate change. 

 

1.2 Empirical evidence for eco-evolutionary dynamics is widespread 

  

Empirical evidence for eco-evolutionary dynamics is widespread and have been reported both, 

under laboratory conditions (Fussmann et al. 2003; Yoshida et al. 2003; Lohbeck et al. 2012; Matthews 

et al. 2016) and in the wild (Boag and Grant 1981; Rudman and Schluter 2016). For example, evolution 

in contemporary timescales in response to density-dependence selection was suggested to drive 

zooplankton-algae predator-prey dynamics under laboratory conditions (Fussmann et al. 2003; Yoshida 

et al. 2003). Similarly, adaptive evolution was observed for marine calcifying organisms under artificial 

scenarios of ocean acidification (Lohbeck et al. 2012). Eco-evolutionary dynamics of the beak size of 

the Galápagos finch, Geospiza fortis (one of the Darwin finches) was observed in the wild in response 

to changes in the relative abundance of large vs small seeds (Boag and Grant 1981). In this case, the size 

of the beak determines the efficiency of handling seeds of different size. During dry years, large seeds 

were more abundant than small seeds, while the converse occurred during wet years. Most empirical 

eco-evolutionary research has been conducted on organisms with short generation time. Thus, eco-

evolutionary dynamics in organisms with complex life cycles and long generation time are yet to be 

explored (Shefferson and Salguero-Gómez 2015). However, this task can bring up difficulties as 
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experiments may become too complex, long and expensive; plus, complications arising from dealing 

with endangered species. In consequence, eco-evolutionary modeling offers a good opportunity to 

complement empirical studies, understand the action and limitations of underlying mechanisms, and 

project into possible future scenarios. 

 

1.3 Process-based mechanistic models, a promising approach for eco-

evolutionary research 

 

A model is an abstract representation of reality that has a purpose (Grimm and Railsback 2005). 

For example, models can be used to predict the system’ behavior in a novel situation or environment; or 

to understand why the system behaves in the way we observe and not in another different way. There 

are many modeling approaches. However, those explicitly considering underlying processes and 

mechanisms for the understanding of system behavior provide a promising avenue for eco-evolutionary 

research. This is, because they are expected to still maintain predictive power in novel environmental 

conditions, as compared to models relying on statistical correlations and empirically determined 

demographic rates (Stillman et al. 2015). This can be critical in eco-evolutionary research because of 

the uncertainty that a novel environment imposes. Models aiming at this are called process-based 

mechanistic models (Dunlop et al. 2009). 

Examples of eco-evolutionary modeling approaches that have gain popularity for the 

understanding of population’s responses to environmental change are Species Distribution Models, 

Trait-Based Models, and Individual-Based Models (IBMs). Species Distribution Models strongly rely 

on statistical techniques to assess species persistence and distribution under scenarios of environmental 

change (Elith and Leathwick 2009). The strength of their projections largely depends on the validity of 

their underlying regression models (Merow et al. 2014). Recent approaches have started to include 

processes (e.g., evolution and dispersal) into Species Distribution Models (Bush et al. 2016). The Trait-

Based modeling approach describes distributions of functional traits – and their changes – in terms of 

their moments (e.g., mean and variance of the distribution) (Merico et al. 2014). Assumptions regarding 
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the shape of such distributions are critical for the resulting eco-evolutionary dynamics (Klauschies et al. 

2018). In contrast, in IBMs the properties (or behavior) of the system (e.g., trait dynamics at the 

population level) emerges from processes, interactions, and adaptive decisions taking place at the 

fundamental ecological unit (i.e., individuals) (Grimm and Railsback 2005; Romero-Mujalli et al. 2018). 

Thus, IBMs allow to gain a detailed and direct understanding of the way underlying mechanisms act 

and affect population dynamics and persistence. Interestingly, a common theoretical observation, 

independent of the selected modeling approach, is that the inclusion of evolutionary dynamics into 

ecological models lead to more optimistic model projections of species responses to climate change 

scenarios (Reed et al. 2011; Bush et al. 2016). However, when exactly do limits to adaptations occur 

still needs further research (Bell 2013; Kopp and Matuszewski 2014). 

 

1.4 The modeling approach of this dissertation: an eco-evolutionary IBM 

 

“Many – perhaps most – of the great issues of science are qualitative, not quantitative, even in 

physics and chemistry” (Platt 1964) 

 

For the studies shown in Chapter 3 and 4, I developed an eco-evolutionary IBM for the 

understanding of organisms’ responses to different climatic conditions and scenarios of climate change. 

This approach granted me to explicitly represent evolutionary mechanisms (including phenotypic 

plasticity); understand their effect on population persistence under different environmental scenarios; 

and their limits and relative importance for populations of organisms with different life strategy (e.g., 

mammals vs insects; sexual vs asexual organisms). This model is being release as a modeling tool along 

with the publication of Chapter 4. It represents the materialization of joint ideas, own initiative, and 

teamwork with the PhD candidates that belong to the research school of Adaptive Evolutionary 

Responses to Rapid Climate Change at the University of Potsdam. Furthermore, this modeling tool was 

successfully used and tested by students at the University of Potsdam as part of a lecture that I designed 

and taught on eco-evolutionary modeling during the summer semester 2017. 
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1.5 Modeling climatic conditions and scenarios of climate change 

 

Models can also be used to project the behavior of a given system into a hypothetical near future 

(e.g., into scenarios of future IPCC climatic conditions). IPCC stands for Intergovernmental Panel on 

Climate Change and is the international body responsible to communicate scientific findings related to 

climate change to policy makers. For my work in this dissertation, I implemented several scenarios of 

climate change as if they were different IPCC emission scenarios, ranging from no change, to slow, 

medium, to rapid climate change (see Chapters 3 and 4). In addition, I simulated different climatic 

conditions according to the form of the fluctuations of the climatic variable. A common approach, which 

has been regarded best suit to simulate directional climate change environmental scenarios, is the 

addition of a trend to the mean environmental variable (Kopp and Matuszewski 2014; Vincenzi 2014). 

Moreover, the addition of stochastic autocorrelated noise around the mean environmental variable 

allows to simulate different forms – or noise colors – in the fluctuations of the environmental variable 

(Heino et al. 2000; Schwager et al. 2006; Björklund et al. 2009). The implementation of different 

stochastic noise color allows to simulate environmental fluctuations as they occur for different habitats 

and climate variables (e.g., white noise, typical of inland terrestrial locations, and red-brown noise 

typical of coastal and marine habitats, Vasseur and Yodzis 2004) (Fig. 1.1). More details can be found 

in the methods described in Chapter 3 and 4. 
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Fig. 1.1 Examples of environmental fluctuations (noise color) according to the model used for the 

studies in this dissertation (upper plots), and of time series of real temperature data (plots below). An 

anomaly is a departure from average conditions. The parameters Ș and ϑt indicated the rate of 

environmental change and the environmental variable (in this case, temperature), respectively. Varying 

the parameter Ș allows simulating different scenarios of climate change (e.g., no change Ș = 0, slow, 

medium, to rapid climate change). Source: https://data.giss.nasa.gov/ 

 

  

https://data.giss.nasa.gov/
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1.6 Populations can respond to changes in their environment by local 

adaptation or by shifting their distributional range 

 

According to some studies, climate-related local extinctions have already been reported and are 

widespread among plant and animal species (Wiens 2016). Particularly, they have been more prevalent 

in tropical than temperate regions, and among freshwater taxa, as compared to terrestrial and marine 

species (Wiens 2016). Furthermore, several studies also report shifts in geographical distributions of 

populations towards higher latitudes and elevations (Moritz and Agudo 2013), and in their phenology 

(Jenni and Kéry 2003; van Buskirk et al. 2009; Visser et al. 2012). A better understanding of how 

populations of species respond to changing climatic conditions can help to identify mechanisms of 

conservation that promote persistence. Populations of species experiencing environmental change are 

expected to respond either by local adaptation, by passive or active shift of their distributional range, or 

by local extinction (Franks et al. 2014; Wiens 2016). This dissertation focus on the ability of populations 

to locally adapt to novel environmental conditions. Therefore, dispersal (movement) potentially leading 

to range shift will be slightly covered (Chapter 3). The project BioMove at the University of Potsdam 

extensively covers and investigates the process of dispersal potentially leading to shifts in the 

distributional range of species. 

 

1.7 Local adaptation occurs by either genetic changes or phenotypic 

plasticity 

 

Novel environmental conditions impose selective pressures on populations towards the creation 

of fitter alternative phenotypes. This need for local adaptation becomes particularly relevant for 

populations of organisms with limited movement opportunities, or for those reaching novel 

environmental conditions at the front of the expanding range (e.g., during invasions, Wright et al. 2010; 

Cobben et al. 2017). Adaptive phenotypic innovations in response to novel local environmental 

conditions can occur either, by genetic changes or phenotypic plasticity. The ability of populations to 
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genetically respond to novel environmental conditions depends, among other factors, on the population 

size and the supply of useful genetic variation (Gonzalez et al. 2013). Typically, large populations are 

more likely to possess higher evolvability potential in the form of both, standing genetic variation (e.g., 

more extreme individuals) and de-novo mutations, than small populations (Burger and Lynch 1995; Bell 

2013; Romero-Mujalli et al. 2017). Evolvability is defined as the capacity of lineages to adapt to 

changing conditions (Futuyma et al. 2005). Similarly, in sexual species, higher evolvability is expected 

in populations of organisms with relatively high fecundity (in terms of average number of offspring per 

reproductive couple) and therefore, faster population growth rate (Björklund et al. 2009). Interconnected 

metapopulations can benefit from the input of new genetic variation via immigration, and hence, 

experience a larger effective gene pool as compared to isolated populations (Lakovic et al. 2017). Thus, 

the presence of corridors connecting metapopulations can enhance the chance for evolutionary rescue. 

This is, the chance that populations will adapt and persist environmental conditions that would have 

been lethal to their ancestors (Bell 2013).  

At a microscopic level, polygenic characters, typical of quantitative traits, slow down the 

reduction in genetic variance in response to selection (Bulmer 1971; Lynch and Walsh 1998). Polygenic 

characters are composed of several loci, each contributing to variation in the phenotypic trait (Lynch 

and Walsh 1998; Futuyma et al. 2005). The process of recombination in sexual species can sort out the 

genetic variance present in polygenic characters and potentially speed up the process of adaptation, 

without the need of de-novo mutations (Marais and Charlesworth 2003). Mutations are the ultimate 

source of variation and are considered a rare event (Futuyma et al. 2005). Recent studies on populations’ 

responses to stressful climatic conditions have investigated whether elevated mutation rates can arise in 

these populations and increase their evolvability (e.g., Clark et al. 2011; Cobben et al. 2017). One of 

them, contrary to the current paradigm, found that elevated mutation rates can contribute to range 

expansion in populations of sexual species (Cobben et al. 2017). The current paradigm holds that the 

mutation rate will be kept low, limited either, by the cost of fidelity or by the drift limit (Lynch 2011; 

Martincorena and Luscombe 2013). Furthermore, it states that it will not evolve to elevated rates, unless 

mutator loci affecting the mutation rate can hitchhike with beneficial mutations at other loci (Shaver et 

al. 2002). Following the findings in Cobben et al. (2017), it is worth asking whether the mutation rate 
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can also evolve and increase evolvability of populations of sexual species under climate change 

scenarios. This is the topic of chapter 4. 

On the other hand, phenotypic plasticity can provide a faster response than genetic changes and 

can buffer fitness losses of populations experiencing novel environmental conditions (Lande 2009; 

Reusch 2014). Phenotypic plasticity is defined as any non-genetic change of the phenotype induced by 

novel environmental conditions (West-Eberhard 2003; Pigliucci 2005; Reusch 2014; Laland et al. 2015). 

Plastic adjustments of the phenotype can occur within the life span of an organism, or between 

generations (transgenerational plasticity) (Galloway and Etterson 2007). Additionally, plasticity can be 

fixed during ontogeny (constant character) as in developmental plasticity (Lande 2014; Romero-Mujalli 

et al. 2018), or flexible when it can reversibly change depending on environmental conditions (e.g., 

physiological and behavioral traits) (Lande 2014; Romero-Mujalli et al. 2017).  

For modern Biology, phenotypic plasticity was considered as nuisance since the rediscovery of 

Mendel’s laws until late 20th century, when it became integral part of organisms’ responses to their 

environment (Pigliucci 2005). The most common modeling approach for plasticity is the linear reaction 

norm (Via and Lande 1985; Chevin et al. 2010; Ashander et al. 2016; Romero-Mujalli et al. 2018), 

though, in nature, it can take any shape (Murren et al. 2014). A non-flat (i.e., plastic) norm of reaction 

in a population exposed to changing environmental conditions is assumed to be present due to past 

selection (Via and Lande 1985; Lande 2009). Alternatively, phenotypic plasticity can evolve in 

populations in response to changing environmental conditions, particularly, when cues are reliable and 

costs negligible (Ghalambor et al. 2007). Though, most studies have focused on adaptive phenotypic 

plasticity (Lande 2009; Lande 2014; Ashander et al. 2016), it can also be maladaptive (Ghalambor et al. 

2007; Hendry 2016a). 

Since perfect phenotypic plasticity has not been observed in nature, costs and limits to plasticity 

muss exists (DeWitt et al. 1998; Pigliucci 2005). Costs to plasticity arise due to energetic expenses in 

the development of an optimum plastic response, while limits refer to the impossibility to produce an 

optimal phenotype (DeWitt et al. 1998; Pigliucci 2005). Most modeling studies have assumed costs to 

plasticity to prevent perfect plasticity from arising. However, empirical studies have not detected 

significant costs to plasticity (Murren et al. 2015), especially when dealing with developmental plasticity 
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or constant characters. Flexible characters are assumed to be costlier than constant characters in order 

to maintain the machinery that makes this kind of plasticity possible (Lande 2014). In contrast, models 

implementing explicit limits to phenotypic plasticity have received little attention in the literature 

(Murren et al. 2014; Romero-Mujalli et al. 2018) and represents a niche for future research. 

The characteristics of the environmental change (e.g., environmental stochasticity) can also 

affect the evolution of plasticity (Reed et al. 2010; Ergon and Ergon 2016; Ashander et al. 2016). Most 

of these studies focus on stochastic fluctuations in environmental cues and their correlation (of the cues) 

with the environmental optimum. Studies exploring the effect of phenotypic plasticity on population 

persistence under different climatic conditions (i.e., different forms of the stochastic noise) and scenarios 

of climate change is lacking. Furthermore, the relative importance of phenotypic plasticity promoting 

persistence of populations with different life history strategy have received little attention as well. 

Finally, a recursive question in the literature is whether adaptive phenotypic plasticity promotes or 

hinder evolution (Ghalambor et al. 2007; Hendry 2016a). All these research topics are addressed in 

Chapter 4.  

 

1.8 Aims of this study 

 

The main objectives of this study were (1) to perform a literature review on the state of the art 

of eco-evolutionary individual-based models and, in this, identify knowledge gaps, and (2) to investigate 

the effect and relative importance of evolutionary mechanisms (including phenotypic plasticity) on the 

ability for local adaptation of populations with different life strategy experiencing climate change 

scenarios. Chapter 2 (the literature review) contributed to the development of the modeling tool. Chapter 

3 and 4 used the modeling tool and focused on the role of genetic properties and phenotypic plasticity 

on the local adaptation ability of populations, respectively. 
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Main research questions and hypothesis that were investigated per Chapter 

Chapter 2 
Research question 1 What is the state of the art of eco-evolutionary IBMs? 

Research question 2 What are the gaps to motivate future research? 

Chapter 3 

Research question 
Can the mutation rate evolve to elevated values and increase 
evolvability of populations of sexual species under climate 
change scenarios? 

Hypothesis 

The mutation rate can evolve to elevated rates if they can 
hitchhike to beneficial mutations at other loci (strong linkage, 
typical of asexual organisms).  

From this hypothesis, it follows that elevated mutation rates 
are unlikely to evolve in sexual species. 

Chapter 4 

Research question 1 
What is the effect of adaptive and non-adaptive phenotypic 
plasticity on population persistence under climate change 
scenarios? 

Hypothesis 1 

If organisms can respond in the direction of the optimum 
through adaptive phenotypic plasticity, populations of 
organisms relying on this form of plasticity will experience 
higher probability of persistence than those relying on non-
adaptive phenotypic plasticity in all environmental scenarios.  

Research question 2 
What is the relative importance of forms of plasticity for 
populations with different life strategy? 

Hypothesis 2 

Given that populations can buffer fitness losses in novel 
environmental conditions through phenotypic plasticity, then 
plasticity will be more important increasing probability of 
persistence for those populations in which individuals are 
limited to produce relatively few offspring than those with 
individuals with higher fecundity. 
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2.1 Abstract 

 

A challenge for eco-evolutionary research is to better understand the effect of climate and landscape 

changes on species and their distribution. Populations of species can respond to changes in their 

environment through local genetic adaptation or plasticity, dispersal, or local extinction. The individual-

based modelling (IBM) approach has been repeatedly applied to assess organismic responses to 

environmental changes. IBMs simulate emerging adaptive behaviors from the basic entities upon which 

both ecological and evolutionary mechanisms act. The objective of this review is to summarize the state 

of the art of eco-evolutionary IBMs and to explore to what degree they already address the key responses 

of organisms to environmental change. In this, we identify promising approaches and potential 

knowledge gaps in the implementation of eco-evolutionary mechanisms to motivate future research. 

Using mainly the ISI Web of Science, we reveal that most of the progress in eco-evolutionary IBMs in 

the last decades was achieved for genetic adaptation to novel local environmental conditions. There is, 

however, not a single eco-evolutionary IBM addressing the three potential adaptive responses 

simultaneously. Additionally, IBMs implementing adaptive phenotypic plasticity are rare. Most 

commonly, plasticity was implemented as random noise or reaction-norms. Our review further identifies 

a current lack of models where plasticity is an evolving trait. Future eco-evolutionary models should 

consider dispersal and plasticity as evolving traits with their associated costs and benefits. Such an 

integrated approach could help to identify conditions promoting population persistence depending on 

the life history strategy of organisms and the environment they experience. 

 

Keywords  

Modeling; individual-based models; Ecology; Evolution; eco-evolutionary dynamics 
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2.2 Introduction 

 

The most pressing contemporary challenge in ecology and evolutionary biology is to understand 

and predict how species cope with increasing rates of environmental change (Chevin et al. 2010; 

Gonzalez et al. 2013). Particularly challenging is to disentangle the combined (possibly synergistic) 

effects of climate and landscape changes (Brook et al. 2008; Jeltsch et al. 2011). Populations of 

organisms facing these perturbations are expected to respond either by local genetic adaptation or 

plasticity, an active or passive shift of the distributional range, or (local) extinction (Boutin and Lane 

2014; Franks et al. 2014; Wiens 2016).  

The field of eco-evolutionary research can significantly contribute to our understanding of 

organisms’ responses to such environmental changes on ecological relevant time-scales (for recent 

reviews see Boutin and Lane 2014; Charmantier and Gienapp 2014; Collins et al. 2014; Crozier and 

Hutchings 2014; Franks et al. 2014; Schilthuizen and Kellermann 2014; Stoks et al. 2014; Urban et al. 

2014). In particular, modelling approaches can be helpful in unraveling the complexity of such 

dynamics, for example when experiments are too complex, focal species are endangered, or generation 

times of the focal organisms are too long (Boutin and Lane 2014; Shefferson and Salguero-Gómez 

2015). Traditional ecological modelling approaches have often assumed equivalent conspecific 

individuals (Bolnick et al. 2011), i.e., populations with ubiquitous invariable traits under evolutionary 

stasis. However, the realization that organisms can respond adaptively to a changing world also on 

ecological time-scales has challenged the traditional ecological modelling approach (Boag and Grant 

1981; Yoshida et al. 2003). For example, Fussmann et al. (2003) found that their ecological model of 

zooplankton (i.e., rotifers) correctly predicted the observed populations trajectories only by including 

phenotypic changes. 

Eco-evolutionary models need to consider both how exactly environments are expected to 

change and how organisms potentially respond (Crone et al. 2013). In this, they need to address all 

possible adaptive responses of organisms, including local adaptation by genetic changes, plasticity, and 

dispersal. So far, most models attempting to understand and predict possible organismal responses to 

environmental change fall into two categories: (i) species, niche or habitat distribution models (also 
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called climate envelope models) and (ii) process-based models. Species distribution models are based 

on statistical techniques to assess species persistence and expected distribution (range shift) as a 

consequence of environmental change (Elith and Leathwick 2009). Thus, the strength of their 

projections relies on the validity of the underlying regression models (Merow et al. 2014). In contrast, 

process-based (also called mechanistic) eco-evolutionary models combine processes of evolutionary 

genetics and demography to predict, for example, the conditions under which populations can maintain 

positive intrinsic growth rate in the presence of environmental change (Dunlop et al. 2007; Dunlop et 

al. 2009; Chevin et al. 2010). Process-based models typically require more parameters, but need less 

calibration data and can lead to a relatively “deeper” understanding of underlying eco-evolutionary 

dynamics because of the explicit simulation of processes and mechanisms involved in the dynamics of 

organismal responses to environmental change (Jeltsch et al. 2008; Dunlop et al. 2009; Ayllón et al. 

2016). Pioneering approaches have already started to link these two modelling approaches for the 

understanding of species responses to climate change scenarios at a regional spatial scale (see Kearney 

et al. 2009; Mokany et al. 2015; Bush et al. 2016).  

As natural selection acts on the phenotype of individuals, models that simulate entire 

populations as the basic entity might encounter difficulties in realistically simulating trait variation over 

time. This limitation can be overcome by individual-based models (IBMs), a specific type of process-

based models that has gained much interest in eco-evolutionary research (DeAngelis and Mooij 2005; 

Dunlop et al. 2007; Dunlop et al. 2009; DeAngelis and Grimm 2014). An important advantage of IBMs 

is that they capture the adaptive behavior of individuals (i.e., the ecological fundamental units) which is 

ultimately governing population trait dynamics (DeAngelis and Grimm 2014). In addition, the 

ecological and evolutionary modules can be linked into a feedback loop, where individual genetic 

differences produce phenotypic variation as material for selection (Downing 1998). The modelling of 

eco-evolutionary feedbacks is not an exclusive feature of IBMs. An example of another modeling 

approach widely used to account for this linkage is the trait-based, adaptive dynamic model (review in 

Litchman and Klausmeier 2008; Merico et al. 2014). Both the environment and the ecological 

interactions affect the fitness of phenotypes, which consequently feed back to the genetic component 

inducing evolutionary genetic change (Downing 1998). IBMs can maintain predictive power also in 
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novel environments (Stillman et al. 2015). This is an additional advantage of IBMs over modelling 

methods based on empirical relationships to determine demographic rates. All this makes IBMs an 

attractive approach for eco-evolutionary research on the impact of environmental change (see Dunlop 

et al. 2009). 

After approximately two decades of eco-evolutionary IBMs, we evaluate the progress of this 

approach entailed in understanding how eco-evolutionary dynamics affect adaptations of organisms in 

response to environmental change. Reviewing relevant literature from this period, we (1) summarize the 

state of the art of eco-evolutionary IBMs used to investigate organisms’ responses to environmental 

change, (2) explore to what degree these IBMs already address the possible key responses of organisms 

to environmental change (i.e., genetic adaptation, plasticity, dispersal), and, (3) reveal approaches and 

gaps in the implementation of plasticity and its evolution as an important but yet underexplored response 

in the context of environmental change (Hendry 2016). Based on these analyses we derive 

recommendations for future directions in the use of IBMs in eco-evolutionary research. 
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2.3 Methods 

 

2.3.1 Literature search 

 

In order to identify studies using IBMs and investigating eco-evolutionary responses of 

organisms to environmental change, a search was conducted using the ISI Web of Science. Since one of 

the interests of this review was environmental change, the search was restricted to papers considering 

some kind of change in the environment organisms experienced, such as climate change, changes in 

resource availability, and land use. We also included fragmented landscapes and environmental 

gradients. The search embraced title and content, and the keywords used were [individual-based or 

agent-based] and [model*] and [ecol* evol* or eco-evol*] and [environment* change or climate change 

or fragment* or gradient or land use or degrad*]; and the publication dates considered were from the 

year 1980 to 2017. Reviews, empirical work, other models than IBMs, and IBMs using only a non-

changing environmental condition were excluded. Some articles used the phrase “individual-based 

model” but were not articles on IBMs. In several cases they were empirical studies recommending IBMs 

for future research. Often, no environmental change was considered neither. Cited references in the 

selected literature were also evaluated and included if our selection criteria were met. Subsequently, we 

applied a predefined list of criteria to extract key information and to characterize the selected literature 

(Table 2.1).  
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Table 2.1 List of criteria used to extract information from the selected literature 

Criterion Explanation 

Number and kind of species The taxon (including whether the species is real or 
unspecified) 

Type of species interaction intra/inter-specific competition, victim-exploiter 
interactions, mutualism, or commensalism 

Reproduction Sexual or asexual 

Mating pattern: mating system random or non-random (e.g., assortative): polygamy or 
monogamy 

Representation of space non-spatial, implicit or explicit 

Temporal scales time-scale in generations, years, days, or simulated time-
steps 

Environmental feedback Environmental feedback occurs when organisms modify 
environmental states and, therefore, change selection 
conditions, subsequently impacting themselves, the 
environment, and other organisms. Based on niche 
construction theory (Laland et al. 1999) 

Type of environmental change Change in time and/or space 

Evolving traits Number and type of evolving trait 

Type of response Classifying the evolving trait as related to plasticity, genetic 
adaptation or range shift 

Ploidy level Haploid or diploid 

Neutral genes Does the model implement genes not subject to selection 
(e.g., microsatellites) 

Number of loci Total number of loci 

Loci effect Quantification of loci effect 

Mutation mode How genes mutate 

Mutation probability The implemented mutation rate 

Inheritance system How inheritance is implemented 

Recombination? Yes/No 

Fitness/Selection How fitness was calculated? 

Is plasticity implemented? If yes, then, how? 

Is plasticity evolving? Yes/No 
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2.3.2 State of the art 

 

The state of the art of IBMs for eco-evolutionary research in the context of environmental 

change was assessed according to the predefined list of criteria (Table 2.1). It was mainly focused on 

describing key information from the ecological and genetic components of the eco-evolutionary IBMs. 

The genetic component was further split into explicit and implicit genetics to emphasize the distinction 

between these two approaches. Our assessment of the state of the art also included how some features 

of the eco-evolutionary IBMs were implemented, and the number of papers addressing any feature. This 

information may help researchers to select among methods of implementation and to identify potential 

gaps of knowledge. 

 

2.3.3 Organisms’ expected responses 

 

Since organisms are expected to respond to environmental change by dispersal (potentially 

causing range-shift of the population), plasticity or local genetic adaptation, we investigated the number 

of articles accounting for the interplay among these three responses. This was done based on the criterion 

“Type of response” (Table 2.1). This criterion indicated what kind of response was considered as an 

evolving trait in the model (i.e., whether the evolving trait was related to the amount or degree of 

plasticity, whether it could potentially affect range shift, or whether it was related to local genetic 

adaptation). The number of papers accounting for each expected response was counted. The use of an 

evolving trait for genetic adaptation is self-evident, while plastic and range shifting responses may well 

be described as dynamic ecological responses without considering an evolutionary component. 

However, their inclusion as evolving traits can add, for example, to the understanding of what type of 

response will be preferred by organisms with given life history constrains and under given 

environmental context. Through the use of multiple evolving traits, the adaptive response of the 

population will therefore be treated as an emergent property of the simulated system, following the idea 

in Dunlop et al. (2009). 
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2.3.4 Implementation of plasticity 

 

The implementation of plasticity in the selected literature was characterized and the approaches 

considering the evolution of plasticity (if any) were identified. Phenotypic plasticity was defined as “… 

the capacity of an organism [with a given genotype] to change its phenotype in response to the 

environment” (Laland et al. 2015). This definition was selected because it encompasses most of the 

reported mechanisms of phenotypic plasticity, as for example, epigenetics, maternal effects, learning, 

environmental induction, acclimation, developmental plasticity, and random noise (West-Eberhard 

2003; Hendry 2016). Random noise refers to the part of plasticity that cannot be assigned to a specific 

measured environmental variable (West-Eberhard 2003). Additionally, phenotypic plasticity was further 

split into fixed during ontogeny (or constant character), and flexible (or labile character), based on Lande 

(2014). Phenotypic plasticity was considered fixed during ontogeny or a constant character when the 

resulting mature phenotype could not be further modified by the environment after a brief critical period 

early in life (Lande 2014). As a consequence, the resulting mature phenotype is independent of the 

environmental optimum and cannot be further shaped by the direct experience of the environment. In 

contrast, flexible or labile plasticity occurs when the phenotype of an individual fluctuates continuously 

and reversible throughout its life (Lande 2014). 

 

2.4 Results 

 

The number of papers using IBM for eco-evolutionary research has increased from 20 papers 

before the year 2000 up to 417 until 2017 (web of science, keywords: individual-based model* ecol* 

evol*). After searching for the keywords (see methods), our database consisted of 135 papers. This 

database was further reduced by removing articles that were reviews, purely empirical work, other 

models than IBMs, or IBMs using only a non-changing environmental condition. After cleaning up, our 

database consisted of 57 remaining papers that were used for the analysis. 
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2.4.1 State of the art of eco-evolutionary IBMs 

 

Ecology component 

Most eco-evolutionary IBMs were spatially explicit and 2D, and used a time scale of generations 

(see Table 2.2 for details). Models focusing on local adaptation were often non-spatial. Only one study 

accounted for environmental feedbacks (niche construction). Models of real species were mainly 

focused on invertebrates, fish and plants, though most models dealt with non-specified or generic 

species. Most models were focused on one species and competition was the most common type of 

ecological interaction. In models of sexual organisms, the most frequent mating system was lottery 

polygyny, and the most common mating pattern was random mating. Assortative mating was common 

in models focusing on speciation. 

 

Genetic component 

Two main different approaches to simulate genetics were identified: explicit and implicit (Table 

2). In most models, mutations were assumed to occur with relatively small probability (≤ 1%). In two 

cases the mutation probability was implemented as evolving trait and subject to evolution by natural 

selection (Clark et al. 2011; Cobben et al. 2017). The use of a normal distribution was a very common 

mutation mode for simulating the effect size of mutations, particularly when using implicit genetics 

based on the infinitesimal model of quantitative genetics. Here, the genetic variance of the distribution 

constrains the effect size of mutations. Some models considered constant genetic variance. “Stepwise” 

mutation mode was used when implementing microsatellites as neutral loci. Most of the studies used 

clonal inheritance with small probability of mutation, which assumes asexual, haploid organisms. On 

the other hand, studies assuming diploid organisms used mainly alleles or allele values picked randomly 

per parent per locus (biparental inheritance with complete recombination, i.e., without linkage among 

any pair of loci).  
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2.4.2 Organisms’ expected responses 

 

No models were found to simultaneously include the three potential eco-evolutionary responses 

of organisms to environmental change as evolving traits: the evolution of plasticity to facilitate 

adaptation to variable and changing conditions, the evolution of traits related to dispersal which 

potentially facilitate range shift, and genetic adaptation related to novel local environmental conditions 

(Fig. 2.1). Most models have primarily focused on the use of evolving traits related to genetic 

adaptations to the local environment, followed by the implementation of evolving traits related to 

dispersal to study populations’ range shift in response to environmental change (21 papers, Fig. 2.1). 

Relatively few papers accounted for the evolution of plasticity (7 papers, Fig. 2.1). 
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Fig. 2.1 Venn diagram showing the number of papers that implemented local genetic adaptation (genetic 

adaptation), and/or Plasticity (with or without evolution), and/or Range Shift Potential (with or without 

evolution on dispersal). The number of papers that implemented as evolving traits the amount or degree 

of plasticity, or traits that could potentially cause range shift is shown inside brackets. Naturally, local 

genetic adaptation always involved the use of an evolving trait. The total number of papers per category 

is shown inside parenthesis. The venn diagram was drawn using the Venn Diagram Plotter of 

https://omics.pnl.gov/software/venn-diagram-plotter. 
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2.4.3 Implementation of Plasticity 

 

Plasticity was implemented as a fixed or constant character, when plasticity was given by a 

reaction-norm, or as a random deviation of the phenotype from genotypic trait value, corresponding to 

a random environmental effect on development (Fig. 2.2). In other models, plasticity was implemented 

to be flexible or labile, i.e., plasticity allowed organisms to continuously respond to the environment. 

Examples of flexible plasticity were learning, and alternative behavioral strategies regarding resource 

availability and density of conspecifics (Fig. 2.2). The most common implementation of plasticity was 

random environmental effect on development (n=10, Table 2.2). If plasticity was implemented as an 

evolving trait, the mechanisms were reaction-norms and learning (Fig. 2.2). 
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Fig. 2.2 Model implementation of plasticity. The model implementation was classified based on Lande 

(2014) as: fixed during ontogeny, when the resulting mature phenotype remained constant after a brief 

critical period of environmental influence early in life; or flexible, when the phenotype of an individual 

could fluctuate continuously and reversible throughout its life. Each implementation based the 

phenotypic plasticity on different environmental cues as indicated in the figure. Only in a few 

implementations, plasticity itself was an evolving trait (filled in grey).  
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2.5 Discussion 

 

This review summarizes the state of the art of eco-evolutionary IBMs used to study organisms’ 

responses to environmental change. IBMs simulate the basic entities upon which both ecological and 

evolutionary mechanisms act, which make them an attractive approach for eco-evolutionary research 

(DeAngelis and Mooij 2005; Dunlop et al. 2009). In particular, we focused on analyzing to what extent 

eco-evolutionary IBMs jointly account for the three potential adaptive responses of organisms facing 

environmental change: local genetic adaptation, plasticity, or dispersal. In addition, we compared 

prevailing methods found for the modelling of plasticity and its evolution. Most of the progress in eco-

evolutionary IBMs in the last decades has been achieved for genetic adaptation to novel local 

environmental conditions. However, to date, no eco-evolutionary IBM addresses all three potential 

adaptive responses simultaneously. For example, although there is evidence for genetic variation in 

nature for plasticity (Pigliucci 2005), reviewed IBMs implementing adaptive phenotypic plasticity were 

rare. The most common method used for the implementation of plasticity was to assume a random noise 

in phenotypic characters, and for its evolution, reaction-norms and learning. These results highlight the 

evolution of plasticity as a knowledge gap and may motivate future studies for the understanding of how 

this feature adds to organisms’ response to a changing environment. 

According to our results on the state of the art, eco-evolutionary IBMs can be grouped into two 

distinct categories regarding the implementation of genetics: explicit or implicit (87.7% and 12.3% of 

the reviewed papers, respectively). In explicit genetics, loci and alleles are explicitly modeled, together 

with mechanisms for mutation and recombination. Often, in this method traits are under control of either 

one locus or multiple loci with additive effects. Traits under control of a single locus can lead to faster 

reduction in genetic variance for the trait at the population level, as compared to several loci (Bulmer 

1971). On the other hand, assuming traits under control of several loci with additive effects can be more 

realistic when simulating quantitative traits (Lynch and Walsh 1998; Hill and Kirkpatrick 2010), 

although epistatic effects, while potentially common and relevant in reality, are neglected in these 

models. Explicit genetics is recommended if the focus is on the genetic mechanisms affecting the 

evolutionary process and the response of the population. For example, given that mutation rates have 
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been empirically observed to differ among species and loci (Wolfe et al. 1989; Eyre-Walker and 

Keightley 2007), explicit genetics can be useful to understand how such differences in mutation rate 

affect the eco-evolutionary dynamics (Clark et al. 2011; Cobben et al. 2017). In contrast, in models with 

implicit genetics, mutation and recombination processes are implicit, based on the infinitesimal model 

of quantitative genetics (Lynch and Walsh 1998). One advantage of this method over the explicit one is 

the simplification of genetics, while still holding robust assumptions (Lynch and Walsh 1998; Hill and 

Kirkpatrick 2010). In this manner, the eco-evolutionary IBM could be focused more on the ecological 

module. Non-quantitative geneticist readers may think at first glance, that the implementation of implicit 

genetics, i.e., to inherit a midparent value, reminds of a common misconception in the early days of 

evolutionary thinking, i.e., blending inheritance (e.g., Fleeming 1867). However, such an 

implementation can be reconciled with the infinitesimal model of inheritance, i.e., a trait inherited by an 

infinite number of loci with only additive effects (i.e., without interaction and dominance). Indeed, 

implicit genetics has been successfully used for the understanding of the evolutionary potential of natural 

populations of fish under scenarios of moderate to rapid climate warming (Reed et al. 2011). 

Additionally, because of the relatively easy way to implement inheritance, implicit genetics could be an 

attractive approach when trying to address all three potential responses of organisms to environmental 

change simultaneously. 

To date, according to our study, most eco-evolutionary IBMs are focused on genetic adaptation 

to local novel environmental conditions, and no single eco-evolutionary IBM addresses all three 

potential adaptive responses simultaneously. However, responses of populations of organisms to 

environmental change can depend on pre-existing abilities, for example already evolved reaction-norms 

due to past selection, as well as on the constraints of populations to evolve a given adaptive response. 

Empirical evidence and field observations has repeatedly proven that organisms can respond adaptively 

to environmental change (Johnston and Selander 1964; Boag and Grant 1981; Yoshida et al. 2003), and 

that phenotypic responses can appear and spread in a population by genetic or non-genetic mechanisms 

(Laland et al. 2015; Kronholm and Collins 2016). The strongest support for evolution occurring in 

ecological relevant time scales comes from the study of organisms with short generation time (Yoshida 

et al. 2003; Lohbeck et al. 2012). There is however an increasing awareness that rapid phenotypic 
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responses can occur in many taxa, not only in those with short generation time. Generally, evolution in 

organisms with complex life cycles and large generation time is not well understood yet (Shefferson and 

Salguero-Gómez 2015). Future models need to consider the possibility for populations of organisms to 

develop adaptive responses to environmental change to understand for what life history characters and 

in what kind of environmental scenarios a particular response is preferred over the others. We consider, 

as in Dunlop et al. (2009), that the use of evolving traits – and their interplay – for the modelling of 

organisms’ adaptive responses could help to identify the conditions promoting the recovery of declining 

populations (Evolutionary rescue – sensu Gonzalez et al. 2013). In this context, the more complex model 

is not necessarily the better one. Rather, it is about keeping model complexity simple enough, yet being 

able to exploit the advantage of IBMs for the modeling of adaptive systems. It is recommended that, 

once the three types of responses of organisms are jointly accounted for in the eco-evolutionary IBM, 

then the model can progressively start focusing on modeling evolutionary dynamics in the degree of 

plasticity (second tier challenge) and traits potentially causing range shift (third tier challenge). 

Among the mentioned expected responses of organisms, phenotypic plasticity has received 

increasing attention due to its relatively immediate effect on the phenotype of individuals that are 

experiencing novel environmental conditions, which can lead to considerable ecological effects (Miner 

et al. 2005). The effect of phenotypic plasticity can occur within an individual’s lifespan or between 

generations (transgenerational plasticity) (Galloway and Etterson 2007). In the presence of novel 

environmental conditions, plasticity may buffer potential fitness losses as compared to when there is no 

phenotypic adjustment (Hendry 2016). According to our results, the prevailing method in eco-

evolutionary IBMs for the modeling of phenotypic plasticity is to assume a random noise in phenotypic 

characters. This method recognizes that there is an environmental effect on development, but it neglects 

any plastic adjustment in relation to the environmental variable of interest. Random noise can be 

considered as part of passive phenotypic plasticity (Coleman et al. 1994). On the other hand, plasticity 

can also be adaptive and therefore consistently correlated to specific environmental triggers (Schmitt et 

al. 2003). The ability for adaptive plasticity is shaped by evolution. Evidence has mounted that there is 

variation in nature for plastic responses within populations (Pigliucci 2005; Hendry 2016). 

Consequently, the degree of phenotypic plasticity can respond to selection (Nussey et al. 2005). Our 
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results show that eco-evolutionary IBMs have just started to address the challenging task, as stated by 

Lande (2014), of considering phenotypic plasticity as an evolving trait for the understanding of 

organisms’ responses to environmental change (12.3% of the reviewed papers). Most of the reviewed 

papers on evolving plasticity were focusing on fish species (Dunlop et al. 2007; Thériault et al. 2008; 

Nonaka et al. 2014). Therefore, the topic of adaptive phenotypic plasticity and its evolution is still 

underexplored in eco-evolutionary IBMs. According to our review, the most common method for 

modeling adaptive plasticity is the reaction norm approach, followed by learning and alternative 

behavioral strategies. From those, reaction norms and learning were sometimes evolving traits, 

addressing the evolution of phenotypic plasticity. In the former, the parameters describing the norm of 

reaction are assumed to be under genetic control, and therefore, heritable (Thériault et al. 2008). Here, 

a change in the intercept in the norm of reaction is analogous to direct genetic adaptation with no effect 

on the degree of plasticity, while additional parameters describing its shape (e.g., the slope of a linear 

reaction norm) dictate the degree of plasticity, which could also evolve. In learning, often the ability per 

se, or the learning strategy was assumed to evolve (Campos et al. 2008; Acerbi et al. 2012). 

Another distinction among methods to model adaptive plasticity is related to whether the effect 

of phenotypic plasticity is fixed during ontogeny (constant character) or flexible (labile character), 

changing continuously and reversibly throughout an individual’s life. Reaction norms commonly 

assume constant characters, while for the other methods the plastic characters can be labile. Moreover, 

the constant character is usually not directly linked to the environmental optimum, while the labile 

characters can be malleable as to track the optimum by direct feedback, as it occurs for learning. A 

question that remains is the understanding of costs and limits to either form of plasticity (Pigliucci 2005). 

“Costs result in a decrease in fitness even when an optimal phenotype is expressed” (Pigliucci 2005) 

and are usually associated with maintenance or energetic costs, sensing of environmental cues, and 

genetic costs when genes promoting plasticity are linked with genes that reduce fitness (DeWitt et al. 

1998). In contrast, limits (or constraints) of plasticity occur when plasticity cannot produce a trait near 

to the optimum (DeWitt et al. 1998), and are related, for example, to information reliability, and lag 

time between the environmental change and the phenotypic response (see nine potential costs and limits 

of phenotypic plasticity in DeWitt et al. 1998). If there were neither costs nor limits, labile characters 
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would always lead to the best phenotype in every environment (Lande 2014). However, though 

challenging to detect, costs of plasticity do occur in nature (Relyea 2002). Lande (2014) assumes labile 

characters to be costlier than constant ones, because they might need more energy to maintain the 

machinery that makes this kind of plasticity possible. However, more empirical evidence is needed to 

examine this assumption. So far, in IBMs few works have explicitly modelled costs to forms of plasticity 

(3.5% of the reviewed papers). On the other hand, IBMs often implicitly implemented limits of 

plasticity, and they depended on the form of plasticity and on the environmental scenario (Romero-

Mujalli et al. 2017), being one example the random noise approach (Reed et al. 2011; Vincenzi 2014). 

Another example is when organisms able to learn failed to achieve the optimum phenotype when the 

social influence was strong, and the environmental change was slow (Romero-Mujalli et al. 2017).  

In conclusion, future eco-evolutionary models should consider dispersal and plasticity, together 

with further relevant organismal characteristics, as evolving traits with their associated costs and 

benefits. Such an integrated approach will allow to investigate whether the type of evolved adaptive 

response differs among life history strategies of organisms, and whether this response varies for the 

same life history strategy depending on the characteristics of the environmental change. This could help 

to identify conditions promoting population persistence. In particular, future work needs to go beyond 

the random noise approach for plasticity, and start simulating plasticity as evolvable, passive or adaptive, 

constant or flexible, with its associated costs and limits according to what empirical evidence suggests. 
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3.1 Abstract 

 

Organisms are expected to respond to changing environmental conditions through local adaptation, 

range shift or local extinction. The process of local adaptation can occur by genetic changes or 

phenotypic plasticity, and becomes especially relevant when dispersal abilities or possibilities are 

somehow constrained. For genetic changes to occur, mutations are the ultimate source of variation and 

the mutation rate in terms of a mutator locus can be subject to evolutionary change. Recent findings 

suggest that the evolution of the mutation rate in a sexual species can advance invasion speed and 

promote adaptation to novel environmental conditions. Following this idea, this work uses and 

individual-based model approach to investigate if the mutation rate can also evolve in a sexual species 

experiencing different conditions of directional climate change, under different scenarios of probability 

of recombination and of beneficial mutations. The results suggest that the mutation rate in a sexual 

species experiencing directional climate change scenarios can evolve and reach relatively high values 

mainly under conditions of complete linkage of the mutator locus and the adaptation locus. In contrast, 

when they are unlinked, the mutation rate can slightly increase only under scenarios where at least 50% 

of arising mutations are beneficial and the rate of environmental change is relatively high. Given that 

50% beneficial mutations may be an unrealistic assumption, and that recombination is ubiquitous in 

sexual species, the evolution of an elevated mutation rate in a sexual species experiencing directional 

climate change might be rather unlikely. Furthermore, when the percentage of beneficial mutations and 

the population size are small, sexual species (especially multicellular ones) producing few offspring 

may be expected to react to changing environments not by adaptive genetic change, but mainly through 

plasticity. Without the ability for a plastic response, such species may become – at least locally – extinct. 

 

Keywords  

Individual-based models; mutation rate; mutator locus; directional climate change; recombination; 

beneficial mutations, sexual species  
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3.2 Introduction 

 

Local adaptation to changing environmental conditions, such as directional climate change, 

becomes of high importance for organisms with limited dispersal abilities, or when physical barriers 

preventing dispersal are present. 

In such scenarios, organisms can adapt by genetic changes and / or phenotypic plasticity. For 

genetic changes to occur, mutations are the ultimate source of novel variation, and it is generally 

assumed that a mutation is a rare event (1). Consequently, individual-based models of explicit genetics 

typically assume small and constant (i.e., non-evolving) mutation rates (2–4). According to evidence, 

only few mutations are adaptive; many deleterious; and some are neutral (5). There is however genetic 

variation in DNA repair and replication processes (6–9), affecting the probability of a mutation to occur. 

Genetic loci affecting the origin of new variation (i.e., the mutation rate) have been termed “mutator” 

loci. They may be subject to selection, and selective forces may depend on the environmental context 

or scenario. 

Previous work investigating the evolution of the mutation rate has found that the fate of mutator 

alleles may differ for sexual and asexual organisms (10,11). In asexual organisms mutator alleles are 

associated with the mutations they caused, thus mutator alleles leading to an increase of the mutation 

rate can increase in frequency by hitchhiking with beneficial mutations at other loci (12). In contrast, in 

sexual organisms given that recombination breaks linkage disequilibrium, the mutator allele will be 

separated soon from a beneficial mutation it has caused and will not hitchhike to high frequency (10). 

Consequently, the evolution of mutation rate for a sexual organism is rather unlikely, and the mutation 

rate is then expected to stay close to a minimum achievable, limited either, by the costs of replication 

fidelity or by the drift limit (13,14). 

Contrary to previous authors, a recent simulation study suggests that the mutation rate can 

evolve to relatively high values also in sexual species and this can advance invasion speed and promote 

adaptation to novel environmental conditions along an environmental gradient (15). The proposed 

mechanism is induced linkage disequilibrium between the dispersal locus and the mutator locus (both 
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were evolving traits) that arise from spatial sorting and iterated founder event (15). The same authors 

also found that these results still held under assumptions of 90% of the mutations being lethal. 

The present work uses an individual-based modeling approach focused on local adaptation to 

test the evolution of the mutation rate in a population of a sexual species experiencing directional climate 

change, under different scenarios of linkage disequilibrium (unlinked to complete linkage). The aim was 

to investigate, following the findings of Cobben et al (15), whether directional climate change scenarios 

can also lead to the evolution of an elevated mutation rate in a sexual species. This work employs an 

alternative method for the simulation of beneficial mutations, i.e., implementing a distribution of 

mutation effects inspired by the concept of slightly deleterious mutations (16,17). Furthermore, different 

scenarios of stochasticity or noise color were explored to test whether the mutation rate could vary 

among organisms experiencing different habitats. 

 

3.3 Methods 

 

In order to investigate the evolution of the mutation rate under directional climate change 

scenarios, we designed a spatially implicit individual-based model (IBM) of a panmictic diploid 

population of a sexual species with non-overlapping generations experiencing directional climate 

change (a trend of the mean climatic variable such as temperature). Our model is based on two previous 

IBMs: Björklund et al. (18) for the simulation of environmental scenarios (including noise color) and 

the density dependence effect on fecundity; and Cobben et al. (15), for the simulation of explicit genetics 

on the inheritance of mutator and adaptation loci. The population was assumed to be geographically 

isolated, thus no migration was possible, such that the focus was on local adaptation. The mutation rate 

could evolve, and different scenarios of linkage disequilibrium and beneficial mutations were 

considered. 
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3.3.1 Environment 

 

The environment was stochastic and defined an optimum mean phenotype șt that moved at 

constant speed per generation. This environmental scenario has been considered best suit to investigate 

the effect of climate change (19,20). Thus, șt = ș0 + Ș t impose the directional climate trend, where ș0 

= 0 was the initial environmental optimum (when t = 0) and Ș, the rate of environmental change. The 

parameter Ș was changed to simulate different scenarios of environmental change (e.g., no change, slow, 

medium, rapid change).  

Environmental stochasticity or noise color was implemented as follows: The parameter ș*
t = șt 

+ ϕt, was the realized environmental state with noise ϕt = αϕt-1 + ȕξt. The autocorrelation coefficient α 

indicated the level of environmental correlation and therefore the noise color: -1 < α < 0, blue noise; α 

= 0, white noise, and 0 < α < 1, red noise. Three scenarios of α were considered, based on Björklund et 

al. (18): blue noise (α = -0.7); white noise (α = 0), and red noise (α = 0.7). The parameter ȕ determined 

the environmental variance, according to ȕ = σ√ͳ − 𝛼ଶ, as in (21), where σ2 = 1 was the environmental 

variance. The parameter ξt was a random value, normally distributed with zero mean and unity of 

variance. 

 

3.3.2 Population dynamics 

 

Individuals in the population were characterized by the following traits: sex, stage (whether 

adult or juvenile), phenotype zi, determined by the alleles at the adaptation locus, and a mutator locus 

whose alleles determine the genetic mutation rate. The phenotype and the mutator locus were considered 

evolving traits for the model. At the beginning of each simulation run, the population composed of 1000 

individuals, at carrying capacity K, was assumed to be locally adapted. Therefore the alleles coding for 

the phenotype were initialize randomly from a normal distribution centered in ș0 and variance V = VG / 

2L, where VG is the initial genetic variance present in the population, and L the number of loci which 

was set to 1 for all runs in this study. The phenotype z of individual i was determined by additive effects 

of alleles at the adaptation locus. As in Cobben et al. (15) the mutation rate was given by ȝ = 10-exp, 
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where exp = (lm,1 + lm,2) / 2. The alleles at the mutator locus lm,1 and lm,2 were initialized randomly 

according to a discrete uniform distribution in range [2; 4]. Therefore, the model’s initial conditions 

already incorporated intraspecific variation in the mutation rate between individuals in the population 

(initial mean mutation rate of 10-3). Assuming initial intraspecific variation in the mutation rate 

facilitates its evolutionary dynamic and reduces an otherwise relatively high extinction risk during early 

simulation time. 

 

3.3.3 Degree of local adaptation 

 

Each individual was tested on its ability for local adaptation given by the match of its phenotype 

zi to the current environmental optimum șt. Stabilizing selection was assumed according to: 

𝑤𝑖 = 𝑒−ሺ𝑧𝑖− 𝜃𝑡ሻ2ଶγ2  

The variable wi indicates the degree of local adaptation of individual i, and Ȗ, the strength of 

selection, affected the width of the fitness function, and was set to 2.2. This means that individuals 

having a phenotype departing from the optimum in 1SD phenotypic units will have a fitness of 90% 

(relative to the maximum fitness) which would be moderate selection according to (18). 

 

3.3.4 Fecundity 

 

The mating system was random mating, where females mated only once and males could repeat 

mating (lottery polygyny). The fecundity Ȝ of the reproductive couple was the sum of the scaled degree 

of local adaptation values w’i after considering density dependence effects, as in Björklund et al (18): 

𝑤′𝑖 = 𝑤𝑖𝑒ሺଵ−𝑁௄ሻ 
where N is the population size and K, the carrying capacity. Each couple (partners i,j) produced 

a number of offspring randomly drawn from a Poisson distribution with expectancy Ȝ = w’i + w’j 

 



Chapter 3 

 

63 

 

3.3.5 Inheritance 

 

Two scenarios of recombination were considered: unlinked and complete linkage (Table 3.1). 

During the process of inheritance, allele values for each locus (adaptation locus and mutator locus) of 

the inherited haplotype were picked randomly from the corresponding parental locus (unlinked 

scenario). In complete linkage scenario, alleles at the mutator locus were linked and migrated together 

with the corresponding alleles at the adaptation locus. For comparison, we also implemented an 

intermediate linkage (pR = 0.5). Then, mutations took place with probability ȝ determined by the alleles 

at the mutator locus as explained above. In case that a mutation occurred, its effect for the adaptation 

locus was randomly drawn from a normal distribution with zero mean and variance equals to the 

variance of the distribution of fitness effect size of mutations, which was an input parameter (20). The 

assumption of a Gaussian distribution is consistent with analysis of mutation effects (22,23). In the 

model, the mean x of the distribution of mutation effect size could change according to the scenario of 

percentage of beneficial mutations (input parameter, Table 3.1). This applied for the adaptation locus 

only. This approach granted that beneficial mutations – mutations that pushed the trait in the direction 

of șt – actually occurred at different probabilities as shown in the distribution of mutations fitness effect 

size (Figure 3.1). This can be important since under scenarios of directional selection the common 

assumption in individual-based models of explicit genetics of symmetric distribution of beneficial and 

deleterious mutations can overestimate the amount of arising beneficial mutations (e.g., 12,17). In fact, 

the shifted distributions approximates the mutational effects according to the model of slightly 

deleterious mutations (16,17). On the other hand, when a mutation occurred at the mutator locus, its 

effect consisted in adding a value randomly drawn from [-1, 0, 1] to the mutated allele. 
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Fig. 3.1 Distribution of fitness effects of mutations according to different scenarios of percentage of 

beneficial mutations bm. Beneficial mutations are shown in light grey color. Variance of the distribution 

MV = 0.1 
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After the process of inheritance, all adults died, and newborns took over the population (non-

overlapping generations). 

 

3.3.6 Method for beneficial mutations 

 

The mean x of the distribution of mutation effect size was given by x = ε – y√𝑀𝑉, where ε = 0 

was the Z-score cutting value between deleterious and beneficial mutations. The parameter MV was the 

variance of the distribution, and y was given by the quantile function of the normal distribution with 

probability p = 1 – q. The parameter q was the desired proportion of beneficial mutation (e.g., 0.25 for 

25% scenario of beneficial mutations). 

 

3.3.7 Simulation experiments 

 

To study the evolution of the mutation rate, different scenarios of rate of environmental change, 

probability of recombination, and percentage of beneficial mutations were implemented (Table 3.1). 

The environmental condition r = 0 (no directional climate change) was performed only for the scenario 

of bm = 50% and acted as a control. The additional scenarios of bm were performed for conditions of 

directional climate change (r > 0). Simulation experiments consisted of 200 replicates, lasting for 300 

generations each: 100 generations of stable environment followed by 200 generations of treatment of 

directional climate change. The sequence of operations in the model were: update of the environmental 

optimum, degree of local adaptation, reproduction, mortality of adults, and update of phenotype of the 

new generation before repeating the loop. If extinctions occurred, the data was not used for the analysis.  

The visualization of the data was done in r project v3.4.2 and the model was programmed in 

Netlogo v6.0.2. 
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Table 3.1 Parameters values and description (values in parentheses were implemented to evaluate the 

robustness of outcomes). 

Parameter Value Description 

K 1000 Carrying capacity 

Ȗ 2.2 (3.2) Strength of selection 

σ2 1 Variance of the stochastic 

environment 

ș0 0 Initial environmental optimum 

Ș 0, 0.01, 0.02, 0.03, 0.04 Rate of environmental change 

z evolving trait Ecological phenotype 

VG 0.2 Initial genetic variance present 

in the population 

L Number of loci per evolving 

trait 

1 

ȝ evolving trait, range [0; 1] Mutation rate 

MV 0.2 Variance of the distribution of 

mutations fitness effect size 

bm 10, 25, 40, 50 Percentage (%) of beneficial 

mutations 

pR 0 (unlinked), (0.5), 1 (complete 

linkage),  

Probability of recombination 

t 300 Time limit per simulation, in 

generations. The last 200 

generations were exposed to the 

treatment of directional climate 

change 
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3.4 Results 

 

In our simulations, the mutation rate followed different evolutionary trajectories, relative to the 

percentage of beneficial mutation bm and the probability of recombination pR: Overall, the evolved 

mutation rate reached higher values when increasing the percentage of beneficial mutations bm, and this 

was independent of scenarios of probability of recombination pR and rate of environmental change 

(Figure 3.2, Figure 3A.3, Appendix 3A). The mutation rate evolved to relatively high values mainly 

under scenarios of complete linkage (pR = 1), relatively rapid directional climate change, and 25% or 

higher percentage of beneficial mutations (Figure 3.2). Under the unlinked recombination scenario (pR 

= 0), the mutation rate evolved to relatively high values only if the rate of environmental change was 

fast (Ș = 0.04) and the percentage of beneficial mutations was high (50%; Figure 3.2). An intermediate 

recombination rate (pR = 0.5) yielded intermediate results (Figure 3A.1 Appendix 3A). 
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Fig. 3.2 The evolution of the mutation rate under scenarios of directional environmental change, 

probability of recombination pR, and percentage of beneficial mutations bm. Each data point 

corresponds to the mean mutation rate present in the population at the end of each simulation run (200 

generations). The scenario of r = 0 was performed only for the scenario of bm = 50%. The number of 

data points per box is shown in parenthesis (selection parameter Ȗ = 2.2). A weaker selection regime (Ȗ 

= 3.2) showed a similar pattern (data not shown). 

 

In general terms, for a population of a sexual species, it seems unlikely for the mutation rate to 

evolve to higher values under directional climate change scenarios, unless the rate of change is very 

rapid (Ș = 0.04) and the percentage of beneficial mutations is high (50%). This result is robust under 

different scenarios of environmental stochasticity and noise color (Figure 3A.2, Appendix 3A). 
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3.5 Discussion 

 

The aim of this study was to investigate whether the mutation rate could evolve to higher values 

in the course of local adaptation of an isolated population of a sexual species experiencing directional 

climate change. This work was inspired by a previous study that found adaptive evolution of the 

mutation rate which advances invasion speed of a sexual population inhabiting an environmental 

gradient (15). According to our results, the mutation rate can evolve to relatively high values only under 

conditions of complete linkage or, without such linkage, under the assumption of 50% beneficial 

mutations. Under complete linkage, the mutation rate can evolve under intermediate to high rates of 

environmental change, and when the percentage of beneficial mutations is at least 25%. The scenario of 

complete linkage suggests mutation rates can be expected to evolve in asexual organisms, which is in 

line with current theory (10,11). For example, it was demonstrated for Escherichia coli populations that 

mutator alleles could be fixed by hitchhiking on beneficial mutations at other loci (12). In a sexual 

species, scenarios resembling intermediate to complete linkage may occur if the mutator locus is 

somehow linked to the trait under selection (e.g., by close proximity on the same chromosome), such 

that it can hitchhike on beneficial mutations occurring on the evolving trait. Scenarios of intermediate 

linkage (pR = 0.5) can also yield slightly elevated mutation rates, relative to the unlinked scenario. 

However, assuming a definite location of the mutator locus in the genome (as, e.g., a locus encoding for 

a DNA polymerase), most traits under selection can be expected to be encoded far away from the mutator 

locus, such that the unlinked scenario seems most appropriate for sexually reproducing species. 

On the other hand, under unlinked recombination scenarios, the mutation rate evolved to 

relatively higher values only under scenarios of 50% beneficial mutations, particularly when the rate of 

environmental change was fast. When the percentage of beneficial mutations was low (10 and 25%), 

either there were too few data points (2) to derive any conclusion, or the population went extinct for all 

runs when the rate of environmental change was increased. Thus, the likelihood of beneficial mutations 

occurring under scenarios of rapid climate change becomes of high importance for organisms with 

limited plasticity and standing genetic variation, in order to allow for evolutionary rescue in specialist 

species. These results are in contrast with those in Cobben et al. (15) where the mutation rate facilitated 



Chapter 3 

 

70 

 

range expansion and evolved towards higher values even under the assumption of 90% lethal mutations. 

The distribution of fitness effects in Cobben et al. (15) was symmetric (i.e., bm = 50% in our model), 

and the probability of lethal mutations was independent of this distribution. In our model, given that we 

implemented the percentage of beneficial mutations bm directly into the distribution of fitness effects of 

mutations, the negative effects of mutations (especially when bm was low) became stronger, the higher 

the rate of directional environmental change. Thus, constraining its evolution to scenarios of high 

percentage of beneficial mutations. This emphasizes potential outcome differences in studies focused 

on the evolution of the mutation rate depending on the implementation methods for deleterious 

mutations. Since our method is consistent with the concept of slightly deleterious mutations (16,17), our 

simulation of beneficial mutations is presumably more realistic than that in Cobben et al. (15) under 

scenarios of directional selection. In fact, most IBMs of explicit genetics assume a symmetric 

distribution for the simulation of beneficial mutations when studying directional environmental change 

scenarios (4). According to empirical data, however, most mutations are negative, some are neutral, and 

only few are beneficial (5). The common assumption in IBM eco-evolutionary models of 50% beneficial 

mutations is therefore highly unrealistic and may overestimate evolutionary rescue (or invasion speed) 

under directional climate change scenarios. We interpret our results as indication that implementation 

of beneficial mutation percentages more in line with reality may preclude evolution of elevated mutation 

rates in sexual species, unless there is strong linkage between mutator and trait locus. 

According to our model, the evolution of the mutation rate may be possible in asexual unicellular 

organisms, provided that inherited differences in the function of repair and replication mechanisms exist 

which could serve as “mutator”. In sexual unicellular organisms the mutation rate can evolve if the 

organisms experience high rate of environmental change and the probability of occurring beneficial 

mutations is high, or if mutator genes happen to occur close to genome sequences coding for the evolving 

trait, such that they can hitchhike with beneficial mutations at other loci. In multicellular organisms, the 

mutator locus is expected to be present and affect germ and soma alike. This was not considered in our 

model and represents a model limitation. In these organisms an increase in genomic mutation rate may 

lead to tissue damage and reduced survival. In the model, the mutation rate affected only the process of 

inheritance of the traits into the next generations. Therefore, the mutation rate may still evolve in 
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multicellular organisms as suggested by the model if the effects of increased mutation rates compromise 

survival after reproduction takes place (15), or unless the mutation rate can be somehow increased for 

segments of the genome (e.g., traits, locus, germ-line).The later scenario may not be consistent with the 

mutator locus approach as implemented here (e.g., a locus encoding for a DNA polymerase). However, 

the immune system of vertebrates is an example of high frequency mutations locally restricted to few 

genes and cell types in multicellular organisms and that has evolved in response to the constant need of 

novel mutations in the arm race between host and pathogens (14,24). 

Our findings that mutation rates evolve to higher values only with unrealistically high 

percentages of beneficial mutations or complete linkage seem to be independent from some 

characteristics of the environmental change, as it was replicated for the different levels of stochasticity 

or noise color. This is in line with the observation of no systematic variation in the mutation rate among 

organisms experiencing different habitats (14,25). However, there are environmental conditions (e.g., 

chemicals, radiation) that produce DNA damage or modify the chemistry of enzymes potentially 

affecting replication fidelity and promoting mutations (26). Such conditions lead to non-adaptive 

elevations of the mutation rate. Another potential source of variation in the mutation rate is the difference 

in condition between individuals in the population. It has been shown that environmental and genetic 

stress compromise DNA repair mechanisms and therefore, causes individuals to pass on a greater 

mutation load to their offspring (9,27,28). The phenotypic condition can be directly related to the ability 

of individuals of overcoming the physiological cost of high-fidelity replication (8). Thus, individuals 

able to pay the cost of fidelity are expected to reduce the mutation rate down to the drift limit, as further 

reductions will be effectively neutral (14). Those not able to pay the cost are expected to experience 

relatively elevated values of the mutation rate (8,14). 

In conclusion, considering that 50% beneficial mutations may be an unrealistic assumption, and 

that recombination is ubiquitous in a sexual species, results in this study suggest that, it is unlikely for 

the mutation rate to evolve to elevated values in a sexual species experiencing directional climate change 

scenarios. Instead, mutation rate will be under stabilizing selection at the minimal value allowed by 

limitations by costs of replication fidelity or limitations imposed by the drift limit, as already proposed 

in the literature (13). Though the frequency of beneficial mutations remains an elusive quantity (5), 
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empirical estimations of beneficial mutations in E. coli seem to be far below the lowest scenario 

investigated in this model (29). If this observation applies to sexual species as well, the evolution of the 

mutation rate towards elevated values under sexual recombination will become even less likely. It is 

important to consider that conclusions derived from this study apply under the assumption of a mutator 

locus affecting replication fidelity. The presence and action of other mechanisms affecting the mutation 

rate (e.g., epigenetics mechanisms) may affect the results as reported in this study (14,24). Therefore, 

when the percentage of beneficial mutations is small, and populations are not large enough, sexual 

species (especially multicellular ones) producing few offspring may be expected to buffer their ability 

for local adaptation mainly through standing genetic variation and plasticity, provided that movement 

opportunities are constrained. Future work should focus on understanding the potential role of standing 

genetic variation, polygenic selection, epigenetics and phenotypic plasticity in the ability for local 

adaptation of sexual species under scenarios of directional climate change and when the probability of 

beneficial mutations is low. 
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SUPPLEMENTARY MATERIAL 

 

 

 

Fig. 3A.1 Evolution of the mutation rate per scenario of beneficial mutations bm and scenario of recombination: 

unlinked (pR = 0), intermediate (pR = 0.5), and complete linkage (pR = 1). Each data point corresponds to the 

mean mutation rate present in the population at the end of each simulation run (200 generations). 
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Fig. 3A.2 The evolution of the mutation rate under scenarios of blue (link) and red (right) noise, directional 

environmental change, probability of recombination pR, and percentage of beneficial mutations bm. Each data 

point corresponds to the mean mutation rate present in the population at the end of each simulation run (200 

generations). 
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Fig. 3A.3 Trajectory (time series) of the evolutionary dynamics of the mutation rate (mean ± standard deviation 

from 30 replicates per condition) in a population experiencing rapid directional climate change (r = 0.03), under 

scenarios of unlinked (upper panel) and complete linkage (lower panel). pR: probability of recombination, and 

bm: percentage of beneficial mutations. 
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4.1 Abstract 

 

Populations can adapt to changing local environmental conditions by genetic changes or 

phenotypic plasticity. Plastic responses are generally faster and can buffer fitness losses 

associated to the variable conditions. Most modeling studies investigating this topic has focused 

on adaptive plasticity. From these, those investigating plasticity under stochastic environmental 

conditions have focused on the degree of correlation among the cues and the optimum reaction-

norm given by the environment (cue reliability). They found that adaptive plasticity is favored 

when environmental cues are reliable. Yet, how non-adaptive and adaptive plasticity affect 

population persistence under different forms of stochasticity (different climatic stochasticity or 

noise color), and scenarios of climate change remain to be studied. Here we present an 

individual-based eco-evolutionary model and study the relative importance of adaptive and 

non-adaptive plasticity for populations with different life history strategy, experiencing 

scenarios of directional climate change and environmental stochasticity. Non-adaptive 

plasticity was simulated as a random environmental effect on the development of the 

phenotypic trait, while adaptive plasticity was implemented as linear, logistic, or sinusoidal 

reaction norms. The last two imposed limits to the plastic response. In the model, life history 

strategies differed in their reproductive ability and had contrasting population dynamics. The 

environment was simulated through a climate variable defining a phenotypic optimum moving 

at a given rate of change (climate change scenarios: no change, slow, medium, rapid). Scenarios 

of noise color resembling different climatic stochasticity were explored. We found that adaptive 

phenotypic plasticity promotes population persistence under positively autocorrelated (red 

noise) environmental stochasticity. In contrast, non-adaptive random phenotypic plasticity was 

of advantage under high amplitude stochastic changes of environmental conditions (blue noise). 

Adaptive plasticity was particularly important for life history strategies with low fecundity 

experiencing scenarios of climate change. Populations producing more offspring could cope 



Chapter 4 

 

85 

 

with environmental fluctuations relying only on genetic changes or random plasticity, unless 

the rate of environmental change was too fast. 

 

Keywords  

Individual-based models; phenotypic plasticity; reaction-norms; noise color; directional 

climate change; life strategies 

 

4.2 Introduction 

 

A prevailing challenge in ecology and evolutionary biology is to understand and predict 

species’ responses to environmental change, such as climate change (Chevin et al. 2010; 

Gonzalez et al. 2013). Populations of species are expected to respond to these changes by local 

adaptation to novel environmental conditions, shifts in their distributional range while tracking 

their preferred niche, or local extinction (Franks et al. 2014; Wiens 2016). Particularly, when 

movement opportunities are constrained, populations are expected to either go extinct or to 

cope with novel conditions through local adaptation: genetic changes or phenotypic plasticity. 

Phenotypic plasticity is defined as any non-genetic change of the phenotype induced by 

changing environmental conditions (Pigliucci 2005; Reusch 2014; Romero-Mujalli et al. 2019). 

It includes acclimation, developmental plasticity, behavioral flexibility, learning, maternal 

effects, epigenetics, and random noise (West-Eberhard 2003).  

Evolution via genetic changes can rescue a population experiencing a novel 

environment, provided that enough standing genetic variation exists (Hermisson and Pennings 

2005). Among other factors, evolutionary rescue also depends considerably on demographic 

properties and the generation time of a species (Chevin et al. 2010; Bell 2013). Consequently, 

a population can go extinct before evolutionary rescue can lead to positive growth rate and 

recovery (Bell 2013; Ashander et al. 2016). Thus, life strategies where a genetic response is 

somehow limited, are expected to buffer fitness loss in a novel environment through plastic 
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responses, which are generally faster (Lande 2009; Reusch 2014), and can aid evolutionary 

rescue through the process of genetic accommodation (West-Eberhard 2003; Schlichting and 

Wund 2014). 

Using individual-based models, a comparison among life history strategies has been 

performed for the ability of local adaptation through genetic changes (Björklund et al. 2009). 

However, the role of different types of phenotypic plasticity for persistence under 

environmental change, relative to different strategies, has not yet been thoroughly investigated. 

For example, species with relatively high fecundity (large clutch size) may rely less on 

plasticity as compared to species with clutch-size limited to few offspring, as typical for 

mammal species. Though it was not the focus of their work, Björklund et al. (2009) observed 

in their model that r-like life strategists persisted the environmental change the longest (as 

compared to other life strategies) under scenarios of low heritability in which most variability 

of the phenotypic trait was developed randomly (random noise). 

Phenotypic plasticity has long been considered important for organisms experiencing 

fluctuating environmental conditions (Scheiner 1993; Via et al. 1995). Models on the evolution 

of phenotypic plasticity suggest that plasticity evolves in variable environmental conditions, 

when cues are reliable, and when costs are relatively low (Ghalambor et al. 2007; Chevin et al. 

2010; Lande 2014; Hendry 2016; Ashander et al. 2016). Many modeling attempts on 

phenotypic plasticity under stochastic environmental conditions have focused on the effect of 

temporal autocorrelation of environmental cues (Reed et al. 2010; Ergon and Ergon 2016; 

Ashander et al. 2016). Here, environmental cues are often correlated with, but not identical to, 

the environmental variables affecting fitness (Ergon and Ergon 2016). These models indicate 

that the evolution of phenotypic plasticity is favored with positively autocorrelated 

environmental cues (environmental predictability), but not under unpredictable environmental 

conditions. However, stochastic fluctuations in climatic variables such as temperature lead to 

another type of environmental stochasticity that have receive less attention regarding the topic 

of plasticity. Populations experience random fluctuations in environmental conditions 

(environmental stochasticity), and these fluctuations can differ with regard to their serial 
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autocorrelation between consecutive time units (typically years; Schwager et al. 2006; 

Björklund et al. 2009). Ecological models have already shown that environmental stochasticity 

reduces long-term population growth and that the type (i.e., the color) of the stochastic noise 

differently affect population extinction risk (Heino et al. 2000; Schwager et al. 2006; Björklund 

et al. 2009; Ferguson et al. 2016). For instance, Mustin et al. (2013) found that extinction risk 

is expected to be high for populations experiencing directional climate change and inhabiting 

climates with reddish stochasticity. 

Here, we present an individual-based eco-evolutionary model to study the relative 

importance of adaptive and non-adaptive plasticity for populations with different life histories, 

experiencing scenarios of various rates of directional climate change and different types of 

environmental stochasticity (noise color). Thus, this study complements works of phenotypic 

plasticity under stochastic environmental conditions, since it focusses on a type of stochasticity 

that has received less attention. In the model we implement non-adaptive and adaptive 

phenotypic plasticity (with limits). Most theoretical work in the literature have focused on 

understanding the adaptive nature of phenotypic plasticity (Via and Lande 1985; Nussey et al. 

2007; Chevin et al. 2010; Lande 2014), mainly using linear reaction norms (Chevin et al. 2010; 

Lande 2014; Romero-Mujalli et al. 2019). However, plasticity can be adaptive and non-

adaptive (Ghalambor et al. 2007), and reaction norms can be of any shape (Murren et al. 2014). 

Therefore, our work also adds (secondary objectives) to an improved understanding of the role 

of non-adaptive phenotypic plasticity and the limits to plasticity. It further contributes to the 

debate whether adaptive phenotypic plasticity promotes or hinders evolution. 

 

4.3 Methods 

 

To study the effect of adaptive and non-adaptive phenotypic plasticity on population 

persistence under scenarios of environmental change, we developed an eco-evolutionary 

individual-based model (IBM) of a geographically isolated panmictic population of a sexual 
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species with non-overlapping generations experiencing stochastic directional climate change. 

The focus was on local adaptation (no migration was possible). This could resemble a fish 

population inhabiting a lake, or a plant or animal population inhabiting a highly fragmented 

environment where movement opportunities are constrained. Populations could differ in 

fecundity and intrinsic population dynamics (different life strategies). The model also allows 

for different forms of variation in environmental stochasticity or noise color (e.g., white noise 

typical for terrestrial locations; red noise, which had been found in coastal and marine habitats, 

Vasseur and Yodzis 2004). 

 

The model was created using the freely available software platform Netlogo 6.0.2 

(Wilensky 1999) and is available for download from 

https://github.com/danielrm84/PanModel33. A full description of the model that follows the 

ODD (Overview, Design, concepts, and Details) protocol (Grimm et al. 2006; Grimm et al. 

2010) can be found in Appendix 4A. Below, only model features that were used in this research 

are explained. The sequence of model operations was: update of environmental state, check of 

degree of local adaptation (as fitness proxy), computation of fecundity, reproduction of adults, 

inheritance, update of offspring phenotypic values, die-off of adults, and check for extinction 

before repeating the loop (Fig. 4.1). 

https://github.com/danielrm84/PanModel33
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Fig. 4.1 Flowchart diagram of the sequence of model operations. 

 

4.3.1 Landscape 

 

The environment imposed a phenotypic optimum șt (hereafter, environmental 

optimum) which could change at constant speed every generation depending on the simulated 

scenario of environmental change. Thus, șt = ș0 + Ș t determined the directional trend of the 

optimum șt in a deterministic environment (no stochasticity). The parameter ș0 was the initial 

environmental optimum (when t = 0) and Ș, the rate of environmental change. By varying the 

parameter Ș we simulated different scenarios of directional climate change (e.g., no change, 

slow, medium, rapid climate change). Stochastic colored noise around șt was implemented to 

simulate different scenarios of environmental stochasticity (Fig. 4.2). This method has been 
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recommended as best suiting for the simulation of directional climate change scenarios (Kopp 

and Matuszewski 2014; Vincenzi 2014). 

 

Fig. 4.2 Example of scenarios of directional climate change and environmental stochasticity as 

simulated in the model. Different forms of stochastic fluctuations (noise color) of the 

environmental optimum (șt) were simulated. They differ in their autocorrelation, i.e., no 

autocorrelation (white), negative autocorrelation (blue), or positive autocorrelation (red). The 

parameter Ș illustrates different rates of directional climate change (no change, slow to rapid 

change). The color bar shows the range of values explored for the level of autocorrelation (α, 

see methods). 

 

Stochasticity according to colored noise was implemented such that the environmental 

optimum was redefined as șt = ș*t + ϕt where ș*t gave the directional trend of the mean 

environmental optimum as specified above, and ϕt = αϕt-1 + ȕξt, the stochastic noise. The 

parameter α governed the level of environmental autocorrelation, and therefore, allowed for 

different forms of stochasticity or noise color as in Björklund et al (2009): -1 < α < 0, blue 

noise; α = 0, white noise, and 0 < α < 1, red noise (Fig. 4.2).  Several scenarios of noise color 

(values of α) where explored, ranging from negatively autocorrelated environmental conditions 

or blue noise, to uncorrelated (white noise), and positively autocorrelated environmental 

conditions or red noise (see Table 4.1). The parameter ȕ = σ√ͳ − 𝛼ଶ was the adjusted 

environmental variance for all degrees of autocorrelation, as in (Schwager et al. 2006), and σ2 
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= 1 was the environmental variance. The parameter ξt was a random value, normally distributed 

with zero mean and unity of variance. 

 

4.3.2 The population 

 

Individuals in the population were characterized by sex, stage (whether adult or 

juvenile), degree of local adaptation (fitness proxy), fecundity, and an ecological phenotype 

(evolving trait). The ecological phenotype z had its genetic component a defined by L diploid 

loci with additive effects, and its environmental component e determining the contribution of 

phenotypic plasticity in the development of the trait. Thus, zi = ai + e, was the ecological 

phenotype of individual i, where ai = ∑ ݈݊௅𝑙=ଵ , and where nl was the sum of allelic values at 

locus l. At the beginning of the simulation, the population composed of N individuals was 

assumed at carrying capacity (N = K = 1000) and locally adapted. This means that for each 

individual organism, alleles coding for its ecological phenotype were drawn from a normal 

distribution with mean equal to the environmental optimum ș0 and variance V = VG / 2L, where 

VG = 0.2 was the initial genetic variance present in the population, and L = 1, the number of 

loci affecting the phenotypic trait.  

 

4.3.3 Phenotypic plasticity 

 

Four different types or scenarios of phenotypic plasticity were implemented (Fig. 

4.3A): random noise, linear reaction norm, sinusoidal reaction norm, and logistic reaction norm. 

In the model, phenotypic plasticity affected the environmental component e of the ecological 

phenotype. Random noise has been the most common method in eco-evolutionary IBMs for 

the representation of an environmental effect on the development of the phenotypic trait 

(Romero-Mujalli et al. 2019). In this model, we consider random noise as part of non-adaptive 

phenotypic plasticity. Thus, we could compare the effect of non-adaptive and adaptive 
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phenotypic plasticity on population persistence. In the model, random plasticity assumed e to 

be random and normally distributed with zero mean and variance VE = σ2, the environmental 

variance. 

Fig. 4.3 (A) Forms 

of non-adaptive 

(random) and 

adaptive (linear, 

sinusoidal, logistic) 

phenotypic plasticity 

implemented in the 

model. The black 

line indicates the 

moving phenotypic 

optimum șt as given 

by the environment. 

Empty circles show 

the phenotypic 

response of the organism. (B) Genetic variance present in a population experiencing controlled 

environmental conditions (no climate change, no stochasticity) per scenario of phenotypic 

plasticity. In the example, adaptive sinusoidal plasticity maintains the highest genetic variation. 

The same holds for logistic plasticity (not shown). (C) Time series of the genotypic and 

phenotypic variances present in a population experiencing deterministic directional 

environmental change (no stochasticity), under the scenario of adaptive sinusoidal phenotypic 

plasticity (upper panel). When the population is locally adapted (initial part), there is 

developmental canalization (Posadas and Carthew 2014) of the trait and therefore, less 

phenotypic than genetic variation. As the environment changes and the population is pushed 

towards its limits of plasticity, cryptic phenotypic variation arises, and the mean fitness (here, 

degree of local adaptation) of the population reduces (lower panel). 
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For the modeling of adaptive phenotypic plasticity, we considered three approaches: 

the linear reaction norm without a limit, which is the most common approach in the literature 

(Chevin et al. 2010; Lande 2014; Romero-Mujalli et al. 2019); and two other approaches that 

account for limits to phenotypic plasticity (Fig. 4.3A). In the literature, most research has 

focused on costs of plasticity, and very little on its limits (Murren et al. 2015).  

In our model, the linear reaction norm defined the environmental component as e = bșt; 

where b is the slope or degree of plasticity, and șt the environmental optimum at time t (in 

generations). Furthermore, the linear reaction norm was assumed to be shallower (b = 0.5) and 

in the direction of the phenotypic optimum șt. This emphasized the fact that the linear plastic 

response was adaptive for the model, and that there was a lag due to the development of the 

trait (Lande 2009; Chevin et al. 2010; Ashander et al. 2016). It is important to mention that 

perfect sensing of the environment was assumed for all scenarios of adaptive phenotypic 

plasticity. The effect of different degrees of sensing was beyond the scope of this work. 

The two other methods, logistic and sinusoidal, were designed based on observations from 

stress tolerance responses for some physiological traits (Jordan and Deaton 1999; Araújo et al. 

2014; Solan and Whiteley 2016; Araújo et al. 2016; Wiesenthal et al. 2018), and on behavioral 

traits. Their plastic response was assumed to be constructive (Laland et al. 2015), relying on 

feedback with the environment, and in the direction of the environmental optimum (adaptive). 

This means that they allowed for stable functioning (close to the optimum) despite of the 

variation at the genetic level. A consequence of this implementation is that they maintain higher 

genetic variance than the alternative methods even when the population is exposed to a highly 

controlled environment (e.g., laboratory conditions) for several generations (Fig. 4.3B), which 

agrees with observations (Maharjan et al. 2006; Fussmann et al. 2007). These methods differed 

from each other only in the condition that determined the phenotype produced when the limit 

is exceeded, and were implemented as follows: 

e = ΩΔE; where Ω was always positive and shaped the plastic response. It was given by Ω = 

sin(│ΔE│). The term ΔE indicated the amount of change with respect to the reference 
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environment șR = a, such that ΔE = șt – șR. The parameter a was the genetic component of the 

phenotype. 

For sinusoidal phenotypic plasticity, if the argument of the sine function was greater than 

π, the environmental component e was set to 0 (the organism fails to develop a plastic response). 

An example could be snails subject to salinity stress. If the change is too large (compared to 

the reference environment where plasticity is not needed), snails fail to develop enough 

physiological response to counter and balance osmotic pressure (e.g., Jordan and Deaton 1999; 

Wiesenthal et al. 2018). Additionally, in the model sinusoidal plasticity allowed for the 

appearance of cryptic variation in the population when it was pushed towards the limits (Fig. 

4.3C). Cryptic variation refers to genetic variation that normally has little or no effect on 

phenotypic variation but that under atypical conditions generates phenotypic variation (Paaby 

and Rockman 2014). 

On the other hand, for logistic phenotypic plasticity, if the argument of the sine function 

was greater than π / 2; the term ΔE was set to ΔE = π / 2 such that a maximum response was 

reached (saturation). This could resemble plant species expose to different light conditions. 

After some point of increasing light intensity, a maximum thickness will be reached, and the 

plant’s leaves would not grow any thicker (Wilson and Cooper 1969).  

The process of genetic accommodation (West-Eberhard 2003; Schlichting and Wund 2014) 

was observed for these two methods without the consideration of costs to plasticity. 

 

4.3.4 Degree of local adaptation 

 

After developing the phenotype, adult individuals in the population were subject 

to stabilizing selection according to the following Gaussian function ((Burger and 

Lynch 1995): 

𝑤𝑖 = 𝑒−ሺ𝑧𝑖− 𝜃𝑡ሻ2ଶγ2  
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Where wi was the degree of local adaptation (fitness proxy) of individual i, and 

Ȗ, the width of the function (strength of selection). The closer the ecological phenotype 

zi was to the optimum șt, the better the individual coped with the environmental 

conditions. 

 

4.3.5 Fecundity and life strategies 

 

The fecundity of individuals in the population was scaled according to their degree of 

local adaptation after considering density dependence effects, as in Björklund et al (2009): 

𝑤′𝑖 = 𝑤𝑖𝑒𝜓ሺଵ−𝑁௄ሻ 
where w’i was the fecundity of individual i, N was the population size and K, the 

carrying capacity. The parameter ψ described the strength of the density dependence effect. The 

higher ψ, the stronger was the density dependence effect. Here we implemented three levels of 

ψ as in Björklund et al. (2009): 0.5, 1.8 and 2.5. These three values produced fundamentally 

different population dynamics (Fig. 4.4A and B). 
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Fig. 4.4 Life strategies as implemented in the model. (A) expected fecundity (Ȝ) per 

reproductive couple for different values of population size (carrying capacity K = 500). When 

the population size is low, resources are plenty, and well adapted couples can contribute their 

best in number of offspring (fecundity) for the next generation. (B) Population dynamics per 

life strategy (values of ψ) in a static environment (no climate change, no stochasticity).  

 

4.3.6 Reproduction 

 

Adult individuals mated randomly with others of opposite sex, with replacement for 

males only (i.e., lottery polygyny, males could participate in more than one reproductive event). 

The fecundity of the reproductive couple Ȝ was equal to the sum of the scaled fitness of the 

partners i,j: 

Ȝ = w’i + w’j 

Each couple produced a number of offspring randomly drawn from a Poisson 

distribution with expectancy Ȝ. 
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4.3.7 Inheritance 

 

After reproduction, each offspring inherited one strain copy or haplotype from each 

parent. Only the genetic component (or breeding value) a was inherited. Allele values of the 

inherited haplotype were picked randomly from the corresponding parental locus (unlinked 

recombination resp. full linkage equilibrium). Each haplotype could mutate with probability ȝ 

of mutation per locus. In case that a mutation occurred, its effect was randomly drawn from a 

normal distribution with zero mean and variance equals to the effect size of mutations MV, 

which was an input parameter (Vincenzi 2014). The assumption of a Gaussian distribution is 

consistent with analysis of mutation effects (Lynch and Walsh 1998; Martin et al. 2006). 

All adults died after reproduction (non-overlapping generations). Offspring developed 

their phenotype according to their genetic and plastic components, and matured into adults, 

before repeating the loop. 

 

4.3.8 Simulation experiments 

 

With the model we studied the effect of non-adaptive and adaptive phenotypic 

plasticity on population persistence under scenarios of directional stochastic environmental 

change. To this end, 200 replicates lasting 100 generations each were performed for different 

combinations of rate of directional climate change, degree of autocorrelation (noise color), type 

of phenotypic plasticity (including genetic determinism), and density dependence effect (life 

strategy) (see Table 4.1). To complement the findings on life strategies of intermediate and 

strong density dependence effects, additional scenarios of rate of environmental change were 

performed only for these two strategies. Additional values of the parameter governing the level 

of density dependence effect were explored only for moderate rate of environmental change 

with stochasticity. This was done to complement initial results and relate a critical value of 
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fecundity with the relative importance of phenotypic plasticity. The analysis of data and 

plotting was performed in r v3.4.2. 

Table 4.1 Parameter values and description 

Parameter Value Description 

K 1000 Carrying capacity 

Ȗ 2.2 Strength of selection 

σ2 1 Variance of the stochastic 

environment 

ș0 0 Initial environmental optimum 

Ș 0, 0.01, 0.02, 0.03, 0.04 

Additional experiment: 0.07 

Rate of environmental change 

α -0.8, -0.6, -0.4, -0.2, 0, 0.2, 0.4, 

0.6, 0.8 

Level of environmental 

autocorrelation (scenarios of 

stochasticity) 

ψ 0.5, 1.8, 2.5 

Additional experiments: 0.6, 

0.8, 1.0 

Density dependence effect (life 

strategy) 

z evolving trait Ecological phenotype 

b 0.5 Slope of the linear reaction norm 

VG 0.2 Initial genetic variance present 

in the population 

L 1 Number of loci per evolving 

trait 

ȝ 0.001 Mutation rate* 

MV 0.2 Variance of the distribution of 

mutations fitness effect size 

t 100 Time limit per simulation, in 

generations 

* The value of the mutation rate was picked according to results of a simulation model on the evolution 

of the mutation rate after 300 generations of a population experiencing stochastic environmental 

conditions (no climate change, and no plasticity, Romero-Mujalli et al. in revision, Chapter 3). In addition 

this value is within the range of mutation rates used in other simulation models (review in Romero-

Mujalli et al. 2019).  
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4.4 Results 

 

Under scenarios of weak density dependence effect (ψ = 0.5), in which breeding pairs 

in the population could produce relatively few offspring, adaptive phenotypic plasticity played 

a major role promoting persistence as compared to organisms with higher ψ (Fig. 4.5, 4.6). 

Particularly for this life strategy, adaptive phenotypic plasticity became of high importance 

promoting local adaptation under uncorrelated to positively autocorrelated environmental 

stochasticity (white and red noise). In contrast, under negatively autocorrelated environmental 

stochasticity (blue noise), adaptive phenotypic plasticity showed poor performance and 

hindered evolution. Under these conditions, random plasticity (non-adaptive plasticity) and no 

plasticity at all (genetic determinism) performed the best (Fig. 4.5). However, if the rate of 

change Ș was too rapid, adaptive phenotypic plasticity (particularly, linear reaction norm and 

logistic plasticity) became of advantage for all simulated environmental conditions of noise 

color (Fig. 4.5). 
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Fig. 4.5 The effect of non-adaptive (random) and adaptive (linear, sinusoidal, and logistic) 

phenotypic plasticity on probability of persistence (200 replicates, 100 generations each) of a 

population in which breeding couples are limited to produce relatively few offspring (ψ = 0.5, 

weak density dependence effect). The linear reaction norm had a slope b = 0.5. A scenario of 

genetic determinism (narrow sense heritability h2 = 1) was also simulated. The color bar 

illustrates the color of the stochastic noise. 
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Fig. 4.6 Effect of non-adaptive (random) and adaptive (sinusoidal, logistic, and linear) 

phenotypic plasticity on the probability of persistence (200 replicates, 100 generations each) of 

a population of intermediate and strong density dependence effect (ψ = 1.8 and 2.5, 

respectively). The linear reaction norm had a slope b = 0.5. A scenario of genetic determinism 

(narrow sense heritability h2 = 1) was also simulated. The color bar illustrates the color of the 

stochastic noise. Scenarios of Ș < 0.04 were not shown, because all treatments led to maximum 

probability of persistence.  
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In contrast, results of strong and very strong density compensation (α = 1.8 and 2.5, 

respectively) always persisted under conditions of only environmental stochasticity (no 

directional climate change) and relatively slow to medium rate of environmental change (Ș = 

0, 0.01, 0.02, 0.03), regardless of the type of environmental stochasticity (noise color). For 

these life strategies, genetic determinism and all forms of plasticity performed equally well 

(Fig. 4.7). 

Under scenarios of relatively rapid rate of directional climate change, adaptive linear 

and logistic phenotypic plasticity performed the best for organisms of intermediate and high 

density dependence effects (α = 1.8 and α = 2.5) (Fig. 4.6, Ș = 0.07). The life strategy with 

weak density compensation was not included in this analysis, since it always went extinct, 

except for the scenarios of linear and logistic plasticity. On the other hand, adaptive sinusoidal, 

non-adaptive random phenotypic plasticity, and genetic determinism showed similar 

performance across all scenarios of rapid rate of directional climate change, with random 

plasticity having slightly better performance than the alternatives (Fig. 4.6).  

In addition, we tested for the effect of additional progressively increasing parameter 

values governing the density compensation under similar conditions of moderate environmental 

change (Ș = 0.03). In this scenario, adaptive phenotypic plasticity became relatively important 

promoting persistence for life strategies populations with ψ < 0.8 (Fig. 4.7). This corresponds 

to life strategies consisting of breeding couples with maximum expected fecundity of Ȝ ≤ 4 

offspring.  
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Fig. 4.7 Relative importance of forms of non-adaptive (random) and adaptive (sinusoidal, and 

logistic) phenotypic plasticity affecting persistence of populations differing in levels of density 

compensation (ψ) and experiencing moderate rate of directional stochastic environmental 

change (Ș = 0.03). A scenario of genetic determinism (narrow sense heritability h2 = 1) was 

also simulated. The color bar illustrates the color of the stochastic noise. 
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4.5 Discussion 

 

The objective of this study was to assess the relative importance of adaptive and non-

adaptive plasticity for populations with different life strategy experiencing scenarios of 

directional climate change and environmental stochasticity (noise color). The simulated 

environmental conditions, though simplified as in every model, mimic realistic expected 

scenarios of environmental climate change (Björklund et al. 2009; Kopp and Matuszewski 

2014; Vincenzi 2014). Our results show that the relative importance of phenotypic plasticity 

varies among life strategies. Furthermore, they show that the advantage of non-adaptive and 

adaptive forms of phenotypic plasticity on population persistence depends on the type of 

environmental stochasticity (noise color) and the rate of directional climate change.  

 

4.5.1 The role of adaptive phenotypic plasticity 

 

According to our model, adaptive phenotypic plasticity is particularly of advantage 

when facing positively autocorrelated environmental fluctuations (i.e., red noise), and for a 

broader spectrum of climatic fluctuations when there is a trend in the mean environmental 

optimum (directional climate change). Particularly, all forms of adaptive phenotypic plasticity 

were superior to lack of plasticity for life strategies with relatively slow growth rate (weak 

density compensation). This life strategy resembles characteristics of many vertebrate species 

(e.g., birds, and mammals). In contrast, for life strategies with strong density dependence effects 

and therefore fast growth rate, genetic determinism and all forms of plasticity performed 

equally well. For these life strategies, only under relatively rapid rates of directional climate 

change, some forms of adaptive phenotypic plasticity (i.e., linear and logistic phenotypic 

plasticity) were of advantage. Therefore, if organisms with different life strategies, as simulated 

in this model, would experience equivalent environmental fluctuations and rates of directional 

climate change, those where breeding pairs are limited to few offspring are expected to 
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experience stronger selection for the development of mechanisms of adaptive phenotypic 

plasticity under white and red noise environments. Most fluctuations in climate variables 

worldwide are characterize by either white or red noise spectra (Vasseur and Yodzis 2004). 

Linear and logistic phenotypic plasticity are not expected (to evolve in response to selection) 

for life strategies producing relatively large numbers of offspring, unless they experience 

relatively rapid rates of directional climate change. A further life history parameter promoting 

the evolution of adaptive phenotypic plasticity is longevity/generation time, leading to a limited 

genetic response (Forsman 2014, not tested in our study). 

The importance of adaptive phenotypic plasticity for organisms experiencing 

directional change of the mean environmental optimum, as inferred in our simulations, may 

equally apply to dispersing and sessile organisms. Dispersing organisms may experience 

gradual changes in the mean environmental optimum and will benefit from developing adaptive 

forms of phenotypic plasticity as they expand their range. Especially if density dependence 

effect is weak, as it occurs for mammal and bird species. Similarly, sessile organisms exposed 

to seasonal changes in the mean environmental optimum will also benefit from adaptive forms 

of phenotypic plasticity, particularly if their longevity is long (Borges 2008). Examples are 

plant species inhabiting temperate regions (Chmielewski and Rötzer 2001), and those 

experiencing regular yearly cycles of rain, drought and fire at the equator (Fajardo et al. 2005). 

 

4.5.2 The role of non-adaptive phenotypic plasticity 

 

Our model simulated non-adaptive phenotypic plasticity as a random environmental 

effect on the development of the phenotypic trait (developmental noise, Donaldson-Matasci et 

al. 2013). Such random phenotypic responses have been reported for several organisms (e.g., 

plants, Philippi 1993; mammals, McAllan et al. 2012; birds, Visser et al. 2012), particularly 

regarding timing traits. For example, bats’ time of emergence from hibernaculum has important 
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implications on survival and has been thought to occur at random, because predictions on prey 

availability by individual bats might be based on unreliable environmental cues (Reusch 2019). 

This random response may be one example of bet-hedging and can be beneficial in the long-

term for a population experiencing unpredictable environmental conditions, like drought, 

floods, and peaks of food availability (Donaldson-Matasci et al. 2013). Our work adds that, 

even under the assumption of perfect sensing, non-adaptive random phenotypic plasticity can 

be of advantage over adaptive ones under negatively autocorrelated stochastic environmental 

conditions (blue noise). According to (García-Carreras and Reuman 2011) temperature climate 

variables on most continents has become bluer regarding their stochastic/noise pattern. 

Therefore, random developmental noise may become common for populations experiencing 

such high amplitude fluctuations (blue noise) in climate variables. Experiments under 

manipulated environmental uncertainty have already shown that bet hedging strategies can 

evolve (Beaumont et al. 2009; Graham et al. 2014). However, if the rate of directional climate 

change is moderate to rapid, our model suggests that all forms of adaptive phenotypic plasticity 

will become of advantage, even under blue stochastic noise, especially for life strategy 

populations with relatively slow growth rate (weak density compensation). Apparently then, 

following adaptively the predictable trend is superior to bet-hedging for high amplitudes of 

interannual variation. Presumably because of this trade-off, according to our model, such 

species are expected to face highest risk of extinction under conditions of blue noise and rapid 

climate change. Organisms with faster growth rate (in our model, intermediate and strong 

density dependence effects) can rely on non-adaptive plasticity (e.g., bet-hedging) for a broader 

range of environmental fluctuations. 

 

4.5.3 Phenotypic plasticity and environmental noise 

 

Overall, this work complements previous studies on phenotypic plasticity under 

stochastic environmental conditions, since it considers stochastic colored noise on the 
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environmental variable affecting fitness. To date, most studies of phenotypic plasticity (and its 

evolution) under stochastic environmental fluctuations have been focused on the level of 

autocorrelation among the environmental optimum and the environmental cues sensed by 

organisms (Reed et al. 2010; Ergon and Ergon 2016; Ashander et al. 2016). Moreover, most of 

these studies have focused only on adaptive phenotypic plasticity (Nussey et al. 2007). They 

show that adaptive phenotypic plasticity can only evolve under positive autocorrelation of cues 

with the environmental optimum (environmental predictability). It is important to note that this 

type of predictability is not the same as the predictable (red noise) year-to-year pattern of our 

simulations. Thus, our work adds that adaptive forms of phenotypic plasticity can decrease 

extinction risk under positively autocorrelated environmental stochasticity (red noise), while 

extinction risk is expected to be high in the absence of plasticity (Mustin et al. 2013). However, 

adaptive plasticity can be of disadvantage under negatively autocorrelated environmental 

stochasticity (blue noise). Under blue noise environmental conditions, adaptive phenotypic 

plasticity amplifies phenotype-environment mismatches due to the negative autocorrelation in 

the environmental stochasticity and, therefore, hinders evolution in the long run. In contrast, 

non-adaptive phenotypic plasticity and genetic determinism increase population persistence 

under bluish climates. However, adaptive plasticity (particularly, linear and logistic phenotypic 

plasticity) becomes of advantage for all conditions of stochastic noise when the rate of 

environmental change is relatively rapid. 

 

4.5.4 On the model implementations of adaptive phenotypic plasticity 

 

In addition, this work accounts for limits to plasticity. Though a thorough analysis of 

limits to plasticity was beyond the scope of this study, there are some aspects worth 

consideration. Most studies have focused so far on costs of phenotypic plasticity (Via and 

Lande 1985; Lande 2009; Chevin et al. 2010; Lande 2014), and very few (if any) on its limits 

(Murren et al. 2015). Linear reaction norms have no limits, and their evolution can theoretically 
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result in perfect plasticity, which is unrealistic, if no cost is imposed. Therefore, linear adaptive 

phenotypic plasticity can overestimate probability of persistence. In our simulations this was 

prevented by having a slope of 0.5 instead of 1. Even so, linear adaptive phenotypic plasticity 

had the best performance (in terms of increasing population persistence) in comparison to the 

other methods of adaptive plasticity. Empirically, often costs are weak or difficult to detect, 

especially for constant characters (van Buskirk and Steiner 2009). Phenotypic plasticity is 

considered fixed during ontogeny or a constant character when the resulting mature phenotype 

cannot be further modified by the environment after a period early in life (Romero-Mujalli et 

al. 2019). In contrast, flexible or labile plasticity occurs when organisms can continuously 

respond to the environment and, therefore, is presumed to be costlier (Lande 2014). Our work 

does not distinguish among constant and labile plasticity.  

In our model, forms of phenotypic plasticity with limits are assumed to be 

developmentally constructive (sensu Laland et al. 2015) and in the direction of the 

environmental optimum (adaptive). Constructive development emphasizes the role of 

regulatory networks enabling highly diverse functional responses through bidirectional 

interactions of the genotype with the environment (Laland 2015). This assumption leads to 

stable functioning of the phenotype (close to the optimum) despite of variation at the genetic 

level (developmental canalization, Posadas and Carthew 2014). This feature is associated to 

redundancy, robustness and adaptability in regulatory networks at the microscopic level 

(Gerhart and Kirschner 2007; Posadas and Carthew 2014; van Gestel and Weissing 2016). 

Moreover, it can act as a mechanism that maintain genetic variation, potentially increasing 

evolvability (van Gestel and Weissing 2016). Furthermore, and in contrast to other forms of 

plasticity, constructive development of the phenotype can still provide an adaptive response in 

a novel environment that need not have been pre-screened by earlier selection, as it occurs for 

learning (Laland et al. 2015; Romero-Mujalli et al. 2017). Additionally, in our model, the mere 

presence of limits to plasticity (without the consideration of costs) can already lead to genetic 

accommodation (genes as followers). The process of genetic accommodation occurs when 
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phenotypic variants that are environmentally induced, become genetically determined by 

natural selection (West-Eberhard 2003; Schlichting and Wund 2014), and has been observed in 

nature (Schlichting and Wund 2014; Kulkarni et al. 2017). Moreover, our model shows that 

when the environmental change pushes towards the limits of plasticity, cryptic phenotypic 

variation may arise. For the model, this means higher phenotypic than genotypic variance, 

which is a ratio than can be measured in nature. This feature comes along with a reduction in 

mean fitness of the population (for the model, degree of local adaptation) and could potentially 

be used as an early warning signal for the unability of a population to sustain environmental 

change (Boettiger et al. 2013). 

 

4.5.5 Conclusions 

 

Adaptive phenotypic plasticity promotes population persistence under uncorrelated 

(white noise) and positively autocorrelated (red noise) environmental stochasticity, which 

applies to the most common climates on earth. This form of plasticity is particularly important 

for life history strategies in which breeding couples have a limited number of offspring (low 

fecundity, and hence slow population growth rate). Organisms with life strategies producing 

more offspring may cope with the environmental fluctuations relying only on genetic changes 

or random plasticity, unless the rate of environmental change is relatively fast. Models 

employing linear reaction norms may overestimate persistence because of the absence of limits. 

In contrast, populations are expected to display non-adaptive random phenotypic plasticity 

when experiencing high amplitude changes in environmental conditions (blue noise).  

In this work, the mechanisms that shape the limits of adaptive plasticity were not 

explicitly modeled. Therefore, it remains to be studied how molecular mechanisms can shape 

the limits of plastic responses. It is also important to emphasize that the performance of genetic 

determinism in the model is affected by the underlying implementation of inheritance. For 

example, the value of the mutation rate and the assumed distribution of mutations fitness effects 
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can affect the genetic ability of populations to sustain environmental change (Romero-Mujalli 

et al. 2018, Romero-Mujalli in revision). Future work should investigate the effect of changing 

these assumptions on the relative importance of phenotypic plasticity for populations 

experiencing directional stochastic climate change. 
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ODD protocol: eco-evolutionary model of local adaptation 

 

i) Purpose 

 

The purpose of the model is to understand the potential for local adaptation of different 

kinds of populations of organisms or life strategies under scenarios of environmental change. 

The model was programmed in Netlogo and designed for hypothesis testing, theory 

development and for communication and learning. A manual explaining how to install and use 

the model can be found on https://github.com/danielrm84/PanModel33. 

 

ii) Entities, state variables and scales 

 

What kinds of entities are in the model? 

There are two kinds of entities: individuals or turtles (in Netlogo, individuals are called 

turtles), and patches describing the environment. 

 

By what state variables, or behavioral attributes, are these entities characterized? 

Turtles are characterized by sex, stage (whether adult or juvenile), fitness, fecundity, 

and their phenotype with its genetic and environmental components. 

 

Patches contain two state variables: the mean environmental optimum, which is the 

optimum phenotype as given by the environment, and its environmental variance. Patches also 

contain variables recording the degree of maladaptation of the population, and whether 

extinction occurred, and if “true”, at what time (in generations). 

 

The model has two modules: the Ecology and the Evolution modules. The former 

governs how the phenotype of organisms interacts with the environment; the latter, how the 

phenotype is produced. In the Ecology module, the study organism is further characterized by 

two global parameters: one governing whether it is a specialist, moderate or generalist organism 

(in our simulations we only considered moderate organisms); and the other, affecting the 

https://github.com/danielrm84/PanModel33
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strength of the density dependence effect, which impacts on the resulting population dynamics 

(e.g., r or K strategists). In the Evolution module, global parameters define the number of loci, 

heritability (only works for standard model with no phenotypic plasticity), initial genetic 

variance, mutation probability, mutation effect-size and percentage of beneficial mutations. The 

Evolution module also includes phenotypic plasticity which can be set to: no-plasticity (genetic 

determinism: phenotype determined by genetic component only), random, linear reaction-

norm, or adaptive (with two shapes, logistic and sinusoidal). 

 

What are the temporal and spatial resolutions and extents of the model? 

The model is spatial explicit (2D), though patches are currently equivalent in terms of 

the environmental state. In our work we focused on local adaptation, thus, space to our model 

was spatially implicit. However, the model is implemented such that it can facilitate future 

simulations of spatial heterogeneity (e.g., patches differing in quality). The time is discrete, and 

each time step is a generation. By default, simulations last for 100 generations. The user can 

modify this parameter value in the user interface.  

 

iii) Process overview and scheduling 

 

What entity does what and in what order? 

The iterative loop each generation runs according to the following pseudo-code: 

1. ask patches [ update-optimum ] 

2. ask turtles 

[ 

     set fitness 

     set fecundity 

] 

3. ask turtles [ reproduce ] 

4. Observer: < adults die > 

5. ask turtles [ update-phenotype ] 

6. Observer: < check extinction > 

7. Observer: < repeat the loop > 
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This scheme is also shown in Fig 1 of the manuscript (flowchart). 

 

iv) Design concepts 

 

 Emergence 

What emerge from the model (rather than being imposed)? 

The adaptive response of the population emerges from the model. Population-level 

attributes as the heritability of the evolving trait and the additive genetic variance can also 

emerge, rather than being imposed, depending on the chosen experimental setup. An important 

model output is whether the population goes extinct or can sustain the simulated scenario of 

environmental change. After considering several replications, this result can lead to the 

calculation of the probability of persistence. 

 

 Adaptation 

 

How do agents adapt to improve their fitness (directly and indirectly)? 

Turtles can adapt to the environment by means of genetic changes (evolution). Plasticity, 

conceived as a non-genetic environmentally induced phenotypic response, can also affect the 

ability of organisms for local adaptation. Changes in parameters values governing the genetic 

properties and the plasticity of organisms, can affect their ability to locally adapt to the 

simulated environmental conditions. 

 

 Fitness 

 

What are the goals of the agent (or turtle)? What determines its survival? 

The closer a turtle is to the environmental optimum, the higher its degree of local adaptation 

(fitness proxy). Agents that perform well in their environment can contribute with more 

offspring for the next generation (higher fecundity). The fecundity is affected by density 

dependence effects. Currently only limits to phenotypic plasticity are considered. Costs of 
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plasticity are not yet implemented. One alternative could be to implement costs to plasticity in 

terms of fecundity costs. 

 

 Prediction 

 

How do agents predict the consequences of their decisions? Use of learning, memory, 

environmental cues, embedded assumptions 

The concept of prediction is not explicitly considered. There is no learning in the model. 

Though it can be implemented into the functions of phenotypic plasticity. 

 

 Sensing 

 

What are agents assumed to know or perceive when making decisions? 

 

Is the sensing process itself explicitly modeled? 

The sensing process itself is not explicitly modeled. When phenotypic plasticity is assumed to 

be linear reaction norm, or adaptive, the ability of sensing the environment is assumed to be 

equal and reliable for all turtles. 

 

 Interaction 

 

What forms of interactions among agents are there? 

Turtles interact indirectly via competition for resources and directly through mating. 

Density dependence effects affect the fecundity of the turtles. The parameter governing the 

carrying capacity of the environment can be modified in the user interface to allow for 

populations differing in the maximum size they can reach. 

 

Turtles mate randomly with others of opposite sex, and each couple pass on its genetic 

contribution to its offspring. Variations in the genetic material occur by recombination and 

mutations. 



Chapter 4 

 

123 

 

 

 Stochasticity 

 

Justification for any stochasticity in the model. 

Stochasticity plays a role in setting the environmental state, in reproduction and in the 

process of inheritance, and when plasticity is random. The environmental optimum changes 

every time step according to a given rate of change Ș. The user can select among different kinds 

of noise color governing the stochasticity of the environment (blue, white, and red noise). The 

user can also select to use a deterministic environment. During reproduction the number of 

offspring is randomly drawn from a Poisson distribution. The process of inheritance is 

stochastic through the processes of mutation and recombination. 

 

How are stochastic processes (based on pseudorandom numbers) used in the model and why? 

 

Environmental stochasticity. The environmental state șt can be stochastic according to the 

chosen noise color and level of autocorrelation α (Schwager et al. 2006): 

 

șt = ș0 + Ș t directional change 

Where ș0 is the initial environmental optimum (when t = 0) and Ș is the rate of 

environmental change. Stochasticity according to colored noise is implemented as follows: 

ș*
t = șt + ϕt directional change with noise ϕt and stochastic environmental optimum ș*

t. 

ϕt = αϕt-1 + ȕξt 

The autocorrelation coefficient α indicates the level of environmental autocorrelation 

and therefore the noise color: -1 < α < 0, blue noise; α = 0, white noise, and 0 < α < 1, red 

noise. 

The parameter ȕ determines the environmental variance, 

 ȕ = σ√ͳ − 𝛼ଶ, as in Schwager et al. (2006), where σ2 is the environmental variance (input 

parameter). 

The parameter ξt is a random value, normally distributed with zero mean and unity of 

variance. 
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Environmental stochasticity applies for both, directional trend of the mean environment 

(climate change) and cyclic environmental change. 

 

Mating. Sex is randomly set according to a Bernoulli distribution with probability p = 0.5. 

Individuals mate randomly (males can participate in more than one reproductive event). 

 

Inheritance. In the model, the genetics is implemented according to two common methods: 

implicit and explicit. In our work, we used the explicit genetics method. Stochasticity operates 

slightly different for these two methods: 

 

Implicit genetics. The genetic component of the offspring is randomly drawn from a normal 

distribution centered on the mean parental value, and with variance equal to half the additive 

genetic variance, plus the variance potentially introduced by mutation or mutational variance 

(Ayllón et al. 2016; Vincenzi, De Leo, and Bellingeri 2012). 

 

Explicit genetics. The genetic component results from the additive allele effects of the 

explicitly simulated loci. Alleles values can change due to mutations and recombination. In the 

model individuals are diploid, each locus receiving one allele from each parent. Parental alleles 

are picked randomly from each locus in the chromosome (freely recombining or unlinked bi-

allelic loci) (Bridle et al. 2010; Vincenzi 2014). Mutations occur randomly according to a 

Bernoulli distribution with probability ȝ. In case that a mutation occurs, its effect is randomly 

drawn from a normal distribution with zero mean and variance equals to the effect size of 

mutations, which is an input parameter (Vincenzi 2014). The mean of the distribution of effect 

size can change depending of the percentage of beneficial mutations. The assumption of a 

Gaussian distribution is consistent with analysis of mutation effects (Lynch and Walsh 1998; 

Martin, Lenormand, and Goodnight 2006). 

 

Environmental effect on the phenotype. For the standard model, the environmental effect in 

the development of the trait is assumed to be random and normally distributed with zero mean 

and a variance VE that can be either fixed (input parameter) or computed as a function of the 

heritability and the additive genetic variance. Given the value for the narrow-sense heritability 
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h2 = 
𝑉𝐴𝑉𝑃; where VA and VP are the additive genetic variance and the phenotypic variance 

respectively,   

VE = 
𝑉𝐴ℎଶ - VA 

If the user decides to account for any form of phenotypic plasticity as simulated in the model, 

heritability is no longer constant, but an emerging property. 

 

Are stochastic processes used,  

 

to initialize the model? 

In the initial population, the genotype of each organism is created randomly and assumed 

locally adapted. Implicit genetics: for each organism, the value for its genetic component is 

drawn from a normal distribution with mean equal to the environmental optimum and variance 

equal to the initial additive genetic variance. Explicit genetics: for each individual organism, 

alleles coding for its phenotype were drawn from a normal distribution with mean equal to the 

environmental optimum ș0 and variance V = VG / 2L, where VG was the initial genetic variance 

present in the population, and L the number of loci affecting the phenotypic trait. Then, the 

genetic component along with the selected method for phenotypic plasticity build up the 

phenotype of the organism. 

 

 Collectives 

 

Grouping of individuals. 

Collectives are not represented in the model. 

 

 Observation 

 

What outputs are needed to test the model and to solve the problem the model was designed 

for? 

The model was designed to investigate on the ability of different types of organisms 

for local adaptation to novel local environmental conditions. This can be assessed by 
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monitoring trends overtime in population size, degree of local adaptation, genetic and 

phenotypic variances, match of the population mean phenotype with the environmental 

optimum, and by recording extinction events. After several replications, the probability of 

persistence can be computed for each kind of organism and each scenario of environmental 

change. 

 

What outputs from the model are needed to observe its internal dynamics as well as its system-

level behavior?  

The user interface already includes plots showing the internal real time dynamics of 

the simulation. This includes the genotypic and phenotypic distributions in the population in 

relation to the environmental optimum. The system-level behavior can be monitored through 

time series plots describing the population abundance, genetic and phenotypic variances; and 

by a panel monitoring the degree of local adaptation of the population. 

 

What tools (graphics, file output, data on individuals, etc.) are needed to obtain these outputs? 

The user interface already includes the above mentioned plots for real time monitoring 

of simulation runs. Netlogo software allows exporting plot data in *.csv format for further 

analysis. In addition, simulation experiments that involve several replicates and systematic 

variations of model settings can be run using the BehaviorSpace tool of Netlogo. The resulting 

output file (*.csv) can be opened with the preferred program (e.g., R) to compute, for example, 

the probability of persistence over the selected time span (in generations). 

 

v) Initialization 

 

What is the initial state of the model world? How many entities? What are the exact values of 

their state variables (or were they set stochastically)? 

 

The initialization of the model world or setup, includes the following: 

 The initial environmental state is set to its default initial value. This means that the 

patch optimum is set to zero (initial environmental optimum). 
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 N agents are created (by default N = 1000) and the population is assumed to be locally 

adapted. Therefore, the resulting mean phenotype of the population is centered on the 

initial environmental optimum.   

 The genetic component of the phenotype is set according to the selected method of 

genetics (explicit or implicit). 

 Phenotypic plasticity is set according to the preferred method (standard model, random, 

linear reaction norm, adaptive logistic or adaptive sinusoidal). 

 The phenotype of the turtles (individuals) is then computed as a linear additive effect 

of its genetic and environmental or plastic components. 

 

Since the initialization involves stochasticity, initial conditions can vary among 

simulations, especially when the population size is small. 

 

Are the initial values chosen arbitrary or based on data? (reference to those data should be 

provided) 

The initial values can be chosen arbitrary or can be based on data. For example, the 

mutation probability, mutation effect-size, number of loci, and heritability of the trait are 

parameter values that can be set according to data. 

 

vi) Input data 

 

Does the model use input from external sources such as data files or other models to represent 

processes that change over time? 

There are two versions of the model. The one that considers the percentage of beneficial 

mutations (full version) uses r resources when setting the initial conditions. The other version 

does not use r resources and therefore cannot simulate scenarios of percentage of beneficial 

mutations. However, this version is easier to install and use.  
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vii) Submodels 

 

What, in detail, are the submodels that represent the processes listed in “Process overview and 

scheduling”? 

What are the model parameters, their dimensions, and reference values? 

How were submodels designed or chosen, and how were they parameterized and then tested? 

 

 Set the initial environment 

 

The initial environmental optimum is set to zero. 

 

 Set the initial population 

 

In the initial population, the phenotype of each organism is created randomly and assumed 

locally adapted. Explicit genetics: this means that for each organism, the value for its genetic 

component is drawn from a normal distribution with mean equal to the environmental optimum 

ș0 and variance equal to the initial additive genetic variance. Explicit genetics: for each 

individual organism, alleles coding for its phenotype were drawn from a normal distribution 

with mean equal to the environmental optimum ș0 and variance V = VG / 2L, where VG was 

the initial genetic variance present in the population, and L, the number of loci affecting the 

phenotypic trait. The phenotype z is then computed as, 

 

z = a + e 

 

where a and e are the genetic component and the environmental effect or phenotypic plasticity 

in the development of the trait, respectively. The value of the environmental effect e depends 

on the selected method for phenotypic plasticity. The standard model and random plasticity 

assume e to be random and normally distributed with zero mean and variance VE that can be 

either fixed (input parameter in the case of random plasticity) or computed as a function of the 

heritability and the additive genetic variance (standard model). Given the value for the narrow-
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sense heritability h2 = 
𝑉𝐴𝑉𝑃; where VA and VP are the additive genetic variance and the phenotypic 

variance respectively,   

 

VE = 
𝑉𝐴ℎଶ - VA 

 

For the method linear reaction norm, e = bșt; where b is the slope or degree of plasticity 

and șt the environmental optimum at time t (in generations). 

The two methods of adaptive phenotypic plasticity differ only in the condition that 

determine when the function is truncated – and therefore differed in what occurs beyond the 

limits – and were implemented as follows: 

e = ΩΔE; where Ω is always positive and shapes the plastic response, as it is given by Ω = 

sin(│ΔE│). The term ΔE indicates the amount of change with respect to the reference 

environment șR = a, such that ΔE = șt – șR.  The parameter a is the genetic component of the 

phenotype. 

For sinusoidal phenotypic plasticity, if the argument of the sine function is greater than π, 

e = 0 (the organism fails to develop a plastic response). On the other hand, for logistic 

phenotypic plasticity, if the argument of the sine function is greater than π / 2; the term ΔE is 

set to ΔE = π / 2 such that a maximum response is reached (saturation). 

 

These two methods were designed based on observations from stress tolerance responses 

for some physiological and behavioral traits (Araújo et al. 2014; Jordan and Deaton 1999; Solan 

and Whiteley 2016). 

 

 Update environmental optimum 

 

The model allows for simulating directional environmental change, which imposes a trend 

on the mean environmental variable (climate change), and cyclic or seasonal environmental 

change. Seasonality was not investigated in our work, and represents a topic for future research. 

Stochasticity applies for both scenarios of environment. For climate change, the environmental 

optimum șt changes at rate Ș per iteration. In the model, one iteration is equivalent to one 

generation. This corresponds to what is expected for a climatic variable as temperature in the 
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presence of climate change (Kopp and Matuszewski 2014). The model also allows for 

simulating the environment as mentioned above under scenarios of increasing variance at rate 

ρ per generation. This leads to the increased frequency of extreme events, as droughts, floods, 

and heat waves that can also be associated to climate change (Vincenzi 2014; Vincenzi, De 

Leo, and Bellingeri 2012). Thus, there are two main scenarios of environmental change: climate 

change and cyclic environment, both with option to account for extreme events.  Environmental 

stochasticity is further simulated adding colored noise around the mean value of the 

environmental optimum. Thus, the implemented scenarios of environment are: 

 

Climate change scenario: 

șt = ș0 + Ș t where ș0 is the initial environmental optimum (when t = 0) and Ș is the rate of 

environmental change.  

 

Cyclic environmental scenario: 

șt = Asin(2πt / T); where A governs the amplitude and T the period of the wave, and t, the time 

(in generations) (as in Bürger and Krall 2004). 

 

The stochasticity was implemented as explained above within Environmental stochasticity. 

 

 Set fitness 

 

The model assumes Gaussian stabilizing selection acting on a single quantitative character 

z with the optimum phenotype șt exhibiting temporal change as mentioned above. The model 

allows for selecting between two Gaussian fitness functions that give qualitatively similar 

results. The strength of selection Ȗ affects the width of the fitness function and its value affects 

the type of organism that is simulated, with specialists experiencing the strongest selection and 

generalists the weakest. Thus, the fitness w of individual i is given by: 

 

Method 1 as in (Björklund et al. 2009) 
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𝑤𝑖 = ͳ − ሺ𝑧𝑖 − 𝜃𝑡ሻଶ𝛾  

Method 2 as in (Burger and Lynch 1995) 

 

𝑤𝑖 = 𝑒−ሺ𝑧𝑖− 𝜃𝑡ሻ2ଶγ2  

 

 Set fecundity 

 

The fecundity of the reproductive couple is the sum of the scaled fitness values (w’i) of the 

two parents after considering density dependence effects. The fitness was scaled as in 

Björklund et al. (2009): 

 

𝑤′𝑖 = 𝑤𝑖𝑒𝜓ሺଵ−𝑁௄ሻ 
 

where N is the population size and K, the carrying capacity. The parameter ψ describe the 

strength of the density dependence effect. The higher the ψ, the stronger is the density 

dependence effect. Varying the parameter ψ allows simulating fundamentally different 

population dynamics and therefore different life strategies. 

 

 Run reproduction 

 

Adult individuals mate randomly with others of opposite sex, with replacement only for 

males (i.e., males can participate in more than one reproductive event). The fecundity of the 

couple Ȝ is equal to the sum of the scaled fitness of the partners i,j  

 

Ȝ = w’i + w’j 

 

Each couple produces a number of offspring randomly drawn from a Poisson 

distribution with expectancy Ȝ 
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The process of inheritance of the genetic component a occurs according to two 

common methods in the literature: implicit or explicit genetics. The user can select the preferred 

method in the user interface. 

 

Method 1 implicit genetics 

 

In this method, genetics is implicit according to the infinitesimal model of quantitative 

genetics (Lynch and Walsh 1998), which assumes that quantitative traits are affected by a large 

number of loci of additive effects. Therefore trait inheritance can be approximated using a 

normal distribution with mean centered on the arithmetic mean of the two parental trait values, 

and variance equal to half the additive genetic variance for the trait. The model allows for 

selecting among three common methods for the modeling of the additive genetic variance: 1) 

as an input parameter (Reed et al. 2011); 2) population-level (Vincenzi, De Leo, and Bellingeri 

2012); or 3) family-level (additive genetic variance of parents) (Björklund et al. 2009). We 

decided to modify the infinitesimal model as in Vincenzi et al. (2012) in order to account for 

the decline of additive genetic variance and the new input from mutations. Thus, the variance 

σG of the distribution is given by 

 

𝜎𝐺 = ͳʹ ሺ𝜎𝐴 +  𝜎݉𝑀ሻ 

 

where σA is the additive genetic variance, σm, the mutational variance, and M, the 

amplitude or effect size of mutations.  

 

Method 2 explicit genetics 

 

The genetic component a is determined by L unlinked diploid loci of additive effects 

within and among loci, as in Vincenzi (2014). Thus, 

 

a = ∑ ݈݊௅𝑙=ଵ  
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where nl is the sum of allelic values at locus l. The number of loci L is an input parameter. Each 

offspring inherit one strain copy or haplotype from each parent. Allele values for each locus of 

the inherited haplotype are picked randomly from the corresponding parental locus 

(Recombination). Then, mutations take place with probability ȝ of mutation per locus. In case 

that a mutation occurs, its effect is randomly drawn from a normal distribution with zero mean 

and variance equals to the effect size of mutations, which is an input parameter (Vincenzi 2014). 

The mean of the distribution of mutation effect size can change according to the percentage of 

beneficial mutations (input parameter, see below). The assumption of a Gaussian distribution 

is consistent with analysis of mutation effects (Lynch and Walsh 1998; Martin, Lenormand, 

and Goodnight 2006). 

 

Method for beneficial mutations 

The mean x of the distribution of mutation effect size was given by x = ε – y√𝑀𝑉, where ε = 0 

was the Z-score cutting value between deleterious and beneficial mutations. The parameter MV 

was the variance of the distribution, and y was given by the quantile function of the normal 

distribution with probability p = 1 – q. The parameter q was the desired proportion of beneficial 

mutation (e.g., 0.25 for 25% scenario of beneficial mutations) (Romero-Mujalli et al. in 

revision). 

 

 

The environmental component e of the phenotype is computed as explained above for 

phenotypic plasticity. 

 

 Adults die 

 

The model considers non-overlapping generations, and therefore, all adults die after the 

reproduction phase of the model. 

 

 Update phenotype 
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This function computes (or updates) the phenotype z of individual i as an additive linear 

combination of its genetic and environmental or phenotypic plasticity components, a and e, 

respectively. Thus, 

 𝑧 = 𝑎 + 𝑒 

 

 Check extinction 

 

The model stops if extinction occurs, N = 0, before the time limit is reached. 
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USER MANUAL 

 

What does this Manual do? 

 

This manual explains how to install and use the user interface of the model 

PanModel33. The purpose of this model is to understand the potential for local adaptation of 

populations with different life strategies under scenarios of environmental change. The model 

was designed for hypothesis testing, theory development and for communication and learning. 

 

The model was designed in such a way that there is no need to modify the code for its 

operation, unless the user feels confident enough as to extend the model to suit his/her particular 

needs. 

 

More technical details about the model can be found in the ODD protocol that comes 

along with this manual. 
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1 Installation of Netlogo 

The first step is to get Netlogo up and running in the computer. Netlogo is a free open 

source software, very popular for education and research worldwide, that provides a 

programmable multiagent modeling environment. 

 

To download and install Netlogo visit the following link: 

https://ccl.northwestern.edu/netlogo/index.shtml 

 

1.2 Compatibility 

Netlogo is compatible with Linux, Windows, and Mac OS, and can run on almost any 

computer. The link below leads to Netlogo System Requirements 

https://ccl.northwestern.edu/netlogo/requirements.html 

 

2 Model versions and description 

There are two model versions available to download. The full version takes advantage 

of the Netlogo r extension for the simulation of different scenarios of beneficial mutations. If 

this feature is not of interest for the user(s), the other simplified version is recommended. The 

simplified version uses Netlogo resources only (no need of additional programs and 

complications). 

 To use the full version of the model, please follow the steps on the link below. This 

link explains how to set up the Netlogo r extension which is important before using the model 

(search for “installing r”, and “configuring the r extension”). Otherwise, it will not work 

properly. 

https://ccl.northwestern.edu/netlogo/docs/r.html 

 

2.1 Using the model user interface 

 

If you are using Netlogo for the first time, it is strongly recommended to get familiar 

with the basics regarding the operation of the user interface of the software. For example, it is 

important to understand what the different bottoms do (setup, go and forever bottoms), as well 

https://ccl.northwestern.edu/netlogo/index.shtml
https://ccl.northwestern.edu/netlogo/requirements.html
https://ccl.northwestern.edu/netlogo/docs/r.html
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as how to change parameter values using sliders, choosers and input boxes. Netlogo provides a 

friendly tutorial on their webpage for the learning of the user interface and more (link below) 

https://ccl.northwestern.edu/netlogo/docs/tutorial1.html 

 

2.2 Plots 

The user interface of the model contains the following plots that display output data in real 

simulation time (Fig 1): 

- Frequency distribution: display the phenotypic (blue) and genotypic (black) frequency 

distributions in the population. It also shows the optimum phenotype as given by the 

environment (red vertical line). 

- Time series: this plot monitors the population size. 

- Genotypic-phenotypic-variance: keeps track of the actual genetic and phenotypic 

variances in the population. 

- Degree of local adaptation: monitors how fit the population is to the environment 

(fitness proxy). 

- Environmental optimum vs mean phenotypic response: display how far is the 

population mean phenotype from the optimum as given by the environment. 

 

2.3 Bottoms 

The bottoms (top left) allow to set up the experiment, and run the model for only one 

iteration, or until either, the ending condition of time-limit is met, or extinction occurs. 

 

2.4 The Ecology and Evolution modules 

The input parameters of the eco-evolutionary model that the user can modify are 

grouped into two modules: the ecological module (Ecology), and the evolutionary module 

(Evolution). The Ecology module governs the scenario of environment and the type of 

organism, while the Evolution module, the underlying genetics, and plasticity. The genetics is 

further split into explicit or implicit, depending on whether the chromosomes, loci, mutation 

rates and other genomic properties are explicitly simulated or not. 

 

https://ccl.northwestern.edu/netlogo/docs/tutorial1.html
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CHAPTER 5 

General Discussion 

The Universe / Nature inspires all questions and contains all answers 

Always think the world as bigger, so you can give room for surprises 

 

This dissertation had two main objectives: (1) to perform a review on the state of the art of eco-

evolutionary individual-based models (IBMs), and (2) to study the effect and limits of evolutionary 

mechanisms on the local adaptation ability of populations with different life strategy experiencing 

scenarios of climate change. In this chapter I will recall some of the main results from the previous 

chapters in order to answer the main research questions that were presented in the introduction. 

Therefore, I will divide my findings again in blocks for the discussion, highlighting how they connect 

to each other and contribute to knowledge. Though some repetition will be inevitable, in this chapter I 

will focus more on the products and consequences of these findings, what did I learn, shortcomings, and 

avenues for future work. 

 

5.1 Objective 1: State of the art and knowledge gaps of eco-evolutionary 

IBMs 

 

According to the literature review (Chapter 2), the topic of phenotypic plasticity represents a 

knowledge gap in eco-evolutionary IBMs. The most common approach for the modeling of phenotypic 

plasticity was to assume that the environment induces a random effect on the development of the 

phenotypic trait (i.e., the random noise approach); and for its evolution, linear reaction norms. In the 
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absent of costs, linear reaction norms can lead to the evolution of perfect plasticity (Lande 2009; Lande 

2014), which has not been empirically observed. However, according to the empirical evidence, costs 

to plasticity seem to be negligible (Murren et al. 2015). In addition to costs, plasticity must also have 

limits (DeWitt et al. 1998; Pigliucci 2005). Eco-evolutionary IBMs explicitly accounting for limits to 

phenotypic plasticity were not found. In fact, limits to plasticity have generally received little attention 

in the literature (Murren et al. 2015). Thus, the outcome of this review motivated me to start exploring 

the effect of explicit limits to phenotypic plasticity on the ability for local adaptation of populations 

experiencing novel local environmental conditions (Chapter 4) 

Most (if not all) the reviewed literature implementing the random noise approach does not 

consider it as part of phenotypic plasticity, despite it fits well most of the proposed definitions for 

phenotypic plasticity. West-Eberhard (2003) proposes random developmental noise as a form of 

plasticity that cannot be related to a specific measured environmental variable. In addition, what is 

regarded as random variation when measuring a given phenotypic character could be due to 

developmental instability and micro-environmental fluctuations during its ontogeny (i.e., plasticity 

occurring at the microlevel – of cells – during development) (Futuyma et al. 2005; Kopp and 

Matuszewski 2014). In fact, generating random phenotypic diversity at the individual level can even be 

of advantage in some situations (see results in Chapter 4, Donaldson-Matasci et al. 2013).  

An additional avenue for future research using eco-evolutionary IBMs is the simultaneous 

consideration of evolutionary dynamics in relevant traits governing the potential responses of organisms 

experiencing environmental change (i.e., local genetic adaptation, plasticity and dispersal). This thesis 

focused on local adaptation only. However, I programmed the code thinking in a future extension of the 

model to simulate dispersal in heterogeneous landscapes. My idea was to prepare the model to study 

evolutionary dynamics in relevant traits governing the population responses to environmental change 

mentioned above. 

Personally, this literature review greatly helped me to quickly find methods that could reflect 

the joint ideas I had together with my PhD colleagues of the research school “Adaptive Evolutionary 

Responses to Rapid Climate Change” at the University of Potsdam. This resulted in the eco-evolutionary 
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modeling tool I developed and used for the research topics shown in Chapters 3 and 4, and that will be 

release along the publication of the manuscript presented in Chapter 4. 

 

5.2 Objective 2a: on the evolution of the mutation rate in a population of a 

sexual species experiencing climate change 

 

Since mutations are the ultimate source of genetic variation, the question of whether the 

mutation rate can evolve to elevated values and increase evolvability of populations has arisen 

repeatedly in the literature (Leigh 1970; Johnson 1999; Shaver et al. 2002; Clark et al. 2011; 

Martincorena and Luscombe 2013; Cobben et al. 2017). A recent study found elevated mutation rates 

to evolve in a sexual species and that this can promote its invasion speed and adaptation to novel 

environmental conditions (Cobben et al. 2017). In their model, this was possible through induced linkage 

disequilibrium between the dispersal locus and the mutator locus due to spatial sorting and iterated 

founder event (Cobben et al. 2017). Motivated by their findings, I investigated whether the mutation 

rate could also evolve and enhance the ability for local adaptation of a population of a sexual species 

experiencing scenarios of climate change. My results show that the mutation rate can evolve to elevated 

values and enhance the population’s ability to sustain climate change under scenarios of complete 

linkage between the adaptation locus and the mutator locus, and when unlinked, only when the rate of 

change was fastest and beneficial mutations were as high as 50%. In my model, each individual in the 

population had an adaptation locus coding for its preferred environmental condition (e.g., optimal 

temperature). The simulation of scenarios of linkage disequilibrium was important, because it has been 

shown to affect the evolution of the mutation rate (Leigh 1970; Johnson 1999). Thus, my hypothesis 

(see Chapter 1) was confirmed, except for the scenario of 50% probability of beneficial mutations. Under 

this scenario, most of the mutations are expected to be neutral, but deleterious and beneficial mutations 

are assumed to occur with equal likelihood, which contradicts empirical evidence on the distributions 

of fitness effects (Martin et al. 2006; Eyre-Walker and Keightley 2007). Evidence suggests that most 

mutations are deleterious, some are neutral, and few beneficial (Drake et al. 1998), with beneficial 
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mutations displaying an exponential decay (Eyre-Walker and Keightley 2007). Therefore, the 

hypothesis was not met for a rather unrealistic scenario. 

According to my review (Chapter 2), most eco-evolutionary IBMs implement mutations effects 

according to the scenario of 50% beneficial mutations explained above. My research proposes an 

alternative method for the simulation of mutations effects based on the concept of slightly deleterious 

mutations (Ohta 1973; Eyre-Walker et al. 2002). This assumption can impact modeling outcomes when 

investigating the potential for evolutionary rescue and the relative importance of phenotypic plasticity 

(Chapter 4). Future work should focus on studying these two topics under more realistic assumption of 

beneficial mutations. 

In a sexual species, scenarios of complete linkage can occur if the mutator locus (e.g., a locus 

encoding the DNA polymerase) is somehow linked to loci coding for traits under selection (here, the 

adaptation locus). This is plausible, if they are in close proximity, in the same chromosome. However, 

in these species most traits under selection are expected to occur far away in the genome – or in a 

different chromosome – with respect to the mutator locus (unlinked scenario). Therefore, my results 

suggest that it is unlikely that the mutation rate will evolve and promote evolvability in a sexual species 

experiencing climate change. The mutation rate is then expected to remain low, limited by costs of 

replication fidelity or by the drift limit, as already suggested in the literature (Lynch 2011). In contrast, 

my results on the complete linkage scenario suggest that the mutation rate can evolve to elevated values 

in an asexual species experiencing climate change scenarios. This result agrees with previous theoretical 

and experimental studies investigating the evolution of the mutation rate in asexual organisms under 

changing environmental conditions (Leigh 1970; Shaver et al. 2002). 

An interesting model observation was that the evolutionary trajectory of the mutation rate was 

the same, independently of the form of environmental fluctuations or noise color. This match 

observations of no systematic variation in the mutation rate among organisms experiencing different 

habitats or climatic conditions (Martincorena and Luscombe 2013). 

Overall, my results discard that the mutation rate will evolve and enhance evolvability of sexual 

species, though it might for asexual organisms, especially for unicellular ones. It is important to mention 

that elevated mutation rates in multicellular organisms, under the assumption of a mutator locus, may 
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compromise the integrity and function of their soma and, hence, their survival. Sexual species 

experiencing climate change scenarios will rely on standing genetic variation and phenotypic plasticity 

for their ability of local adaptation, particularly when fecundity is low and population size, small. 

Chapter 4 (and the discussion below) complements these findings and adds on the role of phenotypic 

plasticity in these populations, and in populations with other life strategies, experiencing scenarios of 

climate change. 

The topic of Chapter 3 helped me to get a deeper understanding of the action and limitations of 

genetic mechanisms, and of their potential promoting evolutionary rescue of populations experiencing 

environmental change. In addition, I also realized that the distribution of mutation fitness effects still 

represents a knowledge gap. Perhaps (speculation warned!) its tendency to slightly deleterious mutations 

may be related to the fact that the trait is already close to a local optimum, and any departure (be it, an 

increase or decrease in trait value) will more likely add to deleterious effects. 

 

5.3 Objective 2b: on the relative importance of forms of plasticity for 

populations with different life strategy experiencing climate change scenarios 

 

According to literature, theoretical models predict that selection will favor adaptive phenotypic 

plasticity in variable environmental conditions when environmental cues are reliable, costs negligible, 

and when selection favors different phenotypes in each environment (Ghalambor et al. 2007; Hendry 

2016a). Most studies on phenotypic plasticity has focused on the adaptive nature of plasticity 

(Ghalambor et al. 2007; Lande 2009; Chevin et al. 2010; Lande 2014), though it can also be non-adaptive 

(Ghalambor et al. 2007; Donaldson-Matasci et al. 2013; Hendry 2016a). In this study, I add to this 

knowledge and show that, even when environmental cues are reliable, adaptive phenotypic plasticity 

can hinder evolution and compromise population persistence. This occurs when environmental 

fluctuations are characterized by high frequency changes typical of bluish climates. Under these 

conditions (only blue stochastic noise, no climate change), populations relying on adaptive plasticity 

will experience amplified phenotype-environment mismatches in the long run due to the negative 
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autocorrelation of the climatic variable. Via the process of genetic accommodation1, genes will follow 

in the direction of the adaptive plastic response. Subsequently, because of the negative autocorrelation, 

future generations will experience environmental conditions even beyond their capabilities for adaptive 

plasticity, which then can lead to population decline and increased risk of extinction. My model assumes 

non-overlapping generations. Future work should investigate whether this observation still holds for 

species with overlapping generations under bluish climate conditions. Similar results have been found 

in models assuming negative correlation among the environmental cues and the phenotypic optimum as 

given by the environment (Ashander et al. 2016). When cues are not reliable, adaptive phenotypic 

plasticity isn’t favor either. Thus, under these types of variable climatic conditions, selection will favor 

other forms of phenotypic plasticity: in my model, random noise (also called random phenotypic 

diversity, Donaldson-Matasci et al. 2013). In my model, random noise was considered non-adaptive 

phenotypic plasticity. It was simulated as a random effect on the development of the phenotypic trait. 

Under this plasticity scenario, the trait developed randomly in any direction with respect to the 

environmental optimum. This form of random phenotypic diversity can be of advantage when 

environmental conditions are unpredictable (Reed et al. 2010) or cues unreliable (Donaldson-Matasci et 

al. 2013), for example, droughts, floods, and peaks of food availability. It has been mainly related to 

timing traits (Visser et al. 2012; McAllan et al. 2012) and reported as a common strategy among plant 

species inhabiting arid habitats (Philippi 1993). According to my results, this form of non-adaptive 

phenotypic plasticity was particularly advantageous promoting population persistence under negatively 

autocorrelated (blue noise) and uncorrelated (white noise) environmental conditions, and when the rate 

of change was intermediate, slower, or absent. 

Most fluctuations of climatic variables are characterized by a white or red-brown spectra 

(Vasseur and Yodzis 2004). However, over the last century the spectra of temperature climate variables 

on most continents has become bluer (García-Carreras and Reuman 2011). Under such new bluish 

climates, my findings suggest that populations of organisms relying on adaptive phenotypic plasticity 

will be vulnerable. Unless they can either, change their plastic strategy, or reduce their reliance on 

                                                           
1 The process of genetic accommodation occurs when phenotypic variants that are environmentally induced, 

become genetically determined by natural selection (West-Eberhard 2003; Schlichting and Wund 2014) 
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adaptive phenotypic plasticity. Therefore, regarding the recursive question in the literature, whether 

adaptive phenotypic plasticity promotes or hinders evolution, my findings show environmental 

conditions in which adaptive phenotypic plasticity can hinder adaptive evolution.  

In addition, and in line with the literature, my findings show that adaptive phenotypic plasticity 

can also promote evolution. This effect is particularly relevant when a population is experiencing 

fluctuations characterized by positive autocorrelation of the climatic variable, typical of reddish 

climates. Thus, adaptive phenotypic plasticity can decrease the extinction risk of populations inhabiting 

reddish climates, which is expected to be high in the absent of plasticity (Mustin et al. 2013). 

Furthermore, I found that adaptive phenotypic plasticity promotes population persistence for a larger 

range of forms of environmental fluctuations (or a broader spectrum of noise color) in comparison to 

non-adaptive plasticity and genetic determinism, when the population is experiencing intermediate to 

rapid rates of environmental change. Thus, my model predicts that populations experiencing local 

environmental change (e.g., due to climate change) and, probably, those populations located at the front 

of the expanding range, will benefit from adaptive phenotypic plasticity. This is, because in both 

scenarios, populations will be experiencing a directional trend in the phenotypic optimum as given by 

the environment (e.g., towards tolerating colder or warmer climate conditions). 

In this sense, the hypothesis 1 of this research topic is not met. When organisms can respond in 

the direction of the stochastic optimum through adaptive phenotypic plasticity, this can hinder evolution 

of the population and compromise its persistence under bluish environmental conditions. In contrast, 

adaptive phenotypic plasticity can buffer fitness losses and increase persistence of populations 

experiencing reddish climates (in comparison to non-adaptive plasticity and genetic determinism), and 

for a broader spectrum of noise color when the rate of environmental change is intermediate to rapid.  

On the other hand, my findings show that the relative importance of either form of phenotypic 

plasticity depends on the life strategy. To my knowledge this field has been understudied in the literature. 

In my model, life strategies had contrasting intrinsic population dynamics, and differed in the number 

of offspring that reproductive couples could produce (fecundity). My results show that, if populations 

of sexual species differing in their life strategy happen to experience similar or equivalent rates of 

directional climate change and forms of environmental stochasticity, those with limited fecundity will 
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rely more in any adaptive form of phenotypic plasticity to cope with environmental conditions (except 

under bluish climates!). In contrast, populations of species with higher fecundity will be able to rely on 

non-adaptive phenotypic plasticity and evolutionary rescue only. Adaptive phenotypic plasticity was 

particularly important for life strategies with an expected maximum fecundity of Ȝ ≤ 4 individuals. In 

my model, this parameter was used to draw the number of offspring from a Poisson distribution. These 

simulated life strategies of limited fecundity resemble well mammal (especially large mammal species, 

including humans) and bird species. Since adaptive forms of plasticity might be costlier (especially if it 

is flexible), my model predicts that populations of species with relatively low fecundity will experience 

stronger selection for the developing of adaptive forms of plasticity (e.g., cognitive abilities), than 

populations with higher fecundity. This will be particularly favored when these species are inhabiting 

reddish climates, or – for broader climate conditions – when experiencing directional environmental 

change either, in their local habitat, or as they move into new habitats. It is important to consider that, 

for the model, life strategies differ mainly in their intrinsic population dynamics and fecundity. Thus, 

other factors, for example, longevity in plants, may impose selection towards forms of adaptive plasticity 

as well (Borges 2008). 

Thus, the hypothesis 2 of this research is met. Those populations in which individuals are limited 

to produce relatively few offspring will rely more in phenotypic plasticity (particularly, adaptive forms 

of plasticity) than those with individuals with higher fecundity. These results (Chapter 4) complement 

the findings in Chapter 3 and show how phenotypic plasticity can promote local adaptation of 

populations when factors boosting a genetic response are somehow constrained (e.g., when fecundity is 

low, and populations are small and isolated). 

 Personally, this research (Chapter 4) made me appreciate the importance of considering different 

forms of fluctuations or stochastic noise color for the understanding of population persistence. 

Additionally, it provided me with the opportunity to materialize own ideas for the modeling of forms of 

adaptive phenotypic plasticity. 
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5.4 Brief considerations on the implementation of adaptive phenotypic 

plasticity 

 

For my model, I designed a novel method for phenotypic plasticity that impose limits to the 

plastic response. This method assumes plasticity to be constructive (sensu Laland et al. 2015), to rely 

on feedback from the environment, and to act in the direction of the environmental optimum (adaptive). 

It assumes that organisms can sense their environment and react accordingly. Thus, the method considers 

the bidirectionality of interactions (van Gestel and Weissing 2016). In this method, organisms are active 

agents, instead of passive, which seems to be in line with some developmental mechanisms (e.g., 

vasculogenesis, Gerhart and Kirschner 2007), and many physiological and behavioral traits (e.g., 

learning). It can mechanistically be linked to epigenetic mechanisms, and neural networks. Also, it can 

be easily implemented for the modelling of phenotypic plasticity on constant and flexible characters. 

Furthermore, it allows organisms to still respond adaptively – within its limits – to novel environmental 

conditions, and the process of genetic accommodation is observed without further assumptions (e.g., 

costs to plasticity). Additionally, it fits well the theory of facilitated variation proposed by Gerhart and 

Kirschner (2007). 

The assumption of constructive development leads to stable functioning of the phenotype (close 

to the optimum) regardless of variation at the genetic level (developmental canalization, Posadas and 

Carthew 2014). This feature implies robustness, redundancy, and adaptability of regulatory networks at 

the microlevel, and thus, can act as a mechanism that maintain genetic variation, potentially increasing 

evolvability (Gerhart and Kirschner 2007; van Gestel and Weissing 2016). An additional implication is 

that the phenotypic variance, sometimes, will be smaller than the genetic variance in the population. A 

question that arises is whether this feature can affect the interpretation of heritability. 

In this method, depending on the assumption of limits to plasticity, cryptic variation may arise 

when plasticity is pushed towards its limits. Therefore, in such scenario, most of the cryptic variation 

will be maladaptive. Further work is needed to study the validity of the assumptions and predictions of 

this method.  
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So far, this method is phenomenological. However, here I would like to propose an avenue for 

future work into a more mechanistic understanding of this form of plasticity and its limits. I propose to 

take a mechanistic agent/individual-based model approach of explicit genetics (Grimm and Railsback 

2005; Romero-Mujalli et al. 2018), and to focus on epigenetics effects on the plasticity of a quantitative 

trait like body size. For example, epigenetics markers silencing or activating a finite number of loci of 

additive effects can affect variation of the quantitative trait. In this case, silencing could make body size 

smaller. Furthermore, because the number of loci affecting the trait are finite, this will already impose 

limits to plasticity, which has received little attention in the literature (Murren et al. 2015). The presence 

of epigenetic modifications may also confer redundancy and robustness to regulatory networks at the 

microscopic level (Gerhart and Kirschner 2007; Posadas and Carthew 2014; van Gestel and Weissing 

2016). Depending on the time period of developmental sensitivity, and the length (complexity) of the 

coding genome sequence, memory of epigenetic markers (non-genetic inheritance) may arise. 

 

5.5 Caveats, limitations, shortcomings: 

 

Results reported in Chapter 3 are valid under the assumption of a mutator locus (e.g., coding for 

DNA polymerase), which is in line with most research on the evolution of the mutation rate (Leigh 1970; 

Gillespie 1981; Cobben et al. 2017). However, the consideration of additional mechanisms affecting the 

mutation rate (e.g., epigenetic mechanisms, Odegard and Schatz 2006; Martincorena and Luscombe 

2013) can affect the results as reported in this study. 

It is important to mention that the findings reported in Chapter 4 for non-adaptive plasticity may 

not hold if the variance in the phenotypic trait due to this form of plasticity is different from the variance 

of the stochastic fluctuations of the climate variable imposing selection. My implementation is based on 

previous studies using the random noise approach (Burger and Lynch 1995; Bürger and Krall 2004; 

Kopp and Matuszewski 2014; Vincenzi 2014). Yet, this assumption should be taken with cautious, 

particularly when investigating the effects of climate change on the environmental variance (e.g., climate 

change scenarios with increasing environmental variance, Vincenzi 2014). A related question that 
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follows is: what mechanisms govern the magnitude of such a random plastic response? Can this 

somehow match the environmental variance? 

Furthermore, the model, as in any other IBMs of explicit genetics (Romero-Mujalli et al. 2018), 

assumes 50% beneficial mutations which was shown in Chapter 3 to be unrealistic. It also assumes non-

overlapping generations. Thus, time is measured in generations, which is typical of models focused on 

evolutionary mechanisms (Burger and Lynch 1995; Kopp and Matuszewski 2014). However, this 

assumption can be critical for the study of phenotypic plasticity on constant and flexible characters. 

 

5.6 Future work, road ahead 

 

“when we believed to have all answers, all questions suddenly changed” (M. Benedetti) 

 

Hopefully, this dissertation opens many doors for future research, especially considering that 

many of the features that are currently implemented in the modeling tool have not been explored yet. 

For instance, in addition to the environmental scenarios studied in this dissertation, the model also 

includes seasonal environmental changes (with or without stochastic noise), and scenarios of increasing 

variance due to climate change. In this chapter, I have already proposed topics for future research derived 

from my work, which, I hope, can inspire future Master and PhD projects. Below, I comment on some 

personal ideas (wishes) for the continuation of the work started with this dissertation. 

The code of the eco-evolutionary modeling tool is already preconditioned to be extended to 

account for dispersal in heterogeneous landscapes. Such an extension would open the opportunity to 

simulate evolutionary dynamics in relevant traits governing organisms’ responses to environmental 

change, which (according to Chapter 2) has not been done yet.  

The model can be used for teaching. It can be useful for students to learn by doing basic concepts 

in Evolutionary Biology and Ecology. The user graphic interface includes many plots that record the 

eco-evolutionary dynamics in real time, is user friendly (or at least I hope so), and the model can be 

used without the need of visiting the code. In fact, this modeling tool was successfully tested and used 



General Discussion 

 

158 

 

by students of the University of Potsdam during a lecture that I designed and taught in the summer 

semester 2017. 

Finally, this modeling tool may offer an opportunity for collaboration with other larger projects 

aiming at understanding eco-evolutionary dynamics and species responses to environmental change. For 

example, the BioMove project at the University of Potsdam, and RESPONSE at the University of 

Greifswald. 

 

5.7 Conclusions 

 

The main take-home message of this dissertation is that populations of sexual species 

(particularly those isolated and with low fecundity) will rely mainly on standing genetic variation and 

phenotypic plasticity for local adaptation. Elevated mutation rates are unlikely to evolve to elevated 

rates and promote evolutionary rescue in these species. Thus, the current paradigm is robust under the 

assumption of a mutator locus. Population of species with relatively slow growth rate (e.g., large 

mammals) – especially those of small size – are the most vulnerable, particularly if their plasticity is 

limited (i.e., specialist species). Whenever organisms from these populations are capable of adaptive 

plasticity, they can buffer fitness losses in reddish climatic conditions, and while they move into new 

habitats. Likewise, whenever they can adjust their plastic response (e.g., into bed-hedging strategy) they 

will cope with bluish environmental conditions as well. In contrast, life strategies of high fecundity can 

rely on non-adaptive plasticity and evolutionary rescue for their local adaptation to novel environmental 

conditions, unless the rate of change is too rapid. A recommended management measure is to provide 

populations of organisms with opportunities to move and follow their preferred niche, and exchange 

migrants, especially in bluish and reddish climatic conditions, when the rate of change is slow, or for 

any environmental conditions when the level of stress (rate of change) is relatively high.
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