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Summary

The aim of this thesis is to develop approaches to automatically recognise the structure of
argumentation in short monological texts. This amounts to identifying the central claim
of the text, supporting premises, possible objections, and counter-objections to these ob-
jections, and connecting them correspondingly to a structure that adequately describes the
argumentation presented in the text.

The first step towards such an automatic analysis of the structure of argumentation is to
know how to represent it. We systematically review the literature on theories of discourse,
as well as on theories of the structure of argumentation against a set of requirements and
desiderata, and identify the theory of J. B. Freeman (1991, 2011) as a suitable candidate
to represent argumentation structure. Based on this, a scheme is derived that is able to
represent complex argumentative structures and can cope with various segmentation issues
typically occurring in authentic text.

In order to empirically test our scheme for reliability of annotation, we conduct several
annotation experiments, the most important of which assesses the agreement in reconstruct-
ing argumentation structure. The results show that expert annotators produce very reliable
annotations, while the results of non-expert annotators highly depend on their training in
and commitment to the task.

We then introduce the ‘microtext’ corpus, a collection of short argumentative texts. We
report on the creation, translation, and annotation of it and provide a variety of statistics.
It is the first parallel corpus (with a German and English version) annotated with argu-
mentation structure, and — thanks to the work of our colleagues — also the first annotated
according to multiple theories of (global) discourse structure.

The corpus is then used to develop and evaluate approaches to automatically predict ar-
gumentation structures in a series of six studies: The first two of them focus on learning
local models for different aspects of argumentation structure. In the third study, we de-
velop the main approach proposed in this thesis for predicting globally optimal argumen-
tation structures: the ‘evidence graph’ model. This model is then systematically compared
to other approaches in the fourth study, and achieves state-of-the-art results on the micro-
text corpus. The remaining two studies aim to demonstrate the versatility and elegance of
the proposed approach by predicting argumentation structures of different granularity from
text, and finally by using it to translate rhetorical structure representations into argumen-
tation structures.
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Zusammenfassung

Ziel dieser Arbeit ist die Entwicklung von Methoden zur automatischen Erkennung der Ar-
gumentationsstruktur in kurzen, monologischen Texten. Dies umfasst einerseits, die zen-
trale These des Textes, stiitzende Pramissen, mogliche Einwande und Widerspriiche gegen
diese zu identifizieren. Andererseits gilt es, diese Elemente in einer Gesamtstruktur zu ver-
binden, die die im Text vorgebrachte Argumentation angemessen beschreibt.

Hierzu muss zuerst eine geeignete Darstellung der Argumentationsstruktur gefunden
werden. Anhand einer Reihe von Anforderungen wird die Literatur zu Theorien der Diskurs-
sowie der Argumentationsstruktur systematisch ausgewertet. Die Theorie von J. B. Free-
man (1991, 2011) erweist sich hierbei als geeigneter Kandidat zur Reprasentation von Ar-
gumentationsstruktur. Darauf aufbauend wird ein Annotationsschema abgeleitet, welches
auch komplexe Strukturen klar darstellen und mit verschiedenen, fiir authentischen Text
typischen Segmentierungsproblemen umgehen kann.

Um das Schema hinsichtlich der Zuverldssigkeit der Annotation empirisch zu testen, wer-
den mehrere Annotationsexperimente durchgefiihrt, von denen das wichtigste die Uber-
einstimmung bei der Rekonstruktion der Argumentationsstruktur erfasst. Die Ergebnisse
zeigen, dass Fachexperten sehr verlésslich annotieren, wiahrend die Ergebnisse von Nicht-
Experten in hohem MaRe vom Training und ihrem Engagement fiir die Aufgabe abhédngen.

SchlieRlich wird das ,microtext-Korpus vorgestellt, eine Sammlung kurzer argumenta-
tiver Texte. Die Erstellung, Ubersetzung und Annotation wird beschrieben, die Strukturen
statistisch ausgewertet. Es handelt sich um das erste mit Argumentationsstrukturen anno-
tierte Parallelkorpus (in Deutsch und Englisch) und — dank der Arbeit unserer Kollegen —
auch um das erste, das mit verschiedenartigen Diskursstrukturen annotiert wurde.

In einer Reihe von sechs Studien werden dann Methoden zur automatischen Erkennung
von Argumentationsstrukturen entwickelt und am Korpus erprobt: Die ersten beiden kon-
zentrieren sich auf das Lernen lokaler Modelle fiir einzelne Aspekte der Argumentations-
struktur. In der dritten Studie wird der in dieser Dissertation vorgeschlagene Ansatz ent-
wickelt: das ,Evidenzgraph‘-Modell, mit dem global optimale Argumentationsstrukturen er-
kannt werden konnen. Dieses wird dann in der vierten Studie systematisch mit anderen An-
sdtzen verglichen und erzielt beste Ergebnisse auf dem microtext-Korpus. Die verbleibenden
zwei Studien zielen darauf ab, die Vielseitigkeit und Eleganz des Ansatzes zu demonstrie-
ren, z.B. bei der Ableitung von Argumentationsstrukturen unterschiedlicher Granularitit
oder bei der Ubersetzung rhetorischer Strukturen in Argumentationsstrukturen.
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1 Introduction

The aim of this thesis is to develop approaches to automatically recognise the structure of
argumentation in short monological texts. This amounts to identifying the central claim
of the text, supporting premises, possible objections, and counter-objections to these ob-
jections, and connecting them correspondingly to a structure that adequately describes the
argumentation presented in the text. In this work, we will thus address the following re-
search questions:

1. Representation: How should we represent the structure of argumentation? Which
representational devices are required?

2. Annotation: Can analysts annotate argumentation structures reliably? Which as-
pects are easy to agree on? Which constellations are likely to cause disagreements?

3. Recognition: To what degree can argumentation structures be recognised automati-
cally? How can we model both the local relations between text segments, as well as
global structural preferences?

Argumentation is such a fundamental linguistic activity in human life, however, that there
is an abundance of different sorts of evidence of this activity. We would burst the scope of
a thesis if we aimed at covering the vast plenitude of all these forms of argumentation. For
this work, we hence narrow down the scope.

First, we focus on written monologue text. We do not consider transcripts of argumen-
tative dialogues, conversations, debates, or mediations between multiple parties. Instead,
the object of this research is a text, planned and written by an author, arguing for a claim.

Second, we work with short texts. Representing and recognising argumentative struc-
tures in long essays, chapters, or even books is beyond the scope of this work. Instead, we
examine short texts as one would find them in a paragraph or in a short opinion piece. But
the methods we will develop can also be applied to texts as long as a news commentary.

Third, the argumentative relations we aim to represent and recognise are those between
arguments expressed in the document. The structures of interest are thus intra-document
argumentation structures. We will not attempt to model the relations between different
documents, such as e.g. between different posts in a forum thread or comment stream, or
between articles and the responses they provoked.

Finally, our aim is to study textual argumentation, as we produce and consume it on an
everyday basis, e.g. when we read newspaper commentaries, when we propose ideas, when



! German universities should on no account charge tuition fees. 2 This would simply
mean that only those people with wealthy parents or a previous education and a part-
time job while studying would be able to apply for a degree programme in the first
place. ® Even without tuition fees half of the student population has to work while
studying and hence has less time for studying or recreation. * One could argue that an
increase in tuition fees would allow institutions to be better equipped. °> But what is the
good of a wonderfully outfitted university if it doesn’t actually allow the majority of
clever people to broaden their horizons with all that great equipment?

Figure 1.1: An example of a short argumentative text (micro_k12).

we discuss what to do, or when we argue how to perceive the world. This means we are
not focusing on forms of argumentation that are specific to a certain field or discipline, as
e.g. in legal decisions, in scientific articles, or in technical documents. All of these come
with their own forms of expressing, structuring and referencing arguments, and additional
knowledge of the conventions and of the language used is required in order to understand
the arguments therein.

1.1 Argumentation

Before we describe in more detail what we want to achieve in this thesis, we want to
introduce important terminology, using an example text which is shown in Figure Note
that we will provide a more elaborate discussion of most of the terms introduced here in
the corresponding theory Chapters [2]and

The object of our study are argumentative texts. In such texts, the author develops a
standpoint towards a controversial issue and tries to convince the reader to accept her
standpoint. The position the author is alluring to is the central claim or the thesis of the
text. In our example, the central claim is expressed in the first underlined sentence. The
controversial issue is the question whether German universities should charge tuition fees
or not, and it is the author’s standpoint that this should not be the case.

In order to persuade the reader to accept the central claim, the author puts forward
arguments. As an argument, we conceive the complex of one or more premises supporting
one conclusion. In our example, the second sentence can be considered a premise lending
support to the conclusion in the first sentence, the central claim: The author supports her
standpoint to not charge tuition fees by warning about the negative consequence that only
the affluent or already educated would be able to study if such fees were charged. We
will say that an argumentative relation of support holds between the second and the first
sentence, or that it is the argumentative function of the second sentence to support the first.



Yet, not all sentences in our example text serve the purpose of supporting the central
claim. The fourth italicised sentence mentions an objection, a claim that is in opposition
to the thesis of the text. The argumentative function of the fourth sentence is not that of
support but of attack: Tuition fees could be used to better equip the university, and this
speaks against the claim to do without them. Of course this objection was not mentioned
to remain undisputed and effectively weaken the author’s argument. It is mentioned for a
reason, namely to be challenged by a corresponding counter-attack. In our example, the
author first concedes that tuition fees could help to improve equipment, but then, in turn,
questions the value of universities that are inaccessible to the majority of ‘clever people’.

This interaction between claims pro and contra the main thesis of the text can be de-
scribed on a dialectical level. Two argumentative roles are in conflict: the proponent who
presents and defends the central claim, and the opponent who critically questions this rea-
soning. The author presents both sides, although from the point of view of the proponent.

When multiple arguments are related to each other and form larger complexes, we speak
of an argumentation. The way the arguments are put together determines the structure of
argumentation. These structures can be visualised as argument diagrams. We will investi-
gate the different ways to create such structures in Chapters [2| and

Finally, an important questions concerns what to employ as the basic units of argumen-
tation. In our example we have for the sake of this introduction relied on units of sen-
tential size to represent claims and premises. Frequently, though, the text can be divided
into smaller segments, such as single clauses or even short phrases. What is constitutive of a
corresponding unit is that the associated text span can be interpreted as expressing a propo-
sition. In discourse theory, this is typically captured by the idea of an elementary discourse
unit (EDU). We will argue that not every EDU is argumentatively relevant and should be
integrated into the argumentation structure. Furthermore, oftentimes adjacent EDUs have
to be combined and understood as one more complex proposition, in order to be of rele-
vance for the argumentation structure. We will thus introduce the concept of argumentative
discourse units (ADU), which span over one or more EDUs and serve as the fundamental
units of argumentation structure.

Utilised corpora

The example text shown in Figure is taken from the ‘microtext’ corpus — a corpus that
has been collected and studied in the course of this thesis and will also be used in our exper-
iments in automating the recognition of argumentation structure. The texts of this corpus
are authentic argumentations, but constrained to be relatively short, clear, and dense. We
will provide motivation for using this corpus, as well as a detailed description of it in Chap-
ter [5. Another resource we will use, though only in two smaller studies, is the corpus of
Pro & Contra commentaries, taken from the Potsdam Commentary Corpus (PCC) [Stede)



2004, Stede and Neumann, [2014]]. These texts have been extracted from a daily German
newspaper, and explicitly discuss a controversial issue of regional political interest. In com-
parison to the microtexts, these commentaries are longer and are produced by professional
journalists, which has a clear impact on the style of the writing. Most importantly, they are
less restricted and may e.g. contain parts which are not relevant to the argument itself. A
more detailed description and comparison will be given later on (in the Chapters 4.4 and
[6.4). We consider the microtexts a good starting point for the study of automatic recogni-
tion of argumentation structure, whereas the Pro & Contra commentaries are more complex
and therefore more challenging examples of argumentation. The methods proposed in this
thesis are thus mainly developed and tested on the microtexts, but aim to be applicable also
on the more complex Pro & Contra commentaries.

1.2 Argumentation Mining — The Problem

The problem that we address has been discussed under the term ‘argumentation mining’,
which was first introduced by [Mochales Palau and Moens| [[2009]]. The problem of argu-
mentation mining can be described as a process that seeks to automatically recognise the
structure of argumentation in a text by identifying and connecting the central claim of the
text, supporting premises, possible objections, and counter-objections to these objections.
This overall goal can be split up into various different tasks, some of which will depend on
others. In the following, we will introduce the tasks involved{]|

1. Argumentativeness detection: Not every text is argumentative. Identifying texts
which aim to actively persuade the reader to believe a certain proposition, to accept
a characterisation or evaluation, or to adopt the commitment to act in a certain way,
is not always a trivial task. It is thus the first step to select text that should be the
subject of argumentative analysis.

2. ADU identification: Once we have selected a text that aims to persuade the reader
through arguments, we have to identify which spans in the text form argumentatively
relevant units. Even very dense argumentative texts exhibit parts irrelevant to the ar-
gumentation, because they merely set the scene, provide background information, or
are digressions or deal a side-blow. Such spans will not participate in the argumen-
tation structure and thus have to be excluded.

Identifying argumentative units can be implemented in different ways. Most ap-
proaches rely on boundaries of linguistic units on the propositional level, such as

Note that some of these tasks have been combined in related work, and not all tasks have to be tackled
depending on the goals and purposes of the corresponding work. A more detailed and systematic review of
these approaches will later be given in Chapter@



full sentences or clause-sized units, EDUs. If a text is segmented into such units,
ADU identification amounts to discarding irrelevant sentences / EDUs, and eventually
combining adjacent EDUs to one ADU. Other approaches rely on a custom boundary
detection and directly learn to delimit argumentative unit as free token-spans.

3. ADU classification: The next step is to determining the type of for each ADU. This is
an optional task, which is not necessary for deriving an argumentation structure, but
it is often employed in order to describe the argumentative unit in more detail. Dif-
ferent schemes and typologies have been proposed, involving stance, evidence types,
rhetorical status, and argumentative role and function. The proposed schemes have
different foci, as they may serve different purposes, often depending on the domain
and genre of the text and potential downstream tasks.

4. Relation identification: The ADUs are now connected by identifying whether an
argumentative relation holds between them or not. This process results in a tree- or
graph-structure. Ideally, it should yield a connected structure, which has one root (the
ADU expressing the central claim of the text) and every other ADU is either directly
or indirectly in relation with it.

5. Relation classification: Until now, the relations are unlabelled. In a second step, the
type of argumentative relation is determined. A minimal distinction would involve
the coarse-grained classes of supporting relations versus attacking relations, but much
more fine-grained relation types have been proposed.

6. Argument completion: Finally, a last and very challenging step is the postulation
of those ‘implicit’ ADUs, often referred to as ‘suppressed’ or ‘missing premises’ that
are required to be accepted in order to make the argument felicitous: enthymeme
reconstruction.

In this work, we will mainly address subtasks 3 to 5: Given a text segmented into relevant
ADUs, identify the argumentation structure. We will also tackle aspects of the prior task
of (2) ADU identification, but not the full task of ruling out argumentatively irrelevant
material.

1.3 Motivation

Finding arguments in text automatically is a relatively new research area. It constitutes a
very interesting intersection of different fields including natural language processing, logic,
and artificial intelligence, but it is not an end in itself. In this section, we want to provide
our motivation as to why, besides all theoretical reasons, it is worthwhile to engage in this
scientific field. We argue that argumentation mining is potentially relevant to any kind of



text mining application that is directed at argumentative text. We will provide a handful
of examples for different applications in several domains and how they could benefit from
automatic argumentative analysis.

Retrieval of argumentation

When we know that a certain genre of text is highly argumentative or has clearly argu-
mentative parts, argumentation mining systems could help in identifying and retrieving
these arguments from larger collections of text, thus facilitating the search for reasons and
argumentative patterns.

In the legal domain, Mochales Palau and Moens| [2009]], amongst others, discuss the
importance of finding argumentations and their structure in legal cases, as a subtask of the
more general problem of finding precedents for a case that is currently under investigation.

Another example are scientific texts. While the work in all scientific disciplines is clearly
related to argumentation, the texts in some disciplines are more amenable to automatic
analysis than others. In domains such as the biomedical, where the scientific arguments
are often presented in a very concise and conventionalised way, argumentative structures
might be identified more easily and used for analysing and representing the progression
of scientific debate [Teufel, [2010]. Furthermore, it might also facilitate discovery, such as
when using argument mining techniques to support the detecting of drug-drug interactions
in the field of biomedical text mining [[Tari et al., |2010]].

Finally, argument mining might be useful for the widely-popular task of opinion min-
ing, which aims at detecting users’ appreciations or disappointments with products or ser-
vices in user-generated text. A natural extension is to also find automatically the reasons
they provide for their evaluations. This is of interest in the domain of consumer feedback
about commercial products as in product reviews or social media. Several researchers have
explored this direction, including Wyner et al. [2012]. Another example is the e-policy
domain, where politicians aim to understand the need and appreciations of new laws by
analysing and searching in the feedback collected in designated networks for public political
participation or in social media. First steps into this direction have been made for instance
by Liebeck et al.| [2016]].

Assessing the quality of argumentation

Argumentation structures also exhibits a lot of features relevant for assessing the quality of
argumentation. It is for example possible to quantify the amount of argumentatively rele-
vant text portions, to separate out the ordering and presentation of different argumentative
chains, and to find uncountered objections or only weakly supported claims. Depending on
the granularity of the scheme, it might even be possible to identify certain argumentative
patterns which are considered fallacious.



One obvious application for this is the automatic scoring of student essays. Available
systems are based on different heuristics, e.g. on orthography, vocabulary, length, document
structure etc; but only recently the structure of argumentation has been used as a feature to
also automatically assess the well-formedness of the expressed argumentation [Wachsmuth
et al., 2016, \Ghosh et al., [2016]].

Another example, where understanding the quality of argumentation is useful, is ranking
product reviews. Shopping platforms which receive a large amount of product reviews are
faced with the challenge to place useful and important reviews in a prominent position.
Argumentation mining techniques might help to sort out well-balanced reviews that give
proper justification for their evaluations, cover different aspects, but also consider potential
downsides.

A similar problem applies to the many news and blog platforms, which allow users to
comment and discuss published articles. On the one hand, there is the need to select and
promote comments of high quality from the often heterogeneous stream of incoming feed-
back, in order to give new users a starting point to engage. On the other hand, there is
the challenge to detect use of abusive language, and posts which leave the grounds of a
matter-of-fact debate.

Supporting argumentation and public deliberation

Argumentation mining techniques are also used as a tool for supporting the debate between
users and to foster the public deliberations on online platforms. Automatic recognition of
the structure of argumentation can here be used to help users to study the argument, to
structure and classify it as belonging to one or the other category. Furthermore, this analysis
can be a starting point for improving or countering the argument.

There exist different argumentation tools such as e.g. ‘Carneades’ [[Gordon, |[2010]], which
when given a structural representation of the argument, visualise the argument and support
the user in further developing the argument, or develop strategies how to successfully attack
it [Walton, 2011[]. If at least a preliminary analysis of the structure of an argument could be
derived automatically, this would greatly improve the reach and applicability of such tools.
In a similar way, automatic analyses could help the users of e-policy platforms and debate
portals to collaboratively organise and classify arguments of ongoing debates.

In the educational domain, similar approaches could be used to help students improve
their essay writing skills [|Stab, 2017] or to provide better feedback when reviewing other
students’ essays [Nguyen et al., [2017]].



Text representations for downstream NLP tasks

Finally, it has been shown that certain NLP tasks thrive on being aware of the structure of
the discourse they are applied to. Argumentation mining in this case can provide discourse
structures specialised to represent the structures exhibited in argumentative text.

A first step into this direction was made by[Teufel and Moens|[|2002]] and later by|Contrac-
tor et al.|[[2012]], who showed how automatic document summarization systems can benefit
from an argumentative representation in the domain of scientific papers. In a similar fash-
ion, more general representations of discourse structure had been used to guide extractive
[Marcu, 2000, [Polanyi et al., 2004b]] or abstractive summarization systems [[Gerani et al.,
2014].

Discourse structures have furthermore been exploited to improve sentiment analysis and
opinion mining. There is work demonstrating the advantage of using local discourse re-
lations [[Somasundaran et al., [2009]], but also higher level discourse structures [Bhatia
et al., [2015]]. The argumentation present in product reviews was for example focused by
Wachsmuth et al.|[2014] in this context.

Last but not least question-answering systems could profit from discourse and argumen-
tation structures. One example is [[Bosma, 2004]], who uses extractive summaries based
on rhetorical structures in order to generate answers to a query. Argumentative analyses
might here serve as a basis for answering certain question types, as ultimately — whenever
a question answering system is faced with ‘why’ questions — it is asked for justifications and
explanations.

1.4 Thesis organisation

The thesis is organised in seven chapters. In the following, we will give an overview of
these chapters.

Chapter 2| — Theories of the structure of argumentation: The first step towards an au-
tomatic analysis of the structure of argumentation is to know how to represent it. We thus
define requirements as well as a few desiderata for suitable theories of the structure of ar-
gumentation. Then, we first review the literature on the theory of discourse, to determine
whether the computational linguistics community already provided us with a solution that
could be directly or indirectly used. As this is not the case, we then review the literature
on theories of the structure of argumentation per se. We will identify the work of |Freeman
[[1991,/2011]] as a suitable candidate.

Chapter (3| - A synthesised scheme of the structure of argumentation: Based on Free-
man’s theory, we devise a synthesised scheme for representing the structure of argumenta-
tion in authentic text. The scheme represents complex and nested attack and counter-attack
structures, as we think, in a more elegant way than in Freeman’s original formulation. Fur-



thermore, we extend it with features required to cope with various segmentation issues
typically occurring in authentic text.

Chapter [4]- Agreeing on the structure of argumentation: Since the theory we use in our
scheme has not been empirically tested for reliability, we conducted annotation experiments
in order to assess inter-annotator agreement. We report on three experiments, of which the
first one is the most important. It assesses the agreement for three groups of annotators:
naive student annotators, more experienced student annotators, and expert annotators.
The results show that experts produce very reliable annotations with k=0.83, but that the
results of non-expert annotators highly depend on their training in and commitment to the
task.

Chapter [5|- A corpus of texts annotated with argumentation structure: In this chapter,
we present the ‘microtext’ corpus, a collection of short argumentative texts. It is the first
parallel corpus of argumentation (with a German and English version). We report on the
creation, translation, and annotation and provide a variety of statistics. Furthermore, we
describe different transformations of the corpus with varying granularity that we will use
in our experiments. Finally, it is the first corpus annotated according to multiple theories
of global discourse structure, as it has also been annotated according to two other theories
of discourse structure.

Chapter [6] - Automatic Recognition of Argumentation Structure: This chapter presents
our efforts to automatically predict the argumentation structures of the microtext corpus.
We first systematically review related work and then present six studies on the automatic
recognition of argumentation structure. The first two studies focus on learning local models
for different aspects of argumentation structure. In the third study (Ch.[6.5)), we develop the
approach proposed in this thesis for predicting globally optimal argumentation structures:
the ‘evidence graph’ model. In the following study, we systematically compare this model
to other approaches for recognising argumentation structures and derive state-of-the-art
results using improved local models. The remaining two studies aim to demonstrate the
versatility and elegance of the proposed approach by using it to predict argumentation
structure of different granularity from text, and finally by using it to translate rhetorical
structure representations into argumentation structures.

Chapter[7]- Conclusion: In the last chapter, we summarise what has been achieved in this
thesis. We discuss the results and provide an outlook for future work.

Previously published material

Several results of this thesis have already been published as journal papers, and in confer-
ence or workshop proceedings. We will highlight in the beginning of each chapter which of
its contributions have already been previously published, and in case of joint work specify
the contribution of the author of this thesis.
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2 Theories of the structure of argumentation

When we analyse arguments expressed in a written piece of text or brought forward in
a conversation, it becomes evident that argumentation is not merely unfolding in a single
sentence. Although it is possible to express arguments in a single sentence with two clauses,
they usually stretch over multiple sentences. A theory that aims to represent argumentation
will consequently have to describe the role of, and the relations between, those sentences
and clauses of a text.

One should hence take into consideration the range of theories on discourse relations and
discourse structure that philosophy, linguistics and pragmatics have brought forward. The
goal of these is to explain the coherence of a text in general: How does a text appear to
the reader as a unified whole, and how do its parts relate to one another? Several such dis-
course structure theories have been proposed, and their design decisions often reflect the
specific sub-discipline in which they originated: Some are extension of syntactic theories,
others of semantic theories or even theories of logical inference. The central organising
principle will be different across these theories: Some propose a sequential structure, oth-
ers a hierarchical or a graph-structure. Also, the size of the object to be described varies:
Some theories propose multiple local and disconnected structures, others one global and
connected structure.

The aim of this section is to review the literature on discourse structure and investigate
the use of specific theories for the representation of argumentation and its structure.

Previously published material

Substantial parts of this literature review (Sections [2.2.1} [2.2.5| and [2.3) have been pub-
lished as an earlier version in [Peldszus and Stedel,|2013b]] and, partially, in a more compact

form also in [Peldszus and Stede, 2016b]].
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2.1 Requirements and desiderata

In our review of the theories of discourse and argumentation structure, we will consider the
following requirements which a perfect candidate would all fulfil. Recall, though, that espe-
cially the discourse theories have not been developed to represent argumentation structure
in the first place. We will therefore also investigate whether the existing structures could
be mapped in a way that suits our purpose of representing the structure of argumentation.

¢ Inferentiality: The theory should offer a set of relations between text segments suit-
able to represent the inferential step from premises to conclusion, as well as those
from objections and rejections of objections.

e Dialectics: It should be able to represent the dialectical interchange inherent in ar-
gumentation, either by explicitly distinguishing dialectic roles or by offering a set of
relations fine-grained enough to derive the roles from instances of relations.

e Compositionality: Expressions of argumentation can be found in different sizes,
ranging from a short justified request to extensive scientific disputes. The theory
should thus offer structure building operations that allow to compose larger elements
from smaller elements.

e Non-Linearity: The connections between arguments can be entangled. For instance,
an author could first present several possible objections and later rule them out. In
such a parallel structure, the connections between each objection and its rejection
would cross each other. A candidate theory should not rule out such instances of
argumentation due to linearisation constraints.

e Long-distance dependencies: The connections between arguments can have a far
reach. An argumentative relation could even hold between the very first and very last
sentence of a text. The theory should be able to handle these long-distance depen-
dencies.

Besides these requirements, a few desiderata are of interest. Those are not necessarily
required for finding a suitable candidate theory, but they capture aspects that could make
a theory even more promising in the context of the goal of this work. If a theory does
not meet some of these desiderata, we will not directly dismiss it, but instead investigate
whether and how it could be adjusted to our needs. Note that some desiderata cover issues
of annotation and automatic recognition, topics which will be introduced more thoroughly
in Chapter 4| and Chapter [6] respectively.

e Text genre independence: The theory should not be restricted only to one specific
text genre. A theory that is for example geared towards describing the argumenta-
tion in fundraising letters or product reviews is not necessarily readily applicable to
political commentaries. We would first have to verify which parts of the classes, re-
lations, and structures offered by the theory are general enough, which ones could
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be generalised to other genres, and which would remain obsolete when applied to a
new text genre.

e Domain independence: Similarly, parts of the theoretical inventory might be spe-
cific to a certain topic, for instance when the theory is mainly applied to reviews of
films or scientific arguments in chemistry. In this case, again, an investigation of the
applicability of the offered concepts to other domains or in general would be required.

o Reliability of annotation: Apart from subjectively plausible theorising, empirical
studies of the replicability and reliability of the theoretical concepts are considerably
appreciated. Agreement studies demonstrate how reliable and stable annotators can
apply the theory to new and unseen texts and indicate possible overlaps and confu-
sions between concepts. Without a reasonable level of reliability, these concepts are
very unlikely to be automatically recognisable.

e Annotated corpora: Finally, if reliability is proven, a text corpus annotated accord-
ing to this scheme is indispensable. It is essential for two reasons: On the one hand,
annotated corpora allow the empirical study of the phenomenon of interest, be it
qualitatively by searching for specific examples, or quantitatively by analysing its fre-
quencies, co-occurrences, and regularities. On the other hand, the methods for auto-
matic recognition of structures applied here require annotated data to learn from. Not
having an annotated corpus at hand implies that we have to create such a resource
for our purposes.

2.2 Discourse structure

2.2.1 Text zoning

A very simple way to structure a discourse is to divide it into several non-overlapping zones,
where all sentences or clauses in a specific zone can be associated with the same conceptual
category. One such flat partitioning of the text is already given in its logical document
structure, e.g. when the text consists of multiple chapters, sections, and / or paragraphs.
Other conceptual categories have been proposed, of which we will discuss two: First we
will look at functional zones [see also |Swales, 1990]], in particular a scheme proposed to
divide a scientific text into so called argumentative zones, and then we will review more
content oriented topic zones.

Argumentative zones

In the argumentative zoning approach, a scientific text is divided into different functional
zones. The conceptual categories in this zoning are closely related to the idea of a knowl-
edge claim [[Teufel, 2010]: a researcher claiming a scientific finding as her own. It thus
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captures a core aspect of scientific argumentation in addressing the debate about the cen-
tral question ‘Who found out what?’ For example, in a scientific publication, the authors
present their own work (their approach, method, resources, experiments, results) and relate
it to other researchers’ work. Some of the related work is presented as generally accepted
knowledge, or as providing the basis for their own approach. Some previous work is pre-
sented neutrally, while other might be presented in contrast with or in comparison to the
own work, whereby potential drawbacks and weaknesses of previous work are highlighted.

Argumentative zoning aims to assign one functional category to each sentence of a sci-
entific text. It thereby divides the text into zones of multiple sentences with equal function.
The scheme distinguishes between seven classes: Own for the claimed knowledge, Back-
ground for generally accepted knowledge, Basis for work that the claimed knowledge is
based on or supported by, Other for neutral descriptions of previous work, and Contrast for
comparisons and critical reproduction of other work. Aside of the knowledge claim related
zones, scientific papers typically also contain a specification of the research goal, which is
captured in the Aim class, and sections describing the logical document structure of the
text, represented by the Textual class.

The argumentative zoning scheme has been defined in [Teufel et al., [1999]]. Annota-
tions experiments have shown that it can be annotated reliably [Teufel, (1999, 2010]. The
scheme has originally been applied to a corpus of scientific articles in the domain of com-
putational linguistics. A more fine-grained scheme has been applied to chemistry articles
[Teufel et al., 2009]]. Related schemes for functional zones in scientific text have been pro-
posed and applied for various domains: for abstracts and introductions in computer science
theses [[Feltrim et al., [2006]], for full articles in genetics [Mizuta and Collier, |2004], and in
astrophysics [Merity et al., [2009]. A functional zoning in the legal domain has been pre-
sented by [[Hachey and Grover, [2006]]. Another approach to functional zones in scientific
discourse has been presented in [[Liakata et al., 2010[]. Here, the zones are based on ‘core
scientific concepts’. The scheme puts more emphasis on the fine-grained distinctions of
methodological concepts such as experiment, model, result, method.

Can the argumentation zoning approach describe the structure of argumentation of a
text? Do the representations fulfil the requirements brought forward in Section First
of all, the structures proposed by the argumentative zoning are not expressive enough to
represent the inferential relations between the different sentences. The only relations in-
herent to a flat-typed partitioning are the linear order and the relation of being in the same
zone. The only way a relational structure could be derived is by assuming implicit relations
to hold between the different classes of zones, but the specification of those and their use-
fulness for representing argumentation has not been worked out yet. We therefore conclude
the inferentiality requirement is not met. The dialectical participants, on the other hand,
are inherent in the strict own work / prior work distinction which is often further explicated
by citations. Dialectical role switches might, furthermore, be represented through typical
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zoning patterns, such as adjacent Own and Contrast sentences. Since the structure of a
partitioning is non-relational, the last two requirements, non-linearity and long distance
dependencies, can also not be met.

Besides our requirements, we see two other obstacles: The first is genre restriction. Even
though the scheme has been applied to different scientific domains, it is still a scheme ad-
dressing the argumentative zones of scientific writing. With the knowledge claim as the
central concept, the scheme is restricted to scientific discourse and cannot directly be ap-
plied to non-scientific argumentative discourse, such as those in news editorials or product
reviews, for instance. We assume, however, that a more general specification of argumenta-
tive zones in general text is possible, and a very preliminary step towards this will be taken
in Chapter [4.4] The second obstacle is the focus on sentences as the basic unit of investi-
gation. Argumentatively relevant propositions are very often expressed at a sub-sentential
level, for example in subordinate clauses. Many relevant argumentative moves might be
missed when restricting to sentences.

Nevertheless, argumentative zones in the general sense as a clause- or sentence-wise la-
belling might serve as a useful feature for a more fine-grained analysis of the structure of
argumentation. A very simple approach to enrich structure could be to use argumentative
zoning labels as terminal symbols in a phrase-structure like tree representation of an argu-
mentative structure of text. We will see a specification of such grammar of argumentative
text later (see Chapter [6.1)). Finally it is worth pointing out that the models of automatic
recognition of argumentation structure that we will present in Chapter are to some
extent inspired by the methods used for the recognition of argumentative zones.

Topic zones

Another zoning of a text that might be of interest for the argumentation is topic zoning.
The topic structure of a text describes what the text is about. The text may have a general
topic that is described e.g. in the first two paragraphs, and then the text moves on to discuss
other related topics. A topic zoning is thus a partitioning of the text into topics dominating
the different parts of the text. Models of topic structure typically exploit vocabulary shifts
in the text to identify topic switches, i.e. the move from one topic to a new topic and thus
the boundaries of topic zones. What the actual topics of the zones are and how they relate
to each other (despite of being different) is usually not captured by those models.

An influential early model of topic zones is the ‘TextTiling’ approach [[Hearst,|1994,(1997].
Here, a topic switch is modelled as a critical change in the lexical similarity between ad-
jacent parts of a text. Lexical similarity is defined in terms of lexical co-occurrence, one
of the cohesive devices mentioned above. When two text parts are lexically similar, this is
interpreted as a continuation of the topic; when they are dissimilar, a topic switch could be
implied. The approach has been tested on relatively long expository magazine texts (with
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a length of 21 paragraphs, 1,800 to 2,500 words). For these texts, two observations have
been made: On the one hand, they are usually not divided into sections but only organised
as a sequence of paragraphs; on the other, topics typically span over multiple paragraphs.
One motivation for the TextTiling approach is then that it could identify an additional struc-
turing aspect, the topic zones, and thus serve information retrieval and text indexing.

The topic zoning of the TextTiling approach is surely not meant to be a descriptive theory
of discourse structure. However, it is prototypical in defining a technique of structuring text
using only what the text consists of: words and their distribution across a text. It is thus
in principle domain- and genre-independent and can be easily used to structure new and
unseen text. Note, however, that it has been applied to different text genres with varying
success [|Stede, [2011, p. 37f], as not all genres produce topics as easy to separate as the
genre of expository text. Furthermore, the results of the approach are highly dependent
on the choice of technical parameters of the implementation (window-width etc.). Finally,
one should be aware that the procedure is not easy to evaluate, given that annotators typi-
cally find it hard to code topic zones and often disagree on specific boundaries, which lead
Hearst [[1997]] and others to define the true topic boundary by a simple majority vote of the
annotators.

Since this early work by Hearst, a considerable amount of research has been conducted on
improving the models of lexical cohesion and the boundary prediction exploiting it, today
usually grouped under the term ‘topic segmentation’. While early approaches modelled
the similarity between text parts with simple measures such as word repetition or lexical
chains, more elaborate models have been proposed recently including probabilistic models,
vector-space models, sequential, and even hierarchical models. A comprehensive overview
is given in [[Purver, 2011]. Topic zoning approaches have not only been applied to different
text genres of monologue text, but also to segment various dialogue transcripts. When
evaluated on monologue text, artificial datasets are often used, where unstructured text of
different topics (e.g. a set of different news-stories) are concatenated and treated as one
text with a topic switch.

Can topic zoning serve as a model for the argumentative structure of text? The obvious
answer to this question is ‘no’. None of the requirements are met. With the exception of
hierarchical topic models, the proposed structure is only a linear segmentation and compo-
sitionality is not granted. Furthermore, the predicted zones are typically too coarse-grained
for both linear and hierarchical topic models, as they span over multiple sentences or even
multiple paragraphs. It is thus very unlikely that it could capture the argumentative shifts
and moves on a sub-sentential level, even when the parameters of the model are adjusted
to work on smaller windows, and especially when human annotators find it difficult to de-
cide even for the coarse zones. Most importantly: The only relation the model can express
is the relation of two adjacent zones being of a different topic. Consequently, the relation
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set is neither fine-grained enough to represent argumentative shifts, nor could it capture
non-linear and long-distance dependencies.

Nevertheless, the topical structure of text might be indicative of the larger argumentative
structure. It might for instance be useful in identifying larger argumentative threads in a
longer argument and could thus serve as a feature for automatic recognition of argumen-
tation structure. A first approach using topic structure in argumentation mining has been
given in [[Lawrence et al., 2014, Lawrence and Reed, [2015]].

2.2.2 Discourse connectives and local discourse relations

Another line of research which has been very influential in computational linguistics is the
study of local discourse relations. The most prominent example is probably the investigation
of discourse relations marked the Penn Discourse Tree Bank (PDTB) [[Prasad et al.,|2008a]].

A discourse relation holds between two arguments Each argument is a text span de-
scribing an abstract object [[Asher, |1993]] such as a proposition, a situation, event, or fact.
The PDTB scheme distinguishes two instantiations of discourse relations: Relations that are
lexically grounded in an ‘explicit’ discourse connective, and relations that can be inferred
by the reader without being explicitly signalled by a discourse connective. These inferred
relations are marked up by the annotators with an ‘implicit’ discourse connective that could
express the inferred relation.

Explicit connectives can be of one of three syntactic classes [[Prasad et al., [2008b]]: Sub-
ordinating conjunctions (such as because, when, since, although), coordinating conjunctions
(e.g. and, or), and adverbials (as however, otherwise) and prepositional phrases (like as a
result, for example). Modified connectives (e.g. even if, partly because), parallel connectives
(e.g. either...or, if...then) and conjoined connectives (e.g. if and when) are also allowed.
Discourse markers that do not relate two abstract objects, such as clausal adverbials and
other cue phrases, are not considered. In total, about 100 different explicit connectives are
annotated in the PDTB.

The two arguments of a discourse relation are simply labelled ‘Argl’ and Arg2’. For ex-
plicit connectives, Arg2 is the argument binding the connective syntactically, which is why
it is also referred to as the ‘internal’ argument, while Argl is the ‘free’, ‘external’ argument,
which is usually harder to identify. The arguments of implicit connectives simply reflect
their linear order in the text. In terms of size, arguments are required to be minimal in the
sense that they convey all the information required for the interpretation of the relation,
but they are not constrained to be single clauses or sentences. While arguments of explicit
connectives are allowed to be distant, those of implicit connectives are required to be ad-
jacent. This requirement is not a theoretical one: It has been raised in order to reduce the

!Throughout this subsection, the term ‘argument’ refers only to the formal objects being related by a relation,
and is not to be understood as an instance of argumentation.
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annotation load, mainly, and it has been relaxed in comparable annotation efforts [Prasad
et al.,[2014].

Discourse connectives are often ambiguous. The connective since can e.g. have a tempo-
ral and a causal reading. In order to be able to distinguish between different readings,
all marked relations in the corpus are furthermore annotated with a ‘sense’ of the dis-
course connective. The scheme offers a sense hierarchy with three levels of granularity.
The first level distinguishes the four classes: temporal, comparison, contingency, and ex-
pansion. The second level expands these to 16 categories: E.g. contingency divides into
cause, pragmatic cause, condition, and pragmatic condition; comparison divides into con-
trast, pragmatic contrast, concession, and pragmatic concession. The difference between
semantic relations, relating two eventualities ‘in the world’ and pragmatic relations, relat-
ing to speech acts is made on this levelE] The third level provides even finer granularity for
some of the relations.

For analysing argumentation, two groups of coherence relations that are especially rele-
vant: Causal relations (including both the semantic and pragmatic relation) cover argumen-
tative support. Contrastive relations are used for attack and counter-attack configurations.
Besides these, additive signals such as in addition or moreover can play an organising role
when several arguments are presented sequentially. These sense groups are, however, not
equally likely to be grounded in an explicit signal: Generally, the fraction of coherence rela-
tions that are explicit in text is typically reported at roughly 40% (cf. [Stede, 2011, p. 110]).
While there are no specific results for argumentative text, we can expect that argumentative
support (‘causal’) relations will often go unsignalled, whereas the attack / counter-attack
configurations usually require a lexical signal to allow the reader to identify the contrastive
argumentative move. This is, for instance, the case for Concession relations, which are
known to require a connective such as although or nonetheless.

Another annotation level captures attributions, a relation between an attribution holder
and an abstract object [[Prasad et al., | 2006]]. The aim of this annotation level was to fur-
ther minimise the span of arguments, by removing attributing clauses from them. Besides
spans for the abstract object and optionally the attribution holder, attributions are classi-
fied into four aspects: the source (either the writer, an other agent specified in the text
or non-specified arbitrary individuals), the attribution type (assertion propositions, belief
propositions, facts, and eventualities), the scopal polarity (is negation involved), and deter-
minancy (can beliefs be cancelled). The annotations of attributions have later been semi-
automatically extended to the Penn Attribution Relation Corpus (PARC) [[Paretil 2012[]. We
will not go into detail here, as the theorising, annotating, and automatically recognising of

2A similar distinction between the informational and the intentional level of discourse relations is made by
Moore and Pollack! [1992]]. However, they argue for a multi-level annotation of discourse, as both aspects
are often present in one discourse, and annotators should not be forced to make arbitrary decisions for one
or the other.
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attributions in text constitutes a field on its own in computational linguistics. But we will
bear in mind that the attribution level might be able to capture some of the perspective /
role switches that frequently occur in argumentation.

The PDTB covers English news texts from the Wall Street Journal, and has over 18,000
relations with explicit and 16,000 relations with implicit connectives annotated. For details
about the mid-term agreement studies, see [Miltsakaki et al., [2004]. Similar annotation
projects have been undertaken, or are still in progress, for other languages including Arab,
Czech, Chinese, French, Hindi, and Turkish, but also for other text genres as for exam-
ple biomedical scientific papers; see [Prasad et al., 2014]] for references. One interesting
study of discourse connectives and relations in argumentative student essays has been pre-
sented by |Forbes-Riley et al.[[[2016]. Attributions have only been annotated in the original
English PDTB. The PDTB is one of the largest resource for studying discourse relations in
English and has attracted a lot of attention also from the modelling perspective, aiming for
automatic sense disambiguation of discourse connectives, extraction of their arguments,
and identification of implicit discourse relations. Just recently, automatic discourse relation
identification was chosen as one CoNLL Shared Task 2015 [Xue et al.,|2015[] and 2016 [Xue
et al.,[2016].

For German, there are similar but much smaller resources for discourse connectives and
their arguments: Besides already existing annotations of syntax, coreference, and rhetor-
ical structure the Potsdam Commentary Corpus (PCC) offers also explicit connectives and
their arguments in its second release [Stede and Neumann, 2014]]. Connectives are taken
from a rich lexicon of 274 discourse connectives [|Stede, |2002]]. Around 1,000 discourse
relations are marked in the 176 newspaper commentaries available. In the TiiBa/DZ news-
paper corpus, around 1,300 instances of seven connectives with multiple readings (mostly
temporal versus comparative/contrastive readings: nachdem, wdhrend, sobald, seitdem, als,
aber; bevor) have been annotated [[Simon et al., |2011]]. Another annotation layer in that
corpus contains about 1,400 explicit and implicit discourse relations [Gastel et al., 2011]].
About 1,100 causal connectives, their arguments, and the illocutionary type of the argu-
ments have been annotated in a small corpus of hotel reviews [[Peldszus et al., 2008, [Stede
and Peldszus, |2012]].

The discourse connectives and their relations, as they are annotated in the PDTB and re-
lated resources, promise to be a useful representational device for describing the relations
frequently found in argumentation. The scheme offers a rich and fine-grained set of rela-
tions, a subset of which will be adequate to represent the inferential relations inherent in
argumentation (Cause, Result, Condition, Concession, Contrast). The first requirement is
therefore met.

The dialectical dimension of argumentation cannot be captured directly. Although the
scheme offers an extra annotation level for encoding attributions, the annotation of attri-
butions is focused on agents and attributing relations found explicitly in the text, and only
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1% of non-writer sources are implicit ‘arbitrary individual’ sourcesE] The switching of per-
spective in argumentation is, however, often expressed more indirectly, without reference
to specific opinion holders. Nevertheless, it might still be possible to derive role switches
from typical patterns of relations of adjacent segments.

With the notion of structure, we arrive at a crucial question: What kind of structures are
promoted when analysing discourse connectives and their relation? The answer is: only
the local relational structure of one connective and its arguments. The PDTB scheme is
intentionally non-theoretic towards the question of larger discourse structure. Instead of
enforcing a specific discourse structure, it is geared towards providing the basic elements
required to investigate and evaluate the specific claims of theories of discourse structure.
Not only is the scheme neglecting structure-building operations to form larger units from
smaller units, the annotation procedure also assumes a certain non-dependency between
the relations: All relations are marked on their own without constraints of existing or possi-
ble relations in the vicinity. For example, multiple explicit connectives and multiple implicit
connectives with equal spanning arguments are allowed; only the insertion of implicit con-
nectives concurrent to existing signals is prohibited, see [Prasad et al., 2008b, p. 19] and
[Prasad et al., 2014, p. 925]. There is no common discourse segmentation or unitising
governing all relations in a text. Also, there are different configurations of overlapping
relations: While embedded and nested relations could be interpreted as tree-structures,
other configurations such as shared arguments between two relations, properly contained
arguments, or relations and crossing relations might require more complex structures [Lee
et al., 2006} 2008, [Demirsahin et al.,|2013]]. An approach that derived tree structures from
PDTB-relations was reported by Zhang et al.|[2016]]. Note, however, that the derived struc-
ture is not intended as a discourse representation, but rather serves as a vehicle to improve
downstream applications.

The requirement for long-distance dependencies is unlikely to be met. The large majority
of relations are between adjacent arguments: all relations of implicit connectives, as well
as 91% of the relations marked by explicit connectives. Only the remaining 9% of the
external Argls of explicit connectives are found in a previous non-adjacent sentence, the
actual distance between them not being reported in [[Prasad et al.,{2008a[]. The requirement
for non-linear representations is fulfilled, as crossing relations are possible in this approach.
Note, however, that this is not due to a structuring principle less restrictive than linear trees,
but due to the absence of a structuring principle.

Let us conclude this discussion of connective-centred accounts of discourse relations: We
found a theory providing us with a fine-grained set of discourse relations either signalled by
explicit connectives or inferred as if signalled by an implicit connective. While the dialectical
dimension of argumentation could be accounted for indirectly, the main obstacle for using it

3See http://compprag.christopherpotts.net/pdtb.html#attdist
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as a representation of argumentation structure is the intended lack of commitment towards
a structuring principle.

2.2.3 Intentional and illocutionary accounts of discourse structure

When an author writes an argumentative text, she wants her text to have an effect on the
reader. Her intention is to persuade her audience to accept her claim, e.g. to believe that
something is the case or to accept the need for some action.

If the text as a whole has a purpose or exhibits an intention, then maybe the parts of
the text have their own purposes that facilitate achieving the main purpose. To make the
reader believe a proposition, the author might first need to present some evidence. Or to
make her believe some action should be taken, she might first need to convince the reader
this action will lead to a desirable situation. This decomposition of the overall text purpose
into smaller ones might be governed by structuring principles.

The text linguistic and computational linguistic literature has brought forward several
intentional approaches to discourse structure. In this subsection, we will briefly revisit these
theories and evaluate their usefulness for representing the structure of argumentation.

Speech acts, illocutions, and intentions

Before we review the principles that allow building larger units from smaller ones, let us
begin by investigating what the elementary units are that constitute such a discourse struc-
ture. What is the author’s intention when producing this segment of the text, what does
she want to ‘do’ with it?

Our starting point here is Austin’s theory of speech acts [[Austin, (1975[]. His central claim
is that there is much more we ‘do with words’ than just stating facts that describe the world,
yielding sentences which are either true or false. Instead, whenever we say or write some-
thing, this can be understood as an action that we intend to be understood and to have an
effect on our audience or the world. According to his theory, a speech act can be divided
into multiple acts: the locutionary act, which is the act of producing a meaningful sentence;
the illocutionary act, which captures the communicative function of the sentence intended
by the producer, i.e. what she is doing in producing this sentence; and finally the perlocu-
tionary act, which describes the effect or the psychological consequences that this sentence
has on its audience.

Austin’s theory may not have been as influential in linguistics, had it not been Searle’s
bridging speech act theory and formal semantics. |Searle| [[1969]] proposes a fine-grained
analysis of the semantic aspect of the locutionary act, which is in his terminology the propo-
sitional act. In correspondence to the functional formalisation of reference and predication
in the formal semantics tradition, he distinguishes a reference act (of referring to some
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entity) from the predication act (functionally applying a predicate to an entity). The propo-
sition of Sam smoking habitually is for example analysed as the act of referring to Sam and
applying the predicate of smoking habitually to the referred entity. In a second step, he for-
malises illocutionary acts as a function of propositional contents [|Searlel, 1976[]: The same
propositional content, in his example Sam smoking habitually, can be used in different illo-
cutionary acts, e.g. in representatives (reporting that Sam smokes habitually), in directives
(demanding that Sam smoke habitually), commissives (committing to Sam smoking habit-
ually), in expressives (e.g. regretting, that Sam smokes habitually), or finally in declaratives
(although declaring that Sam smokes habitually is of course not a felicitous declaration,
because the act of declaring it does not make it true).

Note that both Austin and Searle focused their work on rather ‘ideal’ sentences. This has
two consequences: First, the notorious question of segmentation of authentic text was not
tackled. The minimal units in their analysis are usually simple sentences without subordi-
nated or coordinated clauses, parentheses, ellipses, etc. When working with authentic text,
we must find criteria of deliminating minimal units that are capable to have an illocution.
Furthermore, the speech act theoretical analysis is one of sentences, not of sentences of a
text. The interactions and regularities between the illocutions of a text and the question of
what makes a text coherent in terms of the illocutions expressed in it has not been studied
by Austin or Searl.

The influential work of Austin and Searle has stirred up a plethora of follow-up investiga-
tions on speech acts, including different refined taxonomies of illocutions. One such refined
taxonomy of illocutions has been proposed by |Schmitt [[2000] with the aim to be applica-
ble to texts of various genres and domains. The taxonomy includes reportives, estimatives,
evaluatives, identificatives, representatives, interrogatives, directives, commissives, declar-
atives, and ‘relationata’. This set of illocutions is then tested for applicability in an exemplary
analysis of 28 German and English texts of varying genres, including speeches, instructional
text, live sport reports, letters, holiday postcards, advertisement, sermon, announcements
etc. In total, about 560 German and 200 English illocutions have been identified.

Where Schmitt contrasts different text genres and domains seeking for a general, applica-
ble scheme, Dillmann/[2008]] investigates the differences between languages by comparing
the distribution of illocutions in German and Japanese commentaries. For this purpose, he
collected a corpus of 100 German and 100 Japanese newspaper commentaries which are
annotated with ten different illocution types. In total, the corpus contains about 4,900 Ger-
man and 4,200 Japanese instances of illocutions. One of his findings shows that Japanese
commentaries had a significantly higher rate of ‘objective’ factual reporting illocutions com-
pared to ‘subjective’ evaluatives or estimatives than German commentaries. Furthermore,
this work features a comprehensive comparison of various taxonomies of illocutions.

Corpora of authentic, non-conversational text annotated with illocutions are very rare.
Besides the corpora of|Schmitt [2000]] and |Dillmann|[[2008]], we are only aware of the small
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corpus of hotel reviews [Stede and Peldszus, |2012]]. There, about 2,350 segments have
been annotated for illocutions, following Schmitt’s tagset. However, only segments that
were arguments of causal connectives have been annotated in the corpus, so the majority
of segments that are not being causally related remain unmarked and a full illocutionary
classification of the text is not provided.

In computational linguistics and the study of discourse, the speech act theory was very
influential in the dialogue community, where different schemes for analysing, annotating,
and automatically classifying dialogue acts in conversation transcripts have been proposed.
For the study of speech acts in text, however, there is much less work. Most of the ap-
proaches work with written conversations as found in emails, message boards, or forums
[seeJeong et al., 2009, as one example]. Professional email exchanges could indeed be in-
teresting from an illocutionary perspective, as they might exhibit many directives and com-
missives. However, as in [[Cohen et al.,[2004]], emails are often analysed as one act without
considering the individual illocutions expressed in the sentences. Often, the tagsets are fo-
cusing more on the interactional aspects of written conversation (questioning, answering,
clarifying, positively or negatively acknowledging) than on illocutionary forces [as for ex-
ample Arguello and Shaffer, 2015, for MOOC forum posts]. One exception is the work of
Qadir and Riloffi [2011]], where sentences have been reliably annotated and automatically
classified into four of Searle’s illocutionary acts (expressives, directives, commissives and
representatives).

Let us recapitulate to this point: It appears evident, that illocutions alone will not be able
to represent argumentation structure. A simple tagging of text segments with illocutions,
i.e. a flat, sequential structure will not be able to describe the argumentative relations be-
tween text segments. The requirements formulated above are thus not met. Also, there is of
course not a simple mapping from illocutionary types to argumentative segment types such
as premises, conclusions, and objections. For example, the central claim of a text should be
something disputable, which rules out acts of informing or reporting non-contentious facts;
but all other other illocutions are perfectly adequate for a central claim — be they directive,
evaluative, estimative, commissive. Similarly, argumentative opposition can take all differ-
ent illocutionary forms (evaluative, estimative, commissive, expressive, factual), excluding
perhaps only directives and declaratives.

Still, illocutions might be helpful in determining the argumentation structure: The oc-
currence of some illocutions might serve as an indicator that there is something argumenta-
tively relevant going on. Furthermore, illocutions might help to identify relations between
these text segments. Note that these assumptions are all subject to a systematic, empirical
study on a corpus that is annotated with both illocutions and argumentation structures.
Unfortunately, no such corpus of monologue text is yet available.
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Constituency structures

We now move from approaches of classifying the purpose of a text segment into illocutionary
types and and proposing a flat, sequential characterisation of the illocutionary structure
of text to approaches employing hierarchical structures, i.e. to a description of how the
author’s intentions for individual text segments fuse to larger complexes, corresponding to
the purpose of text parts or even of the entire text.

One of the first formulations of an intentional discourse structure is the theory of |Grosz
and Sidner| [1986]. Although the theory was mainly applied to task-oriented dialogues,
it is still interesting for us here, as the seminal paper also features an example analysis
of a monologue argumentative text. Grosz and Sidner propose three different levels for
describing discourse structure: In the linguistic structure, multiple subsequent elementary
discourse units (EDUs, i.e. utterances, sentences, or clauses) are combined into discourse
segments. The intention corresponding to a discourse segment — in their terminology the dis-
course segment purpose — is represented in the intentional structure. Finally, the attentional
state describes the focus of attention of the reader or dialogue participant when processing
the ongoing discourse.

The linguistic structure has an embedding relation. A discourse segment can consist of
one or more EDUs, but also of further discourse segments. This produces a hierarchy of
segments. Linguistic cues such as discourse markers or shifts in sentence mood, tense, or
aspect serve as indicators for possible segmentation boundaries. Grosz and Sidner do not
directly define what it means when one discourse segment embeds another, but characterise
it indirectly with the strict correspondence of linguistic and intentional structure: Each dis-
course segment is associated with a purpose in the intentional structure, represented as e.g.
the intention of the author to make the reader believe the proposition expressed in the seg-
ment. Discourse segment purposes may contribute to the satisfaction of another discourse
segment purpose. In this case the first purpose is dominated by the latter. This domina-
tion relation imposes hierarchy on the discourse segment purposes, which is assumed to be
parallel to the linguistic structure of discourse segments.

In addition to the subordinating relation of dominance, Grosz and Sidner also postulate
the coordinating relation of satisfaction-precedence. This relation explicitly encodes the or-
der in which the purposes have to be satisfied. While the precedence is more important
in the study of task-oriented dialogues or instructional text, where there are constraints
on what to do when, the example analysis of an argumentative text does not feature any
instances of the satisfaction-precedence relation. However, as pointed out by |Stede [2007,,
p. 108], more complex argumentative texts might require a certain linearisation in order
to be effective.

As a result, both linguistic and intentional structures are constituency trees, which are
isomorphic due to the direct correspondence between discourse segments and their pur-
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poses. The parallelism is used for the recognition of discourse structure: Discourse seg-
ment boundaries signalled by linguistic cues might help inferring a relationship between
the corresponding intentions, while domination relations between intentions can help to
infer boundaries between discourse segments.

Note that the hierarchy is not strict in the sense that a discourse segment only consists of
either other discourse segments or EDUs. For example, one discourse segment could con-
sist of an EDU, a discourse segment, and another EDU. This allows for center-embedding
structures. Grosz and Sidner discuss three different types of interruptions to the discourse
flow: true interruptions of other unrelated discourse; flashbacks for introducing topics or
entities that should have been introduced earlier; and digressions to related topics that do
not satisfy the purpose of the current segment. While true interruptions and flashbacks are
unlikely to occur in written argumentation, digressions can be found in authentic argumen-
tation, e.g. when the author takes sideswipes at her opponent.

A similar constituency structure is proposed by|Schroder|[2003]] in his theory of the struc-
ture of action in text: He distinguishes between sentential acts on the terminal node level of
discourse trees, intermediary, and finally overall textual acts for non-terminal and the root
node respectively. Schroder assumes four relations, one subordinating relation and three
coordinating relations. Subordination is understood as specification of a partial aspect of
an action: One action is realised by another, for example the author reports on an event
by citing the official notice by informing about content of the official notice. Coordination
is described as an and then-relation. Three different types of coordinating relations are
distinguished: supplements, enumerations, and continuationE]

The sentential acts are intended to be very basic, without all the fine-grained facets
brought up in the literature on types of illocutions. Since the analysis is applied to re-
porting text, not to commentaries or other opinion pieces, most of the sentential acts are
inform acts, a sort of assertion. This directly corresponds to Grosz and Sidners typical dis-
course segment purpose in argumentative text: the intention of making the reader belief a
proposition expressed in the segment.

More fine-grained illocution types are introduced at the constituency level, i.e. as in-
termediary or overall textual acts. Although Schroder’s analysis is mainly focused on re-
porting text, featuring different types of acts of factual reporting, there is also a discussion
of analysing reports [p. 233ff]. These reports are closer to commentaries in that they do
not only notify about events but also interpret and evaluate them in a larger context. The
textual acts in this genre might also cover claims and trigger further argumentative acts of
justification. Unfortunately, due to the scope of the analysis, no detailed specification of
textual acts of interpretation and commentary or even argumentation are presented.

“The original German terminology for subordination is ‘indem’-Beziehung and for coordination ‘und dann’-
Beziehung.
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Lets us draw an intermediary conclusion: Is a constituency structure of illocutions or in-
tentions capable of representing all desired aspects of argumentation? The requirement of
inferentiality is not met. Both theories could represent a hierarchy of supporting relations,
but cannot capture the inferential regularities of objections and rejections of objections
with the presented set of intentions and textual acts. For Grosz and Sidner’s theory, a corre-
sponding extension would include the specification of intentions besides the inform act, and
the domination relation could not always be interpreted as a supporting relation between
propositions. For Schroder’s theory, the sentential and textual acts necessary for represent-
ing the commentary, interpretative, and evaluative text need to be determined. Since both
theories are not geared towards representing opposition, the requirement of dialectics is
currently not met. A richer intentional respectively illocutionary inventory might, however,
allow a determination of the dialectical stance in retrospect.

The constituency structures proposed are compositional, but do not allow non-linear
relationships between segments, even though Grosz and Sidner’s structures allow center-
embedding. Long-distance dependencies between segments cannot be captured directly
with a constituency tree. One way to at least indirectly represent some possible long-
distance relations would be to apply the nuclearity principle as in RST. Roughly the idea
is as follows: For every constituent, we know which of its children is the most important
one. Then, we can say that whenever a segment and a constituent are siblings, the sibling is
in relation with this most important child of the constituent. We will discuss in more depth
below in Section

To our knowledge, no corpus of monologue text annotated with intentional or illocution-
ary constituency structures is available. Grosz and Sidner’s theory has been applied only to
task-oriented dialogue. Schroder’s examples are from a source corpus of 320 news reports.
He discusses 18 prototypical texts in full length, but without providing full annotations of
the illocutionary structure of the text. Similarly, we did not find any agreement studies on
annotating this type of structure.

Dependency structures

Besides accounts of illocutionary structure that represent this aspect of discourse as a con-
stituency tree, there are approaches using a dependency structure. In such structures, the
segments of the texts are the nodes of a dependency graph and each edge represents a re-
lation holding between two segments. Instead of specifying the structural complexity by
proposing intermediary node types, as e.g. the complex intentions in Grosz and Sidner’s
theory or the textual acts in Schroder’s theory, a dependency structure specifies as set of
immediate relations between segments.

A theory of illocutionary structure based on dependency structures is presented by Brandt
and Rosengren| [[1992]], who investigate complex directives in written business communi-
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cation. Again, a hierarchical and a sequential structure are assumed. The hierarchical
structure specifies the dominance relations between text segments; the sequential structure
defines the order in which the segments occur in the text. Each text segment has an illo-
cutionary type. The authors base their set of illocutionary type on Searle; they distinguish
declarations, assertions and questions, expressives, directives, commissives, and permis-
sions and asking for permission. In their analyses, however, they also use more specific acts
that such as acts of hoping, thanking, showing interest.

The dependencies between text segments specify the function that the dominated act has
to ensure the felicity of the dominating act. All functions are understood to provide some
sort of support to the dominating act. Brandt and Rosengren distinguish between func-
tions of immediate (‘subsidiary’) and intermediary (‘complementary’) support. Functions
of immediate support are analysed on an axis of communicative success: first, functions
that support by enabling the addressee to understand the intended illocution, e.g. when
the illocution is clarified or made explicit; second, functions that support by increasing the
acceptability of the dominating illocution, e.g. when providing evidence for a claim or a
reason for a demanded action; third, functions that support by motivating the addressee to
execute the demanded action; and finally functions that support by enabling the addressee
to execute the demanded action, e.g. by providing required information. For intermedi-
ary functions, Brandt and Rosengren propose functions of clarification of the topic or the
matter of business, e.g. by providing background information or referring to prior com-
munications, and functions of ensuring cooperativity, e.g. expressions of courtesy such as
greeting and thanking.

The theory does not require a single, global structure across the text. Brandt and Rosen-
gren show example analyses where they identify multiple directives in one text, each hav-
ing its own illocutionary structure, without specifying any domination relation that would
make one directive the dependent of another. Multiple structures might also share dom-
inated segments. Furthermore, multiple text segments can be be combined to a complex
segment, which have an illocution when interpreted as a whole. Beyond the exemplary
analysis of 14 short texts in the paper, we are not aware of an available annotated corpus.

The hierarchical approach of Brandt and Rosengren was later used by |Schmitt| [2000],
who was already mentioned above for his refined set of illocutions. He criticises several
aspects of their original approach, most importantly the lack of systematicity in segmenting
the discourse into elementary units that could have an illocution, and the unconstrained set
of illocution types.

In his exemplary analysis of 28 German and English texts, Schmitt not only identifies and
classifies illocutions, but also analyses the illocutionary structure. Approximately 100 rela-
tions were marked and classified into the illocutionary functions of Brandt and Rosengren.
About 10% of these functions involve complex segments, e.g. when multiple segments
support another or multiple segments are supported.
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Another example of dependency-based illocutionary structures is the analysis of Motsch
[[1987]]. This work builds on a theory of illocutions presented in Motsch and Pasch|[|1984],
where they distinguish between eleven different types of illocutions, and already sketch
the idea of a global structure of illocutions with coordinating relations and three types of
subordinating support-relations (ensuring understanding of an intention, increasing the ac-
ceptance of an intention, or enabling the execution of an intended action). Focusing on texts
which contain mainly declarative sentences, Motsch|[[1987]] then presents a refined taxon-
omy of declarative illocution types and exemplifies this in a detailed analysis for a longer
text, including a specification of its illocutionary structure. The text segments are classified
into illocutionary types: Due to the informing character of the text these are mostly acts
of informing, as well as a few claims and constatives (i.e. redundant statements of uncon-
troversial propositions) The illocutionary functions used in this analysis are not explicitly
defined, however. The illocutionary structure itself is quite rich and includes several argu-
ments, yet does not cover argumentative objections or counter-objections. Especially inter-
esting with regards to argumentation is the analysis of the sequential structure of illocutions
inMotsch|[[1996]]. Motsch presents a detailed analysis of the support structure for directives
in business communication and evaluates the felicity of different linearisations of the same
illocutions, discussing the indicators needed to mark entangled structures. This analysis
is more oriented towards argumentation, as it features reconstruction of enthymemes, i.e.
of presupposed premises of the arguments, and includes adversative relations into the set
of illocutionary functions. Still, the argumentative analysis is only in an early stage: The
segmentation is not consistently fine-grained (clauses or phrases representing a reason are
split off sometimes, but not always) and the adversative relation is only used for a semantic
contrast between two propositions, not for an argumentative opposition. Furthermore, it is
only exemplified in two short texts.

Finally, a similar structure is exemplified in the analysis of a newspaper commentary in
Lenkl [2011]]. Again, text segments are the nodes in a dependency graph; the linear order
of the segments determines the sequential structure. Each node has one or more illocu-
tionary types. Dominance relations are interpreted as support. Instead of defining different
subtypes of supporting functions, Lenk distinguishes between dominance and vague dom-
inance. Additionally, there is an even weaker dependency of being ‘related’ with regards
to content, and the symmetric relation of being in contrast, again only semantically. The
scheme also allows conjunctions of two segments with individual illocutions to a complex,
that is then addressed in the structure. Also, Lenk identifies one segment as the central

>Note, however, that the analysed text’s more general intention is to provide the reader with evidence and
arguments, enabling her to agitate against some issue. Motsch himself is aware of the problem that segments
may only be presented by the author as factual information, although they might be highly controversial
[Motschl 1987, p.65].
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illocution of the text and thus assigns one global structure, in contrast to multiple parallel
structures in the analysis of Brandt and Rosengren.

Let us conclude with an appraisal as to whether the presented approaches of dependency
structure of illocutions conform with our requirements and desiderata to represent argu-
mentation structure. The inferentiality requirement is not met, for the same reason as in
the case of constituency structures: The dependency relation types used in these theories
cover different kinds of supporting relations, but are not capable of representing the oppo-
sition when presenting and arguing against possible objections. Lenk introduces symmetric
contrast relations, which is used in his example, however, only for representing semantic
contrast. Dialectical roles are not made explicit in any theory. Extending the set of relations
correspondingly could of course address this shortcoming and at least allow an indirect re-
construction of dialectical roles based on the sequence of attacking relations. The structural
requirements, however, are all met: Dependency structures are compositional. They allow
non-linearity, since edges can cross. Finally, long-distance dependencies are easy to handle,
as nothing forbids a dependency spanning from one end of a text to the other.

Considering our desiderata of text genre and domain independence, only the account
of Schmitt has really been applied to different texts, while the others are focused on their
text genre (business communication for Brandt and Rosengren, and news commentaries for
Lenk). Unfortunately, no scheme has been tested for reliability in annotation experiments.
Annotated corpora are not available — perhaps with the exception of Schmitt, whose data are
available only in the printed text of his dissertation, not in a machine-readable distribution.

Concluding this subsection, we could say we were nearly there. An analysis of the illo-
cutions in an argumentative text provides us with a general description of the communica-
tive purposes of the different segments of the text. But, as we argued, this would not be
enough to determine the structure of argumentation. Hierarchical structures of illocutions
have been proposed — constituency and dependency structures — and we argued that de-
pendency structures fit out needs better, as they allow for long-distance-dependencies and
non-linearities between the segments. The relation sets provide fine-grained distinctions of
support, but do not cover argumentative attacks and are thus not able to (directly or indi-
rectly) represent the dialectical roles involved in argumentation. Here, the theories would
require refinements. Finally, there is rarely any annotated corpus available with illocution-
ary structures, nor is there experimental evidence for the reliability of the corresponding
schemes.

2.2.4 Syntactic accounts of discourse structure

Some accounts of discourse structure have been influenced by syntactic theories. We will
consider two examples. The first is LDM, which largely focuses on the structure building of
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discourse trees, without assuming an intentional or illocutional analysis of the discourse.
The other is D-LTAG, which extends a model of syntax to represent relations across sen-
tences.

Polanyi and Schal[|1984], Polanyi|[[1988|] proposed the ‘linguistic discourse model’ (LDM),
aiming for a formal model of the structure of both monological and dialogical discourse.
They envisage this general model to be the basis on which different phenomena involved
in understanding discourse (such as anaphora, temporal, and deictic expressions) could be
described.

According to their theory, the structure of discourse is represented by a constituency tree.
Clauses representing propositional meaning are the elementary units, as well as discourse
operators. As in previous approaches using tree-structures, the two types of formation prin-
ciples are conjunctive structures and subordinate structures. Sequential relations, such as in
lists, topical, or temporal chains are represented by coordination of discourse constituents,
while dominance relations, such as for causality or elaborations, are constructed as subor-
dinate constituents. Finally, so-called ‘n-ary’ structures are used to represent fixed-sized,
conventionalised constructs, such as if-then conditions.

Most importantly, their model focuses on the incremental process of constructing these
discourse trees, and sketches a paradigmatic discourse parser. This parser consumes the
clauses of the discourse in a left to right fashion and integrates the current clause into
the growing discourse tree. Not all existing nodes are accessible to attach a new clause
to, though: The right frontier constraint regulates that only the last node and all nodes
dominating it are available for attachment.

Whether and how a clause is attached to one of the available nodes is determined by
semantic rules, which compare the semantic representation of the clause and the possible
attachment site. Semantics are specified as higher order logic representations. If for exam-
ple the logic predicate in the current clause can be seen as a subtype of the logic predicate in
the preceding clause, this would be a valid condition of an elaboration, which in turn would
trigger a subordinate structure. Attachment sites on the right frontier are tested from the
leaf nodes (the last clause) up to the root, so local attachment is preferred. If no semantic
rule applies, the current clause is subordinated locally by default.

A more recent presentation of the theory [[Polanyi et al., 2004b|] elaborates on segmenta-
tion rules, separates intra-sentential and inter-sentential discourse parsing processes, and
presents a more detailed description of the attachment rules. Based upon this, a discourse
parser was implemented [Polanyi et al., [2004a]] and used for the downstream tasks of text
summarization of technical reports. In addition, the use of LDM-theoretic discourse struc-
tures for modelling sentiment in film reviews was discussed [Polanyi and van den Berg,
2011]], which may involve a certain degree of argumentation.

Could a LDM structure serve as a representation of argument structure? First of all, for
our requirement of inferentiality, we would need a set of discourse relations that could
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be mapped to argumentative relations. These may be defined in a LDM grammar and its
semantic rules, but additional work would be required, as we have not found a grammar
detailed enough to clearly separate supporting, attacking, and non-argumentative relations
types. Given that these relations types are well separated, the dialectics could again be
derived.

In terms of structure, the tree building principles are clearly compositional. They do
not, however, allow for non-linearity, as this would violate the right frontier constraint. As
in previous constituency tree based approaches, long-distance dependencies could only be
indirectly represented if the siblings receive different importance, as we will see in the RSTs
nuclearity principle below.

From our desiderata, we find genre and domain independence provided; however no
corpora or reliability studies have been published to the best of our knowledge.

We now move on to the discourse structure theory of D-LTAG, a lexicalised tree-adjoining
grammar for discourse that was initially presented in [Webber and Joshi, 1998, [Webber
et al., 1999]]. The theory aims to link the sentential grammar with its syntax and semantics
to the grammar of discourse with its own syntax and semantics, and transfers concepts
established in sentential grammar to the discourse level.

D-LTAG identifies three mechanism which drive the syntax and semantics of discourse.
The first is composition: The grammar features a set of initial trees, which define basic
structural complexes for coordinate and subordinate structures. They have two open slots
for the segments to be related and one for a discourse connective. Once a connective is
found that is considered to trigger this elementary structure (such as e.g. the subordinating
connective ‘because’), the initial tree is instantiated and integrated into the overall structure.
These trees are interpreted to have a compositional semantic. The second mechanism is
that of inference. When two adjacent segments are not related by an explicit discourse
connective, an implicit discourse connective can be inferred. The corresponding operation
to integrate the next segment into the discourse structure is the adjunction of an auxiliary
tree.

Until now, by composition and by adjunction, a constituent tree has been built to repre-
sent the discourse structure. The authors, however, stress that a third mechanism of build-
ing discourse structure exists, which introduces additional relations that can violate the
tree principles: They identify certain connectives, especially adverbial such as ‘for example’,
which should rather be interpreted anaphorically as bearing a presuppositional semantics.
For these relations, the antecedent has first to be identified by semantic means.

Could a D-LTAG analysis be useful in representing argumentation structure? A first ob-
stacle would be that the theory does not specify an inventory of discourse relations, but that
every relation is connective-based. We already discussed above that discourse connectives
often need to be disambiguated. Given that we had disambiguated connectives, it would be
necessary to group them into signals of argumentative relations such as support or attack
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in order to fulfil the requirement of inferentiality. The dialectics would then be required to
be derived from the sequence of support and attack relations.

Structurally, D-LTAG is a rich approach. The full representation of the discourse with
both structural and anaphorically triggered relations is a potent graph structure, which is
compositional but also allows for non-linear and long-distance relations by anaphoric inter-
pretation. However, in order to derive this full structure an extensive semantic reasoning
is required. We argue, that for the purpose of representing ‘just’ the argumentation struc-
ture, the necessary reasoning is too fine-grained. This becomes evident for instance when
considering the different interactions between discourse adverbials and explicit or implicit
structural connectives identified by|Webber et al.|[2003[]. Without the anaphorical relations,
however, the resulting tree structure would be quite uninformative as a representation of
argumentation, as it would be missing many argumentative relations triggered by discourse
adverbials.

The desiderata of genre and domain independence are well met. In terms of corpora,
however, we are not aware of any available resource focusing on D-LTAG structures. Note
that when the work on the PDTB started, D-LTAG was considered the underlying theory, an
assumption which was later changed. As described above in Chapter[2.2.2) PDTB was then
built up as a theory neutral resource that focuses on local relations rather than on larger
discourse structures.

2.2.5 Rhetorical Structure Theory

One approach to discourse structure that obviously is a candidate for representing argu-
mentation is Rhetorical Structure Theory (RST) [Mann and Thompson, [1988]. According
to RST, the structure of the text is described by coherence relations connecting text seg-
ments in a global tree structure. RST has been conceived as an empirical tool for practical
text analysis, and the developers originally justified their design decisions with the claim
that a fairly large number of texts from different genres had been successfully analysed.
Moreover, RST is geared towards pragmatic description, since the definitions of coherence
relations make reference to the underlying intentions of the speaker or writer. For these
reasons, one could argue, RST might constitute an adequate framework for the represen-
tation of argumentation structure. In the following, we first provide a brief outline of the
main ideas of RST and critically discuss work by researchers who proposed extensions of
RST for representing argumentation structure. Then we will evaluate the appropriateness
of the original and the extended proposals, given our requirements and desiderata.

As for most other theories of discourse structure, the central notion for RST is that of
a coherence relation [[Hobbs, 1979], i.e., the idea that adjacent spans of text stand in a
semantic or pragmatic relationship to one another, such as causality or contrast (see also
Section[2.2.2Jon local structures of coherence relations). This plausible intuition then needs
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Evidence Evidence
We should tear  because itis full of

the building down, asbestos. Antithesis |

In principle itis but according to
possible to clean the mayor that
itup, would be
forbiddingly
expensive.

Figure 2.1: RST analysis for a short text.

to be operationalised, and this is one point where theories differ: Is there a finite, and
reasonably small, set of such relations so that ‘any’ text can be analysed in this way? How
are coherence relations to be defined? |[Mann and Thompson| [|[1988]] proposed a specific
set of 25 relations, yet they pointed out that the set should be regarded as in principle
open to extension. However, the manifold practical uses of RST over the past three decades
(see [[Taboada and Mann, [2006]]) have shown that the relation set can in fact be regarded
as relatively stable. It contains, for example, several adversative, causal, temporal, and
additive relations.

The main criterion for judging whether a relation holds between two segments is the
reconstruction of the writer’s intention: Why did he state the two segments, why did he
place them in adjacency, what did he want to achieve with this combination? In this regard,
a major claim of RST is that for the vast majority of relations, the two segments do not have
equal status for realising the underlying intention. Instead, one segment (called ‘nucleus’)
is the central one, whereas the other (‘satellite’) plays only a supportive role. Mann and
Thompson point out that when all satellites are removed from a text, the main message can
still be reconstructed (notwithstanding certain problems in cohesion, i.e. information flow).
When nuclei are removed, however, the text will be simply incoherent. As an exception to
the general rule, there are a few multi-nuclear relations that do not make this distinction —
an example is the temporal relation Sequence, which applies to segments where one event
is described to take place after another event.

For illustration, Figure shows an RST analysis of a short text. It follows the notation
suggested by Mann and Thompson and was produced with the RSTTool softwareﬁ Curved
lines connect a satellite to a nucleus, with the arrowhead pointing to the nucleus, which is
also indicated by a vertical line. Horizontal lines demarcate a larger segment arising from
the fusion of smaller segments. Despite the unusual notation, the structure is in effect a
tree. In RST, the main structural claims are that only adjacent segments can be connected
by a relation, that the complete text needs to be covered by the analysis (there are no gaps),
and that no crossing edges arise. (For a more thorough formal analysis of RST’s predictions,

®http://wagsoft.com/RSTTool
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Relation: EVIDENCE

Constraints on nucleus: reader might not believe nucleus to a degree satisfactory to writer

Constraints on satellite: reader believes satellite or will find it credible

Constraints on the N+S combination: reader’s comprehending satellite increases reader’s belief on nucleus
Effect: reader’s belief on nucleus is increased

Locus of the effect: nucleus

Figure 2.2: RST-Definition of the ‘Evidence’ relation, following Mann and Thompson
[1988].

see [Marcu| [[2000]). The same set of coherence relations, therefore, is used to describe the
relationships between the small segments (minimal units of the analysis) and recursively of
the larger text segments.

A relation is defined by constraints on the nucleus, satellite, and on the combination
of both, as well as by the intentions of the writer. As an example, Figure shows the
definition of the Evidence relation as provided by Mann and Thompson. In general, the
descriptions of constraints and intentions can refer to a variety of semantic and pragmatic
aspects and in this sense do not constitute a very systematic framework. Clearly, they ap-
peal to the intuitions of the analyst, and in the end the RST tree for a text will be the
representation of one possible interpretation of a text. Nonetheless, when sufficiently strict
annotation guidelines are provided, it is possible to achieve acceptable agreement among
human analysts (e.g.,|Carlson et al.[[[2003]]).

Another important characteristic of RST to be mentioned here is the distinction between
‘subject-matter’ and ‘presentational’ relations. The former refer to relationships that hold
in the world and are merely being reported in the text; in these cases the intention of
the writer is of the form ‘Reader recognises that X'. As an example consider this causal
relation: Tom’s train was delayed, and therefore he didn’t make it to the meeting. It describes
the a relation between two events, which is why this is also referred to as a ‘semantic’
relation. Presentational relations, on the other hand, are employed by the writer to actually
change the beliefs or attitude of the reader. The Evidence relation, shown above, is an
example. The causal relation here is a ‘pragmatic’ one, since it holds between speech acts.
Another one is Motivation, where the intention is ‘reader’s desire to perform the action
described in the nucleus is increased’. A very similar distinction between the informational
and the intentional level of discourse relations is made by [Moore and Pollack| [[1992]], see
the discussion above. Obviously, it is the latter family of relations — the presentational,
pragmatic, or intentional — that proves particularly relevant to representing argumentation
structure.

Finally, we emphasise an observation made by |[Marcu| [2000]], which is important for in-
terpreting RST trees, and which has gained wide acceptance in the community. The ‘compo-
sitionality criterion’ states that when a relation holds between large segments, it also holds
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between its ‘most important units’, where importance is defined by a maximum degree of
nuclearity. When starting at the root node of the tree representing the segment and follow-
ing only nucleus lines downward, one ends up at the most important elementary units of
that segment. As a consequence, when applying this to the whole text, one is supposed to
find the central statement(s) of the text

Several corpora exist that are annotated with rhetorical structures: The most famous
one is probably the RST Treebank [Carlson et al., 2003] consisting of articles from the
English Wall Street Journal. For German, there is the aforementioned Potsdam commentary
corpus (PCC) [|Stede,, 2004, |Stede and Neumann, [2014]], in which newspaper commentaries
are annotated on multiple levels, including RST structures and local relations based on
discourse connectives. Apart from these, a handful of smaller corpora exist for a variety
of languages, including Chinese, Spanish, Portuguese, Basque etc. On the application side,
the automatic recognition of rhetoric structures, RST parsing, is an established task an has
evolved over the last 20 years. A more detailed overview of the approaches will be given in

Chapter

RST for argument representation?

With its focus on speaker intentions and changes in reader attitudes, RST is by design well-
suited for studying argumentative text. While purely descriptive texts (e.g., encyclopedia
entries) or narrations, including news reports, often make for relatively ‘boring’ RST analy-
ses, the description of argumentative text can reflect the way this text works in an interesting
way. Thus, even though the tasks of explaining the coherence of a text (the goal of RST)
and capturing the argumentation found in a text are not identical, it is tempting to employ
RST for representing the argumentation structure of texts and thereby to eliminate the need
for a distinct theory specific to argumentation.

In this vein, Azar| [[1999] argued that the nucleus-satellite distinction is crucial to dis-
tinguish between premises and conclusions in an argumentative relationship, and that, in
particular, five RST relations should be regarded as ‘argumentative’ in the sense that one
segment is a conclusion (or an opinion), and the other segment is an premise brought for-
ward to, for instance, increase the reader’s belief in the conclusion: Motivation for calls for
action; Antithesis and Concession for increasing positive regard toward a stance; Evidence
for forming a belief; Justify for readiness to accept a statement. Azar illustrates his idea
with a few short sample texts, which he analyses in terms of RST trees using these rela-
tions, and he claims that the argumentation found in those texts is represented adequately.
However, in one of the examples, Azar uses an interesting twist in the tree representation:
The 14 minimal units are labelled ‘1-6’ (indicating that the substructure among these units
is not relevant for the argumentation), ‘7+12’, ‘8’, ‘9, ‘10’, ‘11’, ‘13’, and ‘14’. The inter-

7This will be a single elementary unit when no multinuclear relation is involved on the path from root to leaf.
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esting one is ‘7+12’, which represents the central claim of the text, supported by Evidence
relations from ‘8’ to ‘14’. The claim is thus split between two non-adjacent text units, and
Azar simply fuses them into a single node. This is clearly in conflict with a central prin-
ciple of RST, whose object of study is the actual linear sequence of textual units and their
coherence. Azar therefore seems to regard RST more as a notation (which can be adapted
to one’s purposes) rather than as a theoretical framework.

In a somewhat similar fashion, |Green|[[2010]] borrows certain aspects from RST (several
relation definitions and the nucleus / satellite distinction) for her ‘hybrid’ representation
that is supposed to capture both the argumentation structure and the rhetorical structure.
Green studies medical patient letters that explain a diagnosis and provide reasons for rec-
ommendations on the patient’s behaviour. The ultimate goal of the project is the automatic
generation of these letters, but text representation is a significant part of it. The tree struc-
ture suggested by Green consists of text segments participating in the argumentation, which
are linked by RST relations, but this information is supplemented by decidedly argumen-
tative annotations: First, links from RST relation to the segments are labelled not only
as nucleus and satellite but also with labels from other argumentation theories (the role
the segment is playing in the scheme of Toulmin| [[1958]], or with names of argumentation
schemes [Walton et all, [2008]], both of which we will learn more about in Section [2.3)).
When this argumentative analysis is done, the annotator reconstructs the enthymemes, i.e.
the implicit propositions, and adds them to the tree as leaf nodes on a par with the mini-
mal text segments. Moreover, a leaf may contain a text segment copied from elsewhere, to
cover cases where old information from the text is needed to complete an argument. The
tree structure in the end consists of potential redundant text segments and formulations of
implicit statements. On the whole, the representation thus takes some inspiration from RST
but serves a different purpose than that intended by Mann and Thompson (i.e., to reflect
the coherence of a text, with segments taken in the order of appearance).

More recently, |Green|[|2015]] argued that the hybrid representation does not readily trans-
late to a different text genre (biomedical research articles), and she concluded that RST and
argumentation structure operate on two levels that are subject to different motivations and
constraints, and thus should be kept distinct.

We now return to the question whether the original, bona fide Rhetorical Structure The-
ory tree can be an appropriate device for representing argument structure. On the one
hand, the interesting parallels between RST’s presentational relations and argumentative
moves, which had already been noted by Azar, make RST a promising candidate for a text-
oriented argumentation representation. There are different relations to express argumen-
tative support and attacks which could be mapped correspondingly. We therefore consider
the inferentiality requirement satisfied. The dialectical roles of proponent and opponent
are not directly represented in RST. Nonetheless we would propose as before to derive the
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switches of argumentative role from the series of attacking relations. Compositionality is
also provided by the tree building principles of RST.

Having said this, several observations from our own text analysis work with the Potsdam
Commentary Corpus [|Stede, 2004, |Stede and Neumannl, [2014]] indicate that there are (at
least) two principal limitations. The first concerns long-distance dependencies and non-
linearities of various kinds. This is the problem Azar circumvented by creating an artificial
node covering two non-adjacent text segments. We found that quite often arguments in text
are not linearised in a straightforward way: Pro- and contra arguments may be dispersed
across the text and need to be linked to their common conclusions, which can violate RST’s
ruling out of crossing edges. Similarly, the end of a text often repeats, or slightly extends,
the main thesis that has been stated earlier, necessitating the two segments to be brought to-
getherE] Consequently, we posit that the underlying phenomenon of non-adjacency creates
a problem for RST-argumentation mapping in general, i.e., it is not limited to discontin-
uous claims: Both Support and Attack moves can be directed to material that occurs in
non-adjacent segments.

The other observation concerns the structural configuration of attack and counter-attack,
which is found frequently in the PCC. Consider the text given in Figure Segment 1
and 2 present a simple argument: The building should be torn down, because it is full of
asbestos. Segment 3 then attacks this argument in a way which we will later identify as
an ‘undercutter’. It presents an exception to the rule used in the argument from 2 to 1: If
the contamination can be cleaned up, then a demolition does not necessarily follow. This
objection is then countered in segment 4, again by an undercutting relation. The author
grants that a cleanup might be possible, but that it will not happen because it is too costly.

Our RST analysis in Figure does not reflect the attack- and counter-attack configura-
tion at all. Firstly, the fact that 3 attacks 1-2 is not represented. Instead, 3 will always be
understood as the satellite of 4, be it as an Antithesis or as a Concession. The 3-4 complex
thus somewhat represents the counter-attack of 4 on 3, but it does so from the perspective
of 4. As a result, the complex of 3-4 can only be linked to 1 with a supporting relation, and
we lose the information that there is an attack and a counter-attack in the text. In this case,
the intrinsic dialectics of argumentation could not be recovered from the RST relations.

An RST tree that better reflects the attack- and counter-attack configuration would need
to link segment 2 first to 3-4, for example via Antithesis with 2 as nucleus, which would
then make 2-4 the Evidence for 1. From the text-descriptive viewpoint, this would be a bit
unfortunate (the main ‘break’ in the representation is in the middle of the first sentence
rather than at a sentence boundary), but would still yield a plausible analysis. If the text
were somewhat more complex, the overall configuration still makes sense if Marcu’s com-

8We do not imply here that those texts are ‘bad’ - they are perfectly easy to understand and have straightfor-
ward RST analyses. But from that analysis, the argumentation structure cannot be read off without adding
‘deeper understanding’ and rewriting the representation.
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positionality criterion is applied: The most-nuclear segment in 2-4 is 2, which is the major
Evidence for 1. Segment 3, however, is only a satellite to 4 (and rightly so), and therefore
the compositionality principle cannot yield the information that 3 is closely linked to 1-2
(as a direct attack) — this information is simply lost in the RST tree.

Examples of this kind are not uncommon, and unfortunately the problem can get even
worse. Imagine a linearisation variant of the text where the premise precedes the conclu-
sion: [The building is full of asbestos, ], [so we should tear it down. ], [In principle it is possible
to clean it up, J3 [but according to the mayor that would be forbiddingly expensive. ], Segment
1 can only be analysed as Evidence for 2. The Antithesis between 3 and 4 stays the same,
and it is then another Evidence for 2. But we have no way of capturing the attack relation
between 1 and 3-4, as long as we adhere to RST’s principles. Again, this is not a criticism
of RST - the analysis for its purposes is perfectly plausible — but an observation on the
limitations of its accounting for ‘deeper’ structural configurations in argumentative text.

Concerning our desiderata, we consider text genre and domain independence granted,
given the generality of the relation set and the successful application of the theory to dif-
ferent types of texts. Furthermore, the reliability of annotation has been shown and several
corpora in different languages exist and have been used to automate the recognition of
rhetorical structure.

The main obstacle for using RST to represent the structure of argumentation, to sum-
marise, is the conflict between segment adjacency (a central feature of RST’s account of
coherence) and non-adjacency (a pervasive phenomenon in argumentative function of por-
tions of text). We thus also subscribe to the view that (at least for many text genres) dis-
tinguishing rhetorical structure and argumentation structure is important for capturing the
different aspects of a text’s coherence on the one hand, and its pragmatic function on the
other.

2.2.6 Semantic accounts of discourse structure

The Discourse Representation Theory (DRT) [[Kamp and Reyle, 1993]] proposes a syntax-
semantic interface for deriving a model-theoretic semantic representation not only on the
sentential level, but also for a discourse of multiple sentences. A discourse representation
structure is defined as a set of discourse referents and a list of logical predicates. For adding
the representation of a new sentence to the already existing discourse context, either the
referents and predicates associated with the new sentence are appended to the overall dis-
course structure context, or a new subordinated structure is integrated into it. A dynamic
logic [see e.g. [Kamp), 1981, |Staudacher, |1987] is used to interpret the structure dynami-
cally through subsequent updates of the context. The main aim of the theory is to model
the accessibility of discourse referents for anaphora, but similar dynamic semantic theories
have also been used to model tense and presuppositions.
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What this discourse structure lacks is a clear separation of the semantic contributions of
each segment of the discourse, as well as a notion of discourse coherence, which makes
explicit the relations between the segments. Both has been provided in the Segmented Dis-
course Representation Theory (SDRT) [[Asher and Lascarides, [2003]]: Every segment of the
discourse has its own structure which is labelled with a logical identifier, enabling reference
to these structures. Furthermore, coherence relations between these discourse segments
may be expressed as logical predicates, in the very same way as DRT uses logical predicates
expressing relations between discourse referents. The discourse structure derived by SDRT
can be formally represented as a directed acyclic graph: It consists of the labelled coherence
relations on the one hand, and of subordinating relations between the different SDRSs on
the other.

There exists several corpora with discourse structures annotated according to SDRT, most
of which also report inter-annotator agreement scores: Baldridge et al.| [[2007|] annotated
parts of the MUC-6 and ACE-2 corpora for their experiments. Afantenos et al.|[2012] pre-
sented a French collection of news and Wikipedia articles annotated with SDRT structures.
English multi-party dialogues have been collected and marked up from chats in online ses-
sions of the game ‘The Settlers of Catan’ by Afantenos et al.|[2015]. Finally, Benamara et al.
[2016]] presented a corpus of French film / product reviews and letters to the editor, as well
as English film reviews for a study of discourse and sentiment.

SDRT has been used to model a variety of discourse phenomena, although most of them
are situated in the context of dialogue rather than monologue (with a few notable ex-
ception). The derivation of SDRT structures, however, from the syntax-semantic to the
semantic-pragmatic interface is a quite complex process: Multiple different logics and rea-
soning processes are involved and lexical knowledge is required for determining a max-
imally coherent discourse representation, with the corresponding structure and relation
types.

For automatic recognition of these structures, most researcher therefore rather relied on
machine learning approaches than on implementing the elaborate logics. A more detailed
review of the corresponding approaches will be given in Chapter

Let us now revisit out initial question as to whether SDRT meets our requirements for
representing argumentation structure: The coherence relations proposed for monologue
text do not explicitly represent the argumentative moves of support and attack. Nonethe-
less, there are various relations which we expect to find frequently in argumentative texts,
such as causal relations of result, explanation, and goal, as well as the contrast relation.
As in previously reviewed approaches of coherence relations, a corresponding mapping to
argumentative relations would be required to fulfil the inferentiality requirement. The di-
alectical level could be derived as well from the contrast relations, yet with less precision,
as not every contrast is used argumentatively. The structural requirements we consider
all to be fulfilled: The representations are compositional and allow for non-linearities and
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long-distance dependencies. Furthermore, the theory is independent of genre and domain.
Several annotated corpora exist including reliability reports, and at least one of them, the
corpus of film reviews, features a text genre that is very likely to contain monologue argu-
mentation.

In comparison to the approaches reviewed above, SDRT has a lot to offer to argumenta-
tive analysis. There are no structural restrictions, and the theory is established in the field
both concerning its theoretical modelling, as well as for its empirical studies and computa-
tional modelling using available corpora. Nonetheless, it is not the perfect candidate: An
adequate representation of argumentation structure requires more work on the set of coher-
ence relations and an appropriate mapping. Furthermore, the graph structure might be too
powerful: It is not clear whether the nesting of substructures is required for representing
argumentation. While it is necessary for the theoretical modelling of the accessibility of dis-
course referents and the availability of substructures for attachment, practical approaches
to SDRT-based discourse parsing typically factor the nesting out for efficiency.

2.2.7 Conclusions

It is now time to cast a look back at all the theories of discourse structure we have re-
viewed in search for a suitable candidate for representing argumentation structure. First,
we observe that no theory turned out to completely fulfil all our requirements and desider-
ata. This was expected, in that none of the theories were explicitly developed to model
argumentation structure.

The zoning approaches, as well as non-hierarchical illocutionary labellings were clearly
not structurally potent enough to represent the rich relational structure of argumentation.
In contrast, a PDTB-style analysis of the coherence relations could model these relations,
but the theory is intentionally agnostic of any form of global discourse structure. From the
different approaches that propose tree structures, the majority employed constituency trees
(such as several illocutionary accounts, LDM, and RST). These typically have the problem
that non-linearities and long-distance dependencies can only be represented using extra
constructs, such as special nodes for parallel constructions or extra information like nucle-
arity required for the Nuclearity Principle. Dependency structure has proven to be more
flexible here. Finally, D-LTAG and SDRT proposed graph structures that are richer than
trees. While this gives additional flexibility, it remains to be investigated in which cases this
extra representational power is really needed, as it might complicate the discourse parsing
later on.

In terms of inferentiality and dialectics, we have found many approaches that provide us
with a useful set of discourse relations for various forms of support. In contrast, attacking
relations are typically not covered well: Sometimes they are not considered at all, often they
are only potentially signalled by a contrast relation which could, though, just as well be a
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non-argumentative, i.e. purely semantic contrast relation. In all cases, the dialectics would
have to be inferred, since no theory allows for a dialectical distinction between discourse
segments.

Before we draw a final conclusion, we first want to review the approaches to argumen-
tation structure that the argumentation community has brought forward.

2.3 Structure of argumentation

After having reviewed the literature on discourse structures and investigated whether these
could be used to represent argumentation structures, we now turn to theories decidedly
developed to represent argumentation. The literature on argumentation is vast, and we
consider here only work that has a clear focus on proposals for formal graphical notations.
A very useful earlier overview of the use of argument diagramming techniques to represent
the structure of arguments has been given by Reed et al.|[[2007]]. The authors review the
theories and diagramming schemes in logic, law, and artificial intelligence and cover many
important aspects relevant to (automatic) evaluation of arguments. In contrast, our aim
is of a rather descriptive nature and our secondary focus is on the linguistic realisation of
argumentation, especially on the representation of argumentative opposition.

Due to our restriction of scope, some important research will not be included here. A
very influential approach, which has inspired the whole field of computational argument in
artificial intelligence, is the framework for argumentation graphs proposed by Dung|[|1995]].
While superficially similar to the kinds of graphs we are interested in here, this framework
applies to a different level: Dung is interested in a representation of arguments that allows
for formally modelling reasoning processes. Most importantly, arguments are the elemen-
tary units in his attack graphs. Hence the relations represented in such graphs are not
argumentative relations between propositions, but between instances of argumentation,
i.e. between inferences. Our interest, however, is in representation geared toward mod-
elling the textual presentation of arguments and thus the relation between the expressed
propositions.

2.3.1 From Toulmin’s roles to dialectical, compositional structures

An important step in the younger history of the development of a theory of argumentation
is Stephen E. Toulmin’s influential analysis of argument [Toulmin, {1958]]. Dissatisfied with
the simple analysis of an argument into premises and conclusion, he investigated the ac-
tual use of arguments with the aim to identify different roles that utterances can play in
arguments, i.e. the way they contribute to its persuasive force. Toulmin proposed a scheme
with six functional roles (see Figure : On the grounds of some evidence (‘data’) and
a possibly implicit but defeasible generalisation (‘warrant’) a conclusion is derived. The
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data qualifier  conclusion

since unless
warrant rebuttal
because
backing
(a) Toulmin (b) Grewendorf

Figure 2.3: Diagramming techniques in theories of argumentation of Toulmin and Grewen-
dorf.

conclusion can be ‘qualified’ by a modal operator, indicating the strength of the inferential
link. Furthermore, a ‘rebuttal’ can specify an exceptional condition that would undermine
the inference if it holds. Finally, the warrant can be further supported (‘backing’).

Toulmin’s scheme certainly represents the inferential and dialectical relations we are in-
terested in. It does so, however, in a flat and non-compositional way. The relations are
implicitly assumed between the different roles, such as for example the inference from data
and warrant to the conclusion. The overall structure is regarded a single unit of analysis,
and not considered to be recursively embedded. Since Toulmin did not aim to present a
model of the structure of text, he makes no commitment as to how the propositions in his
examples should be linearised in a text. We thus conceive the requirements of non-linearity
and long-distance dependencies to be met per default.

There exist corpora annotated according to Toulmin’s scheme, which are also in view of
the reliability of annotation, see [[Habernal and Gurevych,|2017[] as one example (of a simi-
lar scheme). The inferences captured by Toulmin’s scheme are quite general, so we consider
it to be genre and domain independent, something that was also empirically studied by the
authors of the latter paper.

Of the immense amount of literature on Toulmin’s theory in different disciplines (rang-
ing from philosophy and pedagogy to legal studies, linguistics, artificial intelligence, and
others) we want to focus on a number of critiques that have been articulated, addressing
problems of the application of the theory on complex, authentic argumentations, of the
distinction of the functional roles, and of the representation of the opponent.

Both Ohlschliger [1979] and Kienpointner| [[1983]] address the lack of compositionality,
and suggest that the backing of the warrant should better be represented as a new, con-
nected argument. In this new argument, the backing serves as the data and the warrant as
the conclusion. Since a combination of several arguments is necessary for the representation
of complex argumentation anyway, Ohlschliger presents a scheme that allows to recursively
chain arguments together, thus building a serial structure, or ‘multi-level argumentation’ in
the terms of Kopperschmidt [[1989]]. Also, multiple arguments can be presented in favour of
the same conclusion, which Kopperschmidt calls ‘multi-threaded’ argumentation. However,
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Ohlschliger’s scheme does neither integrate Toulmin’s rebuttal, nor the qualifier. Similarly,
Klein| [[1980]] argued for a recursively applicable argumentation scheme. Furthermore, he
claimed that the distinction between Toulmin’s data and warrant cannot always be drawn
precisely. He proposed a representation of argument that can be conceived basically as a
support tree, with the root node as the main claim and supporting arguments in the unfold-
ing tree structure.

However, all of the schemes discussed so far lack a proper representation of the opponent.
Due to its dialectical nature, argumentations often refer to an explicitly mentioned or at
least supposed opponent, as for instance in the rebutting of possible objections. Wunderlich
[1980] thus interpreted Klein’s support-tree as a ‘decision’-tree, where the root node is the
‘quaestio’, i.e. the question to be decided on. From there, not only arguments for and but
also against the decision unfold recursively. Since there can be pro and contra for every
node in the tree, the opponent’s role is integral to this representation.

Grewendorf]| [[1980]] then offered a dialogue-oriented diagram method that also demon-
strates the origin of arguments: It is possible to distinguish between counterarguments that
are brought up by the opponent as explicit attacks, from those that the proponent himself
anticipated in order to refute them. In addition, Grewendorf replaces the tree structure
with a graph, so that nodes can participate in multiple support or attack relations. In the
diagram, the polarity is no longer an attribute of the node but an attribute of the link de-
picted by different types of arrows (see Figure [2.3D). Those with an arrowhead denote
support, those with a circle an attack. Finally, Grewendorf makes the interesting move to
allow support and attack not only for statements (nodes) but also (recursively) for support
and attack relations. Hence it is in principle possible to also represent meta-communicative
disputes. Note that Grewendorf’s account is the first to fulfil all our requirements. However,
Grewendorf provides only a rough outline of his diagram method and no formal specifica-
tion. One of the aspects missing is amongst others a specification for conditions of a node
having multiple support by a series of nodes. As a consequence, authors who took up his
proposal sometimes produced ambiguous graphs that are difficult to interpret, as for in-
stance in [[Adachi-Bahr, [2006]].

2.3.2 Freeman’s macrostructure of argumentation

A detailed examination of Toulmin’s theory has been presented by Freeman| [[1991[], whose
goal was to integrate Toulmin’s ideas into the argument diagramming techniques of the
informal logic tradition (see Beardsley|[[1950]] and its refinement by [Thomas| [[1974]). Re-
cently, an updated but compatible version of the theory has been presented in [[Freeman,
2011]]. If necessary, we will distinguish between both versions in the following discussion,
but otherwise simply speak of Freeman’s theory.
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Proponent:  We should tear the building down.
@ Challenger: Why?
Q Proponent: It is full of asbestos.
- Challenger: What makes you sure about your claim, given
R that it is in principle possible to clean it up?
Proponent:  According to the mayor; this would be
e forbiddingly expensive.

(@ ()

Figure 2.4: Freeman’s representation of a rebuttal and counter-rebuttal and the correspond-
ing dialectal exchange.

The central claim of Freeman’s theory is that the so called macrostructure of argumen-
tation, i.e. the different ways in which premises and conclusions combine to form larger
complexes, can be modelled as a hypothetical dialectical exchange between a proponent,
who presents and defends claims, and a challenger, who critically questions them in a regi-
mented fashion. Every move in such a basic dialectical situation corresponds to a structural
element in the argument diagram. The analysis of an argumentative text is thus conceived
as finding the corresponding critical question of the challenger that is answered by a partic-
ular segment of the text. Freeman’s theory thus makes an explanatory valuable connection
between the focus on arguments as process, such as found in the study of dialectical dia-
logues in philosophy or in rhetorics, or even as a special form in judicial proceedings, and
arguments as product, such as found in the study of persuasive text in newspaper commen-
taries, in scientific writing, or even advertising. The dialectical process serves as a model
for the studied product. This combination of process-based dialectics and product-oriented
structure representation makes the theory accurately fitting our goal of argument structure
recognition for authentic text.

Freeman presents critical questions a challenger would ask in a basic dialectical situ-
ation for the structural complexes typically assumed in the informal logic tradition: for
serial, linked, convergent, and divergent structuresﬂ In his reception of Toulmin’s theory,
Freeman rejects the distinction between data and warrant: Although they are obviously dis-
cernible in arguments as process, he argues in an extensive discussion that the distinction is
not applicable for arguments as product (see Ch. 3 in both Freeman [1991} [2011]]). Free-
man thus assumes one category of premises subsuming both data and warrant. Also, the
category of backing is dropped in favour of a compositional analysis of serially connected
arguments. The qualifier is integrated into Freeman’s theory as a property of the inferential
links between premises and conclusion.

A more detailed description of those complexes follows in Chapter
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Especially interesting for us is Freeman’s integration of Toulmin’s rebuttal. As described
above, the rebuttal is an exception of the generalisation presented as the warrant. It specifies
a condition under that the inference from premise to conclusion would not hold. Typically,
an author mentions a possible exception to preempt his critics and then in turn rebuts that
anticipated objection, in Freeman’s terms a counter-rebuttal. In the basic dialectical situa-
tion, the challenger asks a critical question with a possible objection, and thereby forces the
proponent to defend her argument accordingly. A diagram featuring a simple sequence of
claim, premise, rebuttal and counter-rebuttal and the corresponding hypothetical dialecti-
cal exchange is shown in Figure Additionally, Freeman [[1991]] allows the challenger
to make her possible objection stronger by supporting it with further premises, which Free-
man terms ‘defended rebuttals’. Although Freeman identifies different ways to attack and
defend an argument, his use of the terms ‘rebuttal’ and ‘counter-rebuttal’ is rather general
and corresponds to argumentative attack and counter-attack.

Freeman’s diagramming technique is not perfect, however, especially for certain complex
combinations of features: Freeman lists all rebuttals of one argument in a single rebuttal-
box. In order to relate the counter-rebuttals to their target, co-indexation is introduced
instead of representing the relation by links in the diagram. Also, to represent a defended
rebuttal that is countered by attacking its support, Freeman| [[1991, p. 199f] introduces
further diagram features such as crossed-out boxes additionally containing the defeated
rebuttal. These artificially increase the structural complexity, even though a more simple
representation with relations, analogous to the rebuttal, would be possible.

Another issue concerns the representation of the distinction between what Pollock![[1995]]
calls rebutting and undercutting defeaters in defeasible reasoning. Freeman indeed makes
equivalent distinctions: For attacks by the opponent, he acknowledges both the denial of
the conclusion and the undercutting of its support (i.e. exceptional ‘rebutting’ in Toulmin’s
sense). For counter-attacks by the proponent, he considers both denying the exception’s
holding and denying the exception’s undercutting force. But these differences are not re-
flected in the argument diagram. Rebutting and undercutting attacks of the challenger are
represented uniformly in Freeman’s ‘rebuttal’-box (although Freeman| [2011} p. 23] lists
them with different prefixes). Rebutting and undercutting counter-attacks of the propo-
nent are represented uniformly as nodes attached to the ‘rebuttal’-box. Only [[Freeman,
2011, p. 57] chose to represent undercutting counter-attacks in a new fashion in order to
visualise the difference.

Finally, it is worth noting that Freeman now integrates uncountered attacks, or counter-
considerations in the terminology of|Govier|[|[1985]] into his theory. Here, instead of rebutting
or undercutting a possible objection, it is left uncommented because it is understood as be-
ing outbalanced by more weighty reasons in favour of the claim. While Freeman|[|1991, p.
173] argued that such counterconsiderations need not be represented in argument struc-
ture, because they could be seen as rhetorical accessory logically not effecting the case for
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the claim, they are now represented as a special ‘even though’ rebuttal in [[Freeman), 2011},
p. 29]. This extension of the theory was in our view an advantageous move, as this argu-
mentative strategy appears frequently in argumentative text and could not be adequately
represented before. There are many more noteworthy features of Freeman’s approach that
are beyond the scope of this discussion, as for instance the elaborate and ongoing discussion
of the linked-convergent distinction or the representation of suppositions.

Freeman’s theory fully represents the aspects of inferentiality and dialectics we are in-
terested in, and the formation of complexes is compositional. In terms of linearisation and
long-distance dependencies, again, no commitment is made, as the theory did not aim to
be a text structural model. We thus find all requirements to be fulfilled. The desiderata of
genre and domain independence are also met. What is yet missing is firstly the proof that
argumentation structures can be reliably annotated according to this theory, and secondly
a corresponding resource that can be used to study and model the argumentation in textET]

2.3.3 Pragma-Dialectics

The pragma-dialectical theory of argumentation [van Eemeren and Grootendorst, 1984,
1992, |2004]] aims to combine the study of argumentation as a product (the perspective
typically taken in logical analysis and also in descriptive linguistics), and the study of ar-
gumentation as a process (the perspective on the communicative and interactional aspects)
into a holistic investigation of the discourse activity of argumentation. Argumentation is
understood as a complex speech act performed in order to resolve a difference in opinion.
This complex activity is realised by more elementary speech acts or illocutions, such as those
we already studied in Chapter[2.2.3]

The theory has a strong focus on a normative characterisation of rational argumenta-
tion: An ideal model of a critical discussion is presented, where based on rationality and
reasonableness the two roles of the protagonist and the antagonist resolve their conflict-
ing positions in a regimented fashion. First of all, the argumentative discussion is divided
into four stages: In a confrontation phase participants establish that they have conflicting
positions. The opening phase serves the purpose of determining a common ground. In
the argumentation phase then the protagonist presents and defends her claims, while the
antagonist critically questions them. Whether and how the difference of opinion is being
resolved is finally settled in the concluding stage. Most importantly, the authors posit ten
rules all rational participants should ideally follow. Violations of these rules are considered
as fallacies. Three different argumentative schemes are allowed based on causality, compa-
rability, and symptomaticity. The theory is used normatively in relying on its general code of

19The only work we are aware of that applied Freeman’s theory to text in the field of linguistics is [Stede and
Sauermann, |2008]], where ten commentary texts were analysed.
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conduct of critical discussions, but it is also applied in more a descriptive way for describing
failed discussions, or instances of fallacious argumentation.

The examples used by the authors are often dialogue excerpts or transcripts, and it is
indeed the dialogical interaction that is predominantly investigated. However, the theory
is open to monological argumentation as well. Here the distinction between ‘explicit’ and
‘implicit’ discussion is important: In monological discussion, the role of the antagonist is
not impersonated. The criticism usually brought forward by the antagonist is anticipated
by the author and communicated implicitly. This view is similar to Freeman’s hypothetical
dialectical exchange.

In terms of argumentation structure, the pragma-dialectical theory distinguishes between
the following types of complexes which are used to generate large argumentation diagrams
[see van Eemeren and Grootendorst, (1992, p.73-89]: ‘single’ argumentation, with one
premise and one conclusion; ‘multiple’ argumentation, with several independent premises
for one conclusion; ‘coordinatively compound’ argumentation, where several premises are
required to be accepted in order to support the conclusion; and ‘subordinatively compound’
argumentation, providing a serial chain of subordinated arguments. Finally, the authors
also include unexpressed premises in their diagrams. These complexes are comparable to
the simple, convergent, linked, and serial structures of Freeman. A discussion of the subtle
differences is provided by |Snoeck Henkemans| [[2000]].

Interestingly, the antagonist and the corresponding critical questions or objections are
not directly represented in the argument diagrams. Only supporting relations are shown in
the structure, and claims associated with an attack occur there only indirectly. For instance,
consider the examples discussed by|Snoeck Henkemans|[2003[]: An attack of the antagonist
that was successfully rebutted by the protagonist is simply dropped and not represented in
the structure. In another example an undercutter of the form ‘But couldn’t we do X?’ was
(since it was successfully rebutted) transformed into the negated assertion ‘We can’t do X,
or as in a different example turned into a meta-claim ‘The objection that we can do X is not
a sound argument’. The fact that the antagonist and his attacks are not represented in the
structure may be related to the ‘Closure Rule’, one of the rules of the code of conduct. It
states that a successful defence obligates the antagonist to retract his doubts (and likewise
that a failed defence obligates the protagonist to retract his standpoint). This would mean,
though, that the structure only reflects the argumentation as the resolved product and does
not reflect the dialectics of its production.

Although the pragma-dialectic theory is akin to descriptive inquiry and provides a lot of
examples from authentic sources, neither an annotated corpus, nor a proof of reliability of
annotation are available yet.
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2.3.4 Argumentation schemes

A theory that has been used extensively for the analysis of argumentative text is that of
argumentation schemes [[Walton, 1996, Walton et al., [2008]. Here, arguments are under-
stood as instances of abstract argumentation schemes, a large and detailed catalogue of
which is provided. Each scheme specifies the required premises, implicit assumptions, and
possible exceptions. The premises are all required to be accepted in order to lend support
to the conclusion. Assumptions are considered to be accepted implicitly, unless they are
questioned explicitly. Exceptions, finally, may undercut the argument: If one of the ex-
ceptions holds, the argument is rendered ineffective, even though all other premises might
be accepted. For every premise, assumption, or exception there is a corresponding critical
question specific to the argumentation scheme. The theory is integrated as a diagramming
technique in argument visualisation tools such as Carneades [|[Gordon, 2010]].

The main focus of the theory of argumentation schemes is on defining the premises,
assumptions, and exceptions of the various schemes. Yet, the formation of structural com-
plexes is acknowledged, in the way that each of the components of an applied scheme may
itself be the target of an argumentative relation. Consequently, serial and multiple argument
structures are possible. Linked structures are represented scheme-internally, as all premises
in one argument are understood as being linked. Since the theory does not assume a se-
quence of text segments as elementary units, no commitment is made towards linearisation
constraints. We thus conceive the requirements of inferentiality and compositionality met,
and find no restrictions towards non-linearities or long-distance dependencies specified.

In terms of dialectics, it is worth considering how argumentative attacks and counter-
attacks are represented [see Walton, 2011, (2012]]. Rebutting attacks are expressed as argu-
ments of opposite polarity against a claim. Undercutting attacks are expressed by claiming
that one of the defined exceptions holds. These attacks can itself be supported or rebut-
ted again. Since the theory distinguishes between support and attack, the dialectical role
of each unit can be derived. It should, however, be noted that the polarity of the relation
targeting the exception depends on the way the exception is expressed: In the context of
arguments from expert opinion, we found examples where the exceptions were framed as
stating the exception (‘expert is not trustworthy’), so the argumentative attack was actually
a support for the proposition that the exception holds. Conversely, we also found examples
where the exceptions were framed by stating the norm (‘expert is trustworthy’), so the argu-
mentative attack was indeed an attack against the proposition that the exception does not
hold. Note that this remark is not intended as a criticism, but rather as a reminder that the
framing of exceptions needs to be consistent and explicit if one is to derive the dialectical
role from the polarity of argumentative relations.

Argumentation schemes have been annotated in the AraucariaDB, which is distributed in
[AIFdb, 2016]], following different scheme-sets, e.g. that of [Walton et al.|[2008]]. Schemes
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have also been the subject of automatic recognition, which we will report on later in Chap-
ter[6.1I] Whether analysts were able to annotate argumentation scheme (structures) reliably
has, however, not yet been shown to the best of our knowledge. We consider the inventory
of schemes as general enough to be applied to texts of different genre and in different
domains.

The analyses following the argumentation schemes are clearly much more fine-grained
than those of the approaches reviewed above, which often only distinguish between support
and attack. We thus conceive an analysis at the level of argumentation schemes as a subse-
quent step after a coarse-grained analysis of argumentation structure. In general, however,
it should be noted that in practice argumentation schemes often serve a purpose that is
different from ours. Research around the theory of argumentation schemes has shown in-
creased interest in building tools to support argumentation as a process for instructional,
legal, or decision-making ends and in advancing techniques of argument evaluation. Hav-
ing said that, our search for a representation of argumentation structure is focused on more
descriptive aspects, suitable for corpus-linguistic studies and ultimately for computational
applications such as argumentation mining.

2.3.5 Inference Anchoring Theory

A link between the speech acts in argumentative dialogue and the structure of argumen-
tation and its underlying propositions is made in the Inference Anchoring Theory (IAT)
[Reed and Budzynska, 2010]]. Although the focus of the theory emphasises dialogical ar-
gumentation even more strongly than the Pragma-Dialectics, we consider it here, because
it combines logical and illocutionary characterisations of argumentation in an exemplary
way.

The theory assumes three levels of analysis: On the locutionary level acts of utterance are
represented such as Bob says ‘We should do X.’, Wilma says ‘Why?’., or Bob says ‘Because of Y.’.
Locutions are connected by transitions, which correspond to rules of a dialogue protocol.
On the inferential level the propositions expressed in the locutions are represented, such as
We should do X or Y and they are connected by applications of inference rules, such as those
of an argumentation scheme for instance. We thus have the bare locutionary acts licensed
by a dialogue protocol on the one side, and the logical representation of an argument with
propositions and inferences on the other. The key idea of IAT is to ground (or ‘anchor’) the
inferential structure on the illocutionary level, which serves as an interface between locu-
tions and propositions. Two types of illocutions are considered: Illocutionary acts of e.g.
asserting, challenging, or questioning connect locutions with propositions (see also Chap-
ter[2.2.3). So called indexical illocutionary forces then connect transitions with inferences.
The act of arguing is considered as such: It connects the transition (from the challenging
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why-question to the substantiating assertion) with the inference (from the proposition Y
to X).

All three levels with their units and relations are represented in one graph with differently
typed nodes. The representation is compositional and allows for all structural complexes
we have seen so far: serial, multiple, and linked relations. As expected for a theory aiming
to represent authentic multi-party debates, IAT does not impose any linearisation-specific
constraints on the structure, and is thus prepared to represent non-linearities and long-
distance dependencies. In contrast to Freeman and Pragma-Dialectics, IAT does not assume
idealised dialectical roles of proponent and opponent. Instead, the actual participants are
represented in the locutions, and — as so often in argumentative dialogues — each of them
will have his own (sometimes even shifting) perspective on the argumentation. Dialectical
roles could, however, as previously be derived from the series of supporting and attacking
relations, depending on the participant’s initial standpoint.

Overall IAT representations can be quite complex. For someone only interested in the
structure of argumentation, the additional but theoretically necessary and informative lev-
els of locutions and illocutionary force might be overwhelming. Furthermore, since the
level hierarchy usually consumes the horizontal axis of the graph, the often non-linear ar-
gumentation structures are forced to unfold rather linearly on the vertical axis.

IAT has been applied to dialogue transcripts, such as radio debates in the ‘Moral Maze’
programme, annotations of which are available [Budzynska et al.,[2014]]. The authors also
report on inter-annotator agreement on the different levels and constructs. We thus consider
all desiderata met, though with the important caveat that all this only applies to dialogue
and not to monologue text.

This brings us to our final remark. IAT has been developed and applied for dialogue,
where it was used to successfully model complex argumentative interactions (including
e.g. the use of assertive questions and rhetorical questions in debates). It would be highly
desirable, we think, to apply IAT to monologue argumentative text, but we are not aware of
attempts approaching this issue. Similar to Pragma-Dialectics, it might involve some notion
of an implicit dialogue, and a thorough investigation would be required to determine which
transitions of locutions are possible according to a decidedly monologue argumentation
protocol, and which illocutionary forces are correspondingly expressed in the text.

2.4 Conclusion
Let us conclude this survey of theories of the structure of discourse and of argumentation.
We first defined the criteria we applied in our review as five requirements (inferentiality,

dialectics, compositionality, and the abilities to represent non-linearity, and long-distance
dependencies), and four desiderata (text genre, and domain independence, reliability of
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annotation, and availability of annotated corpora). We found that none of the reviewed
theories fully fulfilled all requirements and desiderata.

We will first recapitulate our review of discourse structures. It started with theories
proposing a flat partitioning of the text into argumentative or topic zones. These might
carry information useful also to argumentation, but generally failed to represent argumen-
tative relations. The analysis of local coherence relations in the manner of the PDTB was
able to represent those, but the theory intentionally makes no assumptions towards a global
discourse structure. Structures based on constituency trees (used for example in illocu-
tionary accounts, in LDM, and RST) could adequately describe the composition into larger
complexes, but could not handle non-linearities or long-distance dependencies without ad-
ditional annotations such as nuclearity. These structures involving non-adjacency could be
better handled by dependency trees (used also in illocutionary accounts). Even richer graph
structures had been proposed by D-LTAG (given that one includes the important anaphoric
relations) and by SDRT, but these come at the cost of more complicated discourse parsing.

While most of the approaches provided us with a set of relations that could be partially
mapped to the relation of argumentative support, many theories did not cover well attacking
relations adequately — and even if there were relations that could correspond to attacks
they often could not be mapped without ambiguity. The distinction between semantic and
pragmatic relations is an important issue here, as well as the disambiguation of discourse
connectives. For all discourse structures, the dialectical role of a segment could only be
derived from the sequence of supporting and attacking relations. Bear in mind, though,
that the representation of argumentation structure was not a central objective for most of
the theories of discourse structure.

Reviewing the theories of argumentation structure, we started with Toulmin’s influential
model, a labelling of the different roles a segments can have in an argument. It has been
mainly criticised for its lack of compositionality, but also for the often impractical distinc-
tion between data and warrant. Several authors proposed compositional tree structures in
reaction to these issues, but disregarded the rebutter and hence the distinction of dialecti-
cal roles. Grewendorf’s graphs were the first structures that fulfilled all our requirements.
However, the scheme was only rudimentarily sketched, and when applied to authentic texts
it led to ambiguous representations. The theory presented by Freeman likewise fulfilled
all our requirements, but in comparison to Grewendorf it is more extensively and more
elaborately defined. Our only criticism concerns the elegance of representation of certain
complicated structural configurations. In terms of our desiderata, a proof of reliability and
a larger annotated resource have not yet been provided, though. We also considered the
structures described by the normatively oriented pragma-dialectical theory. Here, our main
concern was that the opponent was not explicitly represented in the argumentation struc-
tures, although this role is an integral part of the situation of a critical discussion, and
that text segments clearly referencing this role were either excluded from the structure or
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transformed. The theory of argumentation schemes was also a promising candidate that ful-
filled our requirements, but one that aims for representations that are more detailed than
we require in the first place. Nevertheless, we consider this fine-grained analysis into the
different argumentation schemes and their corresponding critical questions as a subsequent
step that could follow after a coarse-grained analysis of argumentation structure has been
derived. Finally, rather as an outlook, we considered IAT as a means to represent the argu-
mentation structure in monologue text. It has been developed for and successfully applied
to argumentative dialogue and offers a powerful analysis on the locutionary, illocutionary
and inferential level. It is, however, not clear yet how this analysis could be translated for
application to monological text.

Before we choose a candidate theory and move on, it should be highlighted that there has
been considerable effort — approaching the different ways of representing argumentation
from a practical, computational perspective — to represent argumentation in a more general
and theory-agnostic way, an endeavour which lead to the specification of the Argument In-
terchange Format (AIF) [[Chesnevar et al., [2006]. Among other things, AIF offers a more
abstract representation in the sense that no strong structural commitments (e.g. by restrict-
ing to trees, or acyclic graphs) or detailed conceptual assumptions (e.g. by restricting to
specific relation, scheme, or inference types) are made. This way, it is able to subsume
representations of different theories that we reviewed above, such as for example instances
of the Toulmin scheme, or Freeman-like structures. While this is a clear demonstration of
the representational power of AIE its main focus is to serve as a common data interface
for multi-agent argumentative systems and to allow easier exchange of data between argu-
mentation tools. We thus conceive it more as a valuable representation format, rather than
as a theory that lends itself to annotation.

To conclude, we consider Freeman’s theory as the most prominent and directly suitable
candidate to represent the structure of argumentation for the aims of this work. Our next
goals are therefore, first, to derive an annotation scheme for this theory. This will be the
topic of the next chapter. We will then demonstrate that this scheme can yield reliable anno-
tations of argumentation structure in Chapter[4] and finally present a text corpus annotated
with these structures in Chapter
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3 A synthesised scheme of the structure of
argumentation

In the previous chapter we have reviewed different theories of the structure of discourse and
of argumentation. As a promising candidate we considered the theory of [Freeman| [[1991)
2011]], which takes the moves of the proponent and opponent role in a basic dialectical
situation as a model of the structure of argumentation in texts. We also identified smaller
issues with the structural representation of the rebutting and undercutting distinction and of
complex attack- and counter-attack constellations. In this chapter, we present a synthesised
scheme, which largely builds upon Freeman’s work but aims to mitigate the aforementioned
issues through a more elegant representation. Note that this chapter focuses on the scheme
itself and its features. Its implementation and application in annotation guidelines will be
addressed in the following chapter.

Previously published material

The scheme has been initially proposed in [Peldszus and Stede, 2013b]]. For annotation
guidelines based on this schemes see Appendix[A|or the extended version of the guidelines
published as [[Peldszus et al., [2016]].
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3.1 Basics

We define an argument to consist of a non-empty set of premises supporting a conclu-
sion. We thus use the term ‘argument’ not for premises, but for the complex of one or
more premises put forward in favour of a claim. Premises and conclusions are propositions
expressed in the text segments. We can graphically present an argument in an argument
diagram, with propositions as nodes and the relation as an arrow linking the premise nodes
to the conclusion node.

When we speak of argumentation, we mean the structure that emerges when multiple
arguments are related to each other and form larger complexes. The manner in which
arguments combine into larger complexes can be generally described as either supporting,
attacking, or counter-attacking. In the following sections we will describe each of them.

3.2 Support

Simple support: The most simple configuration of an argument would consist of two propo-
sitions, one conclusion that is supported by exactly one premise, as in example (I). The
corresponding structure is shown in Figure In the basic dialectical situation, the sup-
port relation is triggered by the opponent challenging the presented claim by asking for a
reason. In our example, the argument is linearised by first presenting the conclusion, then
the premise. Of course the argument could also be presented with the premise preceding
the conclusion, as in example (2)).

(1) [We should tear the building down.]; [It is full of asbestos.],
(2) [The building is full of asbestos.]; [We should tear it down. ],

Linked support: If an argument involves multiple premises that support the conclusion
only if they are taken together, we have a linked structure in Freeman’s terminology. Only
if both premises are accepted, are they able to support the conclusion. In the basic dialecti-
cal situation, a linked structure is induced by the opponent’s question as to why a premise
is relevant to the claim. The proponent then answers by presenting another premise ex-
plicating the connection. Building linked structure is thus to be conceived as completing
an argument. A typical example for linked premises are inference rules, such as in E]
Linked support is shown in the diagram by connecting the premises before they link to the
conclusion (see Figure [3.1b).

1As discussed in Section both Toulmin’s data and warrants are represented as linked premises by Freeman.
One might argue that data and warrant should not be linked according to this definition, for an argument
might be fully functional without a premise corresponding to warrant. However, in this case the warrant
would simply be implicitly assumed by the author. Since we aim to describe the author-relative argument
as product, we postpone the issue of representing implicit premises for now.

54



YL

(a) simple sup. (b) linked sup. (c) multiple sup. (d) serial sup. (e) example sup.

Figure 3.1: Basic support relations and complex formation.

(3) [We should tear the building down.]; [It is full of asbestos, ], [and all buildings with
hazardous materials should be demolished.];

There are different ways to provide further support to the conclusion. One is to bring up
a separate argument for the same conclusion, the other is to further develop the argument
already given.

Multiple support: Let us start with the strategy where the author puts forward a sepa-
rate, new argument for the same conclusion. For instance, consider example (4). Both ar-
guments stand for themselves and each of them could be put forward by the author without
the other. Both arguments are independent from another in the sense that the supporting
force of one argument would not be impaired if the supporting force of the other is under-
cutE] On the dialectical level, the opponent asks: ‘Can you give me an additional argument
for that conclusion?’, and the proponent answers by offering a new argument accordingly.
We call this structure multiple support, in order to prevent confusion with Freeman’s conver-
gent structure. In our case, we could say there are two arguments converging on the same
conclusion. In contrast, what Freeman identifies as convergent structures are two reasons
converging in one and the same argument. A discussion of that difference can be found
in [[Freemanl, 2011, Ch. 5]. Bringing forward a new argument for the same conclusion is
graphically represented as a separate arrow linking the premises of the new argument to
the common conclusion, as in Figure

(4) [We should tear the building down.]; [It is full of asbestos.], [Also, people in the
neighbourhood have always hated it.]5

Serial support: Another way to provide further support to the conclusion is to further
develop the argument already given by supporting one of the argument’s premises. This is
the case in example (5). The author presents a new argument to convince the reader of the
acceptability of a premise. By directly supporting the premise, she is indirectly giving sup-
port to the conclusion. The role of the supported text segment is then twofold, on the one

2However, the arguments are not required to be independent in the sense of premise acceptability: If both
arguments share a premise or have semantically interconnected premises, it may turn out that evaluating a
premise in one argument as unacceptable also renders one in the other unacceptable.
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(a) rebut a conclusion (b) rebut a premise (c) undercut an arg. (d) a defended attack

Figure 3.2: Opponent’s attacks of the proponent’s argument.

hand serving as a premise in the original argument, on the other serving as the conclusion
of the following argument. On the dialectical level the opponent asks: ‘Why should I accept
that premise?’, and the proponent answers by offering a new argument accordingly. Follow-
ing the terminology of Freeman and others we call the resulting structure serial. Such serial
structure is presented in the argument diagram by a new arrow linking the premises of the
new argument to their conclusion, which is one of the premises of the original argument

(see Figure[3.1d)).

(5) [We should tear the building down.]; [It is full of asbestos.], [The commission re-
ported a significant contamination. 5

Example support: A special form of lending support to a claim is that of giving examples.
If the author claimed a generalisation, she can provide evidence that it proved to apply
correctly at least in the given example, as it is the case in (). Those arguments are based on
inductive reasoning. Since Freeman represents inductive reasoning as convergent premises,
there is no special type of question for the opponent in her conception. To make this more
fine-grained distinction, it is reasonable to assume the opponent would simply be asking:
‘Do you have an(other) example?” As with all supporting arguments, we represent the
example arguments with an acute arrowhead, though with a dashed instead of a solid line;
see Figure(3.1e

(6) [A citizens’ initiative can force the mayor to tear the building down.]; [In Munich
such a group forced the local authorities to tear down an old office building!],

These supporting structures are not only available to the proponent to support his own
claims, but likewise to the opponent.

3.3 Attacks

Now that we have presented the different ways to support an argument, we focus on ways
to attack it. One is to present an argument against the conclusion irrespective of the support
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for it; the other is to attack the cogency of the given argument by attacking its premises or
by diminishing its supporting force. Both of these strategies can be used by the opponent to
attack the proponent’s arguments and by the proponent to counter the opponent’s attacks.
In the argument diagram, attacks will be indicated by solid arrows with a round or square
arrowhead. Furthermore, we think it is useful to be able to clearly distinguish between
the opponent’s and the proponent’s attacks. Thus, in allusion to Freeman’s rebuttal box,
segments corresponding to attacks of the opponent will be represented as box nodes, while
those corresponding to counter-attacks of the proponent as circle nodes. We now describe
attacks of the opponent, and consider the proponent’s counter-attacks in the section (3.4
Rebutting: Let us start with the strategy to provide a new argument against the conclu-
sion, an example of which is given in (7). The author anticipates that there are premises
supporting the negation of the conclusion. In accordance with Pollock and Freeman, we call
this type of attacking argument rebutters directed against the conclusion. As mentioned in
Section Freeman does distinguish between rebutting and undercutting attacks by the
opponent. However, he still represents both by the same structure in the argument diagram
and does not provide us with an opponent’s question specific to rebutting attacks. Since we
want to represent this distinction structurally, the corresponding opponent’s question would
be: ‘What makes you sure about your claim in the light of the following counter-evidence?’
Such rebutters are depicted in the argument diagram as arrows with round arrowhead from
the opponent’s premise to the proponent’s conclusion. An example is shown in Figure[3.2a]

(7) [We should tear the building down.]; [It is full of asbestos.], [On the other hand,
many people liked the view from the roof.]5

Instead of rebutting the conclusion, the opponent could also attack the given argument
by rebutting one of its premises, as in (8). Technically, this is not a new structure: Whether
the attacked claim serves as a premise or as a conclusion in some argument is irrelevant
for it being rebutted. However, this can be regarded as a different strategy. By rebutting
the argument’s premises, the opponent argues against the argument’s cogency. For a corre-
sponding argument diagram see Figure[3.2b

(8) [We should tear the building down.]; [It is supposed to be full of asbestos.], [Yet,
nobody really made a precise assessment of the degree of contamination. |5

Undercutting: Another way to attack the argument’s cogency is in questioning the sup-
porting force of the premises for the conclusion. On the text level, the author anticipates a
possible exception (to an implicit or explicitly stated rule) that could defeat her argument
if it would hold. For instance, see the example (9). On the dialectical level, the opponent
argues for the invalidity of the inferential step from premises to conclusion by pointing to
a possible exception. In doing so, he is neither rebutting the premise nor the conclusion,
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but restricting the applicability of the argument. The opponent’s question presented by
Freeman is: ‘Why do your premises make you so sure in light of the following condition?’
With Pollock and Freeman, we call this type of attacking arguments undercutters. They are
represented diagrammatically as arrows with a square arrowhead directed to the body of
the arrow representing the attacked relation. Figure shows an example.

(9) [We should tear the building down.]; [It is full of asbestos.], [The building might be
cleaned up, though.];

Rebutting and undercutting attacks can sometimes be hard to distinguish on the oppo-
nent side: Is the given segment to be understood as an exception of the inferential move
from premises to conclusion, or as an argument in favour of the conclusion’s negation? A
convenient way to tell them apart is to focus on the attacker’s commitment to the conclu-
sion. If the attacker presents a possible argument for the negation of the conclusion, this is
a clear indicator for a rebutting attack Furthermore, contrary to rebutters of the conclu-
sion, undercutters must be semantically related to the premise in some way. A possible test
would therefore be to see how felicitous the attack is if the premise turns out to be false, is
suspended, or is omitted. A rebutter of the conclusion will presumably be unaffected, while
an exception without inference seems questionable. As an example, consider (7): When
we omit the premise (segment 2), the attack is still a valid move. In (9) on the other hand,
omitting the premise leads to an infelicitous attack.

Defended attacks: Freeman [[1991]] permits the opponent to provide support to his at-
tacks and so do we. As an example, consider (10). On the text level this means that the
author not only has the chance to present an anticipated argument against her conclusion
or an anticipated exception to her argument, but also to strengthen it by explaining why it
is worth taking this objection into account. All sorts of supporting relations described in the
previous subsection are available for that purpose. Dialectically, this support of an attack
is modelled by a temporal role switch between opponent and proponent. In our argument
diagram these temporal role switches are already resolved, in that all supporting and at-
tacking arguments are related to proponent and opponent according to the main claim. An
example is shown in Figure[3.2d] where a rebutting argument is supported by an additional
premise.

3Note that the opponent can only propose possible arguments conflicting the proponent. He is not allowed
to assert a proposition in the basic dialectical situation, as his role is defined very restrictively to that of
a constructive partner testing the proponent’s argumentation by asking critical questions. His goal is to
wrench the best possible argument for the main claim from the proponent. He will thus never argue out
of his own interest to convince the proponent of some claim. Consequently, he can neither claim that the
negation of the conclusion holds, nor that some exception holds. He can only present possible arguments in
favour of the conclusion’s negation or possible exceptions to some inference from premises to conclusion, in
order to provoke a corresponding reaction of the proponent.
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(a) rebut a rebutter (b) rebut an undercutter (¢) undercut a rebutter (d) undercut an undercutter

Figure 3.3: Proponent’s counter-attacks of the opponent’s attack.

(10) [We should tear the building down.]; [On the other hand, many people liked the view
from the roof.], [On weekends in summer, the roof is usually crowded with sunset

partygoers. ]5

3.4 Counter-Attacks

How can the proponent respond to these challenges? Which possibilities are available to
the author to counter the anticipated attacks? Freeman identified several ways to defend
an argument. We will present what we regard as the most important ones.

Rebut a rebutter: If the attack itself was a rebutter, then the counter-rebutter is an
argument for the negation of the rebutter, i.e. the author is for some reason denying the
anticipated argument against her original claim, as in example (1I)). For the corresponding
structure see Figure[3.3al

(11) [We should tear the building down, ]; [even though it’s supposed to be some touristic
attraction.], [But, I've never seen any visitor groups there!],

Rebut an undercutter: If the attack itself was an undercutter, then the counter-rebutter
is an argument for the negation of the undercutter, i.e. the author is denying that the
exception holds. This is the case in (I2)). It may be that the exception would undercut her
argument if it were true, but it is not. An example diagram is shown in Figure [3.3b]

(12) [We should tear the building down.]; [It is full of asbestos.], [Some new scientific
study reportedly considers asbestos harmless, ]; [but that is probably only a hoax.],

Undercut a rebutter: Undercutting a rebutter means to present an exception to the argu-
ment for the negated conclusion. The author not only shows that the anticipated argument
against her claim needs to be restricted, but also that the argument is irrelevant for her
claim, because the exception holds. An example would be (I3)). Figure illustrates this
structure.
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(a) rebut an attack’s defence (b) undercut an attack’s defence (¢) counterconsideration

Figure 3.4: Further strategies of counter-attacks.

(13) [We should tear the building down, ]; [even though it’s supposed to be some touristic
attraction.], [They’ll surely build something more attractive on the site.];

Undercut an undercutter: Undercutting an undercutter correspondingly means to pre-
sent an exception to an exception. The author does not even need to address whether
the anticipated exception to her argument holds or not, because she can show that the
anticipated exception itself is rendered irrelevant due to an exception. This constellation is
shown in Figure For instance, consider the following argumentation in (14):

(14) [We should tear the building down.]; [It s full of asbestos.], [In principle it is possible
to clean it up,]; [but that would be forbiddingly expensive.],

While distinguishing rebutters from undercutters seemed possible though not trivial for
the opponent’s attacks, we expect it to be an easier task for the proponent’s counter-attacks.
Since the basic dialectical situation only forbids the opponent to assert but not the propo-
nent, it is likely that strong linguistic signals are found when (in rebutting) the negation of
the target is actually claimed, or when (in undercutting) the exception is actually claimed
to be holding.

Undermine an attack’s defence: Given that the opponent provided support for his ob-
jection by additional arguments, another strategy to counter his objection is in attacking
those supporting arguments. In this case, the proponent is arguing against the cogency of
the argument in favour of the objection and thus diminishing its strength. The argument
can be attacked either by rebutting the premise in favour of the objection (Figure [3.4a)),
or by undercutting the support of the premise for the objection (as shown if Figure [3.4b).
For the sake of brevity we will not present further full examples. The interested reader is
invited to extend the given examples accordingly.

Counterconsiderations: The last possibility to react to an attack is to leave it uncoun-
tered. At first glance this seems counterproductive to the author’s goal to convince the

60



reader of her main claim. However, this appears frequently in commentary text. By leav-
ing a rebutter uncountered, the author assumes that the arguments presented in favour
of the claim will outbalance the arguments against the claim, either because the rebutting
attack is conceived to be of only minor strength, or because the pro arguments are seen
as especially important. This had been discussed under the term counterconsiderations in
Section [2.3] Since the observation that a rebutter is for some reason not countered can
only be made retrospectively, no additional structure is required to represent countercon-
siderations in our scheme. This is trivially shown in Figure where a rebutting attack is
simply followed by premises directly and indirectly supporting the main claim, leaving the
rebutter uncountered.

3.5 Extensions: Applying the scheme to authentic text

So far, we have presented the ‘pure’ scheme, arguing from the need to represent abstract
configurations of argument. When it comes to annotating authentic text, a few extensions
are in order. These largely concern the role of segmentation. Argumentation theories often
assume a clean list of the claims found in a real text, i.e. they do not work with the propo-
sitions expressed in the segments of the original text, but with a set of summarised extracts
opportune for argumentative analysis. In contrast, our scheme presented here applies to
real text segments. However, it requires these segments to be argumentative discourse units
(ADUs), i.e. units corresponding to propositions that are argumentatively relevant and have
their own argumentative function. Yet, not all elementary discourse units (EDUs) directly
correspond to ADUs. Very often a practical, EDU-based annotation has to cope with the lin-
guistic style of the author and the peculiarities of the segmentation process. We therefore
propose three tools that enable the annotator to handle these typical problems and form
ADUs from EDUs.

Non-argumentative segments: Not all segments have an argumentative function. Often
there are parts of the text only serving the purpose to set the scene, to introduce the topic to
be discussed, or to state factual background information that is not used in any argument.
Sometimes, the author is simply digressing from the topic, or dealing a side-blow. All these
segments are considered non-argumentative (relative to the main claim). Since these seg-
ments will not constitute an ADU, no node with this segment number will appear in the
argumentation graph. As an example consider (15)), where the first segment is setting the
scene, rather than presenting an argumentatively relevant claim:

(15) [Take out your pencils and write that down:]; [Dictation tests are barely improving
pupil’s spelling skills.], [The obligation for dictation exams at least once a year is
antiquated. ]
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Joining adjacent EDUs: From time to time, texts contain segments that only present a
partial proposition. There are examples where these have to be mentally completed by the
annotator, who then has to decide whether the completed proposition is argumentatively
relevant or not. We also find instances where the partial proposition expressed in a segment
can be completed by joining it with a segment next to it. We thus allow the annotators to
combines multiple adjacent EDUs into one ADU, if the resulting unit can be understood
as one proposition. Consider the three segments in example (16). All of them can be
read as a single proposition. In an argument diagram, these three segments would thus be
represented by a single ADU node, which is named after the involved segments, separated
by commas.

(16) [The building is contaminated with asbestos.]; [In every single corner.], [From the
first to the last floor!],

Restatements: Finally, we sometimes find restatements, usually of the main claim of
the argumentation. Therefore, if two (non-adjacent) segments appear to express the same
proposition, both segments can be represented as one node, with an equation of the involved
segments as its label. By doing this we ensure that there are no duplicate ADUs in our
argumentation structure. Restatements typically occur in longer texts that start with the
main claim, and after having developed the argument come back to the final conclusion in
the end. An example is given in (17):

(17) [We should tear the building down.]; [Not only is it ... ], [Also, ... ] [Finally, ... ]4
[It’s time for a demolition.]s

As an illustration of those extensions to handle text segmented into EDUs, see Figure[3.5
It shows the argumentation structure of an imaginary text consisting of six ADUs which are
based on a total of nine EDUs. The first segment was not argumentatively relevant and
hence does not occur in the graph. The second segment represents the main claim, and a
simple argument follows. Another argument follows and is undercut by the fifth segment.
This is countered by a rebuttal through the segments six and seven, which have been joined
to one ADU. The eighth segment is a last supporting argument, followed by a restatement
of the main claim.

3.6 Conclusion

In this chapter, we have presented a synthesised scheme for representing the structure of
argumentation in authentic text. It is based to a large part on the theory of [Freeman|[|1991},
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Figure 3.5: Supplemental features

2011]], but we revised it to represent complex structures, as we think, more elegantlyﬂ The
main difference to Freeman’s original formulation are:

1. We represent each argumentative attack or counter-attack by an individual relation.
Co-indexation of arguments is not required any longer.

2. We make an explicit distinction between rebutting and undercutting attacks, in the
argument diagram and in the formulation of dialectical challenges of the proponent.

3. We represent defended attacks using the very same structural principles of support
that we have on the proponent side, i.e. we prefer a relational representation over
the introduction of complex nested node types.

4. We specified extended features to cope with segmentation issues typically occurring
in authentic text: The process allows the annotators to build a segmentation into
ADUs from the text’s EDUs, including cases of non-argumentative segments, ADUs
spanning over multiple adjacent EDUs, and restatements.

The scheme fulfils our requirements defined in Chapter[2} We have explicit means for rep-
resenting the inferential relations of support, attack, and counter-attacks. Dialectical roles
are directly represented in the proponent and opponent node types. The complex forma-
tion is compositional and not restricted in a way that prohibits non-linear or long-distance
dependencies. From our desiderata, we furthermore consider text genre and domain inde-
pendence fulfilled, given the generality of Freeman’s theory. Before we can start to create
an annotated corpus of argumentation structures using this scheme, however, we first have
to prove that this scheme yields reliable annotations. This question will be investigated in
the next chapter.

“It can be considered as a subset of what can be represented in the Argument Interchange Format [[Chesfievar
et al., [2006]].
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4 Agreeing on the structure of
argumentation

In the previous chapters, we first reviewed theories of the structure of argumentation and
then devised an annotation scheme, based on the theoretic work of [Freeman|[|1991,[2011]].
This scheme is formulated and has been published as a scientific contribution, but is not
meant as an instructive guide to be used for the actual annotation. For this purpose, we
formulated annotation guidelines (or a coding manual).

The purpose of this chapter is to report on our annotation experiments and ultimately to
show that the scheme presented in the previous chapter can be used reliably for the creation
of a corpus of argumentation structures. The required methodology will be introduced in
the next section. We will then present the results of three annotation experiments, one on
annotating full argumentation structures in short texts (Section4.2), one on distinguishing
certain types of argumentative attacks in short texts and in pro and contra commentaries
(Section4.3), and finally one experiment on argumentative zones for pro and contra com-
mentaries (Section [4.4]).

Previously published material

Section contains results that have been previously published in different workshop pa-
pers: The results for naive annotators had been presented in [[Peldszus and Stede, [2013al],
those for the expert annotators in a less elaborate way in [Peldszus, 2014]]. The intermediary
group of annotators was not publicly reported on yet. Our approach to cluster annotators
in order to study structure of agreement (Section was initially presented in [[Peld-
szus and Stede, |2013a]]. Sections and have not been published yet. Annotation
guidelines can be found in [|Stede, |2016a].
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4.1 Methodology

4.1.1 Measuring reliability

Various coefficients have been defined for assessing the inter-annotator agreement. A good
overview of the coefficients, their properties, use cases, and sometimes misleading termi-
nological history is given by Artstein and Poesio| [2008]] and we will follow their formali-
sation. One important property of those coefficients is that they are chance corrected, i.e.
they estimate how much agreement is to be expected by chance due to the frequency of the
categories, and then calculate the agreement above chance. In our annotation (and also
classification) experiments, we will use the following coefficients:

e Cohen’s kappa «: A coefficient for two coders that estimates the expected agreement
based on the individual annotator’s category distribution has been presented by |Co-
hen| [|[1960]]. The general form of this coefficient is x = Alo__A‘EE, where AO stands for

the observed agreement and AE for the expected agreementﬂ

e Fleiss’ kappa k: Prior to Cohen’s k, |Scott [[1955] presented the 7 coefficient, which
estimates the expected agreement differently: Instead of using the category distri-
butions of the individual annotator, it assumes a single category distribution over all
annotators. [Fleiss|[[1971[] later generalised this metric for multiple annotators, like-
wise giving it the name x. The general form of the coefficient is equal to Cohen’s k.

e Krippendorff’s alpha a: A complimentary formalisation of an agreement coeffi-
cient, which is based on measuring disagreement, has been proposed by Krippendorff
[[1980]. The estimation of disagreement relies on a single category distribution over
all annotators, similar to Fleiss’ k. Krippendorff’s a allows multiple annotators. Fur-
thermore, the disagreement can be weighted. In principle every distance function can
serve to define the weight of disagreement, which makes a a very versatile coefficient.

DO

The general form is a = 1— 5, where DO stands for observed disagreement and DE

for expected disagreement.

The agreement measured with these coefficients ranges between -1 and 1, where 1 is per-
fect agreement, O is chance agreement and values below 0 signal agreement below chance.

The interpretation of this scale is not trivial. Krippendorff|[[1980] interprets the strength
of agreement values quite conservatively and considers only values above 0.8 as good re-
liability and values above 0.67 to only allow “highly tentative and cautious conclusions”.
Landis and Koch [|[1977]] on the other hand propose a more permissive interpretation, where
values above 0.4 are considered as moderate agreement, above 0.6 as substantial, and above

!We will use this metric only for reporting agreement in automatic classification, where there are only two
coders — the gold standard and the system’s prediction.
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0.8 as perfect agreement. The achievable agreement most certainly also depends on the
complexity and difficulty of the task: Agreement in discourse annotation typically does not
reach the level achieved in shallower annotation task, as e.g. in part of speech tagging. A
POS-tagging study that only reaches an agreement of 0.7 above chance is not acceptable,
while this value might be already satisfactory for highly interpretatory tasks of discourse
annotation such as subjectivity, coherence relation, rhetorical, or argumentative structure.
Often, this level can only be surpassed by rather extensive training of the annotatorsE]
Besides inter-annotator agreement, these coefficients are also used to measure the sta-
bility of a scheme over time: intra-annotator agreement. To this end, the same annotator
codes the same items at two different points in time, with a reasonable pause in between.
This measure is not reported frequently in the CL literature, with some notable exceptions
[Teufel, 2010]. Usually, before and after agreement scores are reported only when the
guidelines have been improved or the annotators have been trained more extensively.

4.1.2 Investigating confusions

When it comes to investigation of the reasons of disagreement, the informativeness of a
single inter-annotator agreement value is limited. We want to identify sources of disagree-
ment in both the set of annotators as well as the categories. To this end, contingency tables
(confusion matrices) are studied, which show the number of category agreements and con-
fusions for a pair of annotators.

For larger numbers of annotators, studying the confusion matrices for each pair of anno-
tator is infeasible. One solution to nevertheless get an overview of typical category confu-
sions, is to build an aggregated confusion matrix, which sums up the values of category
pairs across the normal confusion matrices of all possible pairs. This aggregated confusion
matrix can be used to derive a confusion probability matrix, as proposed in|Cinkova et al.
[2012]]. It specifies the conditional probability that one annotator will annotate an item
with (column) category, given that another has chosen a (row) category, so the rows sum
up to 1. The diagonal cells then display the probability of agreement for each category.

Krippendorffi[[1980]] proposed another way to investigate category confusions, sometimes
referred to Krippendorff diagnostics. Two different tests are proposed. Both systematically
compare the agreement on the original category set with the agreement on a reduced cat-
egory set. They differ in how they collapse categories:

The first is the category definition test, where all but the one category of interest are
collapsed together, yielding a binary category distinction. When measuring the agreement
with this binary distinction only confusions between the category of interest and the rest

2Agreement of professional annotators on 16 rhetorical relations was k=0.64 in the beginning and 0.82 after
extensive training [|Carlson et al.,|2003]]. Agreement on ‘argumentative zones’ is reported k=0.71 for trained
annotators with detailed guidelines, another study for untrained annotators with only minimalist guidelines
reported values varying between 0.35 and 0.72 (depending on the text), see Teufel| [[2010].
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count, but no confusions between the collapsed categories. If agreement increases for the
reduced set compared to the original set, that category of interest is better distinguished
than the rest of the categories.

The other of Krippendorff’s diagnostics is the category distinction test, where two cat-
egories are collapsed in order to measure the impact of confusions between them on the
overall agreement value. The higher the difference, the greater the confusion between the
two collapsed categories.

4.1.3 Ranking and clustering annotators

In experiments with many annotators, it is of interest to get a better understanding of the
characteristics of the annotators. Are there especially good or bad annotators, are there
groups of annotators each following a common pattern? Are there ambiguities in the guide-
lines which cause a systematically different annotation result? All this cannot be read from
a single inter-annotator agreement score, nor from confusion matrices or Krippendorff’s
diagnostics accumulated over all annotators.

A first step towards this is to analyse and compare the individual annotator’s category
distributions. They can be easily understood and visualised without the need for a combi-
natorial exploding pair-wise comparison. From this one can learn about the preferences or
biases of all annotators.

We propose another way to investigate the similarities and differences between the an-
notators and thus identify the structure of agreement in the group of annotators: Our idea
is to use agglomerative hierarchical clustering to group annotators. The clusters are ini-
tialised as singletons for each annotator. Then agreement is calculated for all possible pairs
of those clusters. The pair of clusters with the highest agreement is merged. This procedure
is iterated until there is only one cluster left. In contrast to normal clustering, the linkage
criterion does not determine the distance between complex clusters indirectly as a function
of the distance between singleton clusters, but directly measures agreement for the unified
set of annotators of both clusters.

An example clustering is shown in the dendrogram in Figure The x-axis marks the
different annotators, the y-axis specifies the agreement for the merged clusters of annota-
tors. The dendrogram gives an impression of the possible range of agreement: The best pair
of annotators being NO6 and NO8 with a k ~ 0.85, the whole group of annotator achieving
a Kk ~ 0.81. Furthermore, it allows us to check for ambiguities in the guidelines: If there
were stable alternative readings in the guidelines, we would expect multiple larger clusters
that can only be merged at a lower level of k. This is simulated in Figure where half
of the annotators exhibit a category confusion: We observe two larger clusters, both at an
agreement level of around k & 0.79. Both clusters can be merged only at a significantly
lower level around x & 0.67. The existence of such cluster configuration can thus serve
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as an indicator for systematic differences across annotators which in turn might be due to
ambiguous annotation guidelines.

4.2 Experiment 1: Argumentative structure of microtexts

Our first annotation experiment will focus on evaluating the scheme for the structure of
argumentation that we presented in Chapter Annotators will have to come up with
a full argumentation structure, which amounts to identifying the central claim of the text,
determining the argumentative role (proponent versus opponent) for each text segment and
then deciding how these segments are related to each other: Which segments are supporting
the main claim or one of its premises? Where are possible objections and how are they
countered?

4.2.1 Experimental setup

We developed annotation guidelines based on the theory presented in Chapter (3| see Ap-
pendix [A] They are about six pages long. An extended version of them has been pub-
lished as [[Peldszus et al., 2016]]. The guidelines contain text examples and the correspond-
ing graphs for all basic structures, and they present different combinations of attack and
counter-attack. The annotation process is divided into three steps: First, one segment is
identified as the central claim of the text. The annotator then chooses the dialectical role
(proponent or opponent) for all remaining segments. Finally, the argumentative function
of each segment (is it supporting or attacking) and the corresponding subtypes have to be
determined, as well as the targeted segment.

Three groups of subjects participated in our experiment: First, a group of 26 students
(AO1 - A26) participated in the experiment in the context of an undergraduate university
course. Completion of the experiment was obligatory. All of them were native speakers of
German. Another group of six students of a higher semester (TO1 - T06), which we refer to
as experienced annotators, participate in the study in the context of a course on rhetorical
and argumentation structure of text. They had more experience with discourse analysis,
and the annotation scheme had been covered in the course. Finally, three expert annotators
(EO1 - E03) completed the experiment, all of which were familiar with various discourse
annotation tasks in general and with argumentative analysis. Two of them were the authors
of the guidelines, the third a post-doc in computational linguistics.

For the source material, we considered newspaper arguments found ‘in the wild’ to be
too challenging for a start, for applying the scheme demands a detailed, deep understanding
of the text. We therefore chose to first evaluate this task on short and controlled instances of
argumentation. For this purpose we built a set of 23 constructed German texts, where each
text consists of only five discourse segments. While argumentative moves in authentic texts
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(b) noise and systematic disagreement

Figure 4.1: Clusterings of simulated annotators: Figure (a) shows a simulation of annota-
tors each with a noisy version of a given labelling. In Figure (b), half of the
simulated annotators exhibit systematic disagreement with the given labelling
by introducing a category confusion.
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are often surrounded by material that is not directly relevant to the argumentation, such as
factual background information, elaborations, or rhetorical decoration, in the constructed
texts all segments were clearly argumentative, i.e. they either present the central claim, a
reason, an objection, or a counter-attack. Merging segments and identifying restatements
was thus not necessary. The texts covered several combinations of the basic constructs in
different linearisations, typically one central claim, two (simple, combined or exemplifying)
premises, one objection (rebutting a premise, rebutting the conclusion, or undercutting the
link between them), and a possible reaction (rebutting or undercutting counter-attacks, or
a new reason that renders the objection uncountered). A (translated) example of a micro
text is given in Figure 4.2

The procedure of the annotation experiment was as follows: All annotators received only
minimal training in the experiment: A short introduction (5 min.) was given to set the topic.
After studying the guidelines (~30 min.) and a very brief opportunity to address questions,
the subjects annotated the 23 texts (~45 min.), writing their analysis as an argumentative
graph in designated areas of the questionnaire.

Interpreting argumentation graphs as segment labels

Since the annotators were asked to assign one and only one argumentative function to each
segment, every node in the argumentative graph has exactly one out-going arc. The graph
can thus be reinterpreted as a list of segment labels.

Every segment is labelled on different levels: The ‘role’-level specifies the dialectical role
(proponent or opponent). The ‘typegen’-level specifies the general type, i.e. whether the
segment presents the central claim (thesis) of the text, supports or attacks another seg-
ment. The ‘type’-level additionally specifies the kind of support (normal or example) and
the kind of attack (rebutter or undercutter). Whether a segment’s function holds only in
combination with that of another segment (combined) or not (simple) is represented on
the ‘combined’-level, which is roughly equivalent to Freeman’s ‘linked premises’. The target
is finally specified by the segment identifier (1...5) or relation identifier (a...d) on the
‘target’-level.

The labels of each separate level can be merged to form a complex tagset. We interpret
the result as a hierarchical tagset as it is presented in Figure The label ‘PSNC(3)’ for ex-

[Energy saving light bulbs contain a significant amount of toxins.]; [A commer-
cially available bulb may contain for example up to five milligrams of mercury. ],
[That’s why they should be taken off the market, |3 [unless they’re unbreakable.],
[But precisely this is unfortunately not the case. ]5

Figure 4.2: A translated example micro text (micro_d21)

71



///\

role P(roponent) O(pponent)

typegen T(hesis) S(upport) A(ttack) S A

ype N(ormal) E(xample) R(ebut) U(ndercut) N E R U
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Figure 4.3: The hierarchy of segment labels.

ample stands for a proponent’s segment, giving normal support to segment 3 in combination
with another segment, while ‘OAUS(b)’ represents an opponent’s segment, undercutting a
relation b, not combined. Note that this hierarchy is implicit in the annotation process. The
annotators were neither confronted with a decision-tree version nor the labels of this tag
hierarchy.

To sum up, the annotated graphs of the 23 texts can be transformed to nine different
labellings (five for the basic levels and additional four combinations of them) over the in
total 115 segments (see also Table [4.1)).

4.2.2 Results

One question that arises before evaluation, especially in our setting, is how to deal with
missing annotations, since measuring inter-annotator agreement with a x-like coefficient
requires a decision of every annotator (or at least the same number of annotators) on each
item. One way to address this is to exclude annotators with missing annotations, another
to exclude items that have not been annotated by every subject. In our experiment only 11
of the 26 subjects of the student group annotated every segment. Another ten annotated at
least 90% of the segments, five annotated less. In the experienced group, there are likewise
some, but fewer annotations missing. Excluding some annotators would be possible in our
setting, but e.g. keeping only 11 of 26 annotators from the student group is unacceptable.
Excluding items is also inconvenient given the small dataset. We thus chose to mark seg-
ments with missing annotations as such in the data, augmenting the tagset with the label
2’ for missing annotations. We are aware of the undesired possibility that two annotators
‘agree’ on not assigning a category to a segment. However this false agreement occurred
only very infrequently in our evaluations and we consider its impact on the overall result
to be negligible.
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students experienced experts

level # K AO AE K AO AE K AO AE

role 2 521 783 .546 .604 .820 .546 1.00 1.00 .614
typegen 3 579 719 334 .658 .766 .318 .945 965 .363
type 5 469 .608 .261 .518 .634 .240 .866 .901 .267
comb 2 458 727 497 449 697 449 .895 .948 .503
target © 490 576 .169 .568 .638 .162 .850 .878 .185
role+typegen 5 541  .656 251 .641 .729 .245 952 965 .269
role+type 9 450 561 .202 .509 .607 .199 .875 .901 .209
role+type+comb 15 392 491 162 413 503 .153 .842 .867 .156

role+type+comb+target (71) .384 .436 .084 424 471 .083 .831 .846 .088

Table 4.1: Agreement for all annotator groups for the different levels. The number of cate-
gories on each level (without ?’) is shown in the second column (possible target
categories depend on text length).

Overall agreement

The agreement in terms of Fleiss’s k of all annotators on the different levels is shown in
Table The group of 26 student annotators reached an agreement k>0.45 for all basic
levels. Combining the levels to a complex tagset reduces the agreement. On the full task,
which covers all aspects of the argumentation graph in one tagset, the students only agreed
with k=0.384. According to the scale of [Krippendorft|[[1980], the annotators of the student
group did neither achieve reliable (x > 0.8) nor marginally reliable (0.67 < x < 0.8)
agreement in our experiment. On the scale of [Landis and Koch! [[1977]], most results can
be interpreted to show moderate correlation (0.4 < k < 0.6), only the two most complex
levels fail. Although typical results in discourse structure tagging usually reach or exceed
the 0.7 threshold, we expected lower results for three reasons: First, the minimal training
of the naive annotators only based on the guidelines; second, the varying commitment to
the task of the annotators in the obligatory setting; and finally the difficulty of the task,
which requires a precise specification of the annotator’s interpretation of the texts.

The more annotators of the experienced group achieve 5 to 7 points better results in gen-
eral, except for the ‘comb’ level. In contrast, the three expert annotators achieve a very good
agreement. On the basic levels the agreement is substantial with values around x~0.9 and
yet perfect agreement for the proponent opponent distinction. Even for the full task, the
expert annotators’ agreement is substantial, with k=0.831.

For the complex levels we additionally report Krippendorff’s a [[Krippendorff, [ 1980] as a
weighted measure of agreement. We use the distance between two tags in the tag hierarchy
to weigh the confusion (similar to |Geertzen and Bunt [[2006]]), in order to capture the
intuition that confusing for instance PSNC with PSNS is less severe than confusing it with
OAUS. The results are shown in Table As expected, the agreement figures improve. We
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students experienced experts

level # a DO DE a DO DE a DO DE

role+typegen 5 .534 280 .601 .628 .225 .605 .969 .017 .560
role+type 9 .500 .333 .667 .581 .281 .671 .930 .044 .638
role+type+comb 15 469 378 710 .531 .335 .715 .903 .067 .690

role+type+comb+target (71) .425 454 .789 473 419 .795 .865 .105 .779

Table 4.2: Weighted agreement for all annotator groups for the combined levels.

observe an increase of 3 to 6 points on all complex levels, except ‘role+type’, for all groups
of annotators. The increase is of course highly depending on the definition of the distance
function, which is why |Artstein and Poesio| [[2008]] point out that the resulting values can
neither be properly interpreted on the strength scales, nor should they be compared directly
with unweighted scores.

Category confusions

The ‘role’ and ‘comb’ levels are binary decisions, for which an analysis of category confusions
is of limited informativeness. For the other levels, we focus our discussion on confusions
on the on the ‘role+type’ category level, since this is the most informative level in terms of
granularity.

The high number of annotators in our study makes it infeasible to study the individual
confusion matrices of all different pairs of annotators; it would be 325 pairs alone for the
student group of annotators. We thus built an aggregated confusion matrix, which sums up
the values of category pairs across all normal confusion matrices, and derived from it a con-
fusion probability matrix [Cinkova et al., 2012]]. Table shows the matrix for all three
groups of annotators. Comparing these matrices reveals that the higher agreement of the
experienced annotators and then the experts correlates with less confusion and much more
probability mass on the diagonal cells. As an example, the probability that another anno-
tator agrees when one annotator chooses the OAR label for an opponent’s rebuttal is 0.339
for the student group, 0.478 for the experienced, and 0.794 for the expert group. Some less
frequent labels, such as proponent’s example support (PSE) or the opponent strengthening
his own argument (OSN), caused confusions in the student and the experienced group, but
were very reliably annotated by the experts. Note that the opponent supporting his own
argument by examples (OSE) is a possible category, but not supposed to be found in the
texts.

Two confusions are especially important: All annotator groups confused (to varying de-
grees) the attack subtypes rebutter and undercutter. Distinguishing them is very hard for
both student and experienced annotators and still challenging for the experts. We will
study this more deeply in a dedicated follow-up annotation experiment (see Section [4.3)).
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PT PSN PSE PAR PAU OSN OSE OAR OAU ?

PT .625 .243 .005 .003 .002 .006 .030 .007 .078
PSN .123 .539 .052 .034 .046 .055 .001 .052 .021 .078
PSE .024 .462 .422 .007 .008 .015 .001 .061
PAR .007 .164 .004 .207 .245 .074 156 .072  .071
PAU .007 .264 .005 .290 .141 .049 117 .075  .052
OSN .016 .292 .081 .046 .170 .004 .251 .075 .065
OSE .260 .260 .240 .140 .100
OAR .033 .114 .004 .070 .044 .102 .001 .339 .218 .076
OAU .017 .101 .069 .061 .066 .002 .469 .153 .063
? 179 351 .031 .066 .041 .055 .001 .157 .061 .057

(a) student

PT PSN PSE PAR PAU OSN OSE OAR OAU ?
PT .654 234 .007 .005 .100
PSN .120 .549 .068 .032 .036 .033 .008 .060 .005 .088
PSE  .033 .582 .264 .011 .033 .077
PAR .160 .006 .218 .410 .032 .045 .128
PAU .160 366 .314 .029 .069 .063
OSN .406 328 172 .047 .047
OSE 300 .150 .550
OAR .006 .136 .014 .014 .009 478 .241 .101
OAU .027 .047 .080 .020 .553  .200 .073
? 183 315 .032 .091 .050 .160 .050 .119

(b) experienced

PT PSN PSE PAR PAU OSN OSE OAR OAU °?

PT 918 .082

PSN  .048 .905 .048

PSE 1.00

PAR .680 .320

PAU .182 242 .576

OSN 1.00

OSE

OAR .794 .206
OAU .667 .333

(c) experts

Table 4.3: Confusion probability matrix on the ‘role+type’ level for (a) 26 student annota-
tors, (b) six experienced annotators and (c) three expert annotators. Empty cells
correspond to zero probability. The ‘?’ category stands for unlabelled annotation
items.
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students experienced experts

category (A)x AO AE (A)x AO AE (A)x AO AE

base 450 561 .202 509 .607 .199 875 .901 .209
PT +.265 912 .691 +.232 .919 .689 +.071 .983 .677
PSN +.082 785 .539 +.042 .796 .545 +.048 .965 .546
PSE +.128 970 .928 -112 .961 .936 +.125 1.00 .901
PAR -.148 924 891 -189 .929 .896 -.078 .977 .886
PAU -240 930 912 -068 .930 .876 -.166 .959 .861
OSN -198 .927 903 -.028 .975 .952 +.125 1.00 .917
OSE -451 999 999 -515 .988 .988 -.875 1.00 1.00
OAR -.027 .858 .754 +.077 .896 .748 -.015 .959 .709
OAU -229 916 .892 -213 .930 .901 -400 .959 .922

Table 4.4: Krippendorff’s category definition diagnostic for the level ‘role+type’.

Furthermore, there are confusions between undercutting counter-attacks of the proponent
(PAU) and normal support (PSN). This is a typical annotation conflict that is not always
easy to resolve. The annotators have to decide whether a proponent’s segment following a
possible objection is intended to undercut the attack inference of the objection, rendering
it irrelevant for a reason, or whether it is opening up a new supporting argument for the
attacked claim, this merely indirectly out-weighing the aforementioned possible objection.

To assess the quality of each category’s definition, we apply Krippendorff’s category def-
inition test (see Table[4.4)). It shows the highest distinguishability is found for PT, PSN, and
PSE for both students and experts; the latter also exhibit a high value for OSN. Rebutters
are better distinguished for the opponent role than for the proponent role. Undercutters
seem equally problematic for both roles. The extreme value for OSE is not surprising, given
that this category was not supposed to be found in the dataset and was only used twice by
the students and never by the experts. It shows, though, that the results of this test have
to be interpreted with caution for rare categories, since in these cases the collapsed rest
always leads to a very high chance agreement.

The other of Krippendorff’s diagnostics is the category distinction test, where two cate-
gories are collapsed in order to see how much agreement is lost due to confusions between
them. We report the results for this test in Table showing only the problematic pairs
with a positive Ax > 0.005. The highest gain of nearly 5 points k is observed when collaps-
ing rebutting and undercutting attacks on the opponents side. On the proponent side this
confusion is exists but less pressing. This holds for all annotator groups. The distinction be-
tween direct counter-attack and new (potentially outweighing) support (PAU versus PSN)
has an impact for the expert annotators, but is not affecting the agreement of the student
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category pair (A)kx AO AE
base 450 .561 .202

OAR OAU +.048 .608 .219
PAR PAU +.026 .585 .208
OAR OSN +.018 .583 .217
PSN PSE +.012 .586 .229
OAR PAR +.007 .576 .219
PSN OSN +.007 .587 .239
PAR OSN +.005 .568 .208

(a) students

category pair (A)x AO AE
base .509 .607 .199

OAR OAU +.052 .655 .214
PAR PAU +.042 .644 .206
PSE PSN +.025 .638 .222
OSN PSN +.008 .622 .216
OSE OSN +.008 .613 .199

(b) experienced

category pair (A)x AO AE
base 875 .901 .209

OAR OAU  +.050 .942 .223
PAR PAU +.028 .925 .218
PAU PSN +.015 919 .261

(c) experts

Table 4.5: Krippendorff’s category distinction diagnostic for the level ‘role+type’.



and the experienced group, which is probably because they confuse PAU and PSN with vari-
ous other labels (see their confusion matrix in Figure[4.3)). A problem that only exists for the
student group is the confusion between opponents rebuts and supports (OAR versus OSN):
This occurs because some annotators mixed up the distinction between argumentative role
and argumentative function type.

Comparison with gold data

After the experiment, the expert annotators compared their annotations and agreed on a
gold standard. In the following, we will compare the results of the first group of student
annotators with this gold standard. For each annotator and for each level of annotation, we
calculated the F1 score, macro-averaged over the categories of that level. Figure shows
the distribution of those values as boxplots. We observe varying degrees of difficulty on the
basic levels: While the scores on the ‘role’ and ‘typegen’ are relatively dense between 0.8 and
0.9, the distribution is much wider and also generally lower for ‘type’, ‘comb’ and ‘target’.
Especially remarkable is the drop of the median when comparing ‘typegen’ with ‘type’: For
the simpler level, all values of the better half of annotators lie above 0.85, but for the more
complex level, which also requires the distinction between rebutters and undercutters, the
median drops to 0.67. The figure also shows the pure F1 score for identifying the central
claim (PT). While the larger part of the annotators performs well in this task, some are
still below 0.7. This is remarkable, since identifying one segment as the central claim of a
five-segment text does not appear to be a challenging task.

Ranking and clustering the annotators

Until now we have mainly investigated the tagset as a factor in measuring agreement. The
widespread distribution of annotator scores in the comparison with gold standard, however,
showed that their performance differs greatly. As described in the section on the experimen-
tal setup, participation in the study was obligatory for our student subjects. We thus want
to make sure that the differences in performance are a result of the annotators’ varying
commitment to the task, rather than a result of possible ambiguities or flaws of the guide-
lines. The inter-annotator agreement values presented in Table are not so helpful in
answering this question, as they only provide us with an average measure, and not with an
upper and lower bound of what is achievable with our annotators. Consequently, the goal
of this section is to give structure to the set of annotators by imposing a (partial) order on it,
or even by dividing it into different groups and investigate their characteristic confusions.
Central claim: During the conversion of the written graphs into segment label sequences,
it became obvious that certain annotators nearly always chose the first segment of the text
as the central claim, even in cases where it was followed by a consecutive clause with a
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Figure 4.4: Comparison of student annotations with gold standard: For each level we show
a boxplot of the F1 scores of all annotators (each score macro-averaged over
categories of that level). Also, we present the F1 score for the recognition of the
central claim.

discourse marker. Therefore, our first heuristic was to impose an order on the set of anno-
tators according to their F1 score in identifying the central claim. This not only identifies
outliers but can additionally serves as a rough indicator of text understanding. Although
this ordering requires gold data, producing gold data for the central claim of these texts
is relatively simple and using them only gives minimal bias in the evaluation (in contrast
to e.g. ‘role+type’ F1 score as a sorting criterion). In our case, gold data are available, as
described above. However, consider a scenario where outlier-annotators were to be sorted
out without having a full gold annotation at hand. In this scenario central-claim anno-
tations might serve as a convenient and simple vehicle for filtering. With this ordering
we can then calculate agreement on different subsets of the annotators, e.g. only for the
two best annotators, for the ten best, or for all. Figure shows k on the different lev-
els for all n-best groups of annotators: From the two best to the six best annotators the
results are quite stable. The six best annotators achieve an encouraging k=0.74 on the
‘role+type’ level and likewise satisfactory x=0.69 for the full task, i.e. on the maximally
complex ‘role+type+comb+target’ level. For increasingly larger n-best groups, the agree-
ment decreases steadily with only minor fluctuations. Although the central claim F1 score
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Figure 4.5: Agreement in k on the different levels for the n-best annotators ordered by their
F1 score in identifying the central claim.

proves to be a useful sorting criterion here, it might not work as well for authentic texts due
to the possibility of restated, or even implicit central claims.

Category distributions: Investigating the annotator bias is also a promising way to im-
pose structure onto the group of annotators. A look on the individual distribution of cat-
egories per annotator quickly reveals that there are some deviations. Table shows the
individual distributions for the ‘role+type’-level, as well as the average annotator distri-
bution, and that found in the gold data. We focus on three peculiarities here. First, both
annotators A18 and A21 refrain from classifying segments as attacking. Although they make
the distinction between the roles, they give only supporting segments. Checking the anno-
tations shows that they must have mixed the concepts of dialectical role and argumentative
function. Another example is the group of A04, A20, and A23, who refrain from using pro-
ponent attacks. Although they make the distinction between the argumentative functions
of supporting and attacking, they do not systematically attribute counter-attacks to the pro-
ponent. Finally, as pointed out before, there are several annotators with a different amount
of missing annotations. Note that missing annotations must not necessarily signal an un-
motivated annotator (who skips an item if deciding on it is too tedious). It could very well
also be a diligent but slow annotator. Still, missing annotations lead to lower agreement
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categories deviation

annotator PT PSN PSE PAR PAU OSN OSE OAR OAU ? Agold  AD
AO01 23 40 5 13 0 6 0 24 0 4 17 15.6
A02 22 33 7 8 11 3 0 23 17 17 16.9
A03 23 40 6 4 12 5 0 16 9 0 7 11.8
AO4 21 52 6 1 0 0 0 14 11 10 25 20.5
A05 23 42 5 15 2 5 0 20 3 0 10 14.2
A06 24 39 6 6 9 7 0 15 9 0 7 109
A07 22 41 1 12 8 5 0 13 8 5 13 9.4
A08 23 35 6 6 14 6 1 17 7 0 9 133
A09 23 43 2 6 7 7 0 15 12 0 9 10.8
Al10 23 51 3 3 4 8 0 8 15 0 21 21.2
All 21 41 3 2 1 1 0 22 9 15 21 16.6
Al2 23 42 6 15 5 3 0 13 4 4 13 11.7
Al3 23 40 4 16 0 7 0 17 8 0 14 13.3
Al4 19 33 6 10 4 4 0 11 8 20 26 20.2
Al5 19 37 2 6 7 3 0 18 3 20 20 16.9
Al6 20 31 4 7 10 7 0 14 5 17 22 16.9
Al7 22 53 2 4 3 0 0 20 6 5 17 15.1
Al8 23 51 5 0 0 34 1 0 1 0 39 40.4
Al9 24 41 7 13 2 5 0 20 3 0 10 14.5
A20 21 41 4 0 1 2 0 31 5 10 22 18.2
A21 16 40 0 1 0 20 0 0 1 37 52 44.8
A22 22 34 7 5 10 6 0 17 9 5 12 103
A23 23 52 0 1 0 0 0 32 6 1 24 27.1
A24 23 41 6 6 9 5 0o 22 3 0 4 11.8
A25 23 38 4 5 15 0 0 7 23 0 24 27.1
A26 23 44 5 8 4 4 0 21 3 3 9 10.2
@ 220 413 43 67 53 59 01 165 6.6 6.3

gold 23 42 6 6 8 5 0 19 6 0

Table 4.6: Distribution of categories for each annotator in absolute numbers for the
‘role+type’ level. The last two rows display gold and average annotator distribu-
tion for comparison. The two right-most columns specify for each annotator the

total difference to gold or average distribution A&°!4/@ = %Z Af"ld/ 9,
C
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Figure 4.6: Clustering of the student annotators for the ‘role+type’ level.

in most cases, so filtering out the severe cases might be a good idea. Most of the annota-
tors showing deviations in category distribution could be identified, when annotators were
sorted by deviation from average distribution A?, which is shown in the last column of Ta-
ble Filtering out the seven worst annotators in terms of A9, the resulting « increases
from 0.45 to 0.54 on the ‘role+type’-level, which is nearly equal to the 0.53 achieved when
using the same size of annotator set in the central claim ordering. Although this ordering
suffices to detect outliers in the set of annotators without relying on gold data, it still has
two drawbacks: It only maximises to the average and will thus not guarantee best agree-
ment scores for the smaller n-best sets. Furthermore, a more general critique on total orders
of annotators: There are various ways in which a group agrees or disagrees simultaneously
that might not be linearised this way.

In order to investigate the structure of agreement, we use agglomerative hierarchical
clustering over the annotators. An overview of the clusterings for all possible levels of
annotation is presented in Figure Figure depicts the clustering on the ‘role+type’-
level in more detail: The clustering grows steadily, maximally incorporating clusters of two
annotators, so we do not see the threat of ambiguity in the guidelines. Furthermore, the
clustering conforms with central claim ordering in picking out the same set of six reliable
and good annotators (with an average F1 of 0.76 for ‘role+type’ and of 0.67 for the full task
compared to gold), and it conforms with both orderings in picking out similar sets of worst
annotators.

With this clustering we now have the possibility to investigate the agreement for sub-
groups of annotators. Since the growth of the clusters is rather linear, we choose to track
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the confusion over the best path of growing clusters, i.e. starting from the best scoring
{A24,A03} cluster to the maximal cluster. It would be interesting to see the change in Krip-
pendorff’s category distinction diagnostic for selected confusion pairs. However, this value
not only depends on the amount of confusion but also on the frequency of these categorie
which cannot be assumed to be identical for different sets of annotators. We thus investi-
gate the confusion rate conf. ., i.e. the ratio of confusing assignments pairs |c; o c,| in the
total set of agreeing and confusing assignments pairs for these two categories:

|cy 0 col

conf, ., =

lep o cql + 1 0 caf + ez 0 co

Figure shows the confusion rate for selected category pairs over the path from the
best scoring to the maximal cluster. The confusion between rebutters and undercutters is
already at a high level for the best six best annotators, but increases when worse annotators
enter the cluster. A constant and relatively low confusion rate is observed for PSN+PAU,
which means that distinguishing counter-attacks from new premises is equally ‘hard’ for
all annotators. Distinguishing normal and example support as well as central claims and
supporting segments is not a problem for the six best annotators. It becomes slightly more
confusing for more annotators, yet ends at a relatively low level around 0.08 and 0.13
respectively. Confusing undercutters and support on the opponent’s side is only a problem
of the low-agreeing annotators, with a confusion rate at nearly O for the first 21 annotators
on the cluster path. Finally, note that there is no confusion typical for the high-agreeing
annotators only.

4.2.3 Conclusions

In our first annotation experiment, we asked minimally trained students, more experienced
annotators, and very experienced expert annotators to annotate the structure of short ar-
gumentative texts according to the scheme presented in Chapter [3] The annotations of the
three experts were very reliable, with a k=0.83 for the full task, covering all aspects of the
argumentation structure. This leads us to conclude, that this scheme is stable enough to be
used to create a resource with similar short texts annotated with argumentation structure.

The training that annotators receive, however, has a strong impact on the reliability of
annotation. The 26 annotators of the student group, only by reading the guidelines and
without any other prior experience, reach only a k=0.38 for the full task. Yet, we could
identify a subgroup of annotators reaching a reliable level of agreement and good F1 scores
in comparison with gold data by different ranking and clustering approaches and investi-
gated which category confusions were characteristic for the different subgroups. The ex-

320% confusion of frequent categories have a larger impact on agreement than that of less frequent categories.
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Figure 4.8: Confusion rate for selected category pairs in the growing clusters, with the num-
bers of annotators in the cluster on the x axis.

perienced group reach a better k=0.42 for the full task, but are still quite far from expert
performance.

The experiment presented here has several limitations: Although there are many annota-
tors, the number of annotated items could be higher. 115 decisions are technically enough
to come up with conclusive agreement scores in general, but given the skewedness of the
labellings on certain levels, we should be careful in making conclusions about the reliability
of annotation for less frequent categories. The second limitation of this experiment is the
text genre. We chose those short texts advisedly as a starting point for an investigation on
how we agree on argumentation structure, yet we are aware that these results cannot be
readily generalised to other text genres such as e.g. newspaper pro and contra commen-
taries. We will address this question throughout this chapter to some extent, but have to
leave a final answer to future work.

Nevertheless, we have learned a lot about the challenges of annotating argumentation
structure even in these short texts. One of the main confusions in this experiment — the
distinction between rebutting and undercutting attacks — will be the subject of our next
annotation experiment.
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4.3 Experiment 2: Classifying the type of argumentative attacks

One of the more difficult decisions in annotating argumentation structure is the distinc-
tion between rebutting and undercutting attacks. In our annotation studies we found a
considerable confusion of these function types for student annotators, as well as for expert
annotators.

In order to investigate this issue more deeply, we devised a follow-up experiment, where
the annotators only classify argumentative attacks into either rebuttals or undercutters, a
simple binary choice. For each decision, we presented to the annotators the whole text as
the context and highlighted one segment as the attacker and another as being attacked.
The annotators then had to decide whether the attacked segment was directly rebutted, or
whether its argumentative function was undercut. To make this decision, the annotator had
to understand the (supporting, attacking or thesis-stating) function of the target segment.

This task has both chances and challenges: On the one hand, annotators can concen-
trate on the desired task and are not distracted by other annotation decisions that would
be required when annotating the full structure (choosing the central claim, distinguishing
proponent and opponent, as well as support and attack). Also, to reduce the cognitive load
of the annotators, we decided not to confront them with graphical representations of the
remaining argumentation structure and instead simply show the text. On the other hand,
we had to ensure a considerable level of text understanding, i.e. we had to provide enough
information to convince our annotators that this item is indeed an instance of an attack and
that the targeted claim is either rebutted or its argumentative function is undercut. We thus
coloured segments as being the central claim, proponent, opponent or non-argumentative
background segments, in order to provide at least a coarse-grained overview of the struc-
ture.

4.3.1 Experimental setup

In total, 12 subjects participated in the annotation experiment: One student annotator
served in the pilot experiment (P). Nine student annotators (Al - A9) of varying fields
of study could be recruited over public announcements to participate in the experiments.
They received experiment credit points obligatory in their studies or were remunerated
for their effort. None of them participated in earlier experiments of this work. Finally, two
expert annotators (E1, E2) completed the experiment, both experienced with discourse and
argumentation annotation, one being the author of the guidelines. All subjects are native
German speakers.

The annotation was done in a custom web interface, see Figure Each text is pre-
sented in three views: The first gives the title of the text, respectively the trigger questions;
and for the procon commentaries a (shortened) version of the background text is shown
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to introduce the subjects to the discussed issue. The second view presents the segmented
text without segments highlighted. Subjects are encouraged by the guidelines to fully read
the text before advancing to the next view. The third view is the annotation view, which
shows the segmented text. Each text segment is coloured (blue represents the central claim
or restatements of it, green proponent, red opponent, and grey non-argumentative back-
ground segments). For each of the items to be decided, the attacking segment is marked by
a fist symbol, the attacked segment by a cross-hair symbol. This is the pair for which the
annotator has to decide whether it is a rebutting or an undercutting attack. If two segments
form an ADU or if two ADUs are linked, more than one attacker or attackee symbols mark
the corresponding segments. The annotator chooses the type of attack and continues to the
next item of the text. Annotators can navigate through the items and revise earlier deci-
sions. All actions of annotators in the annotation interface are recorded and time-stamped.
Note that every annotator has a unique session ID, which technically allows her to log-out
and continue her annotation after a later re-log-in. The text order was not randomised
across annotators.

The annotation guidelines were four pages long. They first introduced the concepts
of argumentative role (proponent vs opponent) and of argumentative function (support vs
attack) and then elaborated on the distinction between rebutting and undercutting attacks.
They provided examples for rebutting and undercutting in the opponent’s voice, as well as
for the proponent countering these attacks by rebutting or undercutting. The colouring of
the segments was explained, as well as joint and linked segments. Finally, annotators were
made aware of the need to resolve the proposition from rhetorical questions.

As source material, 23 German texts were selected, 17 short microtexts as well as six
longer pro and contra commentaries from the ProCon section of the Potsdam Commenary
Corpus [|Stedel 2004, Stede and Neumann, 2014]]. Additionally two microtexts and one
ProCon text were selected as training material. From existing annotations of the argumen-
tation structure of these texts, we extracted the segmentation, the segment types (central
claim and its restatements, proponent and opponent and non-argumentative segments),
and also the attacks, i.e. the items to be annotated. In total, the study comprises 59 attacks
to be annotated. A detailed summary is given in Table

The procedure of the experiment is as follows: First, annotators read the guidelines.
Then, in a very short training phase they annotate two microtexts and one ProCon text with
a total of eigth annotation items. They receive feedback from the experiment supervisor.
Expert annotators skip the training phase. After that, individual participants annotate on
their own.

87



H n E training.3.mark1 qmam—‘rmsaﬁrs‘zpsx:ﬁemn

Rebutter ' Undercutter speichern und weiter

' Soll der Steglitzer Kreisel abgerissen werden? Ja!
+ Alles spricht gegen den Steglitzer Kreisel.

Selbst wenn man vergisst, dass der olle Schuhkarton in bester Lage einst ein privates Prestigeobjekt war, das der
~ offentlichen Hand fiir teures Geld aufgenétigt wurde.

Ein Symbol der West-Berliner Filzwirtschaft in den spéten sechziger Jahren.

Aber lassen wir das ruhig beiseite.
= Der Kreisel ist Asbest verseucht. EHE
o Nicht nur hier und da, sondern durch und durch. EE

Zwar konnte man, wie beim Palast der Republik, den Bau bis aufs wackelige Stahlskelett entkleiden und neu
aufbauen.

¢ Aber das wiirde mindestens 84 Millionen Euro, vielleicht auch das Doppelte kosten.

- Was fiir ein Preis fiir die Restaurierung eines stidtebaulichen Schandflecks, der seit mehr als dreifig Jahren
Schatten auf die nette, gutbiirgerliche Umgebung wirft.

10 Von allen Seiten versperrt der Kreisel die Sicht.

1 Er ist keine Sehenswiirdigkeit.

Und fiir die Mitarbeiter des Bezirks Steglitz, die im Hochhaus arbeiten, kann die Lebensqualitét bei einem
~ Umzug in ein anderes Dienstgebdude nur steigen.

= Der Kreisel ist auch innen hésslich, zudem zugig und Energie verschleudernd.

Einzig brauchbar ist die gute Verkehrsanbindung und der Blick aus dem 24. Stock auf den Siiden Berlins.
1= Aber beides rechtfertigt es nicht, das marode Gebdude zu sanieren.

1o Fiir das viele Geld kann man fast zwei neue, wirklich schine Hauser bauen.

Figure 4.9: Annotation environment in the rebut vs. undercut experiment.

4.3.2 Results

One aim of the pilot study was to measure the time required to finish the experiment. For
the pilot study subject, it took 76min (14min for studying the guidelines, 13min for the
training, and 49min for annotating the texts).

The minimally trained student annotators completed the experiment in two groups (Al,
A4, A5, A8, and A2, A3, A6, A7, A9). Due to a network problem in the computer lab, the
second group of annotators was interrupted after annotating for 20-30min and could not
complete the experiment in one run. Thanks to the feature of the web-frontend to continue
an annotation sessions, all participants finished the annotations remotely in the following
days, but unfortunately not under controlled conditions.
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attackee type
central claim proponent opponent Y.

microtext 9 10 14 33
ProCon 8 4 14 26
Z 17 14 28 59

Table 4.7: Number of annotation items per text genre and type of the attacked segment.

students experts
k AO AE k AO AE

microtext .194 590 .491 .818 .909 .502
ProCon 171 594 511 .842 .923 .512

Table 4.8: Agreement results per text genre in terms of Fleiss’ k.

The agreement of the students in terms of Fleiss’ x is only marginal with k=0.186
(AO=0.592; AE=0.498). Although the task was relatively hard and although the students
received only minimal training, this result is below our expectations. The result for the first
group of students is k=0.194; the second group that experienced the interruption produced
a result of k=0.145. Whether this difference is to be attributed to the interruption remains
unclear, as the small number of items and annotators does not allow testing with reasonable
significance levels. Contrary to the students results, the agreement of the expert annotators
is reliable at k=0.830 (AO=0.915; AE=0.501).

A clustering of the student annotators is shown in Figure[4.10] There is a divide into two
clusters of annotators, which does not coincide with the two groups of annotators. Such a
divide into clusters might signal a systematic difference in the annotators’ interpretation of
the guidelines. However, the agreement inside of each cluster is still very low (with k=0.224
in the left and k=0.267 in the right cluster). We thus conclude that the low agreement of
the student annotators is not due to a systematic ambiguity in the guidelines, but rather
caused by other factors.

In order to investigate whether there are genre specific impacts on the annotation result,
we calculated the agreement only on annotation items of the microtexts or of the ProCon
texts (see Table for the results). We observe no considerable difference in the result
between genres for both student and expert annotators. The latter have a minimally higher
agreement for ProCon texts as for microtexts, while the students’ agreement is lower for
ProCons.
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Figure 4.10: Clustering of the 9 student annotators IAA results in terms of Fleiss’ k.

In a similar vein, we can investigate the impact of the attacked segment type, i.e. we
present separate results for annotation items where the attacked segments is the central
claim, another proponent’s segment, or an opponent’s segment (this is only the case for
counter-attacks). It is to be expected that the agreement for attacks on the central claim is
very high: It can only be a rebutting attack, since the central claim has no argumentative
function that targets any other claim, i.e. it does not constitute a relation that could be
undercut. Note that this was not stated explicitly in the guidelines. The results are shown
in Table [4.91

Interestingly, there is only a small difference between the segment types for the student
annotators, with proponent’s segments being attacked showing the smallest agreement.
The expected raise of agreement for central claims was not found. Looking at the deci-
sions of the annotators it becomes evident that the rebutter and undercutter assignments
are quite equally distributed over those annotation items. This allows the conclusion that
the guidelines could not instruct the student subjects to apply the concept of undercutting
relations appropriately for central claims, i.e. that central claims do not introduce a relation
that could be undercut. One hypothesis is that annotators choosing an undercutter in this
case consider it attacking a relation from another (non-highlighted) segment to the central
claim, which would be in conflict with the guideline’s instructions.

For the expert annotators, we can observe a more substantial difference across the seg-
ment types. The results for central claims being attacked is very good, although the k value
is negative: In effect, the expert annotators disagreed only for one of the 17 central claim
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students experts
k AO AE kK AO AE

central claim .174 .582 .494 -030 .941 .943
proponent .144 591 522 836 .929 .564
opponent .201 .598 .497 .727 .893 .608

Table 4.9: Agreement results per type of the attacked segment in terms of Fleiss’ k.

items, corresponding to an observed agreement of AO=0.941. Due to the nearly identi-
cal label distribution, the agreement expected by chance is likewise very high (AE=0.943),
which in turn results in a negative k value representing an agreement below chance. When
estimating the expected agreement not only on the central claim items but on all annotation
items (AE=0.501), the k values are k=0.882 for central claim, k=0.858 for proponent and
k=0.786 for opponent. From this we conclude that expert annotators could better agree on
potential objections presented by the author (where central claim or proponent segments
are attacked) than on the author’s counters of these attacks (where opponent segments are
attacked). This is an interesting finding, since the Krippendorff diagnostics in the exper-
iment on full structure annotation (see Tables and indicated that the confusions
between opponent attacks on the proponent (OAR and OAU) have a stronger impact on the
overall agreement than proponent counter-attacks on the opponent (PAR and PAU).

Finally, the annotators’ results can be compared to a gold standard. After the annotation
experiments, the experts compared their decisions and agreed on a gold standard. They
disagreed on six items, most of which were edge cases. A comparison of all annotators with
the gold standard, reporting both Fl-scores as well as Fleiss’ k, is given in Table It
is not astonishing that the expert annotators achieve the highest agreement with the gold
standard. From all other annotators, the student participating in the pilot study scores
best with k=0.649, much better than the best annotator from the regular student groups
with k=0.489. Interestingly, there is quite clear divide between five annotators with macro
avg. Fl-scores around 0.72, whose agreement with the gold standard can be considered
moderate, and four annotators with scores around 0.50, the agreement of which is close to
or below chance agreement. These two groups of better and worse performing annotators
do not coincide with the annotator groups. Also, they do not align with the two identified
clusters, which indicates that they are in general nearer to the gold standard, but not in a
systematic way.
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rebut F1 undercut F1 macro avg. F1 K

El .982 .984 983  .966
E2 931 933 932 .864
p 792 .857 .825  .649
A6 727 762 745 489
A2 .746 714 730  .450
Al .680 .765 723 445
A9 .667 771 719 .438
A5 .667 .719 .693  .385
A3 .525 491 .508 .016
A4 473 .540 507 .012
A8 483 .500 492 -.017
A7 .385 515 449 -100

Table 4.10: Comparison of all annotators to gold standard.

4.3.3 Conclusions

Let us summarise the results of this annotation study: We asked annotators to classify ar-
gumentative attacks as either rebutters or undercutters, only given the text with central
claims and argumentative roles highlighted, without a detailed diagram of the argumen-
tation structure. The goal was to shed more light on the most frequent confusion in prior
experiments. We found that expert annotators, who are familiar with the task and with
correlated tasks of annotating the structure of argumentation could annotate this reliably.
Student annotators with minimal training did not overall achieve reliable results, although
the quality of their annotations in comparison to a gold standard is diverse, ranging from
agreement below chance to a respectable agreement above chance in the mid-sixties.

This study can only be considered as a tentative first investigation of the complexity of
argumentative attack type annotation. One obvious weakness of the experiment is its low
power. The results might have been more conclusive with more items and annotators. Also,
the control over the experiment was not optimal due to external technical problems.

A continuation of this research would certainly include a revision of the guidelines: Most
students either did not understand that central claims do not on their own introduce a
relation that could be undercut or they had an inverse relation in mind. Both should be
clarified in the guidelines. In addition, a step by step decision protocol would help to give
the annotator more confidence during the annotation process. Regarding the experimental
setup, it would be wise to let annotators mark items for which they cannot understand the
attack relation to be annotated. This would allow to single out misunderstandings of the
argumentation of the text and focus on the evaluation on clear examples. Finally, in order
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to investigate the questions whether a structural representation of the argumentation is
required for making this distinction reliably or whether it is achievable from text without
diagrams, a second condition is necessary, where annotators start with both the text and a
(partial or full) argumentation graph to decide between a rebutting or undercutting attack.

4.4 Experiment 3: Argumentative zones in pro and contra
commentaries

The argumentative nature of newspaper pro and contra commentaries, such as those in the
ProCon section of the Potsdam Commentaries Corpus [|[Stede and Neumann, 2014], is to
some extent different from what we have analysed so far in the argumentative microtexts
(as we have already shown some in the experiment of the previous section). The inferences
made by the author are not marked as explicitly, e.g. through discourse connectives. The
persuasiveness is often carried by subtle signals, metaphors, and associations that the pro-
fessional author advisedly weaves into the text, rather than direct and transparent reason-
ing. Even the most important information, the central claim, is not necessarily formulated
explicitly. Since the critical issue is already provided in the headline, posed as a question,
the stance towards it may be evident for the reader only by vocabulary choice, tone, or
the reasons brought forward. Furthermore, these commentaries do not argue in every sin-
gle sentence, they regularly have parts that are argumentatively not relevant, but serve
other purposes such as introducing the issue, providing background information, setting
the mood, or simply mentioning something as a side note. Finally, some of the arguments,
even though explicitly signalled, may not be easy for the reader to integrate into the larger
picture, because understanding them requires specific domain or background knowledge.

When we try to agree on the argumentative gist of these texts, it is useful to start with
a shallower representation. In Section[2.2.1] we discussed the usefulness of argumentative
zoning approaches, where the text is partitioned into functional zones. There have been
elaborate proposals for an inventory of functional zones for scientific articles [see for in-
stance Teufel, [1999]], and also film reviews have been studied [Bieler et al., [2007]], but we
are not aware of any published proposal for an inventory of functional zones for argumenta-
tive commentaries. One first step towards this, especially for pro and contra commentaries,
had been worked out in a student project [Bachmann and Brandt, |2005]], the scheme of
which we will build on in this section. What was missing in these experiments is a proof of
the reliability of the scheme.

4.4.1 Scheme

Building on this preliminary study, we devised a scheme with the following zone categories
(the corresponding segment colouring in the annotation interface is given in parentheses):
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e central claim: The segment which best describes the author’s position to the crit-
ical issue, without containing an other argument. Sometimes, the author does not
formulate her claim explicitly in a separate clause, but rather relies on the reader to
understand it from the trigger questions expressed in the headline and tenor of the
text. In this case, the headline can be marked as the central claim, which otherwise
remains unlabelled. (blue)

e proponent: All segments in the proponent’s voice, directly or indirectly in favour
of the central claim. This includes segments supporting the central claim or other
proponent claims, refutations of possible objections, and implicit objections that are
directly refuted in the very same segment (typically nominalisations, as in ‘The idea
of doing X is not helpful here, ...”). (green)

e opponent: All segments in the opponent’s voice, directly or indirectly against the
central claim. This includes possible or cited objections to the central claim or its
premises, typically brought forward by the author to be refuted. (red)

e background: Some segments do not have an argumentative function but introduce
the topic and the critical issue to the reader, state factual background information not
pertaining to an argument, or simply represent digression from the topic. (grey)

e upshot: Often, the author ends her argument with a short summarising statement
that is in some sense restating the central claim in a ‘crisp’ or metaphorical favourable
way. If a central claim has already been marked in the text, this final restatement is
marked as an upshot. (purple)

e unlabelled: Only the headline segment should remain unlabelled in texts with an
explicit main claim, see above. (white)

Although this zoning scheme only produces a flat labelling of the EDUs, this represen-
tation already covers essential steps of the argumentative analysis: The central claim and
restatements of it have been identified; arguments in favour of and against the central
claim are marked with the corresponding argumentative role; and all segments that do not
contribute to the whole argumentation because they are not relevant have been excluded.
What is missing is the relational linking between the segments, which is left as a future
step of analysis; but the building blocks for this more fine-grained analysis are set. In the
following experiment, we will investigate how reliably annotators can agree on these basic
labels given pro and contra commentaries.

4.4.2 Experimental setup

In the experiment there are two groups of subjects: One group of annotators are 50 stu-
dents, who are obliged to participate in the experiment as an exercise in a (computational)
linguistics course on text structure. In order to restrict the expenditure of time for each stu-
dent annotator to a reasonable level for an exercise of about one hour of work, the students
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are randomly assigned to ten groups of five annotators each, where each group marks a
different set of texts containing two texts only marked by this group and one common text
that is marked by all groups. The majority of the students, but not all of them, are native
speakers of German. Since the course is taught in German, we can assume appropriate pro-
ficiency in German among the participants in the experiment. Concerning their expertise in
the task, the students have learned about discourse structure in general in the course and
especially devoted one session to text zoning approaches, which have been discussed in the
context of scientific articles and film reviews. Finally, two expert annotators participated
in the study, both experienced in discourse and argumentation annotation and being the
authors of the guidelines. They annotated all texts of the experiment.

For the annotation, we use the web interface that has already been used in the previous
study, see Section Again, the text is shown in three views: one with the title and a
short background text, the second with the segmented text to be read once before annotat-
ing, and then the annotation view. In contrast to the previous study, the annotation view
presents the segmented text without any colouring or highlighting. When the annotator
hovers over on of the text’s segments, a classification menu with the possible categories ap-
pears right beside it. If one category is chosen, the text segment is coloured correspondingly.
The annotator can freely choose which segments to annotate, in any order even across texts.
Segments without a decision are later interpreted as bearing the category ‘unlabelled’. An
example annotation view with some segments already classified is shown in Figure |4.11

The annotation guidelines used in the experiment are seven pages long; a slightly ex-
tended version is published in [[Peldszus and Stede,[2016c]]. Besides introducing and exem-
plifying the categories of the scheme, they discuss how to arrive at a propositional reading a
segment in the case of fragmentary segments, rhetorical questions, and discourse anaphora.
The annotators are encouraged to follow a step by step procedure, where they first identify
the central claim and the upshot, then consider proponent and opponent arguments, and
mark all remaining segments as background. Finally, an example ProCon text is analysed.

As source material, we chose 21 ProCon texts in this experiment. They were selected
from the ProCon corpus according to two heuristics: 14 texts had already been used in a
students’ experiment on zoning in ProCon commentaries [Bachmann and Brandt, 2005]].
The remaining seven texts were selected because they feature a potential high number of
counter-arguments signalled by contrastive discourse markers which had been identified
and disambiguated. The texts have been manually segmented into EDUs.

The procedure of the experiment is as follows: After receiving an introduction on argu-
mentative zoning in scientific articles and film reviews in the course, a 15min presentation
introduced the students to the idea of a similar zoning scheme for pro and contra com-
mentaries, the scheme described above. The presentation explained all categories with an
example text and made the students familiar with the web interface. The annotation itself
was done as a homework, i.e. the students took the guidelines home and completed the ex-
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v Hat Berlin zu viele Einkaufszentren? Nein!
Ohgottohgott!
> All diese Einkaufscenter, tiberall nur kalter Stahl und hartes Glas.
+ Und die vielen Laden im Kiez - die haben doch keine Chance gegen diese Kommerzmonster.
¢ So, jetzt aber Schluss mit solch jammernder Kleinstadt-Romantik.
° Berlin hat nicht zu viele, sondern noch lange nicht genug Einkaufszentren.
© Nehmen wir die Wilmersdorfer StraB8e in Charlottenburg.
- Auch dort entsteht jetzt ein Einkaufszentrum mit vielen Stockwerken,
+ und keinem wird das Ding schaden.
+ Im Gegenteil.

, Endlich verschwinden die Ramschladen mit ihren Prepaid-Handykarten und Kochtopfdeckeln
und das alte Parkhaus gleich mit.

Ahnlich verhilt es sich beim *Alexa" am Fernsehturm. | T @3 K HF

> Will denn wirklich jemand den alten Parkplatz zuriick, der sich dort befand?
+ Vermisst jemand den vermiillten Giiterbahnhof, auf dem heute die *“Spandau-Arcaden" stehen?
: Na also.

_ Doch nicht nur Liicken in der Stadt werden durch Einkaufszentren geschlossen, sondern auch
ganze Viertel aufgewertet

(wie die Gropiusstadt etwa durch die -passagen oder die Gegend am Savignyplatz durch das
Stilwerk),

wovon auch die kleineren Laden im Kiez wieder profitieren,

¢ weil mehr Kundschaft kommt.

o Gekauft wird dort, wo es den besten Service gibt, die besten Preise.
20 Wo es sauber ist, beleuchtet und die Wege kurz sind.

21 Und: Wo nicht iiberall Hunde hinmachen.

22 Das tun sie in Einkaufszentren jedenfalls nicht.

Figure 4.11: Annotation environment of the zoning experiment.

periment there. Consequently, we can neither measure how long it took the students to read
the guidelines, nor control whether or to what extent they really studied the guidelines.

4.4.3 Results

Of the 50 students, five students cancelled their participation in the experiment, which is
why group 3 and 7 only have four members and group 4 only has two members.

The agreement of the students and the experts is reported in Table Each group
marked two individual texts, and the common text that was annotated by all groups. The k
values in the table are thus based on the annotation items of three texts. To allow a direct
comparison with the expert annotators, the group-wise expert scores here are based on the
very same items of the three texts a group annotated. The student in-group agreement
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students experts

group k AO AE k AO AE

1 438 670 413 .545 .740 .429
2 536 .727 411 .680 .822 .445
3 304 .616 .449 .531 .736 .436
4 177 .532 431 .805 .894 .454
5 510 .659 .304 .522 .685 .341
6 .380 .572 310 .298 .556 .367
7 553 738 413 594 745 372
8 289 .536 .347 .837 .906 .423
9 407 586 .302 .866 .912 .344
10 491 702 415 .618 .822 .535

Table 4.11: Zoning results groups.

ranges from x=0.177 up to 0.553, on average 0.409. The range for the expert agreement
is from k=0.298 to 0.866, with an average value of 0.630.

Since the common text has been annotated by every annotator, we can directly compare
the student and the expert annotators for this specific instance. These results have to be
read with caution, however, because the item size is very small with only 14 segments that
are compared here. The students reach a considerable agreement of k=0.519 (A0O=0.711,
AE=0.400), the experts an excellent agreement of k=0.874 (A0O=0.929; AE=0.431)

When assessing the expert agreement on all 21 texts, the corresponding value is k=0.551
(AO=0.731; AE=0.400). The difference of this value to the average group-wise is due to
the (above average) good expert agreement on the common text which positively influences
every group-wise expert score. We can assume that the students’ agreement over the whole
corpus would be likewise smaller.

The large number of annotations for the common text also invites to apply the clustering
of annotators: The dendrogram for all student annotators on the common text is shown in
Figure We observe three larger clusters, each of which has some annotators with
a high cluster internal agreement. To understand the characteristics of these clusters, we
investigate the differences in the labelling of the text, which is depicted right below the
dendrogram for each of the annotators aligned with the ordering of the clustering. The
common characteristic of all labellings in the leftmost cluster is that they identify the 7
and / or 8" segment as the central claim and leave the first segment the headline unlabelled.
Nearly all other annotators label the headline as the central claim, instead. The difference
between the middle and the larger cluster on the right is that the latter tends to classify the
last segment as an upshot, while the middle one analyses it as a proponent’s argument. The
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central claim proponent opponent background upshot unlabelled

central claim 9 9 1 3
proponent 8 183 15 30 1 1
opponent 2 42 4

background 16 4 32 3

upshot 1

unlabelled 5 10

Table 4.12: Confusion matrix for the expert annotators.

presence of these three clusters might indicate a systematic ambiguity in the guidelines.
Nevertheless, we cannot draw this conclusion here, since this result stems from only one
single text and is rather to be attributed to the peculiarities of the common text than to
general decision preferences of the annotators.

Let us now investigate the confusions between categories. We will focus on the ex-
pert annotators’ result here. Table shows the confusion matrix. The most frequent
confusion is between background and proponent followed by central claim versus propo-
nent and opponent versus proponent. While the first two confusions are to be expected,
disagreements about the argumentative role are noteworthy. Some of them are due to dif-
ferent interpretations of contrastive markers, where one annotator identified a semantic,
the other a pragmatic contrast (and only the latter would involve a role switch). Others
are caused by perspective switches, where one annotator considers the new perspective to
be that of the opponent, which is later rejected, while the other annotator takes it to be a
deterrent example in the first place.

Another way to investigate confusions is Krippendorff’s category definition test, the
results of which are shown in Table [4.13} The best result with a gain of Ak=0.181 is
achieved by the opponent category, which has only few confusions with other categories.
The unlabelled category is also very distinguished, as it is only used for headlines in text with
explicit main claims. Future work on category definitions should focus on the background
and the central claim categories. The strong drop for the upshot category is probably due to
the low frequency of this category, causing a very high chance agreement against the rest.

While the confusion matrix could indicate to us which confusions were most frequent,
Krippendorff’s category distinction test can measure how much k we lost due to these con-
fusions. For the result of this test, see Table Most agreement is lost due to confusion
between background and proponent, as also suggested by the confusion matrix. The sec-
ond largest loss comes from confusions between central claim and the unlabelled headline,
which was not expected from the frequency of this confusion. Finally it is worth to mention
that eliminating the confusions between proponent and opponent segments do not lead to
a higher agreement. To the contrary, the agreement is significantly decreased when both
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category (A)x  AO AE
base 551 731 .400

opponent +.181 .934 .754
unlabelled +.126 976 .926
proponent +.001 .784 517
background -112 .850 .732
central claim  -.179 .931 .891
upshot -.272  .987 .982

Table 4.13: Category definition test for the expert annotators.

category pair (A)x AO AE
base 551 731 .400
background  proponent +.089 .852 .589
central claim unlabelled +.076 .778 .406

proponent central claim +.027 .776 .469
proponent unlabelled +.015 .760 .447

upshot background +.011 .739 .403
upshot central claim +.004 .734 .401
background  opponent +.001 .752 .446
upshot proponent -004 .734 411
opponent proponent -073 .776 .570

Table 4.14: Category distinction test for the expert annotators.

are collapsed. One possible explanation of this is the loss of distinction when collapsing
a well defined category as opponent with a less defined category (see category definition
results).

After the annotation experiments, the gold standard was created. The expert annotators
compared their labellings of the texts. Several annotation disagreements could be fixed this
way. Yet, it turned out that a considerable part of diverging labellings can be attributed
to different but plausible readings of the argumentation in the text. We thus decided to
create two gold standards, whenever the expert annotators could mutually agree that both
readings are plausible interpretations of the text. From the 379 segments, 14 segments of
the expert annotator 1 were revised to form gold standard 1, and 19 segments of expert
annotator 2 to define gold standard 2. The gold standards agree on 299 of the segments.
For only two of the 21 texts the gold standards are identical. They differ in one segment for
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five texts, on two segments for three texts, on three segments for three texts, and on more
segments in eight texts.

As an upper bound of the possible expert agreement, we calculate the x-value between
the two gold standards and observe an astonishingly low k=0.646 (AO=0.789, AE=0.403).
This means that two perfect expert annotators will at best achieve this agreement when they
always pick a different but plausible reading of the text.

To get an understanding of the accuracy and bias of the students to these two gold stan-
dards, we calculate the agreement for each student to both gold standards. For each student,
we only consider the texts that his group annotated. The results are listed in Table[4.15] We
also collect the best of both agreement scores in a separate column, to allow a comparison
of student annotators across their closeness to one or the other gold standard. The range of
the maximum « values is between 0.229 and 0.743, with an average of 0.497. Two thirds of
the student annotators rather tend towards gold standard 2, while one third tends towards
gold standard 1. Note, though, that it would be more appropriate to tackle this evaluation
in a multi-label setting, where the agreement with each item is tested individually against
all possible labellings [see Ravenscroft et al., 2016, as an example]. If the difference be-
tween both gold standards is indeed based on multiple interpretations of the text and not
on annotator preferences, then these interpretations could be distributed differently over
the gold standards than here. Introducing the corresponding evaluation metrics and their
methodology is, however, out of the scope of this section and we leave it for future research.

4.4.4 Conclusions

To summarise, we presented a scheme with five different functional zones for argumenta-
tive commentaries, such as pro and contra commentaries. The resulting representations
of argumentation structure are shallow, but already cover important steps of argumenta-
tive analysis such as central claim identification, argumentative role classification and the
determination of argumentative relevance. The annotation experiment showed that mini-
mally trained students can reach a moderate agreement. Experts can achieve more reliable
results. One special challenge is that even for this coarse-grained structure of argumenta-
tion, expert annotators can mutually agree on multiple readings of the text, which led us
to define two gold standard annotations and allowed us to assess an upper bound for the
expert agreement.

It remains to be investigated to what extent the agreement on ambiguous text could be
enforced by defining preference rules that the annotators have to apply when facing multiple
possible labellings. Furthermore, we consider it worthwhile to deepen our understanding
of whether these ambiguities are restricted locally or whether they are global alternatives
that depend on the whole reading of the text (e.g., is this conflict between background
and proponent only depending on what is expressed in the segment, or does it depend on
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annotator group kgold1l «xgold2 max A

A0 1 .295 .598  .598 -.303
Al 1 .676 .648 676 +.027
A2 1 .266 440  .440 -174
A3 1 .045 339 .339 -.294
A4 1 .198 524  .524  -.326
A5 2 .365 .607 607  -.242
A6 2 .534 407  .534 +.126
A7 2 .355 415 415 -.061
A8 2 .526 .563 .563 -.037
A9 2 .528 .518 .528 +.010
Al10 3 374 .548  .548 -175
All 3 .393 .685 .685 -.293
Al12 3 .349 362 .362 -.013
Al3 3 .246 355 .355 -.108
Al4 4 .399 462 462 -.063
Al5 4 .393 345 393 +.048
Al6 5 .583 .663  .663 -.081
Al7 5 591 491 591 +.099
Al8 5 .556 472 556 +.084
Al19 5 492 496 496 -.004
A20 5 456 .565 .565 -.110
A21 6 .065 438 438 -.373
A22 6 141 229 229 -.088
A23 6 .162 .501  .501 -.340
A24 6 .093 .505 .505 -412
A25 6 .546 422 546  +.124
A26 7 450 472 472 -.023
A27 7 437 358 437 +.078
A28 7 677 447 677 +.230
A29 7 .553 612 .612 -.059
A30 8 .547 564 .564  -.016
A31 8 454 469 469 -.015
A32 8 224 183 224 +.041
A33 8 .352 373 373 -.021
A34 8 .355 367  .367  -.012
A35 9 409 393 409 +.016
A36 9 .743 672 .743 +.071
A37 9 .362 300 .362  +.062
A38 9 483 466 483 +.017
A39 9 457 .390 457 +.067
A40 10 .678 .687 .687  -.009
A41 10 432 .530  .530 -.098
A42 10 .199 307 .307  -.108
A43 10 .530 .634 634  -.105
A44 10 274 455 455 -.181
mean 405 473 497  -.068

Table 4.15: Agreement of the student annotators with the two gold standards measured in
Fleiss’ k; the (max) column shows the best of both agreement values, the (A)
column the difference (x gold 1 - x gold 2). Positive values indicate a higher
agreement with gold standard 1, negative values a higher agreement with gold

standard 2.
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whether another segment is considered to be an argument or not?). When investigating
this further, the evaluation should act on the assumption of a multi-label setting.

One limitation of the study is the reduced power in terms of annotation items per student
annotator — constraints which are evidently due to the nature of being a course exercise.
Still, it allowed us to demonstrate the usefulness of the clustering techniques as a diagnostic
tool for inspecting annotator characteristics. For future work, it will be interesting to apply
the scheme to commentary text that is not strictly a pro and contra commentary, where
central claims may be expressed differently and the proponent and opponent distinction is
less evident.

4.5 Conclusions

In this chapter, we have presented three different annotation experiments, each investigat-
ing the question how we agree on argumentation structure from a different angle:

e The experiment in Section evaluated the reliability of annotation of full argu-
mentation structures on short texts. We could show that the scheme presented in
Chapter [3] is stable and allows expert annotators to produce very reliable annota-
tions with a k=0.83. A group of minimally trained students reach only moderate
agreement with k=0.38, but we could identify subgroups of annotators by ranking
and clustering analysis that obtain good agreement. A group of more experienced
student annotators achieved a considerable result with k=0.42.

e One of the more frequent confusions, the distinction between rebutting and undercut-
ting attacks, was investigated in a follow up experiment, which we presented in Sec-
tion[4.3] Here we used not only the microtexts but also the more complicated ProCon
texts as source material. The experimental setup aimed at confronting the subjects
with as little structural representation of argumentation as possible and forced them
to decide mostly on the basis of pure text. Expert annotators performed very well
here, with (again) k=0.83, but student annotators did not even reach a fair level of
agreement. Our conclusion is that the good performance of the experts is most likely
due to their experience in the task of annotating argumentation structure in the first
place, while the guidelines require a revision in order to be instructive also for the
inexperienced annotators.

e The last experiment, presented in Section then tested how reliably a coarse-
grained argumentative zoning of the ProCon commentaries could be annotated. An
existing scheme was refined, featuring six argumentative zones, which have been
used to mark 21 commentaries. The student agreement was moderate. The experts
yielded better results but not fully reliable agreement, with k=0.55. While this figure
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might be considered as unsatisfactory for expert annotators, we found that many
of those disagreements were due to different interpretations of the argumentative
structure of the text, which the experts could mutually agree on. As a result, we have
a multi-labelling or two gold standards, the upper limit of agreement between both
being k=0.65.

In all our experiments we experienced the strong impact of training and commitment to
the task on the result of non-expert annotators, which is not only relevant for experiments
with undergraduate students but also with crowd-sourced annotation. This especially ap-
plies to a task such as argumentative analysis, where decisions are based on interpretation
of complex meaning that are not easily made explicit and require thorough and often time-
consuming consideration.

The agreement score our expert annotators reached for annotating the argumentation
structure in microtexts (k=0.83) compares favourably to related work. Stab and Gurevych
[2014b]] obtained a;;=0.72 for argument components at the sentence level and a~0.81 for
argumentative relations in student essays. |Stab and Gurevych [2016] reported a higher
a;=0.77 for argument components and a lower a~0.73 for argumentative relations in
a follow up experiment. [Kirschner et al. [2015]] annotated two argumentative and two
organisational relations in scientific text and reported xk=0.43.

After having shown that our scheme for annotating argumentation structure is stable and
reliable for short argumentative texts, we started creating and annotating a corpus of such
texts. On this we will report in the next chapter.
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5 A corpus of texts annotated with
argumentation structure

This chapter describes the creation, translation, annotation, extension, and delivery of a
new and freely available resource — the corpus of argumentative ‘microtexts’. It features
short and dense authentic arguments, annotated according to our scheme for representing
text-level argumentation structure. The corpus consists of 112 German texts plus profes-
sional English translations that preserve linearisation and argumentative structure. We hope
this resource will foster research in the study of argumentation, of the relation of discourse
and argumentation and of the automatic recognition of argumentation structure.

First, we will review related work and already available resources in Section[5.1I} We then
report in Section on the creation, translation, and annotation of the microtext corpus
and provide detailed statistics of the variety and the linguistic realisation of argumentation
structure in the corpus. Section presents two useful transformations of the annotated
argumentation structures that will be used in our experiments of automizing the recognition
of argumentative structure. An extension of the corpus by two additional annotation layers,
one for RST and one for SDRT, is presented in Section Finally, Section concludes
this chapter with a short summary and an overview of the corpus versions.

Previously published material

Section is a slightly extended version of [Peldszus and Stede, 2016al]. The transforma-
tions presented in Section[5.3|have been first described, though only very briefly in [Peldszus
and Stedel 2015a]. Section finally, which describes the extension of the corpus, has
been published before as [[Stede et al., [2016]]. It is joint work with our colleagues from
Toulouse. My main responsibilities in this project, besides contributing to the final reconcil-
iation of discourse segmentation and annotation, were (i) to apply the finer segmentation
to the argumentation annotations, (ii) to implement and evaluate the alignment and cor-
relation mechanisms, and (iii) to organise and maintain the distribution of the data. Note
that the empirical study on aligning argumentation structure with RST or SDRT is not re-
produced in this chapter, as it is only of subordinate interest for the purpose of this work.
We refer the interested reader to the corresponding publication.
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5.1 Related work

We focus here on resources of argumentation that mark up the argumentation structure in
a piece of monologue text. We do not consider corpora of transcripts of dialogue or multi-
party debates, mediation etc. Also not covered here are corpora that mark argumentative
relations not in but between texts, for example between the entries of linear of threaded fo-
rums, below blog or article comments, product reviews, or Wikipedia articles / discussions.
This also includes corpora that have been semi-automatically created from structured de-
bate portals. Also, we do not consider corpora which contain only single argumentative
relations without their context a larger text, or classify argumentative units without relat-
ing them.

It should be noted that many of the corpora that do not fit our criteria here are indeed
useful for extending an existing model for a specific sub-task of argumentation mining, e.g.
for identifying argumentative relevant units, or for classifying the type of ADUs, or even
for learning certain argumentative relations. However, for a model of the argumentation
structure that combines these tasks for structure prediction, the basis should be a corpus
that is fully annotated with structures, so that at least some documents it is trained on are
reasonably similar to the documents it is later applied to.

The first larger resource for argumentation was the AraucariaDB [Reed et al., |2008]].
It contains roughly 650 documents of different types collected from several international
newspapers, parliamentary records, legal judgements, weekly magazines, discussion fo-
rums etc., but also examples from classic argumentation literature. The documents in the
corpus are not full texts but rather excerpts of the originally considered source that are
argumentatively interesting. The length of these excerpts ranges from single sentences ex-
pressing one argumentative relation between a premise and a conclusion, to longer texts
with more than 30 sentences and a deeply nested argumentation structure. The distribu-
tion of Araucaria that is currently available and downloadable [JAIFdb,2016[] from the AIFdb
[Lawrence et al., 2012[] contains 661 documents (69 of which are text duplicates with dif-
ferent argumentative analyses). In total there are 3,991 text nodes, 1,745 supporting and
38 attacking argumentative relations (represented as RA and CA nodes). AraucariaDB also
features reconstructed enthymemes. Unfortunately, they are not typed differently from the
text nodes; matching the text spans of nodes against the source text indicates that about
1,600 text nodes are reconstructed premises. Also, about 40% of the relations are anno-
tated with argumentation scheme types following different scheme-sets, e.g. that of Walton
et al. [[2008[]. However, besides the detailed and analysis-intense annotations in this corpus
and its important role for encouraging research in the field, it is not perfectly suited for the
purposes of studying and automatically recognising the structure of argumentation. One
reason is that the majority of the annotated argumentations are structurally not very com-
plex: 270 of the 661 structures only have one argumentative relation, 485 have no more
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than three relations, so only a quarter of the documents (but still more than 170) might
be of interest. Secondly, the documents are excerpts of a larger text and available only in
isolation. The context, such as immediately preceding or following text, could be impor-
tant in the process of automatising structure recognition, as it might bear signals that set
the stage for the reader to understand what the argument is, where it starts, and ends. The
AraucariaDB has been prominently used in the experiments of Mochales and Moens| [[2011]]
for argument relevance determination and premise v. conclusion classification.

Another corpus that was used by Mochales and Moens| [2011]] is a collection of 47 judg-
ments and decisions of the European Court of Human Rights (ECHR) in English [see also
Mochales Palau and Ieven, |2009]]. It includes 2,571 sentences of which 1,449 are non-
argumentative. 764 premises and 304 conclusions as well as their relations are marked up
in a tree-structure. Unfortunately, the annotated corpus is not freely available.

A small corpus of ten German Pro & Contra commentaries from the PCC has been anno-
tated with argumentation structures according a scheme similar to ours, and was studied
by Stede and Sauermann| [2008]]. The corpus is too small to be used on its own for machine
learning. It could constitute an additional resource when compiling a corpus for a similar
text genre, though. The annotations are not officially distributed with the PCC release, but
may be available on request.

When we began compiling and annotating the microtext corpus in January 2014, these
were the only available resources. Since then, the interest in argumentation mining greatly
increased in general, and with it the awareness for the lack of available data. This brought
forward other new corpora.

Stab and Gurevych! [2014b]] presented an annotated corpus of 90 student essays in En-
glish. The corpus comprises 1,673 sentences, with segments of clause or sentence size.
There are 90 central claims annotated, 429 intermediary claims central to one paragraph,
and 1,033 premises. Claims are marked with an attribute ‘for’ (365) or ‘against’ (64), but
the authors do not report numbers on the stance of premises. Note, however, that the stance
of premises could be inferred by the relation structure, i.e. the sequence of supposing and
opposing relations. Of the 1,473 relations in the corpus, 161 are opposing.

Recently, a new version of the corpus has been released [|Stab and Gurevych,2016[], which
is significantly larger with 402 annotated student essays (covering 7,116 sentences of which
23% are non-argumentative). In contrast to the first release, restated central claims are now
also annotated, amounting to 751 major claims. In total, 1,506 intermediary claims and
3,832 premises are marked up. Only 12% of the arguments have an attack relation. The
corpus is currently the largest resource of argumentative structures available.

Kirschner et al.|[[2015]] presented an annotation study of argumentation structure in sci-
entific articles. For this, the introduction and the discussion sections of 24 German articles
from the educational domain were annotated using a claim-premise scheme with support-
ing and attacking relations, as well as (RST-inspired) sequence and detail relations. The

107



basic unit of annotation were sentences, 2,742 have been marked. Until now, no finalised
corpus has been compiled and made publicly available.

Finally, we want to mention one resource that may be useful for our purposes, even
though structure is not explicitly coded as relations between units: [Habernal and Gurevych
[2017] created a corpus of 340 documents from user comments, forum posts, blog posts,
and newswire articles and annotated it according to their modified Toulmin![|1958]] scheme
(without the roles of warrant and qualifier, but including a role ‘refutation’ that marks a
counter to the rebuttal). The corpus contains 3,899 sentences to which the labels of the
scheme are assigned, where 2,214 sentences are non-argumentative. Although the nesting
of these Toulmin-like structures is not allowed (which would violate our compositionality
requirement), there are still relations between claim, premise, backing, rebuttal, and refu-
tation that could be mapped to an argumentation structure following our scheme. However,
the scheme also allows for implicit claims, and indeed 48% of the claims were implicit. Only
those instances with an explicit central claim could be mapped effectively.

5.2 The microtext corpus

Argumentation can, for theoretical purposes, be studied on the basis of carefully constructed
examples that illustrate specific phenomena, but for many researchers the link to authen-
tic, human-authored text is highly desirable. Especially, since data-driven methods are in-
creasingly applied to the problem of argumentation mining, the interest in argumentation-
oriented corpora of monologue text as well as spoken dialog is increasing. In the work re-
ported here, we address this need by making a resource publicly available that is designed
to fill a particular gap: Short texts with explicit argumentation, little argumentatively irrel-
evant material, fewer rhetorical gimmicks (or even deception), in clean written language.
Let us set out why we think there is a need for this type of resource. Evidently, authentic
texts from social media or newspapers are ultimately a target for automatic argumenta-
tion mining. These sources are, however, often not ideal for more qualitatively oriented
research. In newswire text, the language can be quite complex. In our analysis of the Pro
& Contra commentaries in the PCC (see e.g. the zoning experiments in Chapter 4.4), we
found that although very argumentative, these texts often come with persuasive devices
that are directing the focus of the reader rather than making an explicit argument. Another
challenge are implicit main claims, which are understood by the reader but are required
to be made explicit by the analyst. Social media and user-generated content ‘in the wild’
in general, adds its own challenges to the already demanding task of (automatic) argu-
mentative analysis: The language is (not always but often) ill-formed, grammatically or
orthographically flawed; the texts tend to be spontaneously produced rather than planned.
Essays of language learners, finally, are the desired text source for developing applications
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for argumentative writing support or essay scoring, but are not in general the perfect genre
for studying the automatic prediction and the language of argumentation structure, as pre-
cisely the use of linguistic signals of argumentation, such as discourse connectives, of the
respective writers is not yet proficient [see e.g./Stab and Gurevych, 2014a, p. 54]. All these
factors have an impact on the underlying argumentation structure; in some cases it is trivial,
and in other cases quite nontransparent.

Our contribution is a collection of 112 ‘microtexts’ that have been written in response to
trigger questions, mostly in the form of ‘Should one do X'. The texts are short but at the
same time ‘complete’ in that they provide a standpoint and a justification, by necessity in
a fairly dense form. Hence, the underlying argumentation structure is relatively clear. We
collected the texts in German and then had them translated to English; both versions are
available to interested researchers.

In addition to the raw texts, we provide manually-created annotations of the argumen-
tation structure, following the scheme presented in Chapter 4 Thus, argumentation re-
searchers will find a resource of simple, authentic natural language texts together with
suggestions of structural representations of the underlying argument. At the same time,
the data can also be used for building models in automatic argumentation mining.

5.2.1 Data collection and cleaning
Collection

The microtext corpus consists of two parts. On the one hand, 23 texts were written by the
author as a ‘proof of concept’ for the idea. These text were used in the annotation experi-
ments in Chapter[4] They also were used as examples in teaching and testing argumentation
analysis with students. An example text was shown in Figure 4.2

On the other hand, 89 texts were collected in a controlled text generation experi-
ment, where normal competent language users wrote short texts of controlled linguistic
and rhetoric complexity.

To this end, 23 subjects were instructed to write a text on a topic that was to be chosen
from a given set of trigger questions. All subjects were native speakers of German, of varying
age, education, and profession. They received a short written instruction (about one page
long) with a description of the task and three sample texts. The subjects were asked to first
gather a list with the pros and cons of the trigger question, then take stance for one side
and argue for it on the basis of their reflection in a short argumentative text. Each text was
to fulfil three requirements: It was to be about five segments long; and all segments were
to be argumentatively relevant, either formulating the main claim of the text, supporting
the main claim or another segment, or attacking the main claim or another segment. Also,
the subjects were asked to consider at least one possible objection to the claim in the text.
Finally, the text was to be written in such a way that it would be comprehensible without
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having its trigger question as a headline. The subjects were asked to write five texts, each
about a different topic. They were allowed to select the topic according to their interest in
order to maximise their engagement for the task.

Cleaning

Since we aim for a corpus of texts featuring authentic argumentation but also regular lan-
guage, all texts were corrected for spelling and grammar errors. Subsequently, the texts
were segmented into elementary units of argumentation (ADUs). Most subjects already
marked up in some way what they regarded as a segment. Their segmentation was cor-
rected when necessary, e.g. when only complex noun phrase conjuncts or restrictive relative
clauses had been marked, or when subordinate clauses had not been split off. All remain-
ing texts were segmented from scratch. Due to this step of (re-)segmentation, not all of
the final texts conform to the length restriction of five segments; they can be one segment
longer or shorter.

Unfortunately, some subjects wrote relatively long texts. We decided to shorten these
texts if possible by removing segments that appeared less relevant. This removal also re-
quired some modifications in the remaining segments to maintain text coherence, which
we kept as minimal as possible.

Another source of problems were segments that did not meet our requirement of argu-
mentative relevance. When writers did not concentrate on discussing the thesis but moved
on to a different issue, we removed those segments, again with minimal changes in the
remaining segments. Some texts containing several of such segments remained too short
after the removal and thus were discarded from the dataset. After the cleanup steps, 89 of
the original 100 texts remained for annotation of argumentation structure.

Translation

To supplement the original German version of the collected texts, the whole corpus (in-
cluding the constructed texts, as well as those from the text generation experiment) were
professionally translated to English, in order to reach a wider audience of potential users.
Our aim was to have a parallel corpus, where annotated argumentation structures could
represent both the German and English version of a text. We thus constrained the transla-
tion to preserve the segmentation of the text on the one hand (effectively ruling out phrasal
translations of clause-type segments), and to preserve its linearisation on the other hand
(disallowing changes to the order of appearance of arguments). Beyond these constraints,
the translation was free in any other respect. Note that the translator had only access to
the segmented source text, but not to an argumentative analysis of the text.
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text length number of texts

3 3
4 11 . .
5 7 position number of central claims
6 26 1/5 48
7 2 2/5 18
8 0 3/5 16
9 0 4/5 3
10 1 5/5 27
Table 5.1: Length of the texts in Table 5.2: Position of the central claim
segments

5.2.2 Annotation process

All texts of the corpus were then marked up with argumentation structures by one expert
annotator, according to the scheme presented in Chapter[3] All annotations were checked,
with controversial instances discussed in a reconciliation phase by two or more expert an-
notators. The annotation of the corpus was originally done manually on paper. In follow-
up annotations, we used GraPAT [[Sonntag and Stede, |2014]], a web-based annotation tool
specifically dedicated to constructing graph structures.

Since the professional translation preserves linearisation and argumentation structures,
all annotated graphs represent both the German original and the English translation of the
argument.

The bilingual texts and the annotations are publicly available in a suitable XML format;

see Section

5.2.3 Corpus statistics

The corpus features a wide range of different argumentation patterns. In the following, we
will present detailed statistics on these, including distribution of roles and argumentative
moves, positioning of the central claim in the text, as well as forward (from premise to
conclusion) and backward linearisations of arguments.

General statistics

In the corpus there are 112 texts, with 576 ADU segments in total. Table shows the
length of texts in the corpus measured in segments: The great majority of texts are four,
five, or six segments long (the average being 5.1), with only a few exceptions.
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Topics and stances

The distribution of chosen topics and stances towards it is given in Table It shows the
variety of topics covered in the corpus, both on the dimension of a topic’s attractiveness to
the writers (measured in the amount of texts produced for a topic), as well as on the dimen-
sion of bias in stances taken (with very clear pro and con cases, but also more controversial
topics with equal stance distribution).

Central claim

In the English-speaking school of essay writing and debating, there is a tendency to state
the central claim of a text or a paragraph in the very first sentence, followed by supporting
arguments. To some extent, we can expect to find this pattern also in other languages. To
investigate whether the tendency also holds in our corpus, we divide each text into five
equal parts and count the occurrence of the central claim in this position. As Table
shows, the dominant position is indeed the beginning of a text, directly followed by the end
of the text. Note, however, that the overall majority of central claims (57%) is at positions
other than the beginning.

Argumentative role

Of the 576 segments, 451 are proponent and 125 are opponent ones. While there are
15 texts where no opponent segment has been marked (either because the author did not
conform to the requirement to consider at least one objection or because she phrased it
indirectly in a non-clausal construction), the majority of texts (74) have exactly one oppo-
nent segment. Two opponent segments can be found in 18 texts, and three of them in five
of the texts. Furthermore, Table shows the position of opponent segments: It turns out
that the dominant place to mention a potential objection is right before the end of the text,
thus giving the author the possibility to conclude her text with a counter of the potential
objection.

Argumentative function

The frequency of argumentative functions annotated in our corpus is shown in Table [5.5}
Most segments are normal support moves. Examples are used only rarely. About a third of
the segments have an attacking function (either the opponent challenging the central claim
or the proponent countering these objections), with overall more rebutters than undercut-
ters.

It is noteworthy that rebutters and undercutters are not equally distributed over both
argumentative roles. This is shown in Figure[5.1} The opponent typically rebuts, and the
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position number of objections type number sub-type number

1/5 20 support 272 normal 263
2/5 29 example 9
3/5 22 attack 171 rebut 108
4/5 36 undercut 63
5/5 18 central claim 112

Table 5.4: Position of opponent Table 5.5: Frequency of argumentative function

segments (objections)

great majority of these rebuttals is directed against the central claim, while only a few work
against supporting arguments. In contrast to that, the proponent usually undercuts. We
attribute this to the common strategy of the authors to first concede a possible objection,
thereby demonstrating that their presentation is not fully biased, and then render the ob-
jection irrelevant.

Also note that a possible objection (an attack of the opponent) does not necessarily need
to be counter-attacked by the proponent: The total number of attacks by the proponent is
significantly smaller than the total number of attacks by the opponent (63 vs. 108). This
is not too surprising — an author might rather choose to present yet another good reason
in favour of the central claim, and thereby outweigh the objection, or she might pose the
possible objection in an unalluring manner, signalling that counter-attacking or outweighing
is not even necessary.

Linked premises do not occur very frequently. In total, there are 21 linked premises found
in corpus, which represents only 4.5% of the function bearing segments. With 12 instances
linked premises are comparatively less frequent in the texts written in the text generation
experiment than in the constructed text with nine instances. The great majority (16 of 21)
of linked premises are part of a proponent’s support (the most frequent structure), but we
also find instances of all other combinations, i.e. linked supports or attacks of both the
proponent or opponent role.

Attachment distance

One aspect of argumentation structure that makes its automatic recognition especially chal-
lenging is the possibility of long distance dependencies. Although segments are often con-
nected locally, i.e. they are supporting or attacking adjacent segments, there may very well
be direct argumentative relations across the entire text, even between the very first and the
very last segment of a text. It is thus worthwhile to investigate the degree to which we find
these non-local relations in our corpus.

To this end, we calculated the distance and the direction of attachment for every rela-
tion annotated in the corpus (464 in total, the remaining segments functioning as central
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Figure 5.1: Attack moves against argumen- Figure 5.2: Attachment distance and di-
tative role. rection (negative  distances
directed backwards and positive

distances directed forwards).

claims). An attachment distance of -1 means that the target of the argumentative relation
directly precedes the source, a distance of +1 corresponds to a target immediately follow-
ing the source. For segments targeting a relation instead of another segment, as it is the
case for undercutters and linked premises, we considered the position of the source of the
targeted relation. For example, the undercutting segment 3 in the graph in Figure 1 has an
attachment distance of -1, as it undercuts the relation of the previous segment 2.

The distribution of distances and directions of attachment found in the corpus is shown in
Figure The great majority (45%) of argumentative relations attach to the immediately
preceding segment. Another 11% attach to the following segment. In total, 56% of the
relations hold between adjacent segments, so conversely nearly half of the segments do not
attach locally. Considering that our texts are relatively short, it is to be expected to find
even more non-adjacent relations in longer texts. For instance, Stab and Gurevych|[2014b]]
report a rate of 63% of non-adjacent relations in their corpus of student essays.

Linearisation strategies

The final feature of the argumentation graphs we want to investigate is how authors lin-
earise their arguments in the text. This has already been covered to some degree above
when we studied at which positions in the text the central claim and objections are typ-
ically expressed. In the following, we combine this with the direction of attachment and
distinguish four different simple linearisation strategies, which are summarised in Table 5.

The first strategy involves only backward relations, where the author opens her text with
the central claim (c) and then presents a series of reasons, possible objections, and counters,
all of them directed backwards (b), targeting propositions made in prior segments. The
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linearity strategy pattern  frequency

backward cb+ 50%
forward f+c 5%
forward-backward f+ ¢ b+ 13%
other other 31%

Table 5.6: Ratio of texts matching different linearisation strategies.

second linearisation strategy unfolds the argumentation the other way around, with only
forward relations. The author first starts with premises and successively draws conclusions
from them (f) until she finally reaches the central claim of the text. The third strategy
combines these two patterns, presenting the central claim in the middle of the text. It
naturally involves a switch of attachment direction after the central claim. All other texts not
matching one of these three strategies involve a change in the direction of argumentation
independent of the presentation of the central claim.

As shown in Table the first strategy which opens with the central claim and argues
for it with only backward relations, is the dominant one found in half of the texts. The
reverse strategy is used only rarely, while the mixed strategy appears in at least 13% of the
texts. Most interestingly, about 31% of the texts do not follow these strict patterns. As an
example, see Figure [5.3} This text’s linearisation pattern corresponds to ‘fbfbcb’, featuring
multiple changes in direction before the central claim is stated.

5.2.4 Corpus delivery

The corpus has been published onlineE] and freely distributed under a Creative Commons BY-
NC-SA 4.0 International LicenseE] The annotated graph structures are stored in the Potsdam
Argumentation XML format (PAX), a both human- and machine-readable format, similar
to GraphML [Brandes et al., [2002]]. The corpus repository contains a well-documented
specification of the format in form of a document type definition.

For both versions of the corpus, the German and the English one, we provide the raw
source text, the annotated argumentation graph in PAX (primarily for machine reading), as
well as a graphical argument diagram such as the one in Fig. 1, in order to facilitate human
inspection of the structures. An importer for the PAX format has also recently been added
to the Carneades ToolsE], allowing to map and evaluate the graphs of our corpus.

"https://github.com/peldszus/arg-microtexts
Zhttps://creativecommons.org/licenses/by-nc-sa/4.0/
*https://carneades.github.io/
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Figure 5.3: An example text (micro_k031) exhibiting multiple direction changes.

5.2.5 Conclusion

We presented a freely available parallel corpus of short argumentative texts. These micro-
texts are ‘authentic’ in the sense that the vast majority was written by subjects not involved
in the research, and the trigger questions concern issues of daily life and public interest. At
the same time, they are ‘constrained’ because we provided the subjects with some instruc-
tions on target length and form. This was done in order to obtain a relatively homogeneous
data set that allows for studying properties of the argumentation. For the same reason we
decided to do a moderate ‘cleaning’ of the texts, which on the one hand reduces ‘authentic-
ity’ but on the other contributes to uniformity and — for many purposes — usability.

Research in automatic argument mining typically targets social media contributions in
their original form and often focuses on the task of argument identification and local relation
identification. While the design of our corpus differs from this orientation, we still think
that the data can be useful for purposes of feature engineering and as supplemental training
data. Finally, we consider our data set to be a reasonable starting point for the task of
automatic prediction of text-level argumentation structure, before tackling more complex
text genres.
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5.3 Useful transformations

We have argued that the graph structures defined by our scheme are adequate for repre-
senting the structure of argumentation (on the desired level of granularity). They meet
our requirements and most of the desiderata we articulated in Chapter [2l However, this
does not guarantee that these structures fit perfectly with the approaches and algorithms
brought forward by NLP research. Some structural configurations might be incompatible
or too complex; some distinctions might be too fine-grained to be modelled with already
existing technologies.

In the following, we wish to present two transformations of the argumentation graphs
which will help to tackle the challenging task of automizing the recognition of argumenta-
tion structure. The first is a structural transformation where the argumentation graphs are
converted to dependency trees, which will enable us to apply well-researched graph algo-
rithms for this type of structure. The second is a reduction of the set of relation labels, a
useful simplification to start with basic and not too fine-grained distinctions before moving
on to solve more complex problems.

5.3.1 Dependency conversion

One special challenge with the argumentation structures is that they presuppose three dif-
ferent types of nodes: EDUs representing elementary units of propositional content; ADUs
representing argumentatively relevant claims, which can consist of multiple propositions;
and relation nodes which serve as an attachment point for relations targeting other rela-
tions, such as in structures with linked premises or undercutting relations.

The fact that there are two possible basic units, ADUs or EDUs, represented in the graph
is less problematic once the decision is made whether or not to tackle the argumentative
relevance / segmentation task in the desired model. One simply has to decide which unit
to take as the basic unit. In Chapter|[6 we will present both models operating on ADUs and
those that operate on EDUs.

The possibility to point relations to other relations, however, poses a real challenge. Many
efficient algorithms have been proposed and established in NLP research for the prediction
of tree structures, as well as of different members of the graph family. If these techniques
could be used for the prediction of argumentation structures, this would be a valuable first
step to understand and compare the complexity of this discourse processing task. However,
these techniques require standard graph-theoretic structures without the special construct
of relations pointing to relations. The Potsdam Argumentation XML format (PAX), in which
the microtexts are serialised, is able to represent these relations to relations, because each
relation is internally interpreted as a sub-graph: Instead of directly connecting source and
target, this connection is split up into one incoming edge that connects the source with
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the relation node and one outgoing edge from the relation node to the target node. This
way, the relations-to-relations can be represented in standard graph theoretic terms. Yet for
automatic prediction, this is still impractical because it is not possible to simply reason over
relations, but required to reason over subgraphs representing relations.

The solution we want to promote here is to convert the argumentation graph into a
dependency tree. The first step to achieve this is to redirect all relations pointing to edges
to point to the source node of the targeted edge. Undercutting relations, for instance, will
target not the relation that is undercut, but the source node of the relation that is undercut.
For linked relations, which have more than one source, the left-most source node is taken
as the head, while all further sources attach to the head with a LINK relation. This way,
we arrive at an argumentation graph that is free of relation nodes. The relations between
ADUs can then be directly used as the edges of a dependency tree.

An example conversion is shown in Figure The initial argumentation graph with
relation nodes, an undercutter, and linked premises is shown in the upper Figure [5.4a
Redirecting those relations that point to other relations to the targeted relation’s source node
yields the structure in Figure which does not have any relation nodes. The relations
there can than be directly used as the edges of a dependency tree, as displayed in the lower
Figure In contrast to the argumentation graphs, relation types are visualised in the
dependency tree through relation labels instead of arrow types. Note that the argumentative
role is not explicitly represented in the dependency graph. However it can be inferred from
the structure, assuming that the root of the structure (the central claim) bears the proponent
role and that all attacking relations (i.e. rebut and undercut) invert the role.

This dependency conversion is loss-less and can easily be undone, if two conditions hold:

1. Every relation type should either target only nodes or only relations, but not both. If
one relation type could point to both normal nodes and relations nodes, it would
not be possible to determine from the dependency structure whether this relation
targets the node or the relation the node is the source of. In our scheme this is not
a problem, as undercut and link relations always target relations, while all other
relation types always target ADUs. If a scheme does not meet this criterion, it could
easily be adjusted by introducing further relation types to disambiguate their target
preference.

2. Every ADU has at most one function, i.e. one outgoing arc. If one ADU has more than
one outgoing relation, it would be impossible to determine from the dependency
structure which of the outgoing relations was targeted. Note that this effectively
rules out divergent argumentation, where multiple conclusion are drawn from one
premise. This might be considered a severe restriction, and it is not hard to construct
an example where divergent argumentation occurs. Indeed, it is technically possible
to represent divergent argumentation in our scheme and in the XML serialisation.
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(c) Dependency conversion of the ADU relations.

Figure 5.4: Example dependency conversion of micro_b001 in ADU segmentation.

120



Still, we consider it acceptable to restrict the structures this way for two reasons: First,
we have not found instances of argumentation in our corpus that require divergent
structures. Secondly, this restriction is also made in most other schemes for coding
argumentation in natural language, as these typically assume tree structures and the
restriction to one outgoing arc is an essential tree property.

It should be emphasised that the redirection of the edges is a representational trick. It
does not imply a change of interpretation of the structure. Redirecting for example an un-
dercutter to the source of the undercutted relations still means that the relation (the source
of which is targeted) is undercut. The original argumentation graph and the dependency
tree are supposed to represent the very same argumentation structure.

We will use this dependency conversion when predicting global argumentation structures
and when comparing it to other discourse structures.

5.3.2 Label-set reduction

The dependency trees representing the argumentation structures could be further trans-
formed by reducing the relation set to the simple, binary distinction between support and
attack. The two attacking relation types (rebut and undercut) are subsumed under a general
attack relation type, and all other relation types (support, example, and link) are subsumed
under a general support relation type. Contrary to the dependency conversion, this trans-
formation is of course a lossy one.

This reduction may, however, be useful for several reasons: First, such a coarse-grained
binary distinction facilitates comparisons with other datasets. There are other datasets that
use the support-vs-attack distinction, such as for example the corpus of student essays of
Stab and Gurevych|[|2014b]], or larger parts of the AIFdb [Reed et al., [2008]]. Also, this basic
distinction can be useful for comparison with datasets that also have a more fine-grained
but different relation set than our corpus, such as for example the more elaborate set of ar-
gumentation schemes of [Walton et al. [2008]]. If a similar mapping from their fine-grained
relation set to the support-vs-attack distinction can be defined, this would serve as a com-
mon base for comparison. Another motivation might be that the fine-grained distinctions
are too hard to model automatically. This could be either because distinguishing between
different sorts of support and attack is determined rather by the semantics of the related
segments than by linguistic signals on the surface. Alternatively, a reduction of the relations
set is advised when some of the fine-grained relation types are too infrequent in the corpus
to be successfully learned.

In the following, we want to discuss the adequacy of this reduction and highlight some
issues we find noteworthy: Reducing ‘support’ and support by ‘example’ to a general support
class is regarded as uncontroversial. The situation is less clear for the reduction of ‘link’ to
‘support’. Recall that linked premises are triggered by the question ‘Why is that relevant?’ in
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the dialectical exchanges of Freeman|[[1991,2011[]. Providing justification for the relevance
of a claim can certainly be regarded as support in a general sense, so this mapping seems
reasonable. For linked attacks the effect might be surprising: The function of the first
premise of the attack remains an attack, but all other premises of the linked attack then serve
as supporting the first. The result of the reduction is a switch in argumentative function
(but of course not in argumentative role). An alternative approach would be to treat linked
premises simply as separate premises, when reducing the ‘1link’ relation label. This would
result in multiple supports in the case of a linked support, and multiple attacks in the case
of a linked attack, thus preserving the overall argumentative function. But it would also
require a more complex, custom interaction between dependency conversion and relation-
set reduction.

The effect of reducing ‘rebut’ and ‘undercut’ to a general attack class also has to be in-
vestigated carefully. Collapsing these two relations labels is straightforwardly done as both
are types of attack, but the reduction again interacts with the structural changes of the
dependency conversion. Recall that the undercutting attack now targets the source, i.e.
the premise of the undercutted relation, but still is interpreted as undercutting the rela-
tion. When unifying the two attacking relation types, it would of course not be possible to
discern which attack was meant to be interpreted as targeting the relation. What was an
undercutter is then simply understood as attacking the premise of the (formerly undercut)
relation. In this case, when both dependency conversion and label-set reduction are applied
and it is thus clear that this whole operation will be irreversible, it might actually be better
to redirect the undercutters to the conclusion and not the premise of the undercut relation,
as undercutters surely weaken the conclusion (by means of undercutting), but typically do
not weaken the premise.

We will not go into further detail with this discussion. In our experiments we will apply
both transformations if desired as it was described above, i.e in two separate steps, where
the relation set reduction operates on the output of the dependency conversion. Still, we
want to make the reader aware that there might be situations where we want to derive
support-v-attack dependency trees directly using custom transformation functions in order
to achieve a specific result that fits our needs.

These transformations can be applied when loading the corpus from the PAX XML se-
rialisation. The (reduced) dependency structures themselves are not stored in a defined
interchange format, but can easily be serialised in a table format such as tab separated
values or as a JSON data structure. Note that we will no use these transformations in all
of our experiments. We will report specifically for every experiment, whether and which
transformation have been used to preprocess the argumentation structures.
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5.4 Additional annotation layers on the microtext corpus

The microtext corpus has been extended with further annotation layers since it has first
been made available. One very recent example is the annotation with Situation Entity
Types [Becker et al.,[2016]]. What we want to present in this section are a more fine-grained
segmentation into EDUs, as well as two additional layers of discourse structure annotation:
one for Rhetorical Structure Theory (RST) [[Mann and Thompson, [1988]], the other for
Segmented Discourse Representation Theory (SDRT) [[Asher and Lascarides, 2003]].

To date, it has been difficult to compare the two accounts, RST and SDRT, on empirical
grounds, since there were no directly-comparable parallel annotations of the same texts. To
improve this situation, we took the existing microtext corpus and added layers for RST and
SDRT. To this end, we harmonized the underlying segmentation rules for minimal discourse
units, so that the resulting structures can be compared straightforwardly. In addition to the
opportunity to compare two discourse theories, RST and SDRT, with each other, we also
see chances for the study of argumentation, as this resource will enable the study of the
correlation between discourse structure and argumentation structure on empirical grounds,
something which has not been undertaken in depth yet.

Furthermore, besides all theoretic interest, this extension of the microtext corpus enables
us to progress application-wise. On the one hand, we will obtain argumentation structures
based on a fine-grained segmentation into EDUs, which will allow us to train models work-
ing directly with EDUs, integrating the argumentation segmentation task. On the other
hand, we can study practically how easy or hard it is to derive argumentation structures
automatically from given discourse structures. Both problems will be approached in Chap-
ter[6.7]and respectively. The basis for this is the corpus presented in this section.

5.4.1 Data

The extensions of the corpus was done on the English version of the microtext corpus only,
i.e. the finer EDU segmentation as well as the creation of the additional RST and SDRT
annotation layers was done on the basis of the English text.

Mapping the new annotations back to the German version of the corpus must be set aside
for future work as this cannot be done automatically: Recall that the translation of the
microtext corpus was constrained in such a way that ADU segmentation and linearisation is
preserved. It does not follow necessarily that this also holds for the inner EDU segmentation
of an ADU. A manual analysis of all segments will thus be required.

5.4.2 Harmonized discourse segmentation into EDUs

In order to achieve comparable annotations on the three layers, we decided in the begin-
ning of the project to aim at a common underlying discourse segmentation. For a start, the
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argumentation layer already featured ADU segmentation; these units are relatively coarse,
so it was clear that any ADU boundary would also be an EDU boundary in RST and SDRT.
On the other hand, the discourse theories often use smaller segments. Our approach was to
harmonize EDU segmentation in RST and SDRT, and then to introduce additional bound-
aries on the argumentation layer where required, using an ‘argumentatively empty’ JOIN
relation.

As explained in the next two sections, RST and SDRT annotation start from slightly differ-
ent assumptions regarding minimal units. After building the first versions of the structures
(by the Toulouse and the Potsdam group, respectively), we discussed all cases of conflicting
segmentations and changed both annotations so that eventually all EDUs were identical.

The critical cases fell into three groups:

e ‘Rhetorical’ prepositional phrases: Prepositions such as ‘due to’ or ‘despite’ can intro-
duce segments that are rhetorically (and sometimes argumentatively) relevant, when
for instance a justification is formulated as a nominalized eventuality. We decided to
overwrite the syntactic segmentation criteria with a pragmatic one and split such PPs
off their host clause in cases where they have an argumentative impact.

e VP conjunction: These notoriously difficult cases have to be judged for expressing
either two separate eventualities or a single one. We worked with the criterion that
conjoined VPs are split in separate EDUs if only the subject NP is elided in the second
VP

e Embedded EDUs: For technical reasons, the Potsdam Commentary Corpus annotation
had not marked center-embedded discourse segments; and, in general, different RST
projects treat them in different ways. In SDRT, however, they are routinely marked
as separate EDUs. In the interest of compatibility with other projects, we decided to
build two versions of RST trees for texts with embedded EDUs: One version ignores
them, while the other splits them off and uses an artificial ‘Same-Unit’ relation to
repair the structure (cf. [Carlson et al.[[[2003]]).

As a result of the finer segmentation, 83 ADUs not directly corresponding with an EDU
have been split up, so that the final corpus contains 680 EDUs.

5.4.3 Annotation procedure
ARG

The argumentation structures based on ADUs are already annotated in the corpus. What
remains to be done is to apply the new, more fine-grained segmentation into EDUs to the se-
rialized argumentation structures. This amounts to introducing a joint’-node as the parent
node of all adjacent EDUs that are supposed to constitute a single ADU, and then grounding
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the ADU in this joint node. See Chapter [3.5|for details. This process was applied automat-
ically.

An example argumentation structure is shown in Figure but note that for the sake
of brevity of the discourse structure comparison it is a text where the ADU segmentation
was already in accord with the EDU segmentation.

RST

The RST annotations have been created according to the guidelines [[Stede], |2016b]] that
were developed for the Potsdam Commentary Corpus [[Stede and Neumann, 2014, in Ger-
man]. The relation set is quite close to the original proposal of Mann and Thompson![|1988]]
and that of the RST websiteﬂ but some relation definitions have been slightly modified to
make the guidelines more amenable to argumentative text, as it is found in newspaper com-
mentaries or in the short texts of the corpus we introduce here. Furthermore, the guidelines
present the relation set in four different groups: primarily-semantic, primarily-pragmatic,
textual, multinuclear. The assignment to ‘semantic’ and ‘pragmatic’ relations largely agrees
with the subject-matter / presentational division made by Mann / Thompson and the RST
website, but in some cases we made diverging decisions, again as a step to improve applica-
bility to argumentative text. For example, we see EVALUATION as a pragmatic relation and
not a semantic one. ‘Textual’ relations cover phenomena of text structuring; this group is
motivated by the relation division proposed by Martin| [[1992]], but the relations themselves
are a subset of those of Mann / Thompson and the website (e.g., LIST, PREPARATION). Fi-
nally, the ‘multinuclear’ relations are taken from the original work, with only minor modifi-
cations to some definitions. The annotation procedure explained in the guidelines suggests
to prefer pragmatic relations over semantic ones in cases of ambiguity or doubt, which is
also intended as a genre-specific measure.

All RST annotations on the microtext corpus were done using the RSTToo An example
annotation is shown in Figure[5.6¢,

In the resulting corpus, there are 467 instances of RST relations, hence on average 4.13
per text. The most frequent relation is by a large margin REASON (178 instances), followed
by CONCESSION (64), LIST (63), CONJUNCTION (44), ANTITHESIS (32), ELABORATION (27),
and CAUSE/RESULT (22); other relations occur less than 20 times.

SDRT

The SDRT annotations were created following the ANNODIS annotation manual [Muller
et al.,[2012b[] which was based upon |Asher and Lascarides [[2003[]. The amount of informa-
tion about discourse structure was intentionally restricted in this manual. Instead it focused

‘http://www.sfu.ca/rst
*http://www.wagsoft.com/RSTTool/
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essentially on two aspects of the discourse annotation process: segmentation and typology
of relations. Concerning the first, annotators were provided with an intuitive introduction
to discourse segments, including the fact that we allowed discourse segments to be embed-
ded in one another as well as detailed instructions concerning simple phrases, conditional
and correlative clauses, temporal, concessive or causal subordinate phrases, relative sub-
ordinate phrases, clefts, appositions, adverbials, coordinations, etc. Concerning discourse
relations, the goal of the manual was to develop an intuition about the meaning of each
relation. Occasional examples were provided, but we avoided an exhaustive listing of possi-
ble discourse markers that could trigger a particular relation, because many connectives are
ambiguous and because the presence of a particular discourse connective is only one clue
as to what the discourse relation linking two segments might be. The manual also did not
provide any details concerning the structural postulates of the underlying theory, includ-
ing constraints on attachment (the so-called ‘right frontier’ of discourse structure), crossed
dependencies, and more theoretical postulates. The goal of omitting such structural guide-
lines was the examination of whether annotators respected the right-frontier constraint or
not [[Afantenos and Asher, [2010]. For the purposes of this annotation campaign we used
the Glozz annotation tool [

One structural feature that distinguishes SDRT graphs from RST trees is the presence of
complex discourse units (CDUs). CDUs are needed in SDRT in order to give an explicit
representation of the exact scope of a discourse relation in the discourse structure. If an
argument of a discourse relation involves several EDUs and perhaps even a small discourse
structure, we need to group them together to form a single argument for the relation. As an
example, consider the SDRT structure shown in Figure Elementary Discourse Units
are designated with numbers (1 through 5) while Complex Discourse Units are represented
by 7, and 74, dashed lines indicating member-hood in a CDU.

The SDRT corpus contains 669 EDUs, 183 CDUs, and 556 relations. The most frequent
relations are CONTRAST (144), ELABORATION (106), CONTINUATION (80), RESULT (76), Ex-
PLANATION (55), PARALLEL (26), and CONDITIONAL (23), while the rest had fewer than 20
instances.

5.4.4 Corpus delivery

The corpus is published onlin and freely distributed under a Creative Commons BY-NC-
SA 4.0 International Licenseﬂ The finer-segmented argumentation structures are stored as
before in the Potsdam Argumentation XML format (PAX). RST structures are serialized in

Shttp://www.glozz.org
"https://github.com/peldszus/arg-microtexts-multilayer
Shttps://creativecommons.org/licenses/by-nc-sa/4.0/
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the RSTTool’s ‘.rs3’ XML format. SDRT graphs are given in the XML representation of the
Glozz annotation tool. In addition, the pure unsegmented text is made available.

5.4.5 A common dependency format

In the following, we propose a common dependency format which all three annotation lev-
els are converted to. In our case, dependency structures are graphs whose nodes represent
the EDUs and whose arcs represent the discourse relations between the EDUs. Given this
representation, it will be easy to compare and map to each other the different discourse
structures.

Motivation

Calculating correlations between argumentation and discourse as well as between the two
discourse corpora themselves requires converting the annotations from their tool-specific
XML formats (RSTTool, Glozz) into a common format. This is not an easy task since the two
theories have fundamental differences at least as far as scoping of relations is concerned. We
consider dependency structures as a reasonable candidate for a common format capturing
the structures of RST and SDRT, as it had also been proposed earlier by|Danlos|[2005]]. This
is further facilitated by the fact that—with the exception of embedded EDUs in SDRT, for
which we used the Same-Unit ‘relation’ in RST—both annotations use the same EDUs.

Furthermore, future experiments on discourse parsing and argumentation structure anal-
ysis can be facilitated by using a common format for all annotations; however, we need to
be cautious when it comes to theory-specific discourse parsing, since the mapping between
the theories is not one-to-one, as we will see.

From Discourse Structures to Dependency Structures

For the argumentation structures, a dependency conversion has already been presented
in the previous section (5.3.1). In case every ADU corresponds to exactly one EDU, the
conversion can be used as defined. This is the case in our example (see the dependency
conversion of the argumentation graph in Figure[5.6b). If, however, there is an ADU in the
graph that consists of multiple EDUs, the many-to-one relation between EDUs and ADUs has
to be considered in the dependency conversion. For this, the procedure is augmented by a
rule that translates ADUs spanning over multiple EDUs (represented through the joint-node)
into flat left-to-right JOIN relations, with the leftmost EDU being the head of the original
argumentative relation of the ADU. An example of this is shown in Figure analogous
to the initial ADU-based dependency conversion example. Note that in consequence of the
procedure, the leaves of this dependency tree are not ADUs anymore, but of course EDUs.
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Figure 5.5: Example dependency conversion of micro_b001 in EDU segmentation.
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For the rhetoric structures we follow the procedure that was initially proposed by Hirao
et al.|[2013]] and later followed by Li et al.|[[2014b]]. The first step in this approach includes
binarizing the RST trees. In other words we transform all multi-nuclear relations into nested
binary relations with the leftmost EDU being the head. Dependencies go from nucleus to
satellite. For illustration, a dependency structure for the RST tree is shown in Figure [5.6d}

Concerning the SDRT graphs, predicting full SDRSs with CDUs has been to date impos-
sible, because no reliable method has been identified in the literature for calculating the
CDU membership relation. Instead, most approaches [for example Muller et al., 2012a}
Afantenos et al., [2015| Perret et al., 2016[] simplify the underlying structures by a head re-
placement strategy that removes nodes representing CDUs from the original hypergraphs
and replacing any incoming or outgoing edges on these nodes on the heads of those CDUs,
forming thus dependency structures and not hypergraphs. We adapted this strategy here.
It should be pointed out that the expressive capacities of SDRT outrun those of theories
that require tree-like discourse structures, and |Afantenos et al.|[[2015]] have shown that this
expressive capacity is needed for multi-party dialogue. For the purposes of this study, nev-
ertheless, with a corpus of short monologue texts, this restriction is acceptable. The result
of the transformation for the example text is shown in Figure

Itis important though to note that those transformations are not one-to-one, meaning that
although transforming RST or SDRT structures into dependency structures always produces
the same structure, going back to the initial RST or SDRT structure is ambiguous. This
is different from the dependency conversion of the argumentation structures, where we
argued that it is indeed reversible if some conditions are met and the relation set is not
reduced (see Section|5.3)).

5.4.6 Conclusions

Our triply annotated corpus, with discourse annotations in the style of RST and SDRT and
with an argumentation annotation, opens up several interesting lines of research that can
now be pursued. Studying the connections between these theories is facilitated by the fact
that we have transformed all structures into a common dependency format on the basis
of a harmonized discourse segmentation. This way, it is possible to bring the study of the
relation between RST and SDRT on empirical grounds, which has been advanced only on
the theoretical side (for example by [Venant et al.| [[2013]] who provide a common logical
representation and prove what correspondences are possible).

Moreover, we can now study how argumentation graphs map onto discourse structures
and vice-versa. We believe this will be an important step to a better understanding of
how various argumentation forms depend on discourse structure and, more generally, how
argumentation is linguistically realized.
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conversion in the right column.
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Similarly, the extended corpus offers various possibilities for future work on the appli-
cation side. With the EDU segmentation we can now define argumentation models that
learn how to map EDUs to ADUs, or we can directly integrate the argumentative segmen-
tation into the structure building process by considering the JOIN relation to be part of the
argumentation structure. We will study this later in Chapter [6.7} Unfortunately, the fine-
grained segmentation is still missing for German and we will have to leave it for future
work. Furthermore, we can start to exploit discourse structure for argumentation mining,
either by extending a model for argumentation with features that prove to be successful in
discourse parsing of the input, or with features that represent aspects of predicted discourse
structures. A third alternative is to even aim to learn argumentation structure directly from
discourse structure, something we will attempt in Chapter Out of the scope of this
work, but nonetheless an interesting path for future research, is the question as to whether
different discourse structures of the same text could be learnt jointly.
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5.5 Conclusions

In this chapter, we have presented the ‘microtext’ corpus, which we will use in our experi-
ments in automizing the recognition of argumentation structure. It is the first parallel cor-
pus of argumentation (with a German and English version) and the first corpus annotated
according to multiple theories of global discourse structure:

e In Section[5.2] we reported on the creation, translation, and annotation of the corpus

and provided statistics of the variety and the linguistic realisation of argumentation
structure in the corpus.

e We then showed in Section[5.3/how to transform the annotated argumentation struc-

tures to dependency structures. This was achieved through a mapping that is lossless
under the given constraints and allows us to simplify the more complex properties
of the argumentation graphs. This transformation enables us to use standard algo-
rithms and tools for dependency trees. Furthermore, we discussed a transformation
that reduces the set of relations used in the dependency trees and motivated in which
situations it would be useful.

In Section|5.4} we introduced further annotations layers of the microtext corpus, most
importantly, two additional discourse structure annotations according to RST and
SDRT. These parallel annotations and the common dependency format invite to study
the interrelations of argumentation structure, RST and SDRT. Moreover, we are now
enabled to test whether and to what extent argumentation structure can be learned
from RST or SDRT structures. Finally, the new annotation layers are based on a more
fine-grained segmentation of the texts into EDUs, which also has been applied to
argumentation structures. This should help us to derive models that directly work on
the output of EDU segmenters.

Finally, we want to briefly summarise and name the different transformed versions of the

argumentation structure layer of the corpus we now have at hand:

e microtext-graph-ADU: the corpus in its original ADU-based annotation represented

as argumentation graphs; available in German and English;

e microtext-graph-EDU: the corpus in its extended EDU-based annotation represented

as argumentation graphs; available in German and English;

e microtext-dep-ADU-full: the corpus converted to ADU-based dependency trees, with

the full label set; available in German and English;

e microtext-dep-ADU-reduced: the corpus converted to ADU-based dependency trees,
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¢ microtext-dep-EDU-full: the corpus converted to EDU-based dependency trees, with
the full label set; available only in English;

e microtext-dep-EDU-reduced: the corpus converted to EDU-based dependency trees,
with the reduced label set; available only in English.

After having defined our scheme, validating it in annotation experiments, and using it
to create a resource with argumentation structures, it is now time to investigate how these
argumentation structures can be automatically recognised from text.
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6 Automatic Recognition of Argumentation
Structure

After first having identified a theory of the structure of argumentation, devising and evalu-
ating an annotation scheme, and creating a corpus annotated with argumentation structure,
we now face the aim of this work: automatically deriving argumentation structures from
text.

This chapter will present different studies, approaching this problem from different views.
The first study, presented in Section [6.3] will start with local models of different aspects of
the argumentation structure. Section elaborates on one of these aspects, the argu-
mentative role of the opponent, in comparing the predictability of objections in our short
microtexts as well as in ProCon commentaries. We will then combine the predictions of lo-
cal models in a global model of the argumentation structure, the “Evidence Graph” model,
which is the proposed approach of this thesis, in Section An improved version of this
model is shown in Section and compared against other structure decoders proposed
in the literature. The approach is then used in Section to predict more fine-grained
argumentation structures. Finally, in Section we will demonstrate that this approach
can also be applied to other problems of predicting argumentation structure, exemplified
for the task of mapping rhetorical structures to argumentation structures. But before we
report on these studies, we will again lay down the related work and our methodology.

Previously published material

Section has been published as [Peldszus, [2014]]. The study in Section [6.4] was first pre-
sented in [Peldszus and Stede, |2015b]]. The Evidence Graph model covered in Section
has been published as Peldszus and Stede|[2015a]]. The improved version of the model and
the comparison with other decoders, that is presented in Section is joint work with the
colleagues from Toulouse [Afantenos et al., under review]]. My main contributions in this
study were (i) improving the base models by exchanging and extending the features, (ii)
assisting in the development of the ILP constraints, and improving the decoder interface
and (iii) evaluating the results. The results in Section have not been published yet.
Section finally, was published in [Peldszus and Stede, 2016b[]. Here, my main contri-
bution was the experiment on predicting argumentation structures from the annotated RST
structures.
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6.1 Related work

In this overview of related work, we will focus on tasks of argumentation mining that are
closely related to the goal of this work: predicting the structure of argumentation. As pre-
sented in Chapter this amounts to the tasks of ADU identification, ADU classification,
relation identification, and relation classification. We will thus not consider work on e.g.
the prerequisite step of identifying persuasive texts on a document basis, or ultimately on
reconstructing enthymemes. Also not covered here are information retrieval oriented ap-
proaches such as retrieving supporting or opposing claims or opinions for a given claim
from a larger database, or approaches focusing on the question as to whether a document
or a single claim addresses or adheres to a given prompt or not.

6.1.1 Early work

One of the earlier studies on computational argument analysis with natural language un-
derstanding is that of |Cohen| [[1983, 1987a,b]. She investigated strategies of serialising
arguments in text and presented a model which incrementally processed the propositions
of the argumentation, and consecutively built a tree structure representing the argumen-
tation. The default construction procedure produced claim-first or claim-final argument
chains. Cue phrases (connectives or phrases such as ‘in addition’ or ‘as a result’) were re-
quired to signal non-default moves that yield parallel or flipped structures. However, the
mechanism relied on an ‘evidence oracle’, which hints to the model whether one proposi-
tion is evidence for another proposition. A prototypical implementation for this component
was later sketched by Young and Cohen|[[1991]. It required extensive logic modelling. The
prerequisite of robustly translating natural language to predicate logic was not addressed,
however.

A cognitive modelling approach was taken by Alvarado et al.| [[1986]], /Alvarado [[1990],
who presented a model of text comprehension of editorial text in a political-economical
domain. The system heavily relied on logical representations of domain knowledge, goals,
plans, and strategies. Using the output of a semantic parser the model inferred a represen-
tation of the author’s beliefs and integrated them in an argument map. On the basis of this
representation, the comprehension system then derived answers to a posed question about
the author’s beliefs and reasoning. The model was exemplified on two short fragments of
actual editorials. For applying it to new texts, an extensions of the conceptual and the the-
matic knowledge base would be necessary. It should be noted, though, that the main aim
of this work is to understand the cognitive requirements of processing arguments (in terms
of processes and knowledge structures), especially for refutations and accusations, rather
than providing a model of the natural language of arguments.
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The advent of the renewed interest in recognising argumentation structures from text is
closely connected to the dissertation of Mochales Palaul[[2011[] and the influential articles of
Moens et al.[[2007]], Mochales Palau and Moens|[[2009]], Mochales and Moens|[2011]]. They
not only coined the term argumentation mining, and were the first to fully automatically
derive argumentation structures from unseen text (to be precise from court decisions of
the ECHR corpus), but also presented the first results on the AraucariaDB [Reed et al.,
2008], which was the first larger and publicly available annotated resource for natural
language argumentation. Since then, argumentation mining has become a very active line
of research.

In the following, we will first review related work separately for the steps associated with
argumentation mining, following the characterisation of the problem from Chapter|[1.2] as
far as they can be separated. We will then show related approaches that tackle the full
problem.

6.1.2 ADU identification

Approaches to identify argumentative units can roughly be divided into those aiming for full
sentence units, for clause-sized units or those allowing free token-spans. Some approaches,
which integrate this with other classification tasks, are presented separately later on.

Moens et al. [2007]] performed machine learning to distinguish between argumenta-
tive and non-argumentative sentences. As features they proposed n-grams, adverbs, verbs,
modal, word-pairs, text statistics, punctuation, argumentative discourse markers, depth of
parse tree, and number of subclauses. Multinominal naive Bayes and maximum entropy
models were used for classification, with an accuracy of 73% on the AraucariaDB and later
with an accuracy of 80% on the court decisions of the ECHR corpus [Mochales Palau and
Moens), [2009]].

Binary classification of sentences (or multiple sentences) into having an argumentative
role or not was also the focus of [Florou et al.| [[2013[]. On a smaller corpus of 400 Greek
sentences from an environmental rulemaking domain, they compared feature sets with dis-
course connectives and various morphological properties such as tense and mood; the latter
turned out to be very important. Their decision tree model yielded best results when com-
bining connectives with tense and mood.

Song et al.|[2014]] aimed to classify whether a sentences addresses a critical question of an
argumentation scheme (in the sense of Walton) and can thus be considered argumentatively
relevant, or does not allude to an aspect of an argumentation scheme and can thus be
considered to be irrelevant for argumentation. They trained a logistic regression model on
a dataset with 600 student essays about policy decisions, using n-grams, POS-tags, sentence
length, and position and word overlap with the essay prompt as features. Their model
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scored with k=0.44, in comparison to the human annotator performance of k=0.60 in this
task.

Although sentence-based approaches are by far the most common, some work also uses
clause-based segments. An example is the the experiment of Mochales Palau and Moens
[2009] on the ECHR corpus. As a preprocessing step for distinguishing premises from con-
clusions, they constructed their classification items as clauses, obtained from a syntactical
parser, and classified them as argumentative or not using the maximum entropy model de-
scribed above. Although the performance of this model was assessed for sentence-length
units, the segment-length units and the impact of automatic clause-splitting was not evalu-
ated separately. Apart from this, we are not aware of any work focusing on argumentative
segments as clauses or EDUs exclusively. There are, however, approaches that combine
clause-based segmentation with other classification task (see below).

An interesting take on argumentative relevance based on free token-spans was presented
by Lawrence et al./[[2014], who determined argumentative relevance as the result of a struc-
ture prediction process. They first trained two token-based Naive Bayes models to predict
opening and closing segment boundaries. As a second step they used semantic distance
measures between a predicted segment and its predecessor of a LDA topic model to derive
a non-directed hierarchical structure. Segments which do not exceed a specified similarity
threshold to any preceding segment, are considered non-relevant for the argument and are
not integrated into the structure.

6.1.3 ADU classification

We now turn to segment type classification, where segments of clause or sentence size, or
similar token-spans are labelled with categories that are relevant to the analysis of argumen-
tation. Different type-systems have been proposed for different purposes, including their
role in argumentation structure (claims, premises), their role in the text (central claim/the-
sis or not), their rhetorical or argumentative function in the text (supporting, attacking),
their verifiability, their dialectical relation to the main claim (the roles of proponent versus
opponent), etc. We will consider examples for each of them.

For legal texts of the ECHR corpus, Mochales Palau and Moens| [2009]] demonstrated in
their influential work how to classify the segment of a text into premises and conclusions.
The SVM model takes as input clauses that have been predicted to be argumentative using
the Maximum Entropy model described above. They obtain an F-score of 74% for conclusion
and 68% for premise. As features they used among others: subject type, main verb tense,
main verb argumentative types, rhetorical cue phrase classes, argumentative cue phrase
classes, and a contextual feature with the prediction for the previous and next segment.
They also report results of a CFG (used for predicting full argumentation structures; see
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below) for only the segment type classification, reaching somewhat lower scores with 67%
for conclusion and 64% for premises.

Eckle-Kohler et al.|[[2015]] experimented with different discourse marker resources. Using
the premise versus conclusion classification task on gold argumentative units in German
newspaper text, they found that discourse markers alone help to beat a majority baseline,
but that lists of non-open-class words and unigrams still significantly outperform discourse
markers only.

We already stressed the importance of correctly identifying the central claim or conclu-
sion of a text. In the domain of student essays, this overlaps with the task of identifying
the thesis and also the possibly thesis-restating text-final conclusion. [Burstein and Marcu
[2003]] proposed a decision-tree classifier using boosting, with positional features, cue
words, and features extracted from automatic RST discourse parses. In a topic-independent
evaluation, the approach reached an average F-score of 54% for thesis and 80% for conclu-
sion segments. Kwon et al.| [2007] identified subjective main claims in public comment on
rule-making proposal in the environmental domain. Using n-grams, counts of positive and
negative subjective words, position in text, and main verb predicate triples from a parser,
their boosting model obtained an F1-score of 55%.

The rhetorical function of a segment is classified in the argumentative zoning approach-
es [Teufel and Moens, [2002]], where certain coarse-grained patterns of argumentation in
scholarly papers can be captured (see also Chapter [2.2.1)). Teufel and Moens for example
implemented classification using a naive-Bayes approach. The performance differs widely
between the zones: F-measure ranges from 26% for Contrast to 86% for Own. One zone that
is of relevance to argument mining is that of criticism/contrast sentences where a precision
of 57% and recall of 42% was achieved. Various features have been used, which can be
taken as inspiration also for the purposes of argumentation mining: These include position
and length of sentences, cue phrases and formulaic expressions, morpho-syntactic features
(voice, mood, tense, modality), verb classes, and contextual features. A maximum-entropy
based model for end-to-end zoning was presented by [Teufel and Kan|[[2011]]. In a similar
task, [Liakata et al.|[[2012]] used SVMs and CRF-based models. |Guo et al.|[[2013[] improved
over such feature rich approaches further by including declarative expert knowledge as
additional constraints on the prediction.

Park and Cardie|[[2014]] focused on supporting segments in a corpus of user comments to
policy proposals, and classified which type of evidence is presented in the segment. Using
multiclass SVMs they achieved a macro-averaged F1-score of 69% for three classes. They
contrast an n-gram baseline with a carefully selected feature set compromising POS-tags,
sentiment counts, speech-verbs, imperative, emotional expressions, tense, and person. An
extension of this work is [[Park et al., |2015]], where the problem is tackled as a sequence
labelling task using CRFs. The results indicate that CRFs perform worse than the prior
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SVM model, but can be extended with posterior constraints to yield comparable results in
a semi-supervised setting with only 75% of the training data.

Stance classification might also be of interest for us, although most work typically fo-
cused on identifying the pro or contra stance of the whole document to a prompt [[Hasan
and Ng, 2013, [Faulkner, 2014, Persing and Ng, 2016b]]. Instead, the stance of a discourse
segment towards the central claim of the text could be interesting in order to identify pos-
sible objections and thus the dialectical role of an argumentative unit.

Looking beyond the argumentation mining literature, elaborate approaches to subjectiv-
ity analysis are also relevant to us, as found in the appraisal theory of Martin and White
[2005]], whose multi-dimensional analysis also covers a speaker’s consideration of conflict-
ing standpoints. Appraisal is a very comprehensive scheme that is difficult to annotate
[Read and Carroll, 2012a]]; thus its automatic classification is hard, as experiments by|Read
and Carroll [2012b]] showed. The task of identifying the dialectical role addressed here can
be considered a subproblem of appraisal analysis.

A distinction between claims ‘for’ and ‘against’ the central claim could also be modelled
on the corpus of student essays used by |Stab and Gurevych [2014b]]. Of the paragraph
claims, 365 are marked as ‘for’ and 64 as ‘against’. The authors do not report numbers on
the stance of premises. These could be easily inferred by the sequence of supposing and
attacking relations, though. To our knowledge, no work on classifying the dialectical role
of the segments in this corpus has been published yet.

6.1.4 Argument identification and classification

In some research, argument identification and segment type classification have been mar-
ried in a single classification task.

Rooney et al. [2012]] addressed argument identification and segment type classification
in one task, working on the AraucariaDB dataset. Their model predicts whether a sen-
tence is non-argumentative, serves as a premise, as the final conclusion, or intermediary
as both premise and conclusion. They proposed a SVM with a sequence kernel to model
context. They related their results to [Mochales Palau and Moens, [2009]], but the compari-
son is difficult to establish: For segment type classification Mochales and Moens worked on
the ECHR corpus, not on AraucariaDB. For argument identification the results are not pro-
jected to the binary distinction of argumentative or not. Rooney et al. reported an overall
accuracy of 65% for the whole task, but the class-wise accuracies are quite low for the non-
argumentative class with only 40% (which is nevertheless balanced against argumentative
instances). Scores for conclusions are even below this with around 30%, but here the label
distribution is very skewed.

Ong et al.|[[2014] presented a simple rule-based algorithm developed for student essays.
Their task included the recognition of sentence types (CurrentStudy, Hypothesis, Claim,
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Citation, Support, and Oppose). Also, no type can be assigned, being somewhat equivalent
to non-argumentative. The authors used eight hand-coded rules performing string matching
using connective lexicons, word lists and citation patterns. It remains to be shown how well
these hard-coded features will generalise to other text genres. In the lack of annotated data,
the procedure was not intrinsically evaluated, but was instead used as an extra feature for
essay scoring.

Stab and Gurevych| [[2014a]] also combined ADU identification and classification in one
multi-class task when modelling argumentation in student essays. They classified segments
of clause or sentence size into non-argumentative, premises, claims (of the paragraph), and
major claims (of the text). The macro average F-score for all classes is 73%, the F-score for
the claim 54% and for the major claim 63%. Non-argumentative segments are quite well
detected with an F-score of 88%. Nguyen and Litman| [[2015[] improved over these results by
replacing n-gram and unlexicalised grammar rule features with those restricted to a domain-
specific and an argumentation-specific vocabulary, which has been extract from LDA topics
over a larger collection of similar essays. |[Nguyen and Litman| [2016], finally, proposed
additional features: word overlap with preceding sentences and the essay title, indicators
for comparative and superlative adverbs, plural first person pronouns, and lightweight dis-
course relations tags. They obtained further improvements in a domain-independent, cross-
topic validation. |Liebeck et al.|[[2016]] had a similar multi-class task setup, but worked on
a German dataset of comments from an online participation project.

Goudas et al.[[[2015[] used a two-stage strategy to identify argumentative units in a corpus
of web text on renewable energy sources in Greek language: Sentences are classified as be-
ing argumentative or not using (amongst others) logistic regression models. They proposed
several new features, such as counts of adjectives, of relevant named entities in the previ-
ous sentences, as well as probabilities of words and POS-tags from only argumentative or
only non-argumentative language models. A CRF model then predicted the token-spans of
premises, expressed in sentences which have been marked as argumentative, while claims
are reported to be typically left implicit in these texts, only signalled as positive or negative
attitudes towards entities. In order to improve this fine-grained CRF model, Sardianos et al.
[2015]] proposed to use distributed word representations.

Habernal and Gurevych| [2015]] classified sentences into the roles of a modified Toul-
min scheme (Backing, Claim, Premise, Rebuttal, Refutation) or non-argumentative. The
token-span annotations were first projected to the sentence level. A sequence model then
predicted begin- and inside-markers for all five roles as well as the outside marker on the
sentence level. The predictions were then mapped back to the token level begin/inside/out-
side encoding for evaluation. In addition to a rich feature set, the authors proposed to use
the distance between input sentences and clusters of vector space representations, which
were derived from unlabelled texts from debate portals in an unsupervised fashion. These
prove to be helpful across different genres and different domains.
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6.1.5 Relation identification

The first approach for identifying relations between argumentative segments from natural
language input was presented by [Mochales Palau and Moens| [[2009]]. Although they used
machine-learning classifiers for the tasks of argument identification and segment type clas-
sification, their approach to connect the clauses of a text from the ECHR corpus in a full
argumentation structure is inspired rather by a symbolic, grammar-oriented view. They de-
fined a CFG that consumes important cue words and words of arbitrary clauses, identifies
the non-terminal constituents as premises or conclusions, and connects them in a (recur-
sive) tree-structure spanning over the whole document, which is intended to represent the
argumentation structure. The authors reported an accuracy of 60% in detecting these struc-
tures.

Only recently, data-driven approaches have been applied. [Lawrence et al.| [[2014]] con-
structed tree structures on philosophical texts using unsupervised methods based on topical
distance between the segments. The relations in the tree are neither labelled nor directed.
Unfortunately, the method was evaluated only on a few annotated items.

Finally, [Stab and Gurevych, 2014al] presented a supervised data-driven approach for
relation identification. They predicted attachment for pairs of argumentative segments of
a student essay’s paragraph in order to determine whether they should be connected in
a potential argumentation structure. They obtained a macro F1 score of 72%, and a F1
score of 52% for positive attachment. Note that only pair-wise decisions are made, no
overall structure is predicted, and no decoding is used to optimise global predictions per
paragraph or text. Nguyen and Litman| [[2016] improved over these results, using (again)
the LDA-based argumentative/domain vocabularies and through non-overlapping context
windows over the source and the target segments.

6.1.6 Relation classification

One study explicitly on classifying argumentative relations was reported on by |[Feng and
Hirst|[2011]]. They classified pairs of premise and conclusion from the newswire section of
AraucariaDB text into a set of five frequently used argumentation schemes [[Walton et al.,
2008]]: Argument from example, from cause to effect, from consequences, from verbal clas-
sification, and Practical Reasoning. Their model used some general features modelling the
absolute and relative position of premises and conclusion, the ratio of length of premise and
conclusion, and the number of premises. In addition, the type of argumentation structure
— whether it is linked or convergent — needs to be supplied to the classifier. Also, scheme-
specific features are added, which consist mainly of particular cue phrases, and a few other
measures. In one-against-others classification, the system yielded best average accuracies
of over 90% for two schemes, while for the other three schemes the results were between
63% and 70%.
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Nguyen and Litman| [2016[] also modelled the more coarse-grained distinction between
supporting and attacking relations for a pair of source and target segment on the student
essay corpus [|Stab and Gurevych, 2014b]]. Using two feature sets (topic words and window
context, described above) they achieved best results and improved over a baseline with
word-pairs and syntactic production rules.

6.1.7 Approaches of argumentation structure recognition

We will now focus on related work that combines most if not all of the above presented
tasks of argumentation mining, but at least ADU classification and relation identification.
We will also briefly highlight our own contributions that have already been published, to
outline the chronology in this fast moving field. They will be presented in more detail later
in this chapter. A summary of the related work presented in this subsection is given in
Table

The first model that predicted full argumentation structures on text is certainly the con-
text free grammar (CFG) model of[Mochales and Moens|[[2008]], Mochales Palau and Moens
[2009]]. Many aspects that have been described above as different subtasks of argumenta-
tion mining are tackled in their work by one grammar. The predicted trees have constituents
labelled as decisions, premises and conclusion, or as non-argumentative. Constituents are
of sentence-size, although determining the constituent type requires the recognition of cue
words and phrases at token level. The tree structure represents argumentative relations be-
tween premises and conclusions, including serial and convergent structures. Relation types
are not represented in the tree, although there is at least indirectly a distinction made be-
tween premises that come with a supporting cue word and those that exhibit a contrastive
cue word.

A technically more powerful grammar-based approach was taken by |Saint-Dizier|[[2012]]:
On the basis of a logic-based grammar language, which was designed to extend linguis-
tic analysis from sentence to discourse level, the system can determine the boundaries of
various types of spans and embed them to form nested discourse structures in a constraint-
driven way and also handle dislocated structures. Experiments with different argumenta-
tion genres and phenomena have been conducted, yielding promising results. In [Saint-
Dizier, [2012]], warnings and their justifications, as well as advices and their justifications
have been predicted in instructional text. (Garcia Villalba and Saint-Dizier|[[2012]] explored
evaluative expressions in product reviews and their connections to coherence relations
which could be interpreted as argumentative support. Kang and Saint-Dizier| [[2014]] mined
requirements in instructional text and developed the idea of an ‘argument component’,
which is a cluster of argumentative active segments around one main claim in otherwise
oftentimes largely non-argumentative text [see also |Saint-Dizier and Kang, 2016]]. While
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tasks/architecture

approach text genre input BD AI AC RI RC fullstructure end-to-end
Mochales Palau and Moens|[2009] court decisions sentence ¢—&—— Ng

Kang and Saint-Dizier|[|2014] instructional token v

Lawrence et al.|[[2014] phil. text token e—®._—o W)

Peldszus|[[2014] microtexts ADU —e—o

Stab and Gurevych|[2014a] student essays ADU ¢ o o

Lawrence and Reed|[|2015] AIFdb token W)

Peldszus and Stede|[|2015a] microtexts ADU v

Stab and Gurevych|[2016]] essays/micro token NG

Persing and Ng|[2016a] student essays clause N N

Table 6.1: Overview of related work: For each approach, we list the text genre, the expected input, a summarising diagram of
the architecture that shows which tasks have been tackled, whether the approach is able to predict full argumentation
structure, and whether it has been evaluated end-to-end. The abbreviations of the tasks are: Boundary Detection, ADU
Identification, ADU Classification, Relation Identification, Relation Classification. The architecture diagram depicts
fully tackled tasks as ® and tasks partially tackled as ©. The following types of interaction are considered: ®—~ ¢
output of left is piped as input to right; *—* left and Emrﬁ are modelled as one task, e.g. in a joint classifier;
the output of left and right is combined according to some heuristic; [* @] the output of left and right is mﬂo_um:%
optimised.

144



technically capable, this model has not yet been applied to derive full document argument
structures (which is why the approach is shown grey in the table).

Our own earlier work [Peldszus, [2014]], which will be presented in Section included
several types of ADU classification, relation identification, and relation classification. These
were also combined to a single joint classifier. The approach assumed identified ADUs
as input. [|Stab and Gurevych, 2014al] worked on ADU identification and classification,
as well as relation identification — relation type classification was not done as the authors
considered only supporting structures. Both approaches have in common that they are data-
driven and classify the units independently without combining them into a larger structure.

Although the approach of Lawrence et al. [[2014] does not involve ADU classification, we
still want to mention it here for its innovative way of identifying ADUs as a result of relation
identification. Note, though, that the predicted structures are neither labelled nor directed,
since the employed topic similarity criterion cannot decide about a direction. This is why we
only depict the relation identification task as ‘partially’ tackled in the overview table. This
approach was later extended in [[Lawrence and Reed, |2015]] to combine three strategies to
predict argumentation structures. In a first step, argumentative discourse indicators were
used to predict support and attack relations between adjacent segments with high precision
butlow recall. Second, argumentative schemes were identified: When all required segment-
types involved in one of two of the considered schemes were predicted, they were connected
according to the scheme. Finally, the similarity-based structure-building (this time using
WordNet similarity, not LDA topics) was used to (undirectedly) connect segments which
have not been connected in the first two steps. Evaluated on a small fragment of AIFdb,
this combination of strategies was shown to yield improved results compared against each
strategy alone. The evaluation was carried out on gold segments. This model can be seen as
a combination of various overlapping approaches to partly predict segment types, relations,
and relation types. The authors furthermore propose to integrate boundary detection and
argument identification in the same manner as in their prior work.

Our subsequent work [Peldszus and Stede, 2015a], which will be presented in Sec-
tion introduced the “evidence graph” model, which jointly predicts aspects of argu-
mentation structures for all tasks except argument identification and derives one globally
optimal, full argumentation structure. This was achieved by combining the predictions of
multiple local models into one graph and using the Minimum Spanning Tree (MST) algo-
rithm to decode the optimal structure. The joint prediction also had a positive impact on
the classification evaluated on separate levels.

Stab and Gurevych| [[2016]] also proposed a model that jointly models multiple tasks. In
their case, the predictions of a base classifier for segment type (major claim, claims and
premises) and for relation identification were combined in an Integer Linear Program (ILP)
together with constraints on possible solutions, which is then solved to yield the optimal
structure. The classification of the relation types support and attack (in their terms ‘stance’)
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was not covered in the joint modelling, contrary to our model, but can be regarded as a fol-
lowing step in a pipeline. The authors also offered a CRF model for ADU identification
based on token-spans which yielded promising results. The structure prediction was evalu-
ated on gold segments, though. Their approach has primarily been developed on the corpus
of persuasive essays and evaluation results have been reported for the second release of this
corpus. Furthermore, they report results on our microtext corpus, were they improved in
relation classification, but not in ADU classification and relation identification.

An end-to-end argumentation mining model was presented by Persing and Ng| [[2016al:
Contrary to prior approaches, they evaluated the predictions of a full run through their
models instead of evaluating each task independently with gold input. They worked with
the first release of the student essay corpus [[Stab and Gurevych, 2014b]] and compared
a pipeline system architecture with one using an ILP decoder for joint structure predic-
tion. Their setup of base classifiers was as follows: A simple rule-based segmenter extracts
clauses from automatic parse trees. Similar to several approaches above, the authors com-
bine ADU identification and classification in one task (assigning either major claim, claim,
premise or non-argumentative to each clause). Furthermore, relation identification and
type classification is combined in one task in an innovative way: The classifier assigns for a
pair of ordered segments one of five classes (forward-directed support, backward-directed
support, forward-directed attack, backward-directed attack or no relation). Instead of gen-
erating all combinatorial possible candidate pairs, these are restricted heuristically, thereby
reducing the task complexity in a reasonable way. The classifiers are maximum entropy
models. While the pipeline system only used the 1-best prediction, the ILP decoder made
use of the full probability distribution to satisfy the constraints. The authors showed that
the joint decoding outperforms the pipeline model significantly.

6.1.8 Discourse parsing

Although the discourse structures of RST and SDRT are different from argumentation struc-
ture in important respects (see Chapter [2), it is worth revisiting the literature on automat-
ically parsing these structures, as it is likely that techniques applied there might also be
candidates for recognising argumentation structures automatically.

We will, in the interest of space, not elaborate on advances in shallow discourse parsing
here. Although there is extensive work on recognising local coherence relations, e.g. in
resources such as the PDTB, and especially since it has become a shared task in the CoNLL
2015 and 2016. We refer the interested reader to the results of these tasks [Xue et al.
2015, [2016]). Yet, as explained in Chapter[2.2.2] these models intentionally do not predict
a global structure, contrary to our particular aim in this work.
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RST parsing

An early approach to RST parsing was presented by Marcul [1999]], who applied the tech-
nique of shift-reduce parsing and demonstrated that the sequence of parsing operations can
be learned from an annotated corpus. Several variants of the reduction scheme have been
explored since that early work, e.g., by Subba and Di Eugenio|[2009] who did not learn the
Shift operation but used it as default when no Reduce rule can be applied with a sufficiently
high confidence.

Another bottom-up search strategy was proposed by Hernault et al.|[2010]. They used
two SVM classifiers: One pair-wise classifier to predict the probability of two EDUs being in
relation, and one multiclass relation labeller. The structure is built in a greedy fashion, by
first predicting most likely relations, then labelling it, and continuing to grow the existing
partial tree by consecutive attachments to the partial tree until all EDUs are connected.

Feng and Hirst [[2012]] improved over these results by extending the features to further-
more include segment pair features of syntax to cover syntactic parallelism, contextual fea-
tures of (gold) surrounding discourse relations, discourse production rules, WordNet-based
similarity, and cue phrases. They evaluated a model trained only on intra-sentential in-
stances, one trained exclusively on inter-sentential instances, as well as a hybrid model
trained on full documents.

Two different ways of combining the predictions of inter- and intra-sentential models
have been presented by Joty et al.|[2013}2015]], in their case for CRF classifiers that jointly
model structure and relation labels. The first approach simply assumes that every sentence
corresponds to a well-formed discourse sub-tree, as it is the case mostly, and all subtrees
are then combined in a full discourse tree. The other approach builds on the observation
that when a sentence does not correspond to a well-formed sub-tree in its own right, they
are usually part of the tree of the adjacent sentence. Consequently, the second approach
tries to find the preferred attachment direction of a sentence by comparing the overlapping
predictions between a sliding window of two sentences. The final structures are derived
using an optimal (thus non-greedy) CKY-like bottom-up algorithm. Both approaches of
combining the models were superior to previous work, with a preference for the second
approach.

While optimal parsing algorithms such as the just mentioned are time-intensive for longer
texts and are even considered intractable for very long input documents, a parser that runs
in linear-time was proposed by Feng and Hirst [2014]]. They used separate models for struc-
ture prediction and for relation classification. One set of these models is used for intra-,
another for inter-sentential instances. Additionally, after a sentence- or document-level
tree is predicted, a second pass model for post-editing was applied, which has additional
features based on tree-properties that would not be available in the first pass. All models
are linear-chain CRFs. This greedy approach was shown to yield improvements over afore-
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mentioned work and is very fast. Furthermore, the post-editing step produced significantly
better structures, though at the cost of doubling the processing time, which can be still
regarded acceptable.

Ji and Eisenstein [2014] presented a shift-reduce parser that learns not only the parsing
actions but also a low-dimensional vector-space feature representation of the EDUs, which
replaces the sparse lexical features used in prior approaches. The authors stressed the
need to learn these representations directly from the source data while training the target
task. Using pre-trained word-embeddings instead is not advised, as these might not be tied
to the application of interest and thus might impair the parsing process. They reported
improvements in nuclearity detection and relation classification.

In a similar way, |Li et al.| [[2014a] transform EDUs to abstract feature representations.
They used Recurrent Neural Networks and employed two classifiers, one for structure pre-
diction and one for relation classification. Besides vector representations for the leaf nodes
of the trees, they also recursively represented subtrees that leaf nodes attach to. A dis-
tinction between intra- and inter-sentential segments was not made. The most likely tree
was determined using an CKY-like bottom-up algorithm. Given that only a few extra fea-
tures were used in addition to the learned representations, the approach yielded promising,
comparable results, but it did not outperform previous work.

While most of the presented work focused on parsing RST trees as constituency trees, |Li
et al.| [2014b]] converted them to dependency structures and applied dependency parsing
techniques [McDonald et al., |2005a]]. They tested both MST based decoding, which can
handle non-projective structures (but the converted dependencies are all projective), as
well as the Eisner-algorithm, which will only predict projective structures. The difference
between both approaches was insignificant. For comparison with related work, the pre-
dicted dependency trees were converted back to constituency trees. The authors reported
improvements in nuclearity detection and relation classification, although to a limited ex-
tent. in comparison to [Ji and Eisenstein, [2014]].

SDRT parsing

A first approach to parse SDRT structures in dialogue transcripts and newswire text was
presented by Baldridge et al.|[2007]]. They converted the SDRT graphs to dependency trees
and applied a dependency parser [McDonald et al., 2005a] that uses MST to decode the
globally optimal structure. They showed that this approach is superior to a PCFG baseline.

Muller et al.|[2012a]] compare different decoding approaches, a greedy mechanism, MST,
and A*-search. These are tested on a French corpus of newspaper articles and Wikipedia en-
tries. The authors investigated how linguistically oriented constraints on discourse structure
(such as the right frontier constraint) could be enforced in such a decoding process. Also,
they evaluated a pipeline architecture (where relations are first identified, then labelled)

148



and a joint approach where the predictions of the identification and labelling process are
combined. It was observed that MST and A*-decoders perform best, and that the pipeline
approach worked significantly better than the joint prediction when predicting fully labelled
structures.

Afantenos et al.|[[2015]] used MST decoding for predicting the (dependency converted)
SDRT structures of multiparty dialogues. Similar to the distinction between intra- and inter-
sentential models in RST parsing, they proposed local models for intra- and inter-turn re-
lations. The local model is a maximum entropy classifier that predicts relation labels for a
given pair of EDUs. Since the structure inside a turn is rather sequential, the best scoring
method for intra-turn was not the trained classifier but a heuristic baseline which always
attaches to the previous segment. For inter-turn relations, the MST decoder produced the
best results. Both are combined to a global, document-level model.

Working on the same corpus, Perret et al. [[2016]] improved over previous results by ap-
plying an ILP-based approach, which decodes a globally optimal structure from the local
models for structure and relations classification, using amongst others also domain depen-
dent constraints on the output structure. The authors also investigated different ways of
distributing relations when converting the hyper-graph SDRT structures to (directed acyclic)
dependency graphs. Their system can be considered the first discourse parser that is not
restricted to tree-like structures.

Looking back over the related work from discourse parsing, we find several commonalities

but also some differences with the field of argumentation structure parsing. Faced with the
same problem of predicting a structure that is supposed to fulfil certain constraints, most
of the work defines local models whose predictions are then combined to derive a globally
valid structure. Consequently, there is a choice to be made concerning the decoders, e.g.
between optimal and greedy ones. Other work employs structured learning. Also, although
discourse parsing can be considered an established field, there are quite different strategies
to operationalise the models. The distinction between intra- and inter-sentence, which is
sometimes made for rhetoric parsing, is not yet an issue with argumentation mining, and
it is not clear yet whether it would pay off to make this decision. The move from very rich
and sparse feature sets to more general vector-space representations has certainly been put
on the agenda in RST parsing, but is —with notable exceptions- still in its beginnings in the
field of argumentation mining. We will have to keep these considerations in mind, when
developing our approach to recover full argumentation structures.

6.2 Methodology

All approaches of automatic prediction proposed in this chapter are data-driven, supervised
machine-learning models. We will train classifiers on different aspects of the argumentation
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structure: Similar to the different label sets used for evaluating the annotation experiments
(see Section|4.2.1)), we will extract different label sets from the argumentation structure for
different subtasks of argumentation mining.

When using the microtext corpus in machine learning experiments, we face two problems.
First, the corpus is rather small. This not only restricts the possible selection of machine
learning approaches: Some approaches (as for example deep learning architectures) require
much larger datasets in order to converge, and are thus not applicable in our case. It also has
implications for the experimental setup to reach conclusive results. Second, argumentative
configurations and patterns are not equally distributed in our corpus: For example, there
are more supporting than attacking relations or more proponent than opponent segments,
etc. The distribution of classes a classifier has to learn will be very skewed. This requires a
lot of care when setting up the classifier and evaluating the results.

For a large dataset, it is a reasonable practice to divide it into a fixed training, devel-
opment, and test set before all experimentation, e.g. with a 70/10/20% proportion. The
feature development as well as potential hyper-parameter tuning can be done on the de-
velopment set, the training set is sufficiently large, and the test set can remain a true blind
test set, whose instances are never looked at. However, this practice is not applicable in this
work for two reasons: First, the experimenter was involved in the annotation of the cor-
pus and can thus not be assumed not to know the instances of the test set. More pressing,
though, is the small size of the corpus: A 20% sample for testing or a 10% sample for devel-
opment is likely to miss less frequent but still characteristic phenomena of the corpus (e.g.
relation types, structural configurations, or cues). In other words, the corpus size is too
small to ensure a representative 20% sample. We therefore rely on k-fold cross-validation
(CV) to get an estimate of the model’s accuracy on all instances of the dataset [|Stone, 1974,
Hastie et al., [2013]].

For imbalanced class distributions, the sampling of the instances can be stratified, i.e.
the training and the test sample have a similar class distribution. This way, we can avoid
the undesirable situation where less frequent classes are not represented in the test set and
no score could be computed. Furthermore, cross-validation can be repeated with randomly
different foldings of the data. This allows us to have a larger sample of testing scores, which
in turn leads to better approximations when assessing statistical significance in comparing
different experiment conditions.

In our setting, the ultimate goal is to predict the argumentative structure of a whole para-
graph or text. A stratified folding is likely to split up the classification items of one paragraph
or text across multiple folds in order to maximise the similarity of the individual fold’s cat-
egory distributions, with the caveat that we might not predict and evaluate a connected
argumentation structure in one fold. To overcome this, we propose to use a group-wise
stratification: Classification items of one group (in our case of one text) cannot be separated
in stratification. Instead, the group-wise folding seeks to find sets of groups with similar
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class distributions. In all experimental settings that aim for predicting full argumentation
structures (Sections[6.5][6.6][6.7]and [6.8)), we will use repeated, group-wise, stratified cross-
validation. To allow reproducibility, we have made the resulting train-test-splits publicly
available. In all other experiments, we use repeated, stratified cross-validation only.

For testing the statistical significance of a measured difference between two models for
model selection, we use the Wilcoxon signed-rank test [[Wilcoxon, 1945]]. As advocated by
Demsar| [[2006]], it is less sensitive to outliers and does not assume a normal distribution as
the standard paired t-test. We assume a significance level of a=0.01.

Since we cannot tune the hyperparameters of the models on a designated development
set, we determine the best parameter through an ‘inner’ cross-validation on the training
set. This is also referred to as ‘nested cross-validation’ or ‘double cross’ [|Stone, |1974].
Assume for example a nested 5x4 CV. The outer 5-fold CV, where the classifier is trained
on 4/5 and tested on 1/5 of the dataset, is for evaluation only. The inner 4-fold CV on the
training set of the outer CV is used to find the optimal choice of hyperparameters. Once
the best hyperparameters are found, a model is trained on all training set items with these
parameters and then tested on the test set. This procedure has the advantage that the
performance evaluation is less biased by external factors such as sampling [see (Cawley and
Talbot, |2010], but it evidently comes with a higher computational cost. An experimental
protocol that repeats these nested cross-validations has been presented by [Filzmoser et al.
[2009]].

For measuring the performance of our classifiers, we use the following metrics:

e Accuracy is the proportion of correct decisions over all decisions. In a multi-class
evaluation it is highly biased by the distribution of the class labels.

e The F-measure is the harmonic mean of precision and recall. It focuses only on one
class and takes into account true and false positives and false negatives, but does not
consider true negativesE] We will use this metric for reporting individual class-wise
results.

e In a multi-class setting, even in a dichotomous setting where both classes are of in-
terest, one way to derive a single score is to average the F-scores of the classes. While
micro-averages give equal weight to each classification decision and are thus biased
towards the performance of frequent classes, the macro-averaged F-scores weigh all
classes equally and are thus helpful for determining the performance of the infrequent
classes [Manning et al., 2008]].

e Finally, we will again use the kappa metric, such as Cohen’s x (see Section asa
chance-corrected metric. It will allow us to compare the system’s performance against
that of human annotators and opens up a useful continuum between 0.0 and 1.0 for

IThis is considered a reasonable simplification in the field of information retrieval where this metric originates
from, because only the relevant documents count for information retrieval.
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interpreting the system’s performance: A majority-baseline will score with xk=0.0,
since it relies only on chance agreement, and thus represents the worst noteworthy
baseline in a multiclass setting. Perfect agreement results in k=1.0.

Since all reported scores are the result of repeated CVs, they are averages. Note that we
average over the scores of the train-test splits of all repetitions of CV (not over the already
averaged cross-validation scores). As an example, 10 iterations of 5-fold CV result in 50
different train-test splits and the reported score will be the average score of these 50 splits.

6.3 Study 1: Local models of aspects of argumentation structure

Deriving a full argumentation structure from text is a challenging task: All the subtasks
involved have their own difficulties. Deriving the full structure requires sufficiently accurate
predictions in these subtask in order to be successful, otherwise error propagation might
derogate the results.

The goal of the study presented in this section is to start small: Instead of aiming for full
structure prediction, we will investigate how well local models can capture certain aspects
of the argumentation structure. This will provide us with an understanding of the difficulty
of the various tasks involved in argumentation mining. For this purpose, we will extract
various datasets from the corpus of argumentation structures, e.g. one for distinguishing
proponent and opponent segments, one for the distinction between support and attack, and
even for argumentative relation.

The models tested here are local models in the sense that they make their prediction
without considering a larger context or even an optimal assignment given the whole text.
They will consider only the target text segment itself and its next neighbours.

Our aim here is on the one hand to evaluate features that we found in the discourse
parsing, argumentative zoning, and text mining literature in general, and on the other hand
to test different machine learning algorithms in a rather out-of-the-box setting, without
diving deeper into the individual algorithm’s peculiarities of optimising hyper-parameters.

In the following we will first describe our experimental setup, the extraction of the
datasets for each aspect of the argumentation structure, the features and the classifiers
used, and then compare and discuss the results of the classifiers and the features.

6.3.1 Experimental setup

Data

As our source data we use the corpus of microtexts presented in Chapter |5, the German
version of the original non-transformed microtext-graph-ADU form. As the experiment
reported here was done shortly before the corpus was finalised and published, it uses a
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prior, but near-final version of the corpus. In comparison to the final version, the corpus
used here contains three more microtexts that have been discarded later for not fulfilling the
required constraints (see Section[5.2.1)), and misses only a few corrections of the annotated
argumentation structures. We expect only minimal differences, had this experiment been
done on the final version of the corpus, and thus regard the results serving the goals of this
study.

Task

Similar to the evaluation of the annotation study in Section we extract different
segment-wise label sets from the argumentation graphs, each describing one or more as-
pects of the structure. This gives an overview over the basic label sets and their correspond-
ing classes:

e role: Is the segment of the proponent (P) or opponent role (0)?

e function*: Does the segment present the central claim/thesis (T) of the text, or does
it support (S) or attack (A) another segment? This is the reduced set of argumentative
functions.

e function: Does the segment present the central claim/thesis (T) of the text, does it
support another segment normally (SN) or by example (SE), or does it attack another
segment as a rebutter (AR) or as an undercutter (AU)?

e comb: Does the segment’s function hold only in combination with that of another
segment (C) or does is stand alone (S)?

e target: How far away is the target of the relation away, relative to the position of the
source, encoded as an offset -x... 0... +x. The prefix ‘n’ signals that the proposition of
the node itself is the target, while the prefix ‘r’ signals that the relation coming from
the node is the target.

We not only extract basic label sets such as argumentative role or function, but also
complex ones that combine multiple basic label sets, such as e.g. role+function or even
the full label set role+function+comb+target that covers all information encoded in an
argument graph. Figure[6.I]shows the extraction of these full labels for an example text.

Features

All (unsegmented) texts have been automatically split into sentences and been tokenised by
the OpenNLP—toolﬂ The mate-parser pipeline then processed the tokenised input, yield-
ing lemmatisation, POS-tags, word-morphology and dependency parses [[Bohnet, [2010]].
The annotated gold-standard ADU segmentation in the dataset was then mapped to the

2Apache OpenNLP version 1.5.3, https://opennlp.apache.org/
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[Energy saving light bulbs contain a significant amount of toxins. ]; [A commercially available bulb
may contain for example up to five milligrams of mercury.], [That’s why they should be taken off
the market, )5 [unless they’re unbreakable. ], [But precisely this is unfortunately not the case.]s

(a)

nodeid rel. id full label target
1 1 PSNS (n+2)
2 2 PSES (n-1)
3 3 PT (0)

4 4 OAUS (r-3)
5 5 PARS (n-1)

(b) (©

Figure 6.1: Extracted labels for an example text (micro_d21): the (here English) text seg-
mented in ADUs given in (a), the argumentation structure graph in (b), the
segment-based labelling representation in (c).

automatic sentence-splitting/tokenisation, in order to be able to extract exactly those lin-
guistic features present in the gold-segments. Using this linguistic output and several other
resources, we extracted the following features:

e Lemma Unigrams: We add a set of binary features for every lemma found in the
present segment. Likewise, we extract these in the preceding and the subsequent
segment respectively as a separate feature set, in order to represent the segment’s
context in a small window.

e Lemma Bigrams: We extracted lemma bigrams of the present segment.

e POS Tags: We add a set of binary features for every POS tag found in the present,
preceding and subsequent segment.

e Main verb morphology: We added binary features for tempus and mood of the seg-
ment’s main verb, as subjunctive mood might indicate anticipated objections and tem-
pus might help to identify the main claim.

e Dependency triples: The dependency parses were used to extract features repre-
senting dependency triples (relation, head, dependent) for each token of the present
segment. Two features sets were built, one with lemma representations, the other
with POS tag representations of head and dependent.

e Sentiment: We calculate the sentiment value of the current segment by summing
the values of all lemmata marked as positive or negative in SentiWS [Remus et al.,

2010] ]

3We are aware that this summation is a rather trivial and potentially error-prone way of deriving an over-
all sentiment value from the individual values of the tokens, but postpone the use of more sophisticated
methods to future work.
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e Discourse markers: For every lemma in the segment that is listed as potentially sig-
nalling a causal or contrastive discourse relation (cause, concession, contrast, asym-
metric contrast) in a lexicon of German discourse markers [|Stedel |2002]] we add a
binary feature representing the occurrence of the marker, and one representing the
occurrence of the relation. Note that these are candidate markers, which are neither
manually nor automatically disambiguated. Again, discourse marker / relations in
the preceding and subsequent segment are registered in separate features.

e First three lemmata: In order to capture sentence-initial expressions that might indi-
cate argumentative moves, but are not strictly defined as discourse markers, we add
binary features representing the occurrence of the first three lemmata.

¢ Negation marker presence: We use a list of 76 German negation markers derived
in Warzechal [[2013[] containing both closed class negation operators (negation parti-
cles, quantifiers, and adverbials etc.) and open class negation operators (nouns like
“denial” or verbs like “refuse”) to detect negation in the segment.

e Segment position: The (relative) position of the segment in the text might be helpful
to identify typical linearisation strategies of argumentation.

In total a number of approx. 19,000 features has been extracted. The largest chunks are
bigrams and lemma-based dependencies with ca. 6,000 features each. Each set of lemma
unigrams (for the present, preceding, and subsequent segment) has around 2,000 features.
These features are used for all classification tasks, i.e. for all the label sets extracted from
the argumentation structures.

6.3.2 Models

We compare classifiers that have frequently been used in related work, particularly in the
related field of argumentative zoning: Naive Bayes (NB) approaches as in Teufel and Moens
[2002]], Support Vector Machines (SVM) and Conditional Random Fields (CRF) as in|Liakata
et al.|[[2012]] and maximum entropy (MaxEnt) approaches as in|Guo et al. [2013]] or Teufel
and Kan|[[2011]]. We used the Weka data mining software, v.3.7.10, [Hall et al., [2009] for
all approaches, except MaxEnt and CRE

e Majority: This classifier assigns the most frequent class to each item. We use it as a
lower bound of performance. The used implementation is Weka’s ZeroR.

e One Rule: A simple but effective baseline is the one rule classification approach. It
selects and uses the one feature whose values can describe the class majority with the
smallest error rate. The used implementation is Weka’s OneR with standard parame-
ters.
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e Naive Bayes: We chose to apply a feature selected Naive Bayes classifier to better
cope with the large and partially redundant feature setf_f] When fitting the model, all
features are first ranked according to their information gain observed on the training
set. Features with information gain < 0 are excluded.

e SVM: For SVMs, we used Weka’s wrapper to LibLinear [Fan et al., 2008]] with the
Crammer and Singer SVM type and standard wrapper parameters.

e MaxEnt: The maximum entropy classifiers are trained and tested with the MaxEnt
toolkit [Zhang, 2004]. We used at maximum 50 iterations of L-BFGS parameter esti-
mation without a Gaussian prior.

e CRF: For the implementation of CRFs we chose Mallet [McCallum, 2002]. We used
the SimpleTagger interface with standard parameters.

Non-binary features have been binarized for the MaxEnt and CRF classifiers.

6.3.3 Results

All results presented in this section have been produced in 10 repetitions of 10-fold cross
validation. No hyper-parameter optimisation was carried out. We report A(ccuracy), micro-
averaged F(1-score) as a class-frequency weighted measure and Cohen’s x as a measure
focusing on less frequent classes. All scores are given in percentages.

Comparing classifiers

A comparison of the different classifiers is shown in Table[6.2} bold values indicate highest
averageE] To begin with, the majority and the one rule classifiers serve as our baseline. Due
to the skewed label distribution, accuracy and the micro-averaged F1-scores are already at
a high level, especially for the ‘role’ and ‘comb’-level. Note that the agreement between
predicted and gold for the majority classifier is equivalent to chance agreement and thus
yields k=0 on every level, even though there are F-scores near 0.70.

The Naive Bayes classifier profits from the feature selection on levels with a small number
of labels and gives best results for the ‘function*” and ‘role+function*’ levels. On the most
complex level with 48 possible labels, however, performance drops even below the OneR
baseline, because features do not reach the information gain threshold. The MaxEnt classi-
fier performs well on the ‘role’ and ‘comb’, as well as on the ‘role+function’ levels. It reaches

“With feature selection, we experienced better scores with the Naive Bayes classifier, the only exception being
the most complex level ‘role+function+comb+target’, where only very few features reached the information
gain threshold.

>We also report standard deviations. The deviations can be considered as relatively high in comparison to
the averages. We attribute this to the small size of the dataset, which may lead to infrequent classes being
underrepresented in train or test folds. This has an even stronger effect on metrics that are sensitive to
the performance of infrequent classes, which is why the k-scores exhibit higher deviations than accuracy or
F1-score values.
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the highest F-score on the most complex level. The SVM generally performs well in terms
of accuracy and specifically on the most interesting levels for future applications, namely
in target identification and the complex ‘role+function’ and ‘role+function+comb+target’
levels. For the CRF classifier, we had hoped that approaching the dataset as a sequence
labelling problem would be of advantage. However, applied out of the box as done here,
it did not perform as well as the segment-based MaxEnt or SVM classifier. This might be
attributed to our features, which already incooperated some sequential context. Also, it is
in line with the results reported by Park et al. [[2015[], where CRFs did not improve over
SVMs in a related task.

Overall, the SVM classifier scored best out of the box, followed by the MaxEnt classifier. In
the following discussion of the difficulty of the task and of our experiment with the feature
sets, we will focus on these two classifiers.

Difficulty of the levels

Our aim in this study is to obtain a first understanding of the difficulty to model certain
aspects of argumentation structure in the microtexts. For the basic levels except target, the
best classifiers achieve xk>0.50, which is already good start. On the ‘role’ and the ‘function®’
level all classes are covered in the predictions with class wise F1-score between 0.60 and
0.90.

On the more fine-grained ‘function’ level, we have the distinction between rebutting and
undercutting attack, which is not easy to draw with an F1=0.42 for rebut and F1=0.36 for
undercut. While the majority class of normal support is quite reliably predicted, example
support is not predicted at all, probably because there are just not enough instances of this
class in the corpus.

The ‘comb’ level, which represents whether a segment is effective only when linked with
another segment, is very problematic. Although the best classifier yields a good score with
k=0.56, it turns out that it was not able to learn to predict segments whose relation needs
to be combined with others. The high score is due to a peculiarity of segment-wise extrac-
tion: The label set distinguishes between three classes, segments with combined relations,
segments with single relations, and segments without a relation (i.e. central claims). The
classifier only learned to distinguish the latter two classes, but did not learn to identify the
rather infrequent combined relations.

For the ‘target’ level, where the classifiers learn the offset of attachment, the score of
the best model is k=0.38. Looking at the predicted classes, we observe that the SVM for
example correctly identifies 84% of the non-attaching central claims, as well as about 60% of
the adjacent targets (with better results for preceding than for subsequent targets), but only
19% of the non-adjacent targets. This result is expected, provided the way we framed the
task here, and we will present an approach that is capable to guide the prediction of whether
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label Precision Recall Fl-score

PT 75+12 74+13 74%+11
PSN  65%£8 797  71%6
PSE 1+6 1+6 1+6
PAR 12+29 12+27  11+24
PAU 5726 49+24 50+£22
OSN 1412 1+12 1+£12
OAR 54+18 42+16 46%+13
OAU 8+27 7+£23  7+23

Table 6.3: MaxEnt class-wise results on the ‘role+function’ level: Percent average and stan-
dard deviation in 10 repetitions of 10-fold cross-validation of Precision, Recall
and F1-score.

an argumentative relation holds and which segment is targeted by global constraints later
in this chapter (see Section [6.5]).

We now turn to the complex levels, where multiple basic label sets are combined in a
single task. Our aim here is to investigate, firstly, how complex the task can be made while
still achieving useful results. Secondly, some properties of the argumentation structure
might be easier to predict in the context of another. Consider the ‘role+function*’ level
as an example: The ‘Tole’ level seems slightly harder to predict than the ‘function*’ level.
When learned together as one complex task, the performance is better than the original
‘role’ performance. Furthermore, we use the complex classifier to predict basic levels, by
reading only one basic level from the complex tag. When assigning only the argumentative
role from the prediction of the ‘role+function*’ classifier, we get a small improvement of two
points x over the basic role classifier. We can conclude that role classification can profit from
being integrated with the function* level. Conversely, if we predict only the function* level
with the combined classifier, the result deteriorates by two points k. In terms of confusions,
about half of the proponent and half of the opponent attacks are confused with the majority
class proponent support.

For the ‘role+function’ level, we present detailed class-specific results of the MaxEnt clas-
sifier in Table Here we have the additional complexity of distinguishing rebutting from
undercutting attacks and normal from example support. We observe that the recognition of
the classes highly correlates with the number of instances found in the dataset. Rebuts are
more frequent for the opponent and undercuts for the proponent (see Figure[5.1)) and these
types can be recognised to a certain degree, while infrequent types such as opponent’s un-
dercuts and proponent’s rebuts, but also example support in general and opponent’s support
are not identified successfully.
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Adding the ‘comb’ level does not change very much, at least for the best performing SVM
here. As we know from above, combined relations could not be recognised, and since there
are only a very few of them, the results decrease only by one point .

The full task is more interesting. Although it is obvious from the results so far and from
the scores in Table that a task of this complexity is infeasible given the amount of data
and the simplicity of the local models, the SVM still correctly predicts 39% of the segments:
17% are central claims, 22% are supporting, rebutting, and undercutting relations mostly
targeting adjacent segments. In general, too many central claims and proponent supports
and undercuts have been predicted, which indicates that the classifier is biased towards the
proponent role.

Feature ablation on ‘role+function’ level

We performed feature ablation tests with multiple classifiers on multiple levels. For the
sake of brevity, we only present the results of the SVM and MaxEnt classifiers here on the
‘role+function’ level. The results are shown in Table Bold values indicate greatest
impact, i.e. strongest loss in the upper leave-one-feature-out half of the table and highest
gain in the lower only-one-feature half of the table.

The greatest loss is produced by leaving out the discourse marker features. We assume
that this impact can be attributed to the useful abstraction of introducing the signalled dis-
course relation as a feature, since the markers themselves are also present in other features
(such as lemma unigrams, perhaps first three lemma or even lemma dependencies) that
produce only minor losses.

For the single feature runs, lemma unigrams produce the best results, followed by dis-
course markers and other lemma features as bigrams, first three lemma, and lemma depen-
dencies. Note that negation markers, segment position, and sentiment perform below or
equal to the majority baseline. Whether the sentiment feature can prove more useful when
we apply a more sophisticated calculation of a segment’s sentiment value is something that
may be investigated in future work. POS-tag based features are around the OneR baseline
in terms of F-score and «x, but less accurate.

Interestingly, when using the LibLinear SVM, lemma bigrams have a larger impact on the
overall performance than lemma based dependency triples in both ablation tests, even for a
language with a relatively free word order as German. This indicates that the costly parsing
of the sentences might not be required after all. However, this difference is not as clear for
the MaxEnt classifier.

6.3.4 Conclusions

This concludes our first exploratory study in automizing argumentation analysis on the mi-
crotext corpus. We developed classifiers for predicting several properties of the argumenta-
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Features LibLinear MaxEnt
A F K A F K
all 64+5 60+5 45+8 63+6 61+6 459

all w/o dependencies lemma 6445 60+5 468 626 60+6 44%9
all w/o dependencies pos 65+5 615 4648 63+6 61+7 4549
all w/o discourse markers 62+5 59+5 43+8 61+7 58+7 4249

all w/o first three lemma 64+5 60+5 444+8 63+6 60+7 44+9
all w/o lemma unigrams 63+5 60+5 4548 62+6 60+7 44+9
all w/o lemma bigrams 63+5 605 4448 62+6 60+£6 44+9
all w/o main verb morph 64+5 60+5 458 626 60+6 43+9
all w/o negation marker 64+5 60+6 4548 63+6 61+7 4549
all w/o pos 64+£5 615 458 636 60+7 44+£8
all w/o segment position 64+5 605 45+8 636 61+6 45+9
all w/o sentiment 64+5 60+5 45+8 62+6 60+6 44+9
only dependencies lemma 56+4 4744 2746 566 49+7 3048
only dependencies pos 42+6  41+£6 1848 4147 40£7 16+9
only discourse markers 56+6  53+£6  34+9 53+6 5247 30+10
only first three lemma 54+6 526  33+9 50+6 48+6 26+8
only lemma unigrams 59+5 55+£5 37+£8 59+6 56+7 3848
only lemma bigrams 59+4  53+5 3448 557 51£7 30+9
only main verb morph 49+6  39+4  16x7 52+£5 41+6 20+6
only negation marker 25+14 1948  00+4 465 29+5 00+0
only pos 45£6 456 2449 4648 45+7 23£10
only segment position 31+12 25+10 047 465 29+6 00+0
only sentiment 22414 15+11 -1£3 465 29+£6 00+0

Table 6.4: Feature ablation tests on the ‘role+function’ level: Percent average and standard
deviation in 10 repetitions of 10-fold cross-validation of A(ccuracy), micro aver-
ages of F1-scores, and Cohen’s k.
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tion structures. We tested different machine learning algorithms with standard parameter
settings and found maximum entropy models and linear SVMs to perform best. When it
comes to features, not surprisingly, bag of words features already provide a very good base-
line. Furthermore, discourse markers and the signalled discourse relations are very pre-
dictive. Parsing-based features turned out to be less important than expected. Sentiment
scores or the presence of negation proved to be even irrelevant for the tasks.

For the basic levels such as argumentative role and argumentative function, the proposed
models already yield promising the results. A fine-grained distinction between relation
types is mainly impaired by the low frequency of certain argumentative functions. We ob-
served that the segment-wise classification approach, even though offering the context of
the adjacent segments, is not able to generalise for the identification of the target of the
relation (60% of the adjacent and only about 20% of the non-adjacent relations could be
identified). Finally, we found that there are interactions between the different levels of anal-
ysis, which could be used to guide the prediction. We will make a more elaborate proposal
for the complex task of structure prediction that uses these interactions in Section [6.5]

But before we proceed to these global models, we will first focus on the aspect of argu-
mentative dialectics in text, on the recognition of argumentative role both in microtexts and
in the more complex ProCon commentaries.

6.4 Study 2: Finding the opponent

The exchange of argument and objection is obviously most typical for dialogue, but to a
good extent it is also present in monologue text: Authors do not only provide justifications
for their own position — they can also mention potential objections and then refute or out-
weigh them. In this way they demonstrate to have considered the position of “the other
side”, which altogether is designed to reinforce their own position. The term “counter-
consideration” is used here in a general sense to cover all such moves of an author, no
matter whether they are directed at the conclusion of the text, or at an intermediate argu-
ment, or at some support relation, and irrespective of whether they are explicitly refuted by
the author or merely mentioned and left outweighed by the mass of arguments in favour of
the main claim ]

For an author, presenting a counter-consideration involves a switch of perspective by
temporarily adopting the opposing viewpoint and then moving back to one’s own. This is
a move that generally requires some form of explicit linguistic marking so that the reader
can follow the line of argumentation. The kinds of marking include explicit belief attribu-
tion followed by a contrastive connective signalling the return (“Some people think that X.

8Govier] [2011]] discusses the role of such counter-considerations in ‘pro and con’ argumentation in more
depth. Also, for a comprehensive overview of different notions of objections in argument analysis, see
[Walton), [2009]].
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However, this ...”), and there can also be quite compact mentions of objections, as in “Even
though the project is expensive, we need to pursue it, because...”

Detecting counter-considerations is thus a subtask of argumentation mining. It involves
identifying the two points of perspective switching, a move from the proponent to the op-
ponent role and back. We study this classification problem using two different corpora, on
the microtext and on the ProCon corpus. Recall that the commentary texts are longer and
more complex, and the opponent role can be encoded in quite subtle ways, which is why
we expect the classification to be more difficult there.

6.4.1 Experimental setup
Task

We operationalise the task exactly as in the prior experiment: The goal is to assign the
labels ‘proponent’ and ‘opponent’ to the individual segments. Those that are assigned the
opponent label are considered to be counter-considerations.

Data

We use the German microtext corpus in the microtext-graph-ADU version and the ProCon
corpus as our source data. While the microtexts are manually segmented into ADUs, we use
an automatic segmentation module for German to split the ProCon texts. This is a statistical
system trained on a similar corpus [|[Sidarenka et al.,|2015[], which aims at identifying clause-
sized segments from the output of a dependency parser [[Bohnet, 2010]]. Segmentation leads
to 2074 segments, which have then been annotated with the proponent/opponent label by
two expert annotators.

Note that there is a considerable difference in segmentation: manual ADUs on the mi-
crotext corpus versus automatic EDUs on the ProCon corpus. We thus have to be careful in
comparing the results of this experiment across corpora. This difference goes back to the
fact that the EDU segmentation of the microtext corpus was not yet available when this ex-
periment was conducted. A comparison between EDU and ADU could be problematic when
multiple EDU are joined to form one complex ADU, but these structures are very infrequent
in the microtext corpus for the opponent. On the proponent side these configuration do
occur sometimes, but the main class of interest in this experiment is the opponent and we
can refer to scores for that class in case of doubt. We thus consider this comparison to be
meaningful.

Concerning the complexity of this annotation task for humans, we want to recapitulate
the results found in Chapter 4 On the microtexts, naive and untrained student annotators
reached an agreement of k=0.52 in distinguishing proponent and opponent, more expe-
rienced students k=0.60, while expert annotators achieved perfect agreement x=1.0 (see
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Table [4.1). For the ProCon texts we observe an expert agreement of k=0.732 (see the
category definition test for “opponent” in Table |4.13)).

Genre comparison

To get a clearer picture of the distribution of opponent segments, we study their frequency
and position in the individual texts: Table summarises the corpus statistics. First of all,
we observe that opponent segments are more frequent in the microtext corpus (with 21.7%)
than in the ProCon corpus (with 8.3%). The difference between ADU and EDU segmenta-
tion might artificially increase this, but we can still assume objections to be significantly less
frequent in ProCon commentaries. Furthermore, Table shows the number of texts by
the number (n) of included opponent segments. We observe that microtexts typically have
one opponent segment as expected, and only some of the texts have no opponent segment,
as e.g. in the case of implicit objections[] In contrast to that, 37% of the ProCon texts have
no objection mentioned. When there is some opponent role present in a commentary, it is
likely to cover more than one segment. Finally, Table gives the percentage of oppo-
nent segments occurring in the first to fifth chunk of the text. There is clear tendency for
opponent segments to appear in the opening of a ProCon text. In the microtexts, objections
are more equally spread across the text, with a tendency towards the fourth and a smaller
tendency towards the second chunk.

6.4.2 Models

In the previous study we compared various different classifier types. The maximum entropy
model proved to be (together with the linear SVM) the most successful model. In this
experiment we thus choose a maximum entropy model again: We trained a linear log-
loss classifier using stochastic gradient descent learning as implemented in the Scikit learn
library [[Pedregosa et al., 2011]]. The learning rate is set to optimal decrease, and the class
weights are adjusted according to class distribution. Also, automatic feature selection is
applied, i.e. the classifier selects the best k features to be part of the model. The parameter
k is determined through hyper-parameter optimisation as one of 25, 50, 75, 100, 250, 500,
1000, or all.

Beside the two different corpora, we compare three models in this experiment, differing
not in the underlying classifier but in the complexity of their feature set: two simple bag-of-
word models as baselines and one model with additional features from automatic linguistic
analysis. The first model (B) only extracts bag-of-words features in the target segment.
The second model (B+C) additionally extracts these features from the preceding and the

7As an implicit objection we consider objections that the author expresses in a more compact way than a full
proposition, e.g. through nominalisations or prepositional phrases. These are typically raised and countered
in the very same proposition and thus do not constitute a segment on their own.
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microtexts ProCon
texts 112 124
segments 576 2074
segments (proponent) 451 1902
segments (opponent) 125 172
segments per text 5.1£0.8 16.9+3.1
opp. seg. per text 1.1+£0.7 1.4+1.5

(a) General statistics (averages with standard deviation).

n microtexts ProCon
0 15 46
1 74 32
2 18 16
3 5 17
4 6
5 3
6 3

(b) Frequency of opponent segments: the number of texts with n opponent segments in

the corpus.

p microtexts ProCon
1/5 16.0%  35.5%
2/5 23.2% 18.6%
3/5 17.6%  19.1%
4/5 28.8% 12.8%
5/5 14.4% 11.6%

(c) Position of the opponent segments across the text divided into fifths.

Table 6.5: Corpus statistics comparing opponent segment annotation in the microtext and

the ProCon corpus.
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subsequent segments, thus providing a small context window. The full model (B+C+L)
adds parsing-based features for the whole context window, such as pos-tags, lemma- and
pos-tag-based dependency-parse triples, the morphology of the main verb [[Bohnet, [2010],
as well as lemma-bigrams. Discourse connectives are taken from a list by |Stede [2002[] and
used both as individual items and as indicating a coherence relation (Cause, Contrast, etc.).
Furthermore, we use some positional statistics such as relative segment position, segment
length, and punctuation count. Note that these features are extracted as in the previous
study.

All results are reported as average and standard deviation over the 50 folds resulting
from 10 iterations of 5x3 nested cross validation, using a group-wise, stratified folding. The
models are optimised for macro averaged F1-score. Besides Cohen’s Kappa x and macro
averaged F1 scores, we also report results for the class of interest, the opponent class, in
terms of Precision, Recall, and F1.

6.4.3 Results

The performance of the classifiers is shown in Table Comparing the results for the
two datasets confirms our assumption that the task is much harder on the ProCon texts.
When comparing the different models, we observe that the simple baseline model without
context performs poorly; adding context improves the results significantly. The full feature-
set (B4+C+L) always yields best results, except for a small drop of precision on the ProCon
texts. The improvement of the full model over B4C is significant for the microtexts (p <
0.003 for k, F1 macro and opponent F1), but not significant for the ProCon texts.

Feature selection mostly supports the classification of the ProCon texts, where the mass of
extracted features impairs the generalisation. Typically only 25 features were chosen. For
the microtexts, reducing the features to the 50 best-performing ones still yields good but not
the best results. One reason for the difference in feature selection behaviour between the
datasets might be that the proportion of proponent and opponent labels is more skewed for
the ProCons than for the microtexts. Another reason might be the richer set of expressions
marking the role switch in the ProCon texts.

A common observation for both corpora is that the connective aber (‘but’) in the sub-
sequent segment is the best predictor for an opponent role. Other important lexical items
(also as part of dependency triples) are the modal particles natiirlich (‘of course’, ‘naturally’)
and ja (here in the reading: ‘as is well-known’), and the auxiliary verb mégen (here: ‘may’).
All of these occur in the opponent role segment itself, and they have in common that they
“colour” a statement as something that the author concedes (but will overturn in the next
step), which corresponds to the temporary change of perspective. As for differences be-
tween the corpora, we find that the connective zwar, which introduces a concessive minor
clause, is very important in the microtexts but less prominent in ProCon. We attribute this
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microtexts ProCon

B B+C B+C+R B B+C B+C+R
K .375+.109  .503+.080 .545+.098 .187+.064 .320+.078 .323+.091
F1 macro .685+.056 .751+.040 .772+.049 .588+.033 .659+.040 .660+.047

opponent P .548+.097 .647+.081 .668+.096 .428+.165 .370+.063 .361+.074
opponent R.  .474+.146 .575+.084 .626+.108 .163+.054 .400+.109 .422+.117
opponent F1  .497+£.101 .604+.065 .640+.081 .225+.064 .378+.073 .382+.083

Table 6.6: Results for role-identification, reported as average and standard deviation

to the microtext instruction of writing rather short texts, which supposedly leads the writ-
ers to often formulating their counter-considerations as compact minor clauses, for which
gwar (‘granted that’) is the perfect marker. Presumably for the same reason we observe that
the concessive subordinator obwohl (‘although’) is among the top-10 features for microtexts
but not even among the top-50 for ProCon. In ProCon, the group of connectives indicating
the Contrast coherence relation is a very good feature, and it is absent from the microtext
top-50; recall, though, that the single connective aber (‘but’) is their strongest predictor,
and the very similar doch is also highly predictive.

Error analysis

Argumentative role identification is not an easy classification task. For microtexts, the re-
sults can be considered fairly satisfactory. For ProCons, there is a significant drop in F1
macro, and even more so for opponent precision, recall, and F1. This was in principle to be
expected, but is worth to be investigated more deeply in a qualitative error analysis.

Segmentation As pointed out, ProCon texts have been automatically segmented, which
leads to a number of errors that generate some of the classification problems; we found,
however, that this is only a small factor.

There are other points to remark on segmentation, though. First, we find 37 cases where
more than one opponent role segment appear in a sequence (mostly two of them, but rang-
ing up to six), as compared to 68 cases of individual segments. The sequences pose problems
for segment-wise classification focusing on perspective change signals, especially when the
context window is small. Many of the sequences occur right at the beginning of the text,
where the author provides an extended description from the opponent’s view, and then
switches to his own perspective. Correctly identifying complete sequences would require
a deeper analysis of cohesive devices for finding continuation or break of topic/perspec-
tive/argumentative orientation. Also, note that many of the sequences actually contain
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argumentative sub-structure, where, for example, the possible objection is first backed up
with purported evidence and then refuted.

Furthermore, the question of segmentation grain-size arises. In the present annotation,
we do not label segments as ‘opponent role’ when they include not only the opponent’s
objection but also the author’s refutation or dismissal. This is because on the whole, the
segment conveys the author’s (proponent’s) position. A translated example from the corpus
is: “Not convincing at all is the argument that to the government, teachers should be worth
more than a one-Euro-job.” Besides such cases of explicit dismissal, we find, for instance,
concessive PPs that include an opposing argument: “Despite the high cost, the building
must be constructed now.” We leave it to future work to dissect such complex segments
and split them into an opponent and a proponent part.

Connectives Contrastive connectives are very good indicators for changing back from the
opponent role to the proponent role, but unfortunately they occur quite frequently also
with other functions. Consider for example the ProCon corpus: There are 105 opponent
segments or sequences thereof in the corpus, but 195 instances of the words aber and doch,
which are the most frequent contrastive connectives. Therefore, their presence needs to be
correlated with other features in order to serve as reliable indicators.

Language While our focus in this paper was on the performance difference between the
German microtexts and the ProCon texts, we want to remark that the overall classification
results for microtexts do hardly differ between the German and English version (this will be
demonstrated in the following section where we classify both languages). This leads us to
expect that for English pro/contra commentaries, we would likewise obtain results similar
to those for German, and that the results of comparing genre, as done in this experiment,
are not specific to German only.

6.4.4 Conclusion

Our prior exploratory study showed that argumentative role classification is, though chal-
lenging, one of the tasks that are feasible to tackle on the microtext corpus. In this section,
we investigated this more deeply by comparing the results on the microtext corpus with
those on the more complex ProCon commentaries.

We compared the frequency and position of opponent segments in both corpora and
found less opponents segment in the commentary corpus, relative to its size. Although
these counter-considerations are not as frequent as supporting arguments, they still consti-
tute rhetorical moves that authors regularly advance to strengthen their points. After all,
refuting a potential objection is in itself an argument in support of the conclusion. Almost
two thirds of the newspaper pro/contra texts in our corpus have counter-considerations,
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and so we think these devices are definitely worth studying in order to arrive at complete
argumentation analyses.

We obtained good results on our corpus of microtexts, whereas we see room for improve-
ment for the longer and more complex pro/contra newspaper texts. In an error analysis,
we found that contrastive discourse markers are very important for the classification, but
that they are often indicative not only for pragmatic but also for semantic contrasts. Fur-
thermore, the frequency of certain connectives is different across the corpora.

One of the shortcomings of the experimental setup was the difference in the underlying
segmentation between the microtext and the ProCon corpus. However, in our error analysis
we found this to have only a small impact. Finally, it remains for future work to provide
a more elaborate, quantitative analysis of the linguistic signals of argumentative role and
role switches.

6.5 Study 3: The Evidence Graph - A global model of
argumentation structure

Identifying the structure of argumentation according to our scheme involves choosing one
segment as the central claim of the text, deciding how the other segments are related to the
central claim and to each other, identifying the argumentative role of each segment, and
finally the argumentative function of each relation.

Several of these task have been already tackled in our prior experiments on automat-
ing the recognition of argumentation structure. There, we approached the problem as a
segment-wise classification task (see Section [6.3). Formulating the task this way was suc-
cessful for the recognition of argumentative role and function of a segment. For the au-
tomation of the structure building however, the segment-wise classification of attachment
with only a small context window around the target segment proved to be a very hard task:
The identification of the target of an argumentative relation was especially challenging for
relations between non-adjacent segments. These long-distance dependencies are frequently
found in argumentation graphs. For example, 46% of the relations marked in the corpus
used for this study involve non-adjacent segments. For longer texts this number might in-
crease further: |[Stab and Gurevych! [[2014a]] report a rate of 63% of non-adjacent relations
in their corpus.

Another problem is, that the predictions of the classifiers presented above cannot nec-
essarily be united to a valid argumentation structure: The predictions might contradict, or
introduce cycles or disconnected segments when interpreting them as a whole structure.
While the predictions might by locally optimal, i.e. in the context of the single classification
instance, they might be dispreferred globally, i.e. in the context of all other classification
instances brought together to determine an overall valid argumentation structure.
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In this study, we therefore frame the task of structure building differently: The attach-
ment classification is considered a binary decision, where the classifier, when given a pair of
a source and a target segment, chooses whether or not to establish a relation from the source
to the target. Since these relations can hold not only between adjacent but between arbi-
trary segments of the text, all possible combinations of segments are required to be tested.
Secondly, we will use a decoding mechanism to derive globally optimal predictions. Thirdly,
we will show that jointly predicting different aspects of the argumentation graph through
such a decoding mechanism further improves the classification results. Consequently, we
will first focus solely on the task of relation identification and then consider also ADU type
and relation type classification.

The feature set that we will use in this study is very similar to that of the previous ones.
We want to forestall, however, that a more elaborate feature set leading to better classifiers
will be used in the next section[6.6] This also involved a technical change of the underlying
linguistic pipeline, which will be elaborated on later. While all results and comparison to
be presented now are nonetheless conclusive, we want to make the reader aware that the
final and best base classifier results will be shown only after this study.

6.5.1 Experimental setup
Data

In this experiment, we use the microtext-dep-ADU-reduced version the microtext corpus,
where the argumentation structures have been converted to ADU-based dependency trees,
and the relation labels have been reduced (see Chapter[5.5)). Results will be shown for both
the German and the English version of the corpus.

Task

We distinguish the following classifications tasks in this experiment:

e attachment (at): Is there an argumentative connection between the source and
the target segment? In the corpus, a relation has been annotated for 464 segment
pairs, no relation has been annotated for the combinatorially remaining 2,000 pairs
of segments.

e central claim (cc): Is the current segment the central claim of the text? In our data
112 of the 576 segments are central claims.

e role (ro): Does the current segment present a claim of the proponent or the oppo-
nent? In our data 451 of the 576 segments are proponent segments and 125 are
opponent segments.
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e function (fu): Has the current segment a supporting or an attacking function? In
our data, 290 segments are supports, 174 are attacks, and 112 are the central claim
and thus have no own function.

Note that role and function classification tasks are framed as in our previous study (in
Section [6.3). The ‘comp’ level is obsolete due to the reduction of relation labels. The
segment-wise ‘target’ classification is replaced by pair-wise attachment classification.

6.5.2 Models

We compare two heuristic baseline models and different data-driven models that we de-
veloped, each of them trained and evaluated separately on both language versions of the
corpus. All models are evaluated on the basis of 10 iterations of 5x3-fold nested cross
validation, with a text-wise stratified folding (see Section[6.2| on methodology).

Baseline: attach to first

In the English-speaking school of essay writing and debating, there is the tendency to state
the central claim of a text or a paragraph in the very first sentence, followed by supporting
arguments. It is therefore a reasonable baseline to assume that all segments attach to the
first segment. In our corpus, the first segment is the central claim in 50 of the 112 texts
(44.6%).

This baseline (BL-first) will not be able to capture serial argumentation, where one more
general argument is supported or attacked by a more specific one. However, it will cover
convergent argumentation, where separate arguments are put forward in favour of the
central claim (given that it is expressed in the first segment). It will always produce flat
trees. In our corpus, 176 of the 464 relations (37.9%) attach to the first segment.

Baseline: attach to preceding

A typically very strong baseline in discourse parsing is attaching to the immediately pre-
ceding segment [Muller et al., 2012al]. This is certainly true for rhetorical structure trees,
where most of the relations are between adjacent segments. Since argumentation structures
often exhibit non-adjacent relations, this baseline might be considered slightly weaker in
our scenario, but it is still a challenging heuristic.

This baseline (BL-preced.) will always produce chain trees and thus cover serial ar-
gumentation, but not convergent argumentation. In our corpus, 210 of all 464 relations
(45.3%) attach to the preceding segment.
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Learned attachment without decoding

We train a linear log-loss model (simple) using stochastic gradient descent (SGD) learning,
with elastic net regularisation, the learning rate set to optimal decrease and class weight ad-
justed according to class distribution [[Pedregosa et al.,[2011]]. The following hyper param-
eters are tuned in the inner CV: the regularisation parameter alpha, the elastic net mixing
parameter, and the number of iterations. We optimise for macro averaged F1-score.

For each text segment, we extract binary features for lemma, pos-tags, lemma- and pos-
tag- based dependency-parse triples, and the main verb morphology [[Bohnet, 2010, and
discourse connectives [Stede, [2002]], furthermore simple statistics like relative segment po-
sition, segment length, and punctuation count. These features are equivalent to those in the
prior studies (see Section[6.3.1). Furthermore, we extract for each pair of text segments the
relative distance between the segments and their linear order (is the source before or after
the target). The feature vector for each pair then contains both pair features and segment
features for source and target segment and their adjacent segments.

Note that we experimented with several features, some of which were dismissed from
the final evaluation runs due to lack of impact. This included sentiment values and the
presence of negation for segments. Also, similarity measures had been proposed as useful
features. However, in our experiments all following distance measures between pairs of
segments did not affect the results: word-overlap, tf-idf, and LDA distributions.

Learned attachment with MST decoding

The simple model just described might be able to learn which segment pairs actually attach,
i.e., correspond to some argumentative relation in the corpus. However, it is not guaranteed
to yield predictions that can be combined to a tree structure again. A more appropriate
model would enforce global constraints on its predictions. In the simple+MST model, this
is achieved by a minimum spanning tree (MST) decoding, which has first been applied for
syntactic dependency parsing [McDonald et al., [2005alb]] and later for discourse parsing
[Baldridge et al., 2007, Muller et al., [2012al]. First, we build a fully-connected directed
graph, with one node for each text segment. The weight of each edge is the attachment
probability predicted by the learned classifier for the corresponding pair of source and target
segment. We then apply the Chu-Liu-Edmonds algorithm [[Chu and Liu, 1965} [Edmonds),
1967]] to determine the minimum spanning tree, i.e., the subgraph connecting all nodes
with minimal total edge cost (in our case highest total edge probability). This resulting
tree then represents the best global attachment structure for a text given the predicted
probabilities.
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Figure 6.2: An example evidence graph before (left) and after (right) the predicted proba-
bilities of the different levels have been combined in a single edge score.

The Evidence Graph: Joint prediction with MST decoding

All models presented in the previous subsections have in common that they do not rely on
other features of the argumentation graph. However, it is fair to assume that knowledge
about the argumentative role and function of a segment or its likeliness to be the central
claim might improve the attachment classification. Consequently, our next model considers
not only the predicted probability of attachment for a segment pair, but also the predicted
probabilities of argumentative role, function and of being the central claim for each seg-
ment. The predictions of all levels are combined in one evidence graph.

Additional segment-wise base classifiers: We train base classifiers for the role, func-
tion and central claim level using the same learning regime as used in the simple model.
Contrary to the attachment classification, the items are not segment pairs but single seg-
ments. We thus extract all segment-based features as described above for the target segment
and its adjacent segments.

Combining segment and segment-pair predictions: Our goal in this model is to com-
bine the predicted probabilities of all levels in one edge score, so that the MST decoding
can be applied as before. Figure depicts the situation before and after the combination,
first with separate prediction for segments and segment pairs and then with the combined
edge scores.

The evidence graph is constructed as follows: First, we build a fully connected multigraph
over all segments with as many edges per segment-pair as there are edge types. In our
scenario there are two edge types, supporting and attacking edges. Then we translate the
segment-wise predictions into level-specific edge scores.

The edge-score for the central claim level cc; ; is equal to the probability of the edge’s
source not to be the central claim. This captures the intuition that central claims are unlikely
to have outgoing edges:

c¢; = plec; =no) (6.1)

Ly
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The edge-score for the argumentative function level Ei’ j is equal to the probability that the
source segment has the corresponding function:

— fu; =su for sup. edges
U_{ p( p) p. edg ©6.2)

fu . =
4, p(fu; = att) for att. edges

The edge-score for the argumentative role level ro, ; is also determined by the edge type.
Attacking edges involve a role switch (proponent or opponent would not attack their own
claims respectively), while supporting edges preserve the role (proponent or opponent will
only support their own claims respectively):

p(ro; = pro) x p(ro; = pro)+
p(ro; = opp) x p(ro; =opp)  for sup. edges
7, = (6.3)
p(ro; = pro) x p(ro; = opp)+
p(ro; = opp) x p(ro; = pro) for att. edges

Finally, of course the edge-score for the attachment level at; ; is equal to the probability of
attachment between the segment pair:

at;; = p(at;; = yes) (6.4)

The combined score of an edge w; ; is then defined as the weighted sum of the level-specific
edge score:

_ 170, ; + Pofu; ; + dscc ; + ¢4§i,j (6.5)

" >4,

In our implementation, the combined evidence graphs can be constructed without a
weighting, and then be instantiated with a specific weighting to yield the combined edge
scores w;

g

Procedure: As before, we first tune the hyperparameters in the inner CV, train the model
on the whole training data, and predict probabilities on all items of the test set. Also,
we predict all items in the training data “as unseen” in a second inner CV using the best
hyperparameters. This procedure is executed for every level. Using the predictions of all
four levels, we then build the evidence graphs for training and test set.

Finding the right weighting: We evaluate two versions of the evidence graph model.
The first version (EG equal) gives equal weight to each level-specific edge score. The second
version (EG best) optimises the weighting of the base classifiers with a simple evolution-
ary search on all evidence graphs of the training set, i.e. it searches for a weighting that
maximises the average level evaluation score of the decoded argumentation structures in
the training set. Finally, all evidence graphs of the test set are instantiated with the selected
weighting (the equal one or optimised one) and evaluated.
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Comparison: MST parser

Finally, we compare our models to the well-known mstparselﬂ which was also used in
the discourse parsing experiments of Baldridge et al.[[[2007]]. The mstparser applies 1-best
MIRA structured learning, a learning regime that we expect to be superior to the simple
training in the previous models. In all experiments in this paper, we use ten iterations
for training, non-projective 1-best MST decoding, and no second order features. The base
mstparser model (MP) evaluated here uses the same features as above, as well as its own
features extracted from the dependency structure. Second, we evaluate a pre-classification
scenario (MP+p), where the predictions of the base classifiers trained in the above models
for central claim, role, and function are added as additional features. We expect this to
improve the central claim identification as well as the edge labelling.

For the full task involving all levels, we combine the mstparser with an external edge la-
beller, as the internal one is reported to be weak. In this setting (MP+r), we replace the edge
labels predicted by the mstparser with the predictions of the base classifier for argumenta-
tive function. Furthermore, the combination of pre-classification, mstparser and external
relation labeller (MP+p+r) is evaluated. Finally, we evaluate a scenario (MPe+p+r) where
the mstparser has access only to its own features and to those of the pre-classification, but
not to the extracted features used by the simple model, and the external relation labeller
is used. In this scenario, the mstparser exclusively serves as a meta-model on the base
classifier’s predictions.

6.5.3 Results

As in the previous studies, all results are reported as average and standard deviation over
the train-test splits, i.e. over 50 split resulting from ten iterations of (the outer) 5-fold cross
validation.

Attachment task

Table[6.7|shows the results in the attachment task. The rule-based baseline scores are equal
for both languages, since they rely only on the annotated structure of the parallel corpus.
Here, attach-to-first is the lower bound, attach-to-preceding is a more competitive baseline,
as we had hypothesised in Section|[6.5.2]

The learned classifier (simple) beats both baselines in both languages, although the im-
provement is much smaller for English than for German. In general, the classifier lacks
precision compared to recall: It predicts too many edges. As a result, the graph constructed
from the predicted edges for one text very often does not form a tree. In Table we give
a summary of how often tree constraints are fulfilled, showing that without decoding, valid

8http://sourceforge.net/projects/mstparser/
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BL-first BL-preced. simple simple+MST EGequal EG best MP MP+p
F1 macro .618%+.041 .662+.025 .679+.025 .688%.032 .712+£.026 .710+.028 .724+.030 .728+.033
attach F1  .380%.067 .452+.039 .504+.038 .494#+.053 .533+.042 .530+.044 .553+£.048 .559+.053
K .236+.081 .325+.050 .365+.048 .377+.064 424+.052  .421+.055 .449+.060 .456+.066
trees 100% 100% 15.4% 100% 100% 100% 100% 100%

(a) German

BL-first BL-preced. simple simple+MST EGequal  EG best MP MP+p
F1 macro .618%+.041 .662+.025 .663%+.030 .674+.036 .692+.034 .693+£.031 .707#£.035 .720+£.034
attach F1 .380%£.067 .452+.039 .478+.049 .470+.058 .501+.056 .502+.052 .524+.056 .546+.056
K .236+.081 .325+.050 .333£.059 .347+.071 .384+.068 .386+.063 .414+.070 .440%£.069
trees 100% 100% 11.6% 100% 100% 100% 100% 100%

(b) English

Table 6.7: Results for the attachment task: for German (a) and English (b), best values highlighted.
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German English

total graphs 1120 100.0% 1120 100.0%

rooted 1091 97.4% 1088  97.1%
cycle free 1059  94.6% 995 88.8%
full span 908 81.1% 864 77.1%
out degree 298  26.6% 283 25.3%
trees 173 15.4% 120 10.7%

Table 6.8: Number and percentage of valid trees for the “simple” attachment model

trees can only be predicted for 15.4% of texts in German and for 10.7% of texts in English.
The most frequently violated constraint is “out degree”, stating that every node in the graph
should have at most one outgoing edge. Note that all other models, the baselines as well
as MST decoding models, are guaranteed to predict tree structures.

The simple+MST model yields slightly lower F1-scores for positive attachment than with-
out decoding, trading off a loss of ten points in recall of the over-optimistic base classifier
against a gain of five in precision. However, the output graphs are constrained to be trees
now, which is rewarded by a slight increase in the summarising metrics macro F1 and «.

The evidence graph models (EG equal & EG best) clearly outperform the simple and
simple+MST model, indicating that the attachment classification can benefit from jointly
predicting the four different levels. Note that the EG model with equal weighting scores
slightly better than the one with optimised weighting for German but not for English. How-
ever, this difference is not significant (p>0.5) for both languages, which indicates that the
search for an optimal weighting is not necessary for the attachment task.

The overall best result is achieved by the mstparser model. We attribute this to the su-
perior structured learning regime. The improvement of MP over EG equal and best is sig-
nificant in both languages (p<0.008). Using pre-classification further improves the results,
although difference is neither significant for German (p=0.4) nor for English (p=0.016).

Full task

Until now, we only focused on the attachment task. In this subsection we will present results
on the impact of joint prediction for all levels.

The results in Table show significant improvements of the EG models over the base-
classifiers on the central claim, the function and the attachment levels (p<0.0001). This
demonstrates the positive impact of jointly predicting all levels. The EG models achieve
the best scores in central claim identification and function classification, and the second
best result in role identification. The differences between EG equal and EG best are not
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simple EG equal  EG best MP MP+p MP+r MP+p+r MPe+p+r

cc maFl .849+.035 .879+.042 .890+.037 .825+.055 .855+.055 .825+.055 .855%+.055 .854+.053
K .698+.071 .759+.085 .780+£.073 .650+.111 .710+.110 .650+.111 .710+.110 .707+.105

o maFl .755+.049 .737+.052 .734+.046 .464+.042 .477+.047 .656+.054 .669+.062 .664+.053
K 511+.097  .477£.103  .472+£.092 .014+.049 .022+.063 .315+.106 .340+.122 .330+.105

fu maFl .703+.046 .735+.045 .736+.043 .499+.054 .527+.047 .698+.054 .723+.052 .723+.050
K .528+.068 .573+£.066 .570+£.063 .293+.056 .326+.056 .522+.076 .557+.075 .560+.073

at maFl .679+£.025 .712+.026 .710+.028 .724+.030 .728+.033 .724+.030 .728+.033 .724+.029
K .365+.048 .424+.052 .421+£.055 .449+.060 .456+.066 .449+.060 .456+.066 .448+.059

(a) German

simple EG equal  EG best MP MP+p MP+r MP+p+r MPe+p+r

cc maFl .817£.045 .860+.051 .869+.053 .780+.063 .831+.059 .780+.063 .831+.059 .823+.063
K .634+£.090 .720+.103 .737+.107 .559+.126 .661+.118 .559+.126 .661+.118 .647+.122
o maFl .750+.045 .721+.051 .720+.047 .482+.053 .475%.047 .620+.064 .638+.057 .641+.062
K .502+.090 .445£.098 .442+.092 .024+.068 .015+.060 .243+.126 .280+.114 .285+.122

fu maFl .671+.049 .707+.048 .710+.050 .489+.062 .514+.059 .642+.057 .681+.057 .677+.059
K 475+£.074 .529+.070 .530+£.072 .254+.058 .296+.063 .440+.081 .491+.083 .486+.083

at maFl .663+.030 .692+.034 .693+.031 .707+£.035 .720+.034 .707+.035 .720+.034 .713+.033
K .333+£.095 .384+.068 .386+.063 .414+.070 .440+.069 .414+.070 .440+.069 .427+.066

Table 6.9: Results for the full task: for German (a) and English (b), best values highlighted.

(b) English
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significant on any level, which again indicates that we can dispense with the extra step of
optimising the weighting and use the simple equal weighting. These result are consistent
across both languages.

The pure labelled mstparser model (MP) performs worse than the base classifiers on all
levels except for the attachment task. Adding pre-classification yields significant improve-
ments on all levels but role identification. Using the external relation labeller drastically
improves function classification and indirectly also role identification. The combined model
(MP+p+r) yields best results for all mstparser models, but is still significantly outperformed
by EG equal in all tasks except attachment classification. There, the mstparser models
achieve best results, the improvement of MP+p+r over EG equal is significant for English
(p<0.0001) and for German (p=0.001). Interestingly, the meta-model (MPe+p+r) which
has access to its own features and to those of the pre-classification, but not to the features
used in the simple model, performs nearly as well as the combined model (MP+p+r).

The only level not benefiting from any MST model in comparison with the base classi-
fier is the role classification: In the final MST, the role of each segment is only implicitly
represented, and can be determined by following the series of the role-switches of each
argumentative function from the proponent root to the segment. The loss of accuracy for
predicting the argumentative role is much smaller for German than for English, probably
due to the better attachment classification in the first place.

Finally, note that the EG best model gives the highest total score when summed over all
levels, followed by EG equal and then MP+p+r.

Projecting further improvements: We have shown that joint prediction of all levels in
the evidence graph models helps to improve the classification on single levels. To measure
exactly how much a level contributes to the predictions of other levels, we simulate better
base classifiers and study their impact. To achieve this, we artificially improved the classifi-
cation of one target level by overwriting a percentage of its predictions with ground truth.
The overwritten predictions where drawn randomly, corresponding to the label distribution
of the target level. E.g. for a 20% improvement on the argumentative function level, the
predictions of 20% of the true “attack”-items were set to attack and the predictions of 20%
of the true “support”-items were set to support, irrespective of whether the classifier already
chose the correct label.

The results of the simulations are presented in Figure for English; the results for
German exhibit the same trends. The figure plots the x-score on the y-axis against the per-
centage of improvement on the x-axis. Artificially improved levels are drawn as a dashed
line. As the first plot shows, function classification is greatly improved by a better role
classification (due to the logical connection between them), whereas the other levels are
unaffected. In contrast, all levels would benefit from a better function classification, most
importantly even the attachment classification. Potential improvements in the central claim
identification mostly affect function classification (as these classification tasks partly over-
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Figure 6.3: Simulations of the effect of better base classifiers in the EG equal model for En-
glish: dashed levels artificially improved, x = number of predictions overwritten
with ground truth; y = average k score in 10 iterations of 5-fold CV.

lap: central claims will not be assigned a function they cannot have). Finally, a combined
improvement on the logically coupled task of role and function identification, would even
more help the attachment classification. It might thus be useful to work on a better joint
role and function classifier in the near future.

Evidence combination: Combining the evidence in an edge score as a weighted sum of
probabilities (see equation [6.5)), instead of a product of probabilities might be considered
inadequate, and result in a model that optimises the highest scored but not the most prob-
able structureﬂ In order to investigate this question, we compared the EG equal against an
EG model with a product of probability. The model scores are nearly identical and do not
show a significant difference.

6.5.4 Conclusions

In this section, we introduced a new approach to argumentation mining. Our evidence graph
model jointly predicts different aspects of the structure by combining the predictions of dif-
ferent subtasks in the edge weights of an evidence graph; we then apply a standard MST
decoding algorithm. This model not only outperforms two reasonable baselines and two
simple models for the difficult subtask of attachment/relation identification, but also im-
proves the results for central claim identification and relation classification, and it compares
favourably to a 3-pass mstparser pipeline.

To the best of our knowledge, this model, originally published as [[Peldszus and Stede,
2015al], is the first data-driven model that optimises argumentation structure globally for
the complete sequence of input segments. Furthermore, it is the first model jointly tackling
segment type classification, relation identification and relation type classification.

This question was raised by one of the reviewer of the published paper describing this experiment [[Peldszus
and Stede, |2015al].
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In our experiment, we used the ADU segmented corpus with the reduced relation set,
which was a reasonable simplification for an initial investigation. We will come back to this
in Section[6.7] where we not only consider the fine-grained relation set but also start from
the EDU segmented arguments. But before we do this, we compare it with other decoding
approaches that have been recently proposed in the literature, and additionally present an
improved set of base classifiers.

6.6 Study 4: Comparing decoding mechanisms

In the previous section, we have presented a model to predict globally optimal text-level
argumentation structures, given the output of four local models. Since the evidence graph
model has been published [[Peldszus and Stede, [2015a]], other approaches for predicting
argumentation structures have been proposed: Like our approach and similar to discourse
parsing, these approaches follow the decoding paradigm [Smith, 2011[], i.e. they opt for
learning a local model and then perform global decoding over the local probability distribu-
tions, often imposing constraints that are specific to the dataset used. While our approach
was based on a Minimum Spanning Trees (MST) decoding, other approaches choose what
Smith [[2011]] categorises under polytope decoding, and more specifically a decoding based
on Integer Linear Programming (ILP). Two examples are [Stab and Gurevych, 2016]] and
[Persing and Ng, 2016a]. The approach of |Stab and Gurevych| [2016] was also evaluated
on the English microtext corpus, which allows us a direct comparison.

Our goals in this study are thus twofold: Our main focus is to investigate the impact
of the decoding strategy. For this purpose, we test different decoders on the same corpus,
using the same local models. We replicate characteristic features of the ILP decoders of|Stab
and Gurevych|[[2016[] and Persing and Ng [[2016a]]. Also, we propose a novel ILP decoder
with additional constraints, that make use of the interaction between different aspects of
argumentation structure. We compare all decoders to the MST-based evidence graph model.
Furthermore, we aim to improve the results of our local models, most importantly that for
function classification, where [Stab and Gurevych! [[2016]] improved upon our earlier results.
We will add new features we consider to be helpful and also incorporate features inspired
by their feature set.

6.6.1 Experimental setup
Data and Task

As in the previous study (in Section[6.5.1)), we use the microtext-dep-ADU-reduced version
the microtext corpus, where the argumentation structures have been converted to ADU-
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based dependency trees, and the relation labels have been reduced. Results will be shown
for both the German and the English version of the corpus.

The task setting is likewise exactly that of the previous study: We predict and evaluate
the four levels of attachment (at), central claim (cc), role (ro), and function (fu).

6.6.2 Local models

One aim of this study is to improve the base classifiers by extending the feature set. This
involved exchanging the component for syntactic analysis: In the previous study in Sec-
tion[6.5| we used the Mate parser [[Bohnet,[2010]], which offered excellent parsing accuracy
as well as morpho-syntactic tagging (for German). In this experiment we instead tested the
spacy parser [[Honnibal and Johnson, [2015]]. Both parsers provide pretrained models for
English and German. The spacy parser is slightly less accurate and does not yet offer mor-
phological tagging, but it is very fast and due to its Python interface allowed us to integrate
it into the model more elegantly@ Most importantly, it comes with Brown-clusters and
vector-space representations, which we want to test in addition to the features proposed in
the earlier studies.

In comparison to the feature set used in the previous study, we implemented the following
extra features: We added Brown cluster unigrams (BC) and bigrams (BC2) of words occur-
ring in the segment. We completed the discourse relations features (DR): While the lexicon
of discourse connectives for German used in our previous experiments was annotated with
potentially signalled discourse relations, the English lexicon was lacking this information.
We thus extended the English connective lexicon by those collected in the EDUCE projec@
which also have been annotated with signalled discourse relations. In addition, a feature
representing the main verb of the segment was added (VS); the already existing verb fea-
tures either focused on the verb of the whole sentence which might be too restrictive, or on
all possible verbal forms in the segment which might not be restrictive enough.

In order to investigate the impact of word embeddings for this task, we added the 300-
dimensional word-vector representations, averaged over all content words of the segment,
as a feature for segment wise classifiers (VEC). |Stab and Gurevych| [[2016]] gained small
improvements — around 1 point F1-score on their dataset — by adding word-embeddings
as features to their argumentative stance classifier. Moreover, we derived scores of seman-
tic distance between two segments using these vectors: We measured the cosine distance
between the average word vector representations of the segment and its left and right an-
tecedents (VLR). Also, for the attachment classifier, we measured the cosine distance be-
tween the average word vectors of the source and target segment (VST).

19The Mate parser, which we used before, was called as a preprocessing step before model-building. This
involved temporary files and additional logic in the evaluation procedure. The spacy parser on the other
hand can be directly integrated into the feature function, making it very suitable for end-to-end modelling.
Uhttps://github.com/irit-melodi/educe
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Finally, we added features for better capturing the inter-sentential structure, i.e. for
relations with subordinate clauses: one feature representing that the source and target
segments are part of the same sentence (SS) and one representing that the target is the
matrix clause of the source (MC).

As in our previous experiment, all classifiers for the segment-wise classification tasks
(cc, 1o, and fu) will use the same feature set. The segment-pair-wise classification task of
attachment (at) will use all segment-wise features for the source and target segment, as well
as pair-wise features (such as the VST for semantic distance between source and target).

6.6.3 Decoders

The most important goal of this study is to compare various decoding mechanism on the
same data using the same local models. In the following, we present the decoders that
we want to compare. We will first propose a novel ILP decoder, which contrary to the
approaches of|Stab and Gurevych|[|2016]] and |Persing and Ng|[|2016a]] integrates predictions
on the role level and is thus able to make use of interactions between the role and other
levels. We will then describe our replication of characteristic features of the two related
decoders and compare this against our MST-based evidence graph model. All ILP-based
decoders in this study use the SCIP suite for solving [|Gamrath et al., [2016].

Novel ILP decoder

As an alternative to the evidence graph model, we now present a new decoder based on ILP
The goal is to build a directed acyclic graph G =<V, E,R >. Vertices (ADUSs) are referred by
their position in textual order, indexed starting from i or j = 1 to the total number n = |V|.
The argumentative functions central claim,attack,support are referred by their respec-
tive indexes v.. = 1, v, = 2, v, = 3. We create four sets of core variables corresponding to
the levels of prediction:

cc; =1 =adu; is a central claim
)1 if adu; is a proponent node
o= {0 if adu; is an opponent node
fu; =1 = adu; has function label k
at;j=1=(i,j)€E
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The local models described above provide us with four real-valued functions:

See 1 {1,...,n} >R
Sro:{1,...,n} >R
Spu i {L .} X {vee, v, v} o R

st {1,...,n}> =R

Then, the objective function that we try to maximise is a linear combination of the four
functions:

S :anscc(i)cci + ansro(i)roi +Zn123:5fu(ik)fuik +anzn:5at(ij)atij
i=1 i=1

i=1 k=1 i=1 j=1

We define different sets of constraints. Each set is identified with a short name, given
in parentheses in the header. The novel ILP decoder will include all constraint sets. In
addition, we will investigate different combinations of constraint sets, in order evaluate the
individual impact of each set.

Tree constraints on the attachment predictions (tree): We require that the predicted
graphs are trees. This amounts to all nodes having one or no outgoing arc and as many
arcs as nodes except the root node (6.7). Also, we require that our graphs are acyclic. For
this we introduce an auxiliary set of integer variables ¢; and impose constraints that enforce

acyclicity and|[6.9).

¥i 0< > ar;<1 (6.6)
J
Dlaty =n—1 6.7)
Lj
Vi 1<¢<n (6.8)
Vi,j ¢ <¢—1+n(1—at;) 6.9)

Relation labelling through function predictions (label): The constraints above only
yield an unlabelled tree. We want to use the prediction of function classifier and assign one
argumentative function to every node (6.10). Furthermore, we only want to predict support
or attack as an relation label, since the central claim function is not a relation label and the
decoded tree might have another root than the segment predicted to have the function
central claim (6.11).

3

Vi > fug=1 (6.10)
k=1

Vl fuh’cc =0 (6.11)

Interaction between central claim and attachment (cc-at): Until now, we have only
combined the attachment and the function predictions. The other levels’ predictions have
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not been integrated and no interaction constraints between them have yet been defined. In
the following, we integrate the predictions of the designated central claim classifier and also
describe the relation between the identified central claim and the root of the attachment
tree. First, we require that only one central claim is chosen (6.12)). Secondly, all vertices
have exactly one outgoing edge with the exception of the central claim, which is a sink node
: If adu; is the central claim, all at;; will be set to 0. If not, there will be only one at;;
set to 1. Note that once these constraints are added, the root constraints for attachment

and are redundant.

n

D e = (6.12)

i=1

Vi (cci+2atu) =1 (6.13)
=1

Interaction between central claim and role (ro-cc): Integrating the predictions of the
role classifier allows us to define the simple requirement that the central claim must be a
proponent node (6.14). This bans the case cc; = 1,r0; = 0, where the central claim is an
opponent node. All other cases are allowed.

Vi cc; <ro; (6.14)

Interaction between role and function (ro-fu): More importantly, we can now describe
in detail the relationship between argumentative functions and roles. The aim of the fol-
lowing constraints is to represent the intuition that every argumentative role (proponent
or opponent) will only support itself, not the other, and only attack the other, not itself.
This means that supporting relations are role-preserving, and attacking relations are role-
inverting. Consider an edge from adu; to adu;. We build the following table that represents
which role and function configurations are valid:

at; ro; fuy, ro; | valid? Comments

0 * * yes No attachment,
no restrictions

1 0 0 0 no OPP attacks OPP

1 0 0 1 yes OPP attacks PRO

1 0 1 0 yes OPP supports OPP

1 0 1 1 no OPP supports PRO

1 1 0 0 yes PRO attacks OPP

1 1 0 1 no PRO attacks PRO

1 1 1 0 no PRO supports OPP

1 1 1 1 yes PRO supports PRO

We now define S;; = ro; + fu;, +ro;. The table can be reduced to:
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valid?
yes
no
yes
no
yes

at;;

o == O
w N = O

We introduce a set of auxiliary variables psp;;, which are set to 1 if and only if adu; and
adu; form a “PRO supports PRO” pattern. In this case the ADUs need not be attached and
the defining constraint is as follows:

Vi,j 0<S;;—3psp;; <2 (6.15)

If 0 <§;; < 2, then psp;; must be 0, or the sum will be negative. If S;; = 3, then psp;; must
be 1, or the sum will be greater than 2. We now define K;; = S;; — 2psp;;. The table can be
completed:

at; S psp; Ky | valid?
0 %* * yes
1 0 0 0 no
1 1 0 1 yes
1 2 0 2 no
1 3 1 1 yes

If at;; = 1, then the case is valid iff K;; = 1. If at;; = 0, then K;; can take any value between
0 and 2. Therefore, we build the following constraint:

Vl,] Cltij SKU < 2—Cltij (6.16)

We will refer to this decoder as new ILP in the presentation of results. Different variations
of the constraint sets will be tested. All of them share the basic (tree) and the (label)
constraint set, in order to decode labelled trees. We will test the impact of adding the
interaction constraints respectively, and also experiment with combinations of them.

ILP approach by Stab and Gurevych

We replicate the approach of |Stab and Gurevych|[[2016[], who proposed an ILP decoder for
deriving argumentation structures. The model has been primarily developed on the corpus
of persuasive essays and results have been reported for the second release of the corpus
[Stab and Gurevych, [2016]], but they also report results on the English microtext corpus.
Their base classifiers include one for distinguishing between claims and premises (the dis-
tinction between major claims and claims is not necessary for the microtexts), and one for
identifying argumentative relations, i.e. for attachment. In order to replicate this setup, we
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can use our base classifiers for central claim and attachment. The classification of argumen-
tative function (in their terms ‘stance’) is independent in their model, i.e. the distinction
between support and attack is not part of the joint modelling and could also be regarded as
a following step in a pipeline, contrary to both the evidence graph model and the novel ILP
decoder. We can use the output of the function base classifier for this. Role classification is
not used in their approach.

In contrast with us, they do not use probability distributions of the local model in order
to perform global decoding over them. Instead, they take classification decisions to create
matrices depicting these results. They linearly combine these matrices with another matrix
derived from a combination of incoming and outgoing links on the non-decoded graph. The
intention of this procedure is to promote central claims as relation targets and to degrade
central claims as relation sources, in order to model the interaction between central claim
and attachment. This linear combination provides a new matrix which they use in order to
maximise their objective function. ILP constraints are merely used to guarantee a rooted
tree without cycles. We will refer to this decoder as repl. ILP S&G in the presentation of
results.

ILP approach by Persing and Ng

We replicate the decoding approach of Persing and Ng|[2016a]], who worked on the first
release of the student essay corpus [Stab and Gurevych, 2014b]]. This replication amounts
only to the objective function and the general (corpus-independent) decoding of argumen-
tation structures using ILP. It does not aim to cover the various other aspects of their end-
to-end model.

Their setup of base classifiers is different from all other models presented here: They
combine attachment and function classification in one classifier for relation identification
that assigns for a pair of ordered segments one of five classes: forward-directed support,
backward-directed support, forward-directed attack, backward-directed attack, or no rela-
tion. In addition, they have one base classifier for assigning ADU types (major claim, claim,
premise or none) to segments.

In contrast to the ILP approach of [|[Stab and Gurevych, 2016] and to our novel ILP de-
coder, they aim to maximise the average F-score of these two base classifiers, rather than
maximising the average classification accuracy. They achieve this by estimating the ex-
pected values of TB FB and FN values from the results of their two classifiers.

The constraints that they use include constraints on major claims (exactly one major
claim, in the first paragraph, no parents), premises (at least one parent from the same
paragraph, only in paragraph relations), claims (at most one parent which is a major claim)
as well as some other constraints (at most two argumentative components per sentence,
etc).
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Although their base classifier setup is different, we can use our attachment and function
classifier to emulate the results of their combined attachment and function classifier, and use
it together with the central claim classifier for distinguishing between claims and premises to
replicate their objective function. We include only the tree constraints and the interaction
between central claim and attachment. All other constraints they propose are domain-
specific for the annotated student essays (paragraph structure and the major-claim/claim
distinction). We will refer to this decoder as repl. ILP P&N in the presentation of results.

Novel approach with objective from Persing & Ng

In this model, we use the aforementioned objective function by Persing and Ng [2016a]
in combination with the set of constraints of the novel ILP decoder. We will refer to this
decoder as new ILP objective 2 in the presentation of results.

Evidence graph

Our baseline in this experiment is the evidence graph model, see Section It uses the
predictions of all four (improved) base classifiers, combines them in one evidence graph
and decodes the globally optimal structure using the MST algorithm. Compared to the
constraints described above, the EG model is theoretically equally powerful: It enforces a
tree structure via the MST algorithm. It models all three interactions between the levels
by the combination of level-specific edge scores. In this experiment, we again leave the
weighting of the base classifiers equal. We will refer to this decoder as new EG equal in
the presentation of results.

6.6.4 Results
Evaluation procedure

In this experiments, we follow exactly the evaluation procedure of the previous study. The
correctness of our local model’s predictions as well of those of the predicted structures is
assessed separately for the four subtasks, reported as macro averaged F1.

While these four scores cover important aspects of the structures, it would be advan-
tageous to have a unified, summarising metric for evaluating the decoded argumentation
structures. To our knowledge, no such metric has yet been proposed; prior work just av-
eraged over the different evaluation levels. Here, we will additionally report labelled at-
tachment score (LAS) as a measure that combines attachment and argumentative function
labelling as it is commonly used in dependency parsing. Note however, that this metric
is not specifically sensitive for the importance of selecting the right central claim and also
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English German

model cc ro fu at cc ro fu at
Section 817 .750 .671 .663 .849 .755 .703 .679
Stab & Gurevych [[2016] .830 .745 .650

base .832 .762 .710 .690 .827 .757 .709 .696
base + BC +.008 -.005 +.001 +.004 +.008 +.005 -.001 -.003
base + BC2 -.003 -.002 +.001 -.001 +.003 -.001
base + DR +.005 +.018 +.019 +.003 +.002 -.002 -.001
base + VS -.001 -.002 -.001 +.002 +.001 +.001 -.001
base + VEC -.002 -002 -.002 +.001 +.004 -.003 +.002 +.002
base + VLR -.002 +.001  -.001 +.001  -.002
base + VST -.001
base + SS +.009 +.009
base + MC +.012 +.016
all - VEC .840 .782 .723 711 .837 .765 .709 711
all .840 .780 724 .710 .836 .762 712 711

Table 6.10: Evaluation scores for the base classifiers reported as macro avg. F1: The first
two rows report on earlier results. Against this we compare the new classifiers
using the new linguistic pipeline (base), followed by a feature study showing
the impact of adding the new features (described in Section[6.6.2). Finally, we
show the results of the final classifiers combining these features.

not sensitive for the dialectical dimension (choosing just one incorrect argumentative func-
tion might render the argumentative role assignment for the whole argumentative thread
wrong).

Local models

The results of the experiment with local models are shown in Table We first repeat
the reported results of the previous study from Section which have been published
as [[Peldszus and Stede, |2015al], and those of [|Stab and Gurevych, |2016]] for comparison.
Their base classifiers improved over ours in central claim identification by 1.3 point and
considerably in function classification by 7.4 points. Role classification was not tackled by
them. For attachment, they scored 1.3 below our results. They evaluated their classifiers
on the English, but not on the German version of the corpus.

We then report the results of the new base classifiers of this study: First of our local
models without any new features added, but exchanging the linguistic pipeline of the Mate
parser by that of the spacy parser (base). This already provides a substantial improvement
on all levels for the English version of the dataset. We attribute this mainly to the better
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performance of spacy in parsing English. For German, the results are competitive. Only for
central claim identification our new local models does not fully match the original model,
which might be due to the fact that the spacy parser does not offer a morphological analysis
as deep as the mate parser and thus does not derive predictions for sentence mood.

What follows is a feature analysis, where we report on the impact of adding each new
feature to the base model (base + x). Scores are reported as the delta. Empty cells indicate
no change. The highest gain is achieved by adding the features for subordinate clauses (SS
and MC) to the attachment classifier. Brown cluster unigrams (BC) give a moderate boost
for central claim identification. Interestingly, the word-vector representation did not have
a significant impact. The averaged word embeddings themselves (VEC) lowered the scores
minimally for English and improved the results minimally for German, but increased the
training time dramaticallsz] The distance measures based on word vectors (VST and VLR)
yielded no improvement likewise.

Taking all features together provides us with local models that achieve state-of-the-art
performance on all levels but fu for English and cc for German. Note that we exclude from
our final model only the feature that adds the raw word embeddings (VEC), since it does
not yield improvements across the levels when combined with all other features and also
substantially slows down the model training. The resulting models (all - VEC) are used as
the base classifiers in all decoding experiments.

Global model

The results of the experiments with the decoders are shown in Table We again
first repeat previously reported scores, i.e. the results of the evidence graph model from
Section which has been published as [[Peldszus and Stede, 2015al], as well as the results
of |Stab and Gurevych|[[2016].

We then present the results for decoders developed in this study. Recall that these de-
coders all use the output of the same, improved base classifiers (the best performing all -
VEC models), but that not all decoders make use of all task levels: The replicated ILP ap-
proaches for example make no use of the predictions of argumentative role. Nevertheless,
we are able to derive and evaluate the predicted argumentative role from the predicted
argumentation structures of these approaches.

Let us first focus on the novel ILP decoder and the impact of adding the different con-
straint sets to the baseline, which just predicts labelled trees without exploiting any inter-
action. Adding the cc-at interaction constraints yields an improvement on the central claim
and function level. The ro-cc interaction does not increase the scores on its own, but it gives

120ne explanation for the missing impact of the raw word embeddings could be that we used pre-trained word
embeddings and did not learn representations specific for our task, as advised by|Ji and Eisenstein|[2014]]
in the context of RST parsing.
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a little extra when combined with the cc-at interaction constraint sets. A strong improve-
ment in role classification and a smaller one in function classification is achieved by adding
the ro-fu interaction. The full constraint set with all three interactions included yields the
best novel ILP decoder model. Changing our objective function against that of |Persing and
Ng|[[2016a]] (objective 2) does not significantly affect the results.

When we compare the replicated decoders (repl ILP S&G) and (repl ILP P&N) against
our novel ILP decoder, we observe that they perform worse by nearly 10 points F1 in role
classification. This is to some degree expected, as these approaches do not involve a role
classifier designated to learn this dialectical view on argumentation structure and thus no
interactions involving the role level can be exploited. The novel ILP decoder, however, also
yields better results in attachment and (for German) in function classification. The results
of (repl ILP P&N) are nearly equal to that of new ILP (cc-at): This is expected, as firstly their
constraints are very similar, and secondly the special objective function of P&N has been
shown to not have a significant effect here. To our surprise, the (repl ILP S&G) performs
worse that the labelled tree baseline, although it adds a variant of the cc-at interaction that
the labelled tree baseline does not have. Bear in mind, though, that our replications only
amount to characteristic features of their decoders and constraints that are applicable on
the microtext corpus. The result we obtained here do not represent what their whole system
(including their local models and domain-specific constraints) might predict.

We observed that the novel ILP decoder with the full constraint set gives the best result
under all ILP decoders. But how does it compare to the MST-based evidence graph model?
Our results show that the EG model and the new ILP decoder are generally on par, but
have different strengths. The EG model is better in central claim identification, the new ILP
decoder is better in role classification. Both models perform equally on the attachment level.
Function classification, on the other hand, varies depending on the language. This is also
supported when looking at the LAS metric, where (new EG equal) scores best for English,
and the new ILP decoder for German. The differences in cc, ro, and fu are statistically
significant. However, they are spread across different levels and partly depend the modelled
language. We therefore cannot conclude that one approach is superior to the other, but only
that on a level playing field (in terms of local models and structural interactions exploited)
the MLI-based and the ILP-based decoders can yield equivalent results.

Finally, it is worth pointing out that the improved evidence graph model for English and
the novel ILP decoder for German represent the new state of the art for automatically recog-
nising the argumentation structure in the microtext corpus.

6.6.5 Conclusions

We presented a comparative study of various structured prediction methods for the extrac-
tion of argumentation graphs. For this we compared the MST-based evidence graph model
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that we presented in the previous section against ILP decoding approaches. In particular
we replicated the decoders of [Stab and Gurevych| [[2016]] and Persing and Ng|[[2016a]] and
proposed a novel ILP decoder with several constraint sets, some of them novel, each of
which we could demonstrate the impact of. In order to be able to compare between the
various decoding mechanisms, we used the same underlying corpus, the microtext corpus,
and the same local models, which are an improved version of the base classifiers presented
in the previous section.

Our observation is that the novel ILP decoder outperforms existing ILP approaches, but
that it is on par with the MST-based evidence graph model. We therefore argue that when
it comes to predicting argumentation structures in general and as long as these structures
are represented as tree structures, MST-based methods suffice to obtain the globally optimal
structure. ILP-based decoding approaches may pay off when extra constraints on the output
structure can be defined, e.g. when the texts follow certain domain-specific regularities,
as it might be the case for student essays or juridical documents. Whether these extra
constraints make a significant difference in comparison to a general MST-based decoding
of argumentation structure remains to be shown in each specific case.

The improved local models derived in this section, in combination with the evidence
graph model and the novel ILP decoder, improve upon previous results from Section 6.5
and upon those of [|Stab and Gurevych, [2016]] and thus represent state of the art results on
the microtext corpus.

6.7 Study 5: Fine-grained argumentation structures

Until now, we have investigated the predictability of argumentation structures in a (to a
certain degree) simplified way. This concerns on the one hand the segmentation — we used
the coarse-grained ADU segmentation — and on the other hand the granularity of the relation
set — we reduced the relation labels to the binary distinction between support and attack.
These simplifications had their justification: They allowed us to assess the complexity of
structure prediction in abstraction of the problem of segmentation and without tackling the
oftentimes challenging distinction between various fine-grained relation types, such as e.g.
rebutting versus undercutting attacks.

In this study, we want to increase the complexity of the task and report on results of the
proposed evidence graph model on less simplified versions of the corpus. We will not only
predict structures with the full, fine-grained relation set, but also use the EDU segmentation
of the corpus. The goal is to arrive at a model that is able to predict fine-grained argumen-
tation structures from EDUs, such as those derived by an automatic discourse segmenterFE]
We will proceed step by step and present the results for the intermediary scenarios (ADU

13Note that we still train our models on a corpus where all segments (even EDUs) are argumentatively relevant.
We will not tackle the task to determine argumentative relevance here. Nevertheless, starting from an EDU
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corpus version relation set

root role-preserving role-inverting
ADU reduced  central claim support attack
EDU reduced  central claim support attack
ADU full central claim link support, example rebut, undercut
EDU full central claim join link support, example rebut, undercut

Table 6.12: Relation sets on the argumentative function level for the different corpus ver-
sions.

segmentation with the full set of relations, as well as EDU segmentation with the reduced
set of relations), and finally for the target scenario with EDU segmentation and fine-grained
relations.

6.7.1 Experimental setup
Data and Task

Contrary to the previous studies, we will therefore not use the microtext-dep-ADU-reduced
version of the microtext corpus as the data in our experiment, but all other three conver-
sions: microtext-dep-ADU-full, microtext-dep-EDU-reduced, and finally microtext-dep-
EDU-full. Results will be shown for both the German and the English version of the corpus
for the scenario with ADU segmentation, and only for English in the EDU-based scenariosE]

The task setting is similar to that of the previous studies: We predict and evaluate the
four levels of attachment (at), central claim (cc), role (ro), and function (fu). The function
level, though, has different labels depending on the corpus version. An overview of the
relation sets of the different corpus versions is given in Table Instead of the simple
binary distinction between support and attack, the full relations set offers multiple sup-
porting (normal support, support by example) and multiple attacking relations (rebut and
undercut). Also, there is the link relation, expressing that the source segment and the tar-
geted segment have their argumentative function only when taken together. Finally, with
EDU segmentation, we have the join relation, indicating that multiple adjacent EDUs form
an ADU. As all role-preserving functions, both link and join are mapped to support in the
reduced label set. See Chapter|[5.3.2]for details about the label set reduction.

segmentation involves determining whether multiple adjacent EDUs form an ADU together or whether each
of them constitutes an ADU in its own right.
14An EDU-segmented version of the German corpus is not yet available, see Chapter

194



6.7.2 Models

As a baseline, we will use the two heuristic baseline models presented in Section [6.5.2}
BL-first, which takes the first segment as the central claim and all other segments as direct
support to it; and BL-preced., which attaches each segment to its preceding segment as
a simple support relation. Note that the purpose of these baselines in this case is not to
seriously challenge the proposed method. It is rather the other MST- or ILP-based methods
presented earlier who have proven to be competitors of the evidence graph model. The pur-
pose of the baselines here is to determine the lower bound using exactly the same methods
as in previous experiments. This will enable us to put these base results in relation to those
derived on different corpus versions in order to quantify the increase in task complexity.

We will not reproduce all other competitors spawned in the previous sections: For the
mstparser-based models from Section [6.5, we have already shown that, despite their ad-
vantage in predicting attachment, the overall performance was not on par with that of the
evidence graph model. Furthermore, they prove to be significantly worse in predicting the
argumentative function — one of the task that will be even more challenging in this study’s
scenarios. The ILP-based decoders from Section [6.6] would be interesting to compare to.
However, the more complex relation set would require customisation of the existing con-
straints and maybe additional constraints for the new relation types, which is out of the
scope of the present study.

The evidence graph model does not require any adaption to the new scenarios. It only
needs to be aware of those relations that are role-inverting. The graph is automatically
populated with edges of all existing relation types, be it only support and attack (as in
previous experiments) or the six different relations of the full EDU-based relation set. We
will, again, only report the results of the EG-equal model, which does not optimise the
weighting of the four base classifier scores but simply assumes an equal weighting.

6.7.3 Results

For evaluating the results of our experiment, we follow the same procedure of the previous
studies and assess the correctness of the predicted structures separately for each of the four
subtasks as macro averaged F1 and also report labelled attachment scores (LAS).

ADU reduced

Let us first, for the ease of comparison, recapitulate the results on the ADU segmented
corpus with the reduced relation-set. They are shown in Table and consist of the
baselines as well as the (feature-wise improved) EG-equal model from the previous section.
Remember that baseline results only differ from each other in their attachment strategy
and yield equal results for central claim (always choosing the first segment), role (all pro-
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English German

model cc ro fu at LAS cc 10 fu at LAS

BL-first 712 439 407 .618 .313 .712 .439 .407 .618 .313
BL-preced. .712 .439 .407 .662 .300 .712 439 .407 .662 .300
EG-equal .876 .766 .757 .722 .529 .861 .730 .725 .731 .523

(a) Evaluation results for all levels (recapitulation of results from Section .

English German
relation Precision Recall F1 Precision Recall F1
central claim .801 .801 .801 .777 777 777
support .762 .817 .788 .728 .819 .770
attack .736 .641 .683 .730 .563 .630

(b) Individual relations on the function level for the EG-equal model

Table 6.13: Evaluation results for the ADU reduced scenario.

ponent), and function (all support). Also, following a structural heuristic, their results are
consistent across language versions of the corpus. Finally, note that the evidence graph
model produces slightly better predictions for the English version of the corpus than for the
German version, as we already discussed in Section [6.6]

We will additionally report detailed scores for the different relations on the argumentative
function level and later compare them with the results using the more fine-grained relations
set. The results for the reduced relation set are presented in Table|6.13b|as precision, recall,
and F1 score for each relation class.

ADU full

We will now turn to the first scenario with more fine-grained structures, using the full re-
lation set on the ADU segmented corpus. The level-wise scores are reported in Table
Comparing these scores against the those with the reduced relation set confirms our ex-
pectation that only the level of argumentative function is affected. On all other levels the
results are stable. The decrease in the scores for argumentative function is observed for
both the baseline models as well as for the evidence graph model. For the baselines, the
drop is quite dramatic, but remember that they only assign support relations and the func-
tion score is a macro average over all classes. With more classes the macro average will
drop, even though roughly the same number of items are correctly predicted. This also has
to be kept in mind when interpreting the function score for the EG-equal model.
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English German

model cc o fu at LAS cc ro fu at LAS

BL-first 712 439 194 618 .301 .712 439 .194 .618 .301
BL-preced. .712 .439 .194 .662 .250 .712 .439 .194 .662 .250
EG-equal .873 .770 456 .718 .487 .860 .731 .444 733 .473

(a) Evaluation results for all levels

English German

relation Precision Recall F1 Precision Recall F1

central claim .796 .796 796 .774 774 774
support .687 .783 .731  .649 .752 .695
example .060 .027 .037 .050 .030 .037
link .170 .135 134 .263 .230 224
rebut .607 .524 .558 .590 489 .528
undercut .538 449 482 525 .348 407

(b) Individual relations on the function level for the EG-equal model

Table 6.14: Evaluation results for the ADU full scenario.

To get a better picture, let us see the individual scores for each relations, presented in Ta-
ble In general, we observe the highest F-scores for central claim and normal support.
The fine-grained attack types, i.e. rebutter and undercutter, can be predicted to a good ex-
tent, but there are still improvements to be made here. Linked relations and support by
example are not sufficiently predicted. We can assume that there are just not enough in-
stances in the training data to adequately cover these classes. Note that without these two
infrequent classes, the macro average over the remaining relation types is 0.633 for English
and 0.601 for German.

When comparing these figures against those obtained with the reduced relation set, we
observe that supports are harder to identify with the full than with the reduced set. One
reason for this may be those classes that were subsumed under support in the reduced
scenario (examples and links) and which are not sufficiently covered in the corpus. Another
reason may be found on the attack side: Among the common structural confusions is the
discrimination of reactions towards attacks: One choice is a counter-attack (typically by an
undercutter) the other a new pro-argument, which is not challenging the acceptability of
the attack’s inference, but rather outweighing it with a “more important” reason. With the
full relation set the model can distinguish between rebutting and undercutting attacks, and
thus confuse undercuts with supports in this configurations. This is also supported by the
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fact that undercuts score lower than rebuts. Compared to the reduced relation set, where
attack relations scored with 0.68 F1, we achieve only an F1 of 0.56 for rebutting and of
0.48 for undercutting relations (in the case of English).

Interestingly, the relations results also differ between the English and the German ver-
sion of the corpus. The quite infrequent linked relations are predicted more accurately in
German, but all other relations achieve better scores in English, even with a difference of
7 points F1 for the undercutting relation. Without further analysis, we can only speculate
here about the possible reasons. We leave it for future work to investigate whether this
language dependence is due to differences in coverage of the lexical features (from parsing
model and connective lexicon), or an artefact of translation, or more generally due to a
difference in the usage, variety and markedness of the discourse connectives across both
languages.

Summing up this scenario, we found that some distinctions from the more fine-grained
relation set, such as between rebutting and undercutting attacks, can be successfully pre-
dicted to some extent. Other relations, such as link and example, are just not covered
sufficiently in the training corpus to be reliably predicted. Also, we want to stress that in-
creasing the complexity of the relation set (even to a degree that certain relations cannot
be predicted) did only affect the function level and thus did not impair the quality of joint
prediction in the evidence graph model for other levels.

EDU reduced

The next scenario is based on the EDU segmentation, but with the reduced relation set.
Recall that only the English version of the corpus offers EDU segmentation. The overall re-
sults are shown in Table In order to quantify the effect of using a more fine-grained
segmentation, we can compare these results with that of the ADU reduced scenario. The
differences for the baseline are relative small: Attachment classification improves by three
points for BL-preced., which is due to the serialisation of join relations during the depen-
dency conversion. Furthermore, there is a small gain of two points in function classification,
as these join relations are mapped to supports by relation set reduction.

The differences of the EG-equal model’s prediction are also rather small. The tasks of cen-
tral claim identification and role classification become a little bit more difficult (a decrease
by two to three points F1) and there is a minor impact on function classification. We thus
focus on individual scores for the relations, which are shown in Table [6.15b} The F-score
for predicting the central claim function is 5 points lower; supporting relations are better
recognised (43 points), due to gains in precision; attacking relations finally are predicted
less accurately (-2 points), due to a loss in precision.

Overall, moving from an ADU segmentation to an EDU segmentation does not make the
task of argumentation mining significantly more complex, as long as we work with a reduced
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English

model cc 0 fu at LAS

BL-first 722 443 429 613 .293
BL-preced. .722 .433 429 .692 .358
EG-equal .849 732 743 .721 .505

(a) Evaluation results for all levels

English
relation Precision Recall F1
central claim .747 .747 .747
support .807 .832 .819
attack .695 .639 .663

(b) Individual relations on the function level for the EG-equal model

Table 6.15: Evaluation results for the EDU reduced scenario.

relation set that treats EDU-joints as supporting relations. This surely is a simplification —
though one that might still be a practical starting point when predicting structures right
from automatically segmented text. The theoretically more adequate treatment of EDU
segmentations with explicit join-relations will be handled in the next and final scenario.

EDU full

We will now evaluate the most elaborate setting, where both segmentation and the re-
lation set are more complex than in the studies of the previous sections: We will predict
structures with the full relation set on fine-grained EDU-segmented text. Consequently, we
will be able to compare this scenario into both directions, with the ADU-full scenario in or-
der to measure the impact of EDU segmentation, and with EDU-simple scenario to measure
the impact of the full relation set.

We will start with the general evaluation results of the models, see Table Similar to
what we had already found when assessing the impact of EDU segmentation for the reduced
relation set, we observe here with the full relation set a small improvement of 3 points for the
attachment results of the BL-preced. model, since joins are represented as serial structures.
In function classification, however, there is a loss of 4 points: The additional join relation
is not predicted by the baseline models and thus reduces the overall macro average (see
above). The evidence graph model also exhibits some minor losses with -3 points on the
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English

model cc ro fu at LAS

BL-first 722 443 155 .613 .255
BL-preced. .722 .443 .155 .692 .197
EG-equal 849 741 446 722 424

(a) Evaluation results for all levels

English

relation Precision Recall F1

central claim .749 .749 .749
support .659 .650 .652
example .000 .000 .000
join .533 .669 .589
link .165 .120 .129
rebut .553 492 .518
undercut .504 .485 488

(b) Individual relations on the function level for the EG-equal model

Table 6.16: Evaluation results for the EDU full scenario.

role level, -2 for central claims, and -1 for the argumentative function. Attachment is not
affected.

When we compare the scores for the levels with the EDU reduced results, the effect of
making the relation set more complex is similar to what we have already seen in ADU seg-
mentation: The results on all levels but function remain stable. For function classification,
the macro-average drops significantly.

Alook on the individual relation’s scores of the EG-equal model will help us to investigate
this in more detail (see Table [6.16b). As in the ADU full scenario, we observe that the
example and the link relations are not successfully predicted, most likely because they are
underrepresented in the data. Without them, the macro-average would be 0.598. The join-
relation, which expresses membership of more than one EDU to an ADU, is predicted with
an F-score of nearly 60% and thus recognised with greater success than attack relations.

Adding the join relation has an influence on the other relation types, though, which
might have been underestimated when only looking at the loss of one point on the averaged
function level. In the individual scores of relations we observe significant losses compared
with the ADU full scenario: -5 points for central claim, -8 point for support (mainly a loss
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in recall), and -4 points for rebuts. This means that join relations are also a source for
confusions, and better features might be required to make these distinctions clearer.

Finally, we compare the results with those of the reduced relation set in the EDU reduced
scenario. Simply treating all supports, examples, joins, and links as a support yields a 16
points higher F-score for this class than when the model is forced to distinguish proper
supports from these other classes. On the attack side where an F-score of 0.66 was reached
with the reduced relation set, rebuts score with 0.52 and undercuts with 0.48.

To summarise the results obtained in this scenario: The impact of a more fine-grained
segmentation is stronger in combination with the full relation set, because introducing the
join relations brings in another source of confusion. This merely affects the function level,
all other levels remain relatively stable in the evidence graphs model’s predictions. The
fine-grained relations are not equally easy to predict, but the attacks as well as the join
relation can be recognised with some success, though at the expense of accuracy for other
classes.

6.7.4 Conclusions

Let us conclude what has been achieved in this study. We have applied the evidence graph
model to more complex versions of the microtext corpus. Complexity was increased on
two dimensions: Moving from ADU to EDU segmentation allows us to directly use the
output of a discourse segmenter to predict argumentation structures. Using the full, and
not the reduced relation set that is available in the annotated data, allows us to learn about
interesting aspects of argumentation structures that go beyond the simple support versus
attack distinction, such as the difference between rebutting and undercutting attacks or
linked structures.

We found that using the EDU segmentation is not critical when using a reduced relation
set, but affects function classification when using a fine-grained relation set. For the fine-
grained relation set, we observed that we did not have enough instances of support by
example and of linked relations to be able to recognise them reliably. Linked relations
might even be problematic when enough data is available, as this class expresses a deep
understanding of the inferences underlying the argument. The join relation for EDU-ADU-
membership, as well as the distinction between rebutter and undercutter can be predicted
to some extent.

Generally, fine-grained relations come at a price: It might be worth considering to be very
selective when making a relation set more fine-grained. As long as most of these relations
are not predicted with very high accuracy, one should not introduce additional sources of
confusion with relations that are not highly desirable for the intended application.

Finally, we want to stress that this is the maximally complex scenario. The development
of features was driven towards capturing the distinction between supports and attacks, but
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not for more fine-grained relations. We have not, for example, studied the data explicitly
for signals of rebuttal or undercutting, nor for those of EDU-ADU membership. The re-
sults nevertheless achieved by the evidence graph model in these complex scenarios thus
demonstrate the versatility and stability of this approach.

6.8 Study 6: Predicting argumentation structures from
rhetorical structure

In the previous studies, we have presented the evidence graph model and achieved state-
of-the-art results on the microtext corpus comparing against various baselines and different
decoding models. Furthermore, we have shown that the model is flexible to derive argu-
mentation structures of different granularity by presenting results for the different versions
of the corpus, based on ADU or EDU-segmentation and with a coarse- or fine-grained rela-
tion set. In this last study, we will demonstrate that the proposed way of deriving argumen-
tation structures is also useful when we have something completely different than natural
language text as input: We will use the rhetorical structures that have been annotated on
the microtext corpus to predict argumentation structures.

This scenario is of theoretical interest, since we can deepen our understanding of the
correlations between RST and argumentation. We have already discussed in Chapter [2.2.5]
why argumentation structures cannot be adequately represented by RST trees. In Chap-
ter we introduced the additional annotation layer for RST in the microtext corpus.
It enabled us to ground claims about the correlation between RST and argumentation in
systematic empirical evidence, while related studies were based on the experiences that
their authors had made with manually applying RST and with analysing argumentation.
Examples of such empirical studies are the quantitative analysis of these alignments given
in [|Stede et al., |2016]] and the qualitative analysis later provided in [Peldszus and Stede),
2016b[]. These studies found a large proportion of “canonical” correspondences between
RST subtrees and the central notions of argumentation. But they also identified systematic
mismatches, which are either due to an inherent ambiguity of RST analysis (informational
versus intentional) or caused by more technical aspects of granularity (multinuclear rela-
tions). Even if these mismatches would be resolved by using annotation guidelines that
“drive” the annotator toward capturing underlying argumentation, there would still remain
problems with non-adjacency in the argumentation structure, which are likely to increase
when texts are larger than our microtexts.

More importantly for this section, this scenario is of practical interest: We want to in-
vestigate whether those aspects of argumentation that are represented in RST trees can be
feasibly decoded in an automated fashion to predict argumentation structures. To this end,
we will compare three approaches, a tree transformation approach, a graph aligner, and the
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evidence graph model. If RST structures are argumentatively informative enough, either
due to direct correspondences, or due to cooccurrences that can be learnt, this opens up
the door to exploit existing RST parsers for argumentation mining, such as those presented
in Section Hence, a potentially useful architecture for argumentation mining could
involve an RST parser as an early step that accomplishes a good share of the overall task.
How feasible this is has so far not been determined, though. In the following, we report on
experiments in automatically mapping RST trees to argumentation structures, for now on
the basis of the manually-annotated “gold” RST trees.

6.8.1 Experimental setup
Data

In this study, we will use the EDU segmented microtext corpus, which is only available in
English: on the one hand the RST annotation layer in its dependency conversion as the
input structure, and on the other hand the argumentation structure layer in its dependency
conversion with the full label set (microtext-dep-EDU-full) as the gold output structure.
For an example of the original structures and their dependency conversion, we point the
interested reader to Chapter|5.4.5| especially to Figure

Task

Our aim is to predict argumentation structures as in our previous studies, but instead from
a segmented natural language text, we predict them from the gold RST dependencies in
our corpus here. We follow the very same experimental setup of our previous studies, i.e.
the same train-test splits, and the same evaluation procedure, where the correctness of
predicted structures is assessed in four subtasks at, cc, ro, and fu.

6.8.2 Models

We have implemented three different models: A simple heuristic tree-transformation serves
as a baseline, against which we compare two data-driven models. All models and their
parameters are described in the following subsections.

Heuristic baseline

The baseline model (BL) produces an argumentation structure that is isomorphic to the RST
tree. RST relations are mapped to argumentative functions, based on the most frequently
aligning class as reported in [|Stede et al., |2016]] — see Figure For the two relations
marked with an asterisk, no direct edge alignments could be found, and thus we assigned
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support: background, cause, evidence, justify, list, motivation, reason, restatement, result
rebut: antithesis, contrast, unless

undercut: concession

join: circumstance, condition, conjunction, disjunction, e-elaboration, elaboration,
evaluation-s, evaluation-n, interpretation*, joint, means, preparation, purpose, sameunit,
solutionhood*

Figure 6.4: Mapping of RST relations to ARG relations used in the heuristic baseline.

them to the class of the non-argumentative join-relation. The argumentative example and
link-relations were not frequent enough to be captured in this mapping.

We expect this baseline to be not an easy one to improve over. It will predict the central
claim correctly already for 85% of the texts, due to the correspondence described in the
aforementioned study. Also, 60% of the unlabelled edges should be mappable. Finally, the
argumentative role is expected to be covered quite well, too: If the relation mapping is
correct, the chain of supporting and attacking relations determining the role is very likely
to be correct, even if attachment is wrongly predicted.

Naive aligner

Our naive aligner model (A) learns the probability of subgraphs in the RST structure map-
ping to subgraphs of the argumentative structure.

For training, this model applies a subgraph alignment algorithm yielding connected com-
ponents with n nodes occurring in the undirected, unlabelled version of both the RST and
the argumentative structures. It extracts the directed, labelled subgraphs for these com-
mon components for both structures and learns the probability of mapping one to the other
across the whole training corpus.

For prediction, all possible subgraphs of size n in the input RST tree are extracted. If one
maps to an argumentation subgraph according to the mapping learned on the training cor-
pus, the corresponding argumentation subgraph is added to an intermediary multi-graph.
After all candidate subgraphs have been collected, all equal edges are combined and their
individual probabilities accumulated. Finally, a tree structure is decoded from the inter-
mediary graph using the minimum spanning tree (MST) algorithm [[Chu and Liu, [1965|
Edmonds), [1967]].

The model can be instantiated with different subgraph sizes n. Choosing n = 2 only
learns a direct mapping between RST and ARG edges. Choosing larger n can reveal larger
structural patterns, including edges that cannot be directly aligned, such as those depicted
in Figure[6.5] Most importantly, the model can be trained with more than one subgraph size
n: For example, model A-234 simultaneously extracts subgraphs of the size n = [2,3,4],
so that the edge probabilities of differently large subgraphs add up.
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(a) Example 1: ARG (b) Example 1: RST
(reason}
|
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(c) Example 2: ARG (d) Example 2: RST

Figure 6.5: Two examples for common components between RST and ARG for attack- and
counter-attack constructions, involving edges that cannot be directly mapped.

The collected edges of all candidate subgraphs do not necessarily connect all possible
nodes. In this case, no spanning tree could be derived. We thus initialise the intermediary
multi-graph as a total graph with low-scored default edges of the type unknown. These
should only be selected by the MST algorithm when there is no other evidence for connect-
ing two unconnected subgraphs. The number of predicted unknown edges thus serves as
an indicator of the coverage of the learnt model. In the evaluation, unknown edges are
interpreted as the majority relation type, i.e. as support.

Finally, we added an optional root-constraint (+r) to the model: It forbids outgoing edges
from the node corresponding to the RST central nucleus, and therefore effectively enforces
the ARG structure to have the same root as the RST tree.

Evidence graph model

We use the evidence graph model (EG) to predict argumentation structures from RST. Our
model differs from the previous ones in that our base classifiers are trained exclusively on
a new feature set reflecting aspects of the input RST tree, and do not use any linguistic fea-
tures. The segment features are shown in Figure We distinguish three feature groups:
base features including edges (EG-2), base features plus 3-node subgraph features (EG-23),
and the latter plus 4-node subgraph-features (EG-234). Base classifiers for the cc, ro, and
fu-level are trained on segment features. The at-level base classifier is trained on segment
features for the source and the target node, as well as on relational features, shown in
Figure

As in the original model, the base classifiers perform an inner cross-validation over the
training data in order to first optimise the hyperparameters of the log-linear SGD classi-
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base features incl. 2-node subgraph features:

- absolute and relative position of the segment in the text
- binary feature whether it is the first or the last segment
- binary feature whether it has incoming/outgoing edges
- number of incoming/outgoing edges

- binary feature for each type of incoming/outgoing edge
3-node subgraph features:

- all relation chains of length 2 involving this segment
4-node subgraph features:

- all relation chains of length 3 involving this segment

Figure 6.6: Segment feature sets

- direction of the potential link (forward or backward)

- distance between the segments

- whether there is a RST relation between the segments
- type of the RST relation between the segments or None

Figure 6.7: Segment-pair features

fier [[Pedregosa et al., |2011]]. We do not optimise the weighting of the base classifiers for
score combination here, because we had shown in the original experiments that an equal
weighting yields competitive results (see Section[6.5.3)).

6.8.3 Results

The evaluation results are shown in Table All alignment models including at least
subgraphs of size n=3 (A-23*) improve over the baseline (BL) in predicting the relation
type (fu) and the attachment (at). Considering larger subgraphs helps even more, and it
decreases the rate of unknown edges On the role level, the baseline is unbeaten. For cen-
tral claim identification, the alignment model performs poorly. Adding the root constraint
yields exactly the baseline prediction for the central claim, but also improves the results on
all other levels, with the cost of an increased rate of unknown edges. The clear improve-
ment over the baseline for the relation type (fu) indicates that the probability estimates of
the alignment models capture the relations better than the heuristic mapping to the most
frequently aligning class in the baseline. Furthermore, extraction of larger subgraphs grad-
ually increases the result on both the fu and the at level, showing us that there are subgraph
regularities to be learnt which are not captured when assuming isomorphic trees.

For the evidence graph model, we will first investigate the performance of the base clas-
sifiers (EG-bc-*), before we discuss the results of the decoder. The difference between the

5Note that when testing the A-234 model on training data, only very few unknown edges are predicted (less
than 1%), which indicates that more data might help to fully cover all of them.
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model cc ro fu at unknown

BL .861 .896 .338 .649

A-2 578 .599 314 .650 10.6%
A-23 .787 .744 .398 .707 7.5%
A-234 .797 755 416 .719 7.0%
A-2345 794 762 424 721 6.8%
A-2+r .861 .681 .385 .682 13.9%
A-23+r .861 .783 420 .716 11.3%

A-234+1 .861 .794 .434 723 10.8%
A-2345+r .861 .800 .443 .725 10.7%

EG-bc-2 .899 .768 .526 .747
EG-bc-23 907 .845 .525 .749
EG-bc-234 906 .847 .526 .750

EG-2 918 .843 .522 .744
EG-23 919 869 .526 .755
EG-234 918 .868 .530 .754

Table 6.17: Evaluation scores of all models on the gold RST trees reported as macro-avg.
F1

three feature sets is most important here. Comparing the classifier that only uses the basic
feature set (EG-bc-2) against the one with extra features for 3-node subgraphs (EG-bc-23),
we find the greatest improvement on the argumentative role level with an extra +7.7 points
macro F1 score. Central claim identification also profits with a minor gain of +0.8 points.
Interestingly, the local models for function and attachment are not effected by the richer fea-
ture sets. Extending the features even to 4-node subgraphs (EG-bc-234), does not further
improve the results on any level.

The evidence graph decoding models (EG-*) combine the predictions of the base classi-
fiers to a global optimal structure. The model using the base classifiers with the smallest
feature set (EG-2) already outperforms the best alignment model on all levels significantly
and beats the baseline on all levels but argumentative role. We attribute this improvement
to three aspects of the model: First, the learning procedure of the base classifiers is supe-
rior to that of the alignment model. Second, the base classifiers not only learn regularities
between RST and ARG but also positional properties of the target structures. Finally, the
joint prediction of the different levels in the evidence graph model helps to compensate
weaknesses of the local models by enforcing constraints in the combination of the indi-
vidual predictions: Comparing the base classifier’s predictions (EG-bc-2) with the decoded
predictions (EG-2), we observe a boost of +7.5 points macro F1 on the role level and a
small boost of +1.9 points for central claim through joint prediction.
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Adding features for larger subgraphs further improves the results: EG-23 beats EG-2 on
all levels, but the improvement is significant only for role and attachment. EG-234, though,
differs from EG-23 only marginally and on no level significantly. Note that the gain from
joint prediction is less strong with better base classifiers, but still valuable with 4+2.4 points
on the role level and +1.2 points for central claim.

In conclusion, the baseline model remained unbeaten on the level of argumentative role.
This was already expected, as the sequence of contrastive relations in the RST tree is very
likely to map to a correct sequence of proponent and opponent role assignments. On all
other levels, the best results for mapping gold RST trees to fine-grained argumentation
structures are achieved by the EG-23(4) model.

It is worth investigating which argumentative functions can be well recovered from the
rhetoric structures using the best-scoring EG-23(4) model: Segments serving as the cen-
tral claim of the argument can be predicted best with F1=0.86. Support and rebut is also
predicted quite reliably with F1=0.73. Undercuts are harder to predict, but still score with
an F1=0.57. The join function is challenging: The best model reaches an F1=0.41 here.
For the very infrequent linked structures and example support, scores are very low, with
F1=0.22 and F1=0.17 respectively. This again suggests that a much larger annotated re-
source would be required in order to reliably predict these structures. In conclusion, the
important distinctions can be modelled quite successfully given gold RST trees, even the
distinction between rebutting and undercutting attacks.

Finally, we want to compare these results against those of the previous section, where
we predicted the very same EDU-segmented, fine-grained structures using the linguistic
pipeline with natural-language based features. Using gold RST trees as input obviously
makes the task of predicting argumentation structure easier: The RST-based results are
better on every level, the largest improvement found on the role level with +13 points F1,
and +8 as well as +7 points F1 for function and central claim. The attachment classifica-
tion only improved by +3 points. On the level of argumentative function, we observe a
strong improvement from F1=0.51 to F1=0.73 for rebuts, but undercuts and support and
central claim also score around 10 points better. The very infrequent relations support by
example and linked structures are also better covered using RST trees, but still predicted
unreliably. Interesting is the loss when predicting join relations: Here, the NLP pipeline
scored much better with F1=0.58 than the RST pipeline with F1=0.39. In general though,
the NLP models of the last section achieve, depending on the level, between 85% to 96%
of the performance of the gold RST tree based models here. This is noteworthy for two
reasons: On the one hand, each gold RST tree already represents a deep conceptualisation
of the intentional structure of the texts, a large share of which is relevant to argumentation
structure. This indicates that our NLP-based models are more than just a first throw to-
wards recognising the structure of argumentative texts. On the other hand, we should bear
in mind that the RST-based models “only” achieve a labelled attachment score of 0.515.
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Hence, there still remains a considerable part of argumentation that is not covered by RST
structures and that is worth to be investigated in future research.

6.8.4 Conclusion

In this section, we compared three mechanisms to map gold RST trees to argumentation
structures: A heuristic baseline that transforms RST trees to isomorphic trees with cor-
responding argumentative relations; a simple aligner, extracting matching subgraph pairs
from the corpus and applying them to unseen structures; and the evidence graph model,
which we have used in previous sections, but this time trained only on features extracted
from the input RST trees. The evidence graph model achieved promising results, outper-
forming the other models, and we hope to have shown the versatility of this approach.

Comparing the results of the evidence graph model trained on RST trees compared to
those where it was trained on natural language input, we conclude that our NLP based
models are, despite all limitations, already doing a good job in decoding the structure of
argumentation. However, not every aspect of argumentation is represented in rhetorical
structures. It would thus be very desirable to investigate this more practically and elicit
whether both models learn similar things about argumentation structures, or whether they
complement one another and could be unified to provide even better predictions. This
could be approached in several ways, for example by informing a potential RST parser with
argumentation based features, or the other way around by augmenting a NLP-pipeline with
successful features of a RST parser, or finally by integrating predictions of state-of-the-art
RST parsers into the argumentation structure decoding. All of this, we have to leave for
future work.

6.9 Conclusions

In this chapter we have presented our efforts to automatically predict the argumentation
structures of the microtext corpus. We will summarise the results of the different studies,
and present them in an updated comparison with the related work, see Table

e Our aim in Section [6.3|was to approach the challenging endeavour of argumentation
mining by starting small. In order to get an understanding of the difficulty of the
various tasks involved, we developed local models for predicting various aspects of
argumentation structure of the microtexts. We compared different machine learn-
ing algorithms and investigated the impact of features. For basic distinctions such as
between argumentative roles or general functions, the results were promising, while
some more fine-grained functions could not be recognised reliably. Identifying the
relations between segments, especially non-adjacent links, could not be successfully
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predicted in this first approach: Approaching this task as a segment-wise classification
task turned out to be too restrictive. Also, the feature space only covered a context
window to segments adjacent to the source. Nonetheless, we learned about interac-
tions between certain levels, such as for example role and function, that might guide
the prediction, and we observed the need to make global decisions about argumen-
tation structure.

In Section [6.4 we then focused exclusively on switches of argumentative role, which
occur when the author mentions an objections or counter-considerations to his argu-
ment. We already achieved good results in predicting them on the microtext corpus
and thus compared this with what is achievable using the same techniques on a cor-
pus of Pro & Contra news commentaries. Although segments with opponent role
were less frequent in the ProCon corpus, they still exist in two thirds of the newspa-
per texts. We observed that automatic recognition is more challenging on this corpus
than for the microtexts, but also that both corpora differ in the distribution of some
very indicative contrastive discourse markers.

Section developed the proposed approach of this thesis to recognise argumen-
tation structures: the evidence graph model. Our aim was twofold: We wanted to
derive globally optimal structures, and make use of the interactions between different
tasks to guide prediction. Both is achieved in the evidence graph model: The predic-
tions of a local attachment model over pairs of segments are decoded with the MST
algorithm to yield the globally optimal tree configuration over the whole sequence of
input segments. Secondly, the predictions of three other base classifiers for central
claim identification, role and function classification are integrated into the evidence
graph in such a way that all four aspects of argumentation structure can be predicted
jointly, guiding each other to the best overall structure. In a detailed comparison with
various baselines and a competing MST-parser pipeline, we demonstrated the superi-
ority of this approach. The evidence graph model is, to the best of our knowledge, the
first data-driven model of argumentation structure that optimises structures globally,
and the first model to jointly tackle segment type classification, relation identification,
and relation type classification.

Since the initial publication of the evidence graph models, other decoders for argu-
mentation structures have been proposed, which use ILP for deriving argumentation
structures. In Section we compare various ILP decoders against the MST-based
evidence graph model. We replicate two ILP decoders and propose a novel ILP de-
coder with several sets of argumentation structure theoretic constraints, each of which
we could demonstrate the impact of. All decoders including the evidence graph model
use the same, improved local models, and are evaluated on the same corpus. The re-



sults show that the evidence graph model and the novel ILP decoder are on par, while
the replicated decoders’ performance falls back since they do not exploit the dialectics
of argumentative roles. We thus argue that MST-based methods such as our proposed
approach suffice to derive globally optimal argumentation structures. Whether ILP-
based decoders can improve on this by modelling corpus- or genre-specific properties
through extra constraints remains to be shown in each specific case. The top-scoring
models also present the state of the art on the microtext corpus, improving over both
published and replicated results of related decoders.

In Section we then applied the evidence graph model to more complex versions
of the microtext corpus. While all previous results had been produced on structures
using the ADU segmentation and the reduced relation set with only the binary distinc-
tion between support and attack, this section presented the results for all variations of
increased complexity: using an underlying EDU segmentation, or the full fine-grained
relation set, or even both. In order to assess the impact of both levels of complexity,
we provided a detailed comparison of heuristic baseline models as a lower bound and
of the evidence graph models’ results. We found that EDU segmentation alone does
not make the task much harder, allowing us to use the output of automatic discourse
segmenters. In combination with the full relation set, however, argumentation mining
becomes even more challenging. For some of the distinctions, such as between rebut-
ting and undercutting attacks, we found promising results, while other fine-grained
relation types are too hard or too underrepresented in the data to be successfully
modelled.

Finally, we let the evidence graph model predict argumentation structures not from
written text, but from corresponding RST structures. These had been annotated as
one of the extra layers of the microtext corpus. This experiment was reported in
Section The evidence graph models proved to yield the best results, compared
with a tree-transformation baseline and a sub-graph matcher. Besides the theoretic
implications of showing that RST and argumentation structures are not isomorphic
“enough” to simply map them to each other, we have presented a practical model that
can go further and learn to map where structures do not align. This could be used in
future work in order to profit from the improvements achieved in the last two decades
of RST parsing research, and to predict argumentation structures from the results of
off-the-shelf RST parsers.
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tasks/architecture

approach text genre input BD AI AC RI RC full structure end-to-end
Mochales Palau and Moens|[[2009] court decisions sentence —e— 0 Vv

Kang and Saint-Dizier|[[2014] instructional token v

Lawrence et al.|[2014] phil. text token L R R—— W)

Stab and Gurevych|[2014a] student essays ADU ¢ o o

Lawrence and Reed|[[2015]] AIFdb token e~ e o O W)

Stab and Gurevych|[|2016] essays/micro  token o0 eof-e Vg

Persing and Ng|[2016a student essays  clause [e—e o—9] N v
Ch. [6.3|[Peldszus| (2014 microtexts ADU —eo—o

Ch. [6.5|[[Peldszus and Stede||2015al microtexts ADU [e o o] N

Ch. [6.6|[Afantenos et al.| junder review|] microtexts ADU [e o o N

Ch.[6.7 microtexts clause oo e o N

Ch. [6.8|[[Peldszus and Stede||2016b| microtexts RST tree [e o o] N

Table 6.18: Comparison of related work and the work presented here. For notational details, see Table E
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7 Conclusion

In this last chapter, we summarise the work presented in this dissertation. We will discuss
the results and provide an outlook for future work.

7.1 Contributions

In the following, we present the contributions of this thesis. We will first focus on the main
contributions, and then present a list of a few novel methodological tools that have been
developed in the course of this work.

Main contributions

e We provide an extensive literature review of theories describing the structure of dis-
course in general and the structure of argumentation in particular, and assess their
suitability to represent and model argumentation structure in authentic, monological
text.

e Based on the results of this review, we develop a scheme for annotating the structure
of argumentation, and show by annotation experiments that it can be used to reliably
annotate argumentation structures in text.

e We present the first parallel (German and English) corpus of short argumentative
texts. Each text has been annotated with argumentation structure using the proposed
scheme. Both corpus and annotations have been made publicly available.

e We provide an extensive literature review of approaches to predict argumentation
structures or parts of it.

e We propose local models for automatically recognising different aspects of argumen-
tation structure: the central claim of the text, argumentative role and argumentative
function of each text segment, and argumentative relations holding between text seg-
ments.

e We propose an approach to derive globally optimal argumentation structures using
the predictions of our local models: the ‘evidence graph’ model. It is the first data-
driven model of argumentation structure that optimises structures globally, and the
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first model to jointly tackle segment type classification, relation identification, and
relation type classification.

e We systematically compare our results with other models that have been proposed
after the initial publication of the evidence graph model. We show that our approach
(and an equivalent model) are superior, because they are able to exploit more interac-
tions between different aspects of argumentation structure. Our best models improve
over published and replicated results and present the state of the art on our corpus.

Minor contributions

e We propose a method to cluster annotators, in order to investigate the similarities
and differences among them and to identify systematic disagreements.

e We employ a group-wise stratification of classification instances, in order to ensure
that the class distribution is similar among training and test-set, even though instances
can only be sampled group-wise.

e We propose a dependency transformation of argumentation graphs. While the argu-
mentation structures of our scheme are graph-theoretically rich, this (under typical
circumstances) revertible transformation allows us to represent them as dependency
trees. As a result, we are able to apply already established methods for structure
prediction.

e We systematically simulate better base classifiers, in order to measure the influence of
one improved classifier on the overall result. This way, we were able to demonstrate
the impact of jointly predicting multiple aspects of argumentation structure.

7.2 Discussion and future work

In our conclusion in Chapter [6] we mainly emphasised what was achieved through our
experiments. Now, reflecting on the whole project, we want to address possible limitations
of our approach and offer paths of future work that could help overcome these.

Scaling up for longer texts

Our approach tests for every combinatorially possible pair of segments whether they should
be attached or not. As a results, the evidence graph is a fully connected graph. The MST
algorithm does a complete search in order to determine the best structure. For very long
texts, this may lead to unacceptable prediction times. This has been experienced also in RST
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parsing, where long texts are quite frequent, and lead to approaches that run in linear-time
and built structures in a greedy fashion.

How pressing is this problem for the field of argumentation mining? Firstly, it certainly
depends on the domain, whether one is to expect long argumentative texts or not. Even
if long texts are typical in the target domain, one easing factor is that not every single
segment of the text might be argumentatively relevant. A preprocessing step ruling out
argumentatively irrelevant segments might thus significantly reduce the number of ADUs
participating in the structure.

Apart from this, different solutions are possible. If the text has a document structure (e.g.
composed of paragraphs or sections), one possible solution is to first predict argumentation
structures for each paragraph or section, and then predict a global document-level structure
using the central claims of each paragraph. The underlying assumption here is that there
are no argumentative relations across paragraph boundaries except with the central claim of
the paragraph, a heuristic that has been used for example in multi-paragraph student essays
[Stabj, 2017]]. Another solution is to restrict the extraction of candidate pairs to a certain
context window, allowing for example only relations to segments not further away than
n segments [[Persing and Ng, [2016al]. This restriction has to be carefully checked against
the distributions of relations in the target corpus and domain, though, in order to prevent
losing coverage on long-distance dependencies. Both solutions could be implemented in
the evidence graph model in a straightforward manner.

Finally, it will be worth investigating the impact of greedy structure building algorithms
that run in linear time. How much accuracy is lost when relying on their incomplete search
in the space of possible structures, compared to the total search of e.g. the MST algorithm?
The challenge for such algorithms will be to keep track of the obligations the writer has
towards the reader in presenting his argument and thus to allow structural attachments to
ADUs which might still be attacked, or which still require further support.

Applying to other corpora

The proposed approach has so far only been applied to the microtext corpus. We would like
to test it on other corpora in future work. One candidate would be the Pro & Contra com-
mentary section from the PCC [Stede and Neumann, [2014]], which we already used in some
of our experiments. Unfortunately, only a few texts have been annotated with full argumen-
tation structures, and a significant amount of work is yet to be done to reach a considerably
large resource of news commentaries annotated with argumentation structures.

An immediate next step would therefore be to apply the evidence graph model to the
corpus of student essays [|[Stab and Gurevych, 2016]]. We would like to note that the level
of argumentative role is not a peculiarity of the microtext corpus, as argued in that paper.
The argumentative role of each segment can be derived from any argumentation structure
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that has both supporting and attacking relations, thus likewise from the annotations of the
student essays. Nonetheless, the authors are right in stressing that the proportion of argu-
mentative attacks is much smaller in their corpus. It will be very interesting to investigate
whether the dialectical view on the texts through the level of argumentative role will still
pay off when applied to the student essays.

Identifying ADUs

One task that was only partially tackled in our experiments is ADU identification, i.e. de-
ciding whether a certain text span is argumentatively relevant or not. The reason for this is
that, by design our corpus aims to reduce the amount of argumentatively irrelevant mate-
rial as far as possible. We covered one aspect of ADU identification, however, when using
the more fine-grained EDU-segmentation of the corpus: The model had to decide whether
an EDU forms an ADU in its own right, or has to be combined with an adjacent EDU by a
join relation to form one single ADU.

A next step would thus be to consider corpora featuring argumentatively irrelevant ma-
terial, such as the aforementioned corpus of Pro & Contra commentaries or the student
essays corpus. For the latter, the task of ADU identification can be considered to be solved
to a good degree using the methods of |Stab and Gurevych| [2016[]. For the Pro & Contra
commentaries, however, we know from our annotation experiments in Chapter [4.4] that the
distinction between non-argumentative background segments and those that are argumen-
tatively relevant is most often difficult. We thus expect more work to be done here in order
to predict argumentative relevancy reliably in newswire text.

Especially in the case where determining argumentative relevancy is hard, it might be
worth considering whether its prediction could be improved by the guidance from other
tasks, such as ADU classification or relation identification. Consider for instance the inter-
esting twist of the approach of Lawrence et al.|[[2014]], where relevancy was decided as the
last step in the pipeline. We would propose to make ADU identification part of the joint
modelling. Persing and Ng| [2016a] achieved this to an extent by combining the tasks of
ADU identification and classification. In the evidence graph model, this would amount to
an additional base classifier whose prediction is added to the combined edge scores, plus
an attachment convention to allow MST to derive trees with irrelevant nodes. We have to
leave a systematic investigation of this question to future work.

Weighting base classifiers

The fact that our base classifiers can receive different weightings in the evidence graph
model was considered by one conference paper reviewer as problematic or at least as inel-
egant. As we understand it, this critique amounts to the complaint that there is yet another
hyper-parameter to be tuned, making the evaluation more complex. Our intuition behind
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testing different weighting was that the tasks tackled are not equally hard. If one base clas-
sifier is better, its predictions might be more trustworthy than those of other base classifier.
However, it turned out in all our experiments that the differences between an optimised
weighting and an equal weighting are negligible. In contrast to other approaches that used
different base-classifiers without testing different weightings, we possess the empirical ev-
idence that using an equal weighting is a reasonable choice.

Adding constraints for relations types

In the evidence graph model, by default all relations types are allowed to occur in any direc-
tion, at any distance. This is perfectly adequate for the different supporting and attacking
relations that were used. In the setting with fine-grained EDU-segmentation, the join re-
lation was also used, which is intended to hold only between adjacent text segments and
only in backward direction. Similarly, a relation representing restatements (which we do
not have in our corpus yet) would be intended to hold only between non-adjacent segments
in likewise only backward direction.

In future work, we propose to restrict the prediction of these relation types to fulfil the
intended constraints. For the ILP-based decoder presented in Chapter [6.6] this could be
achieved by adding special constraints for these relation types. In the evidence graph model
it would be equally straightforward to achieve this by constraining the population of the
graph with edges of this type accordingly.

Using lexical knowledge in the lack of linguistic signals

One problem across all approaches to argumentation mining is the question of how to in-
crease coverage on relations which are not explicitly signalled, e.g. by a discourse marker
or other highly indicative linguistic cues.

Different features have been proposed in the literature which all aim at modelling lexical
knowledge in one or the other way; for instance heuristically by extracting word-pairs or
brown clusters; indirectly by relying on similarity scores based on word-overlap, TF-IDE, LDA
topics, averaged word vector representations, or the scores of textual entailment systems; or
more explicitly by exploiting lexical resources such as WordNet or FrameNet. Some of these
features yielded valuable improvements — we refer the interested reader to the literature
review (6.1)).

In our experiments, we have not yet studied in depth the impact of such features. But
contrary to the findings in related work, when we did test them, they usually could not
contribute a significant improvement. We experimented with different similarity scores in
our initial study on local models and with averaged word vector representations in
our improved local models (6.6)), both without success.
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One possible explanation is probably connected to the characteristics of our corpus. By
design, the texts are very compact and the space restriction might enforce writers to be more
explicit about their intention within each segment. Our corpus is therefore relatively rich in
explicit linguistic cues. As a consequence, the aforementioned features may have less impact
in our corpus than in less restricted corpora. Another explanation regarding in particular the
minor impact of word-embeddings and similarity scores based on them, was that we have
used pre-trained word-embeddings and did not learn the vector representations specifically
for our task.

In future work, we would like to study the use of such features in more detail, and conduct
a systematic feature analysis on different corpora. To this end, it would also be wise to
review in more detail the literature on shallow discourse parsing that is concerned with the
recognition of implicit discourse relations.

Learning structure, globally, jointly

The evidence graph model relies on a decoding approach, where different local models are
trained, whose predictions are then integrated and decoded by a global model. One im-
portant feature of our approach is that different base classifiers jointly predict a structure
through the interactions inherent in the combination of individual predictions. Neverthe-
less, these base classifiers are trained separately. One line of future research could inves-
tigate the impact of jointly learning the different classifiers. Another would be to employ
structured learning, as advised by Moens|[[2013]].

Note that the mstparser model we used as a competitor in Chapter implemented
a structured learning approach, which yielded competitive scores for the unlabelled struc-
tures. For labelled structures, however, the evidence graph model was superior, even though
we tried to make all the evidence of the various base classifiers available to the mstparser
model as well. A possible reason is that the mstparser model was still lacking a loss-function
that included all aspects relevant to argumentation structures. As a consequence, the model
optimised the predicted structure only for attachment, but not at the same time for argu-
mentative role, function, and directly for picking a suitable central claim. To the best of our
knowledge, no such loss function that adequately covers all aspects relevant for argumen-
tation structure parsing has yet been proposed. We thus consider a definition of such a loss
function as a first step towards using more powerful structured learning approaches.

Interfacing argumentation and discourse structure

An abundance of possible future work could address the interface between argumentation
and discourse structure. Our corpus, which has been annotated not only with argumenta-
tion structures but also according to RST and SDRT, allows for the first time an empirical
analysis —be it qualitatively or quantitatively— of the interrelations between these theories.
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Furthermore, we have shown practically in Chapter that RST and argumentation
structures are not isomorphic ‘enough’ to simply map them to each other, and have thus
applied the evidence graph model to learn to map where structures do not align. This was
done successfully on the gold rhetoric structures, but we had to leave experiments with the
results of off-the-shelf RST parsers for future work. We look forward to investigating the
degree to which their output could be used to effectively model argumentation structures.

Finally, it would be worthwhile studying whether the predictions or argumentation struc-
ture from text and from discourse structures would complement one another and could be
unified to provide even better predictions. This could be achieved by testing the benefit of
argumentation structures in discourse parsing or of discourse structures in argumentation
structure prediction, either by sharing features that have proven successful in the corre-
sponding tasks, or by using the predicted structures themselves. All of this we have to set
aside for future work.
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A Guidelines for the annotation of
argumentation structure

The following appendix section contains the original annotation guidelines used in the an-

notation experiments presented in Chapter An extended version of these guidelines
was later published as [[Peldszus et al., [2016].

221



Richtlinien zur Annotation von Argumentationsstruktur

Andreas Peldszus & Saskia Warzecha

Die vorliegenden Annotationsanweisungen sind auf Texte anzuwenden, in denen ein Au-
tor fiir oder gegen eine These argumentiert und dienen dem Zweck einer vollstindigen
schematischen Diagramm-Abbildung dieser Argumentation.

Der Annotationsprozess gliedert sich in drei Schritte. Gegeben ist ein schon segmentierter
Text, fiir den zuerst die Gesamtthese bestimmt wird. Dann ist fiir jedes einzelne Textseg-
ment festzustellen, welche argumentative Stimme es représentiert. Schlief3lich wird die ar-
gumentative Funktion das Segments und der genaue Ankniipfungspunkt an die bestehende
Struktur bestimmt. Jeder der genannten Schritte wird im Folgenden einzeln beschrieben.

Resultat des Annotationsprozesses ist eine Argumentationsstruktur: ein Graph, dessen
Knoten den Segmenten des Textes entsprechen und deren Verkiipfungen den argumentati-
ven Zusammenhang zwischen den Segmenten reprasentieren.

Schritt 1: Identifikation der Gesamtthese

Die Gesamtthese des Textes wird ermittelt.

Zunichst muss von den Segmenten des Textes dasjenige ausgewdhlt werden, welches
am ehesten die Gesamtthese des Textes wiedergibt. Es soll also die , Grundaussage” des
Textes gefunden werden, von der der Autor den Leser letztlich {iberzeugen mochte. Diese
Gesamtthese steht fiir sich selbst, wihrend alle anderen Textsegmente dazu dienen, durch
Stiitzung und Anfechtung die Uberzeugungskraft der Gesamtthese zu verstirken. Sie kann
prinzipiell an jeder Stelle eines argumentativen Textes auftreten, sei es gleich zu Beginn, in
der Mitte oder erst ganz zum Schluss.

Bei der Gesamtthese handelt es sich oft um Handlungsanweisungen oder -empfehlungen
(,,Wir/Man/Peter sollte X tun.“). Genauso kénnen aber auch andere Texthandlungen, wie
Bewertungen (,,X ist schlecht.) oder Vermutungen (,,Wahrscheinlich ist X der Fall.“) etc als
Gesamtthese fungieren.

Schritt 2: Zuweisung der argumentativen Stimme

Fiir jedes Segment wird bestimmt, wessen Stimme es reprisentiert.

Die Gesamtthese des Textes kann vom Autor kontrovers diskutiert werden. Er prisen-
tiert eventuell nicht nur Griinde, die fiir die Annahme der These sprechen, sondern zieht
auch mogliche Gegenargument in Betracht. Dies kann man analog zu einem Streitgesprach
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verstehen, in dem ein Proponent eine These vertritt und diese gegen die Angriffe eines
Opponenten verteidigt.

Der néchste Schritt besteht deswegen darin fiir jedes Segment festzustellen, ob dessen
Aussage im analogen Streitgesprach vom Verteidiger der Gesamtthese, also vom Proponen-
ten vorgebracht werden wiirde, oder vom Opponenten, der die These und ihre Begriindung
kritisch hinterfragt.

In Beispiel (1) lasst der Autor eine mogliche Gegenstimme (,,Aber die Kleidung ist so
giinstig!*“) zu Wort kommen, also wiirde das zweite Segment der Stimme des Opponen-
ten zugeordnet werden, wihrend das erste Segment wie jede Gesamtthese die Stimme des
Proponenten reprasentiert.

(1) H&M sollte man nicht unterstiitzen [1], auch wenn die Preise fiir Jeans und T-Shirts
verlockend sind [2].

Um diese Unterscheidung im Diagramm deutlich zu machen, représentieren wir jene Seg-
mente, die zur Stimme des Proponenten gehoren, in einem Kreis und -falls es solche gibt-
jene des Herausforderers in einem Kasten.

Bisher existieren in der angestrebten Argumentationssturktur nur Knoten (unterschiedli-
cher Art), aber die Knoten sind noch unverbunden. Die letzten beiden Annotationsschritte
bestimmen deshalb die Art der Verbindung (also die Sorte des Pfeils) und die Stelle im
Graphen, an die sich ein Knoten anschlief3t.

Schritt 3: Zuweisung der argumentativen Funktion und des
Bezugspunkts

Fiir jedes Segmente wird bestimmt, welche Funktion sie haben und wie sie sich in die
bestehende Struktur integrieren.

Es gibt im Argument zwei elementare Funktionen fiir ein Segment: ,stiitzen“ und ,an-
fechten“. Die Gesamtthese ist hiervon ausgeschlossen, schlief8lich dienen alle Textsegmente
der zu ihr fithrenden Argumentation. Jedes Segment sollte nur eine Funktion haben, d.h.
im Graphen geht von jedem Knoten maximal ein Pfeil ab.

Stiitzen

Es gibt mehrere Moglichkeiten, im Argument etwas zu stiitzen. Allen Moglichkeiten ist es
aber gemein, dass das, was gestiitzt wird, durch das, was stiitzt, glaubhafter gemacht wer-
den soll. Die Stiitzung liefert eine Begriindung fiir die Annahme einer Aussage, sie soll deren
argumentative Kraft vergrof3ern. Indem der Autor ein Segment A durch ein anderes B stiitzt,
beantwortet er indirekt die Frage des Lesers ,Warum sollte ich A glauben/annehmen?“.
Einen ersten Eindruck, ob es sich bei dem Segment B um eine Stiitzung von A handelt, gibt
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(a) einfache (b) gemeinsame  (c) mehrfache (d) serielle (e) Stiitzung
Stiitzung Stiitzung Stiitzung Stiitzung durch Beispiel

Abbildung A.1: Stiitzungsrelationen.

daher der warum-Test: Wenn ,,A. - Warum? - Weil B.“ kein gegliickter Mini-Diskurs ist, dann
ist es auch unwahrscheinlich, dass B eine Stiitzung von A ist.
Einfache Stiitzung: Ein einfaches Beispiel fiir eine Stiitzung wére (2):

(2) Wir sollten das Gebdude abreiffen [1], denn es ist vollig asbestverseucht [2].

Die Stiitzungsrelation wird durch einen normalen Pfeil reprédsentiert. Der Argumenta-
tionsstrukturgraph fiir dieses kurze Beispiel ist in Abbildung 1a dargestellt. Es sei darauf
hingewiesen, dass die Reihenfolge von dem stiitzenden und dem gestiitzen Segment auch
andersherum sein kann. So in Beispiel (2’), wo erst das stiitzende Segment genannt wird
und dann das dadurch gestiitzte. Im Graph wére der Pfeil zwischen Segment 1 und 2 dann
entsprechend andersherum.

(2") Das Gebéaude ist vollig asbestverseucht [1]. Wir sollten es daher abreiRen [2].

Gemeinsame Stiitzung: Neben dieser einfachen Stiitzung gibt es auch den komplexeren
Fall einer gemeinsamen Stiitzung. Hier kénnen zwei Segmente einzeln fiir sich genommen
nicht zur Stiitzung einer Aussage beitragen, wohl aber gemeinsam wenn sie beide der Fall
sind. Beispiel:

(3) Wir sollten das Gebdude abreiffen [1], denn es ist v6llig asbestverseucht [2], und
verseuchte Gebdude miissen abgerissen werden [3].

Das Argument funktioniert nur, wenn beide Prémissen gleichzeitig wahr sind: Wenn ver-
seuchte Gebdude nicht abgerissen werden miissten, spréache eine vorhandene Verseuchung
nicht fiir den Abriss. Andersherum: Wenn verseuchte Gebdude abgerissen werden miissen,
eines aber nicht verseucht ist, muss es auch nicht abgerissen werden. Im Graphen wird eine
solche Struktur durch ein Stiitzungspfeil mit mehreren Startpunkten aber einem Zielpunkt
angezeigt (siehe Abbildung 1b).

Es ist zu bemerken, dass die Regel, die hier im dritten Segment explizit genannt ist, im
vorherigen Beispiel (2) implizit bleibt und daher mitangenommen werden muss. In der
Annotation werden aber nur explizit in Segmenten ausgedriickte Prdmissen beriicksichtigt.
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Mehrfache Stiitzung: Von der gemeinsamen Stiitzung unterschieden wird der Fall, in
dem mehrere Pramissen unabhéngig voneinander stiitzen. Dies ist Beispiel (4) der Fall:

(4) Wir sollten das Gebaude abreiffen [1], denn es ist vollig asbestverseucht [2], und die
Anwohner in der Nachbarschaft haben es sowieso nie haben wollen [3].

Selbst wenn das Gebaude nicht asbestverseucht ist, wire die Unbeliebtheit bei den An-
wohnern noch ein (mehr oder wenig starker) Grund fiir den Abriss. In der Argumentationss-
truktur wird diese Konstellation folglich durch zwei einzelne Stiitzungspfeile repriasentiert
(siehe Abbildung 1c).

Serielle Stiitzung: Natiirlich sind auch andere Ankniipfungspunkte fiir ein stiitzendes
Segment moglich. Das Abrissbeispiel konnte auch durch ein drittes Segment fortgesetzt
werden, welches nicht die Gesamtthese stiitzt, sondern die Zwischenthese. In Beispiel (5)
stiitzt der Proponent die Glaubhaftigkeit des zweiten Segments, indem er auf das Ergebnis
der Expertenkommission verweist.

(5) Wir sollten das Gebdude abreilen [1], denn es ist vollig asbestverseucht [2]. Die
Expertenkommission bescheinigte eine betrachtliche Kontamination [3].

Auf diesem Weg ergibt sich rekursiv eine serielle Stiitzungsstruktur, wie sie in Abbildung 1d
zu sehen ist.

Stiitzung durch Beispiele: Ein besonderer Fall von Stiitzung liegt vor, wenn eine These
dadurch gestédrkt wird, dass auf ein Beispiel verwiesen wird:

(6) Eine Biirgerinitiative kann die lokalen Autoritidten zwingen ein Gebdude abzurei-
Ren [1]. So hat es in Miinchen eine Gruppe geschafft den Biirgermeister zum Abriss
eines unansehnlichen, leerstehenden Biirogebdude zu bewegen [2].

Diese spezielle Form von der Argumentation wird im Graphen durch einen gestrichelten
Stiitzungspfeil dargestellt (siche Abbildung 1e).

Sowohl der Proponent als auch ein potenzieller Herausforderer kann sich einer Stiitzung
seiner eigenen Behauptungen bedienen, es sind an dieser Stelle nicht alle Kombinationen
abgebildet. Dieselben Stiitzungs-Relationen, die fiir den Proponenten beschrieben wurden,
sind also auch zwischen den Segmenten des Opponenten moglich, z.B. wenn dieser fiir
seinen Einwand noch zusitzliche Griinde ins Spiel bringt. Man sollte aber beachten, dass
sowohl der Proponent wie auch der Opponent ausschliel3lich ihre jeweils eigenen Segmente
stiitzen werden.

Anfechten

Entsprechend der Funktionsweise einer Stiitzung soll mit einer Anfechtung das Gegenteil
erreicht werden: Das, was angefochten wird, soll durch die Anfechtung widerlegt oder in
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(a) Rebutter gegen (b) Rebutter gegen (c) Undercutter gegen
die Konklusion die Pramisse die Relation

Abbildung A.2: Angriffe des Opponenten auf die Argumentation des Proponenten.

seiner argumentativen Kraft geschwicht werden. Alle Anfechtungen werden im Diagramm
als Pfeil mit Kugelspitze dargestellt. Es wird zwischen zwei Sorten von Anfechtung un-
terschieden: ,Rebutter” greifen Aussagen an, ,,Undercutter” greifen Beziehungen zwischen
Aussagen an.

Rebutter: Ein ,Rebutter ficht eine Aussage an. Er behauptet also, dass sie aus bestimm-
ten Griinden nicht gilt. So im folgenden Beispiel:

(7) Wir sollten das Gebdude abreillen [1], denn es ist vollig asbestverseucht [2]. Ande-
rerseits hat man eine sehr gute Aussicht vom Dach [3].

Die in Segment 3 angefiithrte gute Aussicht vom Dach spricht gegen einen Abriss des Ge-
béudes. Fiir einen entsprechenden Argumentgraph siehe Abbildung 2a. Ein Rebutter kann
unter Umstédnden auch als Argument fiir die Negation der angefochtenen Aussage verstan-
den werden: Die gute Aussicht stiitzt die Aufforderung, das Gebdude nicht abzurei3en.

Wie auch bei den Stiitzungen, gibt verschiedene mogliche Ankniipfungspunkte. Wahrend
im vorherigen Beispiel (7) die Konklusion angefochten wurde, wird im folgenden Beispiel
(8) die Pramisse des Arguments attackiert, siche Abbildung 2b.

(8) Wir sollten das Gebaude abreiffen [1], denn es soll vollig asbestverseucht sein [2].
Aber eigentlich hat noch niemand eine genaue Einschiatzung des Grads der Kontami-
nation [3].

Die Tatsache, dass es noch keine genaue Zahlen iiber den Grad der Kontamination gibt,
spricht gegen die Vermutung, dass es vollig verseucht ist.

Undercutter: Ein ,Undercutter” ficht im Gegensatz zum Rebutter nicht die Giiltigkeit
einer Aussage an, sondern eine Beziehung zwischen Aussagen, z.B. eine Stiitzungsrelation.

(9) Wir sollten das Gebdude abreilen [1], denn es ist vollig asbestverseucht [2]. Aller-
dings kénnte man es auch sanieren [3].

In diesem Beispiel wird eine Ausnahme als Gegenargument anfiihrt. Es wird weder ange-
fochten, dass das Gebaude asbestverseucht ist, noch wird dariiber eine Aussage getroffen,
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dass man es abreifSen sollte, sondern es wird die Schlussfolgerung von Verseuchung zum
Abriss angegriffen. Nur weil das Gebdude verseucht ist, muss man es ja nicht gleich abreis-
sen. Man konnte es ja auch sanieren. Ein Undercutter wird im Argumentdiagramm folglich
Angriffspfeil gegen einen anderen Pfeil dargestellt, siehe Abbildung 2c.

Ob ein Einwand des Opponenten nun die Giiltigkeit einer vom Proponent vorgebrach-
ten Konklusion anficht (Rebutter), oder durch das Anfiihren einer Ausnahme die Giiltigkeit
der Schlussfolgerung von Préamisse zu Konklusion anficht (Undercutter), ist nicht immer
offensichtlich und dies zu entscheiden erfordert eine genaue Priifung. Mitunter ist es dabei
hilfreich zu testen, wie gegliickt die Anfechtung ist, wenn die Prédmisse nicht da wire. Ein
Undercutter ergibt nur Sinn, wenn es ein Schlussfolgerung gibt, die er untergrébt. Lasst
man in Beispiel (7) die Pramisse weg (Segment 2), so ist die Anfechtung immer noch wir-
kunsgvoll. LieBe man die Pramisse in Beispiel (9) weg, ergibt die Anfechtung keinen Sinn
mehr, weil sie abhingig von der Pramisse ist. Wenn man die Pramisse weglassen kann, liegt
also wahrscheinlich eher ein Rebutter gegen die Konklusion vor als ein Undercutter.

Anfechtungen erwidern

Bis zu diesem Punkt haben wir nur Anfechtungen des Opponenten gesehen, der sich ge-
gen die Argumente des Proponenten wendet. Natiirlich setzt sich der Proponent auch zur
Wehr und verteidigt seine Argumente, indem er im Gegenzug die Angriffe des Opponenten
anficht. Dabei ergeben sich folgende Kombinationen:

Einen Rebutter rebutten. Der Opponent hatte einen Grund gegen eine Aussage vorge-
bracht. Der Proponent entkriftet diesen Einwand, indem er widerum einen Grund gegen
den Einwand vorbringt. So wird in Beispiel (10) der Mangel an gesichteten Touristengrup-
pen vorgebracht um zu zeigen, dass das Gebdude keine Touristenattraktion ist. Fiir den
entsprechenden Graph siehe Abbildung 3a.

(10) Wir sollten das Gebiude abreien [1], auch wenn es eine Touristenattraktion sein
soll [2]. Ich hab da jedenfalls noch nie Touristengruppen gesehen [3].

Einen Undercutter rebutten. Der Opponent hatte durch seinen Hinweis auf eine Aus-
nahmebedingung eine Schlussfolgerung angefochten. Im Beispiel (11): Wenn die Ausnah-
mebedingung gelten wiirde und Asbest harmlos wire, dann miisste man ein verseuchtes
Gebéaude nicht abreifden. Der Proponent kann aber zeigen, dass Ausnahmebedingung nicht
erfiillt ist, indem er auf die fragwiirdige Informationsquelle hinweist. Fiir den entsprechen-
den Graph siehe Abbildung 3b.

(11) Wir sollten das Gebdude abreifen [1], denn es soll vollig asbestverseucht sein [2].
Zwar sagt eine neue wissenschaftliche Studie, dass Asbest harmlos ist [3]. Aber das
ist ja wohl eine Zeitungs-Ente [4].
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(a) Rebutter gegen (b) Rebutter gegen (c) Undercutter gegen (d) Undercutter gegen
Rebutter Undercutter Rebutter Undercutter

Abbildung A.3: Erwiderung des Proponenten auf die Anfechtungen des Opponenten.

Einen Rebutter undercutten. Der Opponent hatte einen Grund gegen eine Aussage vor-
gebracht, bzw. einen Grund fiir die Negation der Aussage. Im Gegenzug zeigt der Proponent,
dass der vermeintliche Grund diese Schlussfolgerung gar nicht erlaubt. Im Beispiel (12)
kann der Proponent hinnehmen, dass das Geb&ude tatsdchlich eine Touristenattraktion ist.
Aber er zeigt, dass dies kein Grund gegen den Abriss ist, weil die Ausnahmebedingung er-
fiillt ist, dass der Neubau eine noch grofdere Attraktion sein wird. Fiir den Graphen siehe
Abbildung 3c.

(12) Wir sollten das Gebdude abreilden [1], auch wenn es eine Touristenattraktion sein
soll [2]. Die werden bestimmt eine neue und grofRere Attraktion dahin bauen [3].

Einen Undercutter undercutten. Der Opponent hatte durch seinen Hinweis auf eine
Ausnahmebedingung eine Schlussfolgerung angefochten. Der Proponent erwidert, indem er
fiir die Ausnahme selbst wieder eine Ausnahme findet. Im Beispiel (13) zeigt der Proponent,
dass die Moglichkeit eines Abrisses des Gebaudes wegen des zu hohen Preises irrelevant ist.
Er priift also gar nicht erst, ob die Ausnahmebedinung nun gilt oder nicht, ob eine Sanierung
technisch moglich ist oder nicht, sondern er verwirft diesen Moglichkeit von vornherein als
unrealisierbar. Fiir den entsprechenden Graphen siehe Abbildung 3d.

(13) Wir sollten das Gebdude abreifen [1], denn es soll vollig asbestverseucht sein [2].
Zwar konnte man es sanieren [3], aber das wére viel zu teuer [4].
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Schematische Ubersicht der Schritte im Annotationsprozess
Vorbereitung:

1. Den Text einmal komplett lesen.

2. Die Gesamtthese ermitteln.
Fiir jedes einzelne Segment bestimmen:

1. Wessen Stimme:
e Proponent

e Opponent

2. Welche Funktion und welcher Bezugspunkt:
e Stiitzung
- einfache Stiitzung
— gemeinsam Stiitzung
— Beispielsstiitzung
e Anfechtung
— Rebuttal (gegen Aussagen)

— Undercutter (gegen Relationen zwischen Aussagen)
Uberpriifung:
e dass der Knoten, zu dem alles fiihrt, die ermittelte Gesamtthese ist,
e dass von jedem Knoten max. ein Pfeil abgeht,

e dass Proponent und Opponent jeweils nur ihre eigenen Knoten stiitzen und nur die
des jeweils anderen anfechten.
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