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Abstract 

A series of relatively low-cost ionic liquids (ILs), based on the N-alkylpyridinium cations, and 

tetrachloridometallate [MCl4]
2- (M = Cu, Co, Zn, or Cu/Co) and hexachloridodicuprate(II) 

[Cu2Cl6]
2- anions were synthesized for non-enzymatic amperometric detection and organic 

photovoltaic cells. The packing diagram of these ILs and the interaction between the cations 

and the anions have been investigated by single-crystal X-ray diffraction.  

The single crystal analysis shows that all crystal structures are stabilized by several non-

classical hydrogen bonding, and all ILs based on the same chain pyridinium cation are 

isostructural. The ILs based on short chain cation are monoclinic and crystallize in the space 

group P21/n, while the crystals of the ILs based on long chain cation are triclinic and form in 

the space group P1̅. Powder X-ray diffraction (XRD) confirms the single-crystal X-ray analysis 

and shows that the alkyl chain length is the critical factor in controlling the crystal structure of 

these ILs. 

The thermal stability and the phase behavior of all ionic liquids were investigated by 

thermogravimetric analysis (TGA) and differential scanning calorimetry (DSC). Liquid 

crystalline phases were only observed, in this study, in the case of ILs based on the                   

N-dodecylpyridinium cations, while ILs based on short chain cation exhibit just glass and/or 

melting transitions. Polarized optical microscopy (POM) confirms the formation of the liquid 

crystalline phases.  

Binary and ternary metal chalcogenides such as copper sulfide and copper-cobalt sulfide 

were synthesized using a simple hot-injection method from bis(trimethylsilyl)sulfide and the 

ionic liquid precursor (ILP). The ILP acts not only as a metal source but also as a morphology 

directing template and as a stabilizer for the micro/nanoparticles. The CuS particle 

morphology, size, and the chemical composition are controlled by different parameters such 

as the ILP, reaction temperature, and the growth time. 

Hexagonal p-type semiconductor CuS nanoplates were synthesized by using the long alkyl 

chain ILP bis(N-dodecylpyridinium) tetrachloridocuprate (II). The nanoplates were 

successfully incorporated as hole conduction materials into organic photovoltaic (OPV) 

resulting in increasing the power conversion efficiency about 16% higher than without using 

the nanoplates.  
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On the other hand, CuS with hierarchical flower-like microstructures (CuSflower) were 

synthesized by using the short alkyl chain ILP bis(N-butylpyridinium) tetrachloridocuprate (II). 

The flower-like morphologies can be adjusted with reaction time and temperature. CuSflower 

microstructures show high performance non-enzymatic H2O2 amperometric detection with 

superior electrocatalytic activity and sensitivity (3.82 mM-1 cm-2), very low detection limit         

(0.1 µM) along with exceptional selectivity and long-term stability compared to CuS sensor 

materials obtained with conventional processes and structures. 

With regards to the successful and efficient transformation of the ILP to inorganic NPs, the 

concept of the ILP has been expanded by increasing the fraction of the metal in the ILP, such 

as [C4Py]2[Cu2Cl6].  

Furthermore, CuCo2S4 nanoparticles were synthesized by using N-butylpyridinium 

tetrachloridocuprate(II)cobaltate(II) as a single source precursor. Copper cobalt sulfides are 

promising materials with excellent electrochemical performance with high capacity and 

excellent cyclic stability in comparison to the single metal sulfide owing to the multiple 

oxidation states. 
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Chapter 1. Introduction 

1.1. Ionic Liquids (ILs) 

           Ionic liquids (ILs) have become one of the essential branches of chemistry, because 

of they are highly diverse of chemical composition and unusual properties. ILs have been 

used in a wide range of applications, including organic synthesis, catalysis, separation and 

extraction, electrochemistry, biotechnology, and synthesis of inorganic materials and 

nanoparticles.1-8 

           The field of IL-based inorganic nanomaterials synthesis has been early studies using 

an IL, or a mixture of IL with an organic solvent as reaction media. This concept has been 

expanded to use the ILs as a reactant, stabilizer, and morphology directing template, which 

provides a better understanding of the nucleation and the growth processes of the resulting 

inorganic materials.1    

          Consistent with Francis Crick who stated that ‘‘if you want to understand function, study 

structure.’’,9 the structure of ILs should be discussed before understanding the role of ILs on 

the formation of inorganic nanomaterials. ILs are low-temperature molten salts consisting of 

ions only. They are composed of organic cations and organic or inorganic anions. ILs have 

attracted considerable interest over the last decades; this is mostly due to their unusual 

physical and chemical properties like high thermal stability, very low vapor pressure, low 

melting points (below or around 100 ˚C), broad liquid range, and ionic conductivity.5, 10-12 

           ILs are often considered as designer solvents, a new generation of solvents, for 

synthesis and catalysis.2, 13-16 They can be tuned by an appropriate choice of the cation and 

the anion. It means that the physical, chemical and biological properties can be tailored by 

changing the anions or the cations, by mixing two or more ILs, or by designing specific 

function group into the cation and/or the anion. Some of ILs are called room-temperature 

ionic liquids (RILs). They are fluid-like (exist as liquids) at temperatures close to room 

temperature because of their chemical structure. ILs have been extensively used for a 

multitude of applications such as extraction and separation,17-19 batteries,20 

electrochemistry,4 fuel cells,21 solar cells,22 nanotechnology,23 drug delivery,24 and many 

other usages. The most popular cations and anions employed in ILs are shown in Figure 1.1.  

           The physicochemical properties of ILs can be characterized by understanding their 

molecular structure and their intermolecular forces. ILs display coulombic interactions 
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between the centers of gravity of the charges, cation – cation repulsion, the van der Waals 

hydrophobic interaction between long alkyl chains, and hydrogen bonding between cations 

and anions.25 The molecular structure can explain the low melting points and high viscosity 

of ILs compared to molten salts. The ionic bonds in molten salts, mostly made of monoatomic 

ions such as NaCl (m.p > 801 °C), are powerful due to the short distance between their small 

ions resulting in high melting points.26 On the other hand, ILs have low melting points due to 

their low lattice energy, which in turn is a consequence of increasing the distance between 

two ions resulting in low melting points.27 The molecular structure affects the properties of ILs 

such as melting point, viscosity, thermal stability, surface tension, heat capacity, and 

conductivity.28         

 

 

Figure 1.1. The commonly used cations and anions used in the chemical structures of ILs. From left to right, 

the cations (first row) ammonium, pyridinium, 1-methyl-3-alkylimidazolium, phosphonium, pyrrolidinium, 

piperidinium; (second row) 1,3-bis [3-methylimidazolium-1-yl]alkane, poly(diallyldim- ethylammonium), metal 

tetraglyme. The anions (third row) halides, formate, nitrate, hydrogen sulfate, tetrafluoroborate, 

hexafluorophosphate, tris (pentafluoroethyl)trifluorophosphate; (Last row) dicyanamide, tetrachloridometallate, 

bis(perfluoroethylsulfonyl)imide. 
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1.2. History of ionic liquids  

           The development and investigation of ILs dates back to 1914, when the first room-

temperature molten salt (ethylammonium nitrate – melting point 12.5 °C) was reported by 

Walden.29 This salt was formed by the reaction of ethylamine with concentrated nitric acid.  

           In 1934, Graenacher30 used 1-ethylpyridinium chloride in the presence of nitrogen-

containing bases to dissolve cellulose. In 1938, the first ionic liquid crystals (ILCs) were 

reported by Knight and Shaw.31 The authors observed the thermotropic mesomorphism of 

pyridinium salts. 

           In 1943, Barrer32 used the term "ionic liquid" in the general sense for the first time.           

In 1948, Hurley and Wier33 developed the first ILs with chloridoaluminate anions when they 

mixed ethylpyridinium halides with aluminum to produce colorless liquids at room 

temperature. In 1951, Hurley and Wier34 were able to use these salts for the electroplating of 

aluminum. 

           In 1961, Bloom35 used the term (ionic liquid) to refer to pure molten salts.                               

In 1963, Yoke and co-workers36 reported RTIL (triethylammonium dichloridocuprate 

[(C2H5)3NH][CuCl2] – melting point 25 °C) by reaction of copper (ӏ) chloride with 

triethylammonium hydrochloride.  

           In 1968, King and co-workers37 reported an IL, 1-ethylpyridinium bromide with 

aluminum chloride, as electrolytes for batteries based on patents from 1948.  

           In 1972, Parshall38 reported the use of the low-melting tetraalkylammonium salts of 

the SnCl3
- and GeCl3

- anions for homogeneous catalytic reactions of olefins.  

           In 1975, Osteryoung and co-workers39 reported the use of a room temperature, high 

Lewis acid molten salt on the electrochemistry of organometallics and an alkylaromatic 

compound. In 1976, Osteryoung and co-workers40 elaborated the physiochemical properties 

of room-temperature molten salt and used them as media for organic electrochemistry.           

In 1978, Osteryoung and co-workers41 rediscovered chloridoaluminate salts and succeeded 

in preparing room temperature chloridoaluminate melts. This salt, [C4Py]Cl-AlCl3, is a liquid 

at room temperature.  

https://en.wikipedia.org/wiki/Paul_Walden
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           In 1981, Knifton42 used phosphonium ILs to synthesis ethylene glycol from synthesis 

gas (CO + H2). In 1982, Wilkes and co-workers43 reported a new class of RTILs, 

dialkylimidazolium chloridoaluminates. Pool and co-workers44 used ethylammonium nitrate 

for gas-liquid chromatography. In 1984, Magnuson and co-workers45 reported the first study 

of the IL-enzyme system. 

           In 1990, Chauvin and co-workers46 used ILs for the first time as solvents for 

homogenous transition metal catalysts. In 1992, Wilkes and co-workers47 prepared the first 

water-stable ILs with 1-ethyl-3-methylimidazolium as cation and tetrafluoroborate as an anion. 

In contrast to chloridoaluminate ILs, these salts could be prepared and safely stored without 

an inert atmosphere. These salts can be regarded as the second generation of ILs.  

           In 2004, Taubert and co-workers1, 48-50 reported the formation of CuCl nanoplatelets 

from an ionic liquid crystal precursor (ILCP), have been termed as ‘‘all-in-one” solvent-

reactant-template.   

           Nowadays, the field of ILs is one of the most popular areas of research both in 

academia and industry. Figure 1.2. shows the growing academic and industrial interest in IL 

technology as represented by the yearly increase in the number of publications (according to 

Sci-Finder) starting from less than 10 articles in 1990 to more than 7000 articles in 2014. 

 

Figure 1.2. Annual growth of ILs publications determined by SciFinder. 

1.3. Classification of Ionic liquids (ILs) 

           Based on their composition, ILs can be classified into four classes such as protic Ionic 

liquids (PILs), aprotic ionic liquids (AILs), zwitterionic liquids (ZILs), and metal-containing 

ionic liquids (M-ILs).4, 51-55 However, this classification is not so rigid as there are some other 
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several ILs which can be considered as subclasses of ILs such as amino acids ILs, polymeric 

ILs, divalent ILs, and chiral ILs.11 This makes classifying ILs a big challenge depending on 

the cation, the anion, and the functional group.   

1.3.1. Protic ionic liquids (PILs) (Proton-donating) 

           Protic ILs (a pure mixture of ions) are formed by a proton transfer from a combination 

of a Bronsted acid and a Bronsted base. Due to the proton transfer, Proton-donor and 

acceptor sites are created on the ions.11 They have been widely used as electrolytes in fuel 

cells.54, 56 

1.3.2. Aprotic ionic liquids (AILs) (Nonproton-donating)  

           Ions in aprotic ILs are formed by the covalent bond between two functional groups. 

This leads to making a good ionic behavior (more thermally and electrochemically stable than 

PILs).11 AILs are suitable for lithium batteries, supercapacitors, electrochemistry, synthesis of 

nanostructured materials, and catalysis.57-65 

1.3.3. Zwitterionic liquids (ZILs) 

           Zwitterionic liquids composed of a cation and an anion tethered covalently (two 

hydrocarbon chains, a bridge, and two polar groups). They are electrically neutral, and they 

can behave as acids or bases (donor or acceptor).66 They are suitable for ionic-liquid-based 

membranes.4  

1.3.4. Metal-containing ionic liquids (M-ILs) 

           Metal-ILs have received much attention due to the additional properties, including 

magnetic, optical, or catalytic depends on the metal ion, which as a part of the cation or the 

anion. They are suitable for organic synthesis and mercury removal from natural gas. They 

are used as the precursor for the inorganic nanomaterial beside their solvent role.12, 67-70 

   

Figure 1.3. Basic types of ionic liquids: Metal-ILs, aprotic, protic and zwitterionic liquids. Adapted from Ref.4 
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1.4. Liquid Crystals (LCs) 
 

“Liquid crystals are considered as the fourth state of matter.”  

Saeva, F. D. Liquid Crystals: The Fourth State of Matter; Marcel Dekker: New York, 1979.71 

 

           As some of ILs can form liquid crystals (LCs), which exhibit different degrees of order,1 

it is necessary to briefly discuss the structure of the LCs. The states of the matter, solid, liquid, 

and gas, differ depends on the type and the degree of order present in their phase. Most 

substances go from solid to liquid by heating. However, some materials exhibit intermediate 

states, called liquid crystal states, of matter, as shown in Figure 1.4.72  

 

Figure 1.4. Schematic illustration of the occurrence of LC phase as an intermediate state between the solid 

crystal and the isotropic liquid. Adapted from refs.73, 74  

           The liquid crystal state is an exciting intermediate phase between solid state (perfectly 

ordered crystalline) and liquid state (totally disordered),75-76 which combines the properties of 

crystals and liquids. Figure 1.5 shows the arrangement of molecules in the liquid crystal 

phases - nematic, smectic, and cholesteric. The molecules are parallel, and the ends are 

interdigitated at random intervals in the nematic phase, while in the smectic phase, the 

molecules are parallel and arranged in planes. For cholesteric phase, the molecules are 

arranged in layers, and these layers are rotated with respect to each other to give a spiral 

structure. The molecular order increases from the nematic phase to the smectic phase to the 

cholesteric phase as shown in Figure.1.5.77 
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Figure 1.5. The Arrangement of Molecules in the Nematic, Smectic, and Cholesteric Liquid Crystal Phases.77 

 

           There are three types of LCs - lyotropic LC, thermotropic LC, and amphitropic LC. 

Lyotropic LCs can be generated by adding a suitable solvent into the system, and 

thermotropic LCs are produced by varying the temperature. Amphitropic LCs would be 

capable of forming both lyotropic as well as thermotropic LC phases.78 Figure 1.6 shows a 

schematic representation of the different types of mesophases exhibited by N-alkyl β-D-

glucopyranoside (this figure only represents different types of LCs, not ILCs). This compound can 

be accurately described as being amphitropic, i.e., being a thermotropic as well as a lyotropic 

liquid crystal.79 

 

 

Figure 1.6. Schematic structures of the different types of liquid crystal.79 

http://pubs.rsc.org/en/content/articlehtml/2007/cs/b708458g#imgfig11
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1.5. A Brief history of Liquid Crystals (LCs) 

           Ionic liquid crystals (ILCs) are fascinating liquid-crystalline materials. However the first 

ILC was reported in 1938,31 the history of liquid crystal (LC) dates back to 1888 when 

Reinitzer80 noticed a reversible color change during heating and cooling cycles of cholesterol 

derivates. The cholesteryl benzoate melted at 145.5 °C into a milky fluid which existed until 

175.5 °C where the cloudiness suddenly disappeared, giving way to a bright and transparent 

liquid. In 1889, Lehmann81 confirmed Reinitzer’s observation and called these materials 

‘‘flowing crystals or slimy liquid crystals’’. In 1890, Gettermann82 synthesized the first liquid 

crystalline compounds (the derivatives of azoxybenzene).  

           In 1900, Vorländer and co-workers83 synthesized the first smectic thermotropic 

compound (diethyl 4,4’-azoxybenzene). In 1908, Vorländer84 obtained up to 170 liquid 

crystalline compounds as he was able to drive rules of liquid crystallinity as relating to 

chemical structure. 

           In 1922, Friedel85 proposed a classification of LCs based upon the different molecular 

orderings of each substance (nematic, smectic, and cholesteric). In 1923, De Broglie and 

Friedel86 confirmed the existence of equidistant parallel layers in smectic materials. In 1942, 

Tsvetkon87 established the present equation for the degree of the orientation of liquid crystal.  

 

           In 1968, Heilmeier et al.,88 demonstrated the first liquid crystal display (LCD) based 

on the dynamic scattering effect. In the 1970s, Schadt and Helfrich,89 and Fergason90 got a 

patent on an electro-optical field effect which has become known as the twisted nematic (TN) 

cell.  

           In the 1980s-1990s, LCDs replace conventional display devices in many applications. 

Liquid crystal technology is an evidence for the importance of research and development - 

from the first observation in a laboratory to a billion dollar market.  
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1.6. Pyridinium based ionic liquids 

           The field of ionic liquid crystals (ILCs) have attracted considerable interest due to their 

unique properties, which resulting from the combination of ionic liquid (IL) and liquid crystal 

(LC) properties. The govering and stablization of the liquid crystalline phase depends on the 

molecular shape and the size of the ionic groups, microphase seperated structured – where 

polar and nopolar regions are seperated, and intermolecular interactions, which includes the 

hydrophobic interactions between the long alkyl chains, hydrogen bonding, dipole-dipole 

interactions, anion-cation interactions, and the π-π stacking of the aromatic rings.1, 91 

           The search for ILs, which includes ILCs, with optimal properties for a given application 

requires an understanding of the link between the structure and the chemical composition of 

these salts and their resulting dynamic and thermophysical properties. The ILs can comprise 

an organic cation selected from the group consisting of ammonium, guanidinium, imidazolium, 

phosphonium, pyrrolidinium, and pyridinium.25, 92-97 

           Pyridinium based ILs are of particular interest to us,98 given their excellent thermal 

stability,99-103 lower cost,104-105 lower solubility in water106-107 and have higher 

biodegradability108-109 in comparison to imidazolium ILs – However, some others researchers 

reported that Imidazolium ILs are more stable than pyridinium, tetraalkylammonium, and 

piperidinium ILs.110 Pyridinium salts are water-stable, non-volatile, non-corrosive, immiscible 

with many organic solvents, and behave as short chain cationic surfactants when they are 

dissolved in water.111-113 

           The thermal behavior as well as the mesophase type of the pyridinium-based ILs 

depends on the alkyl chain length, the anion size, the position and the nature of the 

mesogenic group, which attached to the pyridinium ring. 

           In 1938, Knight and Show114 observed mesophases for N-alkylpyridinium halides (1) 

with alkyl chains (n= 12, 14, 16, 18). The clearing point decreased with changing the halide 

in the order of chloride > bromide > iodide because of the smaller ionic radius with respect to 

iodide and it leads to less shielding of the positive charges of the pyridinium rings and 

therefore increased the electrostatic repulsion between the headgroups.115-116  
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           Knight and Show concluded that the clearing point was affected a lot by the choice of 

the anions and that the stability of the mesophase is increased with increasing the alkyl chain 

length.114  

           In 1982, Sudhölter et al.,116 reported several compounds with an N-alkyl pyridinium 

core. They concluded that the head group plays an essential role in determining the 

mesomorphic behavior. When the nitrogen in the pyridine ring is protonated, a simple phase 

transition from the solid state to an isotropic liquid is observed (no LC phase behavior was 

found).  

           The compounds with protonated 4-alkylpyridinium core (2) did not show liquid crystal 

phase behavior,116 while Knight and Show reported that the compounds with protonated         

2-alkylpyridinium core (3) exhibit LC phase behavior in the case of chloride salt (4) but not in 

the fact of picrate (5) or picolinate salts (6).114, 117  
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           The structure of the cation head group plays an important role in determining the 

mesomorphic behavior. As it is mentioned before, when the nitrogen in the pyridine ring is 

protonated, 4-alkyl pyridinium halide compounds (7), no liquid crystal behavior was observed, 

On the other hand, methylation of the N-atom on 4-alkyl pyridinium iodide (8) induces 

mesomorphism.116, 118 In 1956, Fürtz and Dietz118 reported that these compounds (N-methyl-

3-alkylpyridinium (9), N-methyl-3-thioalkylpyridinium (10), and N-methyl-3-alkoxypyridinium 

(11) as cations and tosylate (12) and methosulfate (13) as anions) show LC phase behavior.  

 

           In 1993, Nusselder et al.,119 concluded that the occurrence and the range of the 

mesophase depend on several variations of the structure. They rely on the length of the 

unbranched alkyl chain, the presence of an ester group between the alkyl group and the 

pyridinium ring, and the counterion. The branched alkyl chain influences the width of the 

temperature range over which a mesophase is observed.  

           There are several subtle variations and parameters that can effect on the forming, 

stabilizing, and increasing the width of the temperature range of the liquid crystal phase 

behavior. 

1.7. Applications of pyridinium based ionic liquids 

           Pyridinium IL salts have been used in many applications such as solvents, organic 

synthesis, electrochemical applications, catalysts, surface active agents, biocatalysis, 

polymerization, metal-ion extraction, light-modulating materials in liquid crystal displays 

(LCDs), anisotropic ion conductor in molecular electronics, fuel cells, capacitors separation 

of the products from a reaction mixture, dye-sensitized solar cells, lithium-ion batteries, and 

extraction of heavy metal cations.107, 120-126  
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           Pyridinium IL salts have a successful effect in organic reactions such as Friedel-Crafts 

and Grignard, and their catalytic role in the synthesis of some pharmaceutical                     

agents such as 1,4-dihydropyridine, 3,5-bis(dodecyloxycarbonyl)1,4-dihydropyridine, and 

dihydropyrimidinones  derivatives.127-131 They are also used as catalysts in different reactions 

such as the synthesis of 1,4-dibromonaphthalene, Fischer esterifications and tert-butylation 

of phenol and esterifications of cyclic olefins with acetic acid.132-134  

           Li et al.135 reported the use of ILs containing pyridine rings as catalysts for esterification 

and transesterification of Jatropha oil. This IL, 1-(4-sulfonic acid) butylpyridinium 

trifluoromethanesulfonate, showed high catalytic activity and biphasic behavior. The product 

was easily separated from the catalytic system, and the IL keeps its catalytic activity 

unchanged even after seven reuses.  

           The ultimate goal is to show the brilliant role of pyridinium ILs and ILCs to achieve 

functionalized materials that can be used in different applications. ILCs have great potential 

as oriented materials, ordered solvents or organized reaction media emitting polarized light. 

There are several reviews that show various applications of ILCs.136-137 

1.8. Inorganic materials from ionic liquids 

           Research on ionic liquids (ILs) has also received attention from the inorganic materials 

community. The unique physicochemical properties of ILs promises synthesis new materials 

with unusual features. ILs can serve as electrostatic and steric stabilizers. The other influence 

of the ILs on the formation of inorganic materials is that ILs, which exhibit liquid crystal (LC) 

phase behavior, enable the morphology tuning of the resulting particles. The use of ILs can 

act as a nucleating aid for a growing particle due to the presence of internal interfaces and 

phase-separated domains. They have been used as a stabilizer, structure directing template, 

and precursor.1, 138  

           ILs have proven to be suitable for the generation and stabilization of different inorganic 

nanoparticles, including metal nanoparticles (M-NPs).138 Indeed, Dupont et al.,139 reported in 

2002, the preparation and stabilization of M-NPs (Ir nanoparticles) in IL media, and it was 

used as catalysts for the hydrogenation of olefins. In 2003, Nakashima and Kimizuka140 

fabricated hollow titania microspheres in ILs. The IL acts not only as a solvent but also as a 

stabilizer for the hollow microspheres. Zhou et al.,141 synthesized excellent crystalline 

anatase particles in a RTIL. 
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           Hamill et al.,142 reported that the IL on palladium clusters allow complete recyclability 

and simple product separation. In 2004, Taubert50 brought a new concept “All-in-one” by the 

synthesis of CuCl nanoplatelets from an IL precursor. On the other hand, Morris et al.,143 

brought another concept “ionothermal synthesis” by the synthesis of porous materials “a new 

class of zeolites – such as aluminophosphate zeolite analogues” in the presence of ILs and 

eutectic mixtures as solvents.  

           In 2007, Migowski and co-workers144 reported that the IL provides a favorable 

environment for the formation of metal nanoparticles with a small diameter and size 

distribution. They suggest that the use of task-specific ILs may offer stronger stabilizing fluids 

for the metal nanoparticles without losing their catalytic properties.  

           In addition, many subsequent studies have been reported on the synthesis and 

stabilization of transition metal nanoparticles in the presence of IL media.                                         

In 2004, Itoh et al.,145 reported the synthesis and functions of water-soluble gold 

nanoparticles modified with ILs. They demonstrated the phase transfer of the capped gold 

nanoparticles from aqueous media to IL resulting hydrophilic and hydrophobic properties will 

be tuned via anion exchange. 

           The synthesis of the diversity of metal oxides, metal salts (halides, carbonates, 

oxalates, and phosphates), and metal chalcogenides with different sizes and morphologies 

in the presence of ionic liquids has gained significant interest.  

           Taubert and co-workers48-50, 69, 146-149 reported the synthesis of nanomaterials in the 

presence of ILs, CuCl nanoplatelets (Figure 1.7a), metal carbonates, gold nanoplatelets, zinc 

silicates (Figure 1.7b), titanium oxide nanoparticles, and CaF2 cubes.  

 

Figure 1.7. SEM images of the a) CuCl nanoplatelets from an IL precursor,50 and b) zinc silicate by using IL 

precursor.148 
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           To synthesize the desired NPs, the stability of the NPs dispersion should be carefully 

controlled. The stabilization of the NPs occurs through steric, or electrostatic,                               

or a combination of both steric and electrostatic stabilization. The NPs have to be kinetically 

stabilized to avoid the coagulation and agglomeration. The morphology and size distribution 

can be controlled by temperature, time, pH, and concentration.27-28, 150  

           The Derjaguin-Landau-Verwey-Overbeek (DLVO) theory is classically used to 

describe the overall interaction potential in colloidal systems. The DLVO approach is the 

combination of the repulsive Coulomb and the attraction van der Waals forces of the colloidal 

system. This theory assumes that the surfaces of the particles are flat, the charge density is 

homogenous and remain homogenous – even upon approach of the particles, and the 

concentration of the counterions is constant.27, 150 

           The stability of the colloidal, which is the balance between the repulsive coulomb and 

the attraction van der Waals forces, depends on the thickness of the Debye layer. The Debye 

layer is the sum of the counterions layers surrounding the NP. The NP with thicker Debye 

layer is more stable as the distance to the other NPs is greater resulting in reducing the van 

der Waals attraction forces.27, 150  

           The DLVO theory has been extended to other effects such as hydrogen bonding,         

the hydrophobicity and steric interactions.150 

           In ILs, there are many factors affecting the stability of the NPs such as the influence 

of the IL-cation and the IL-anion, alkyl chain length, IL-viscosity, hydrogen-bonding capability, 

the relative ratio of polar and non-polar domains of ILs, and the functional groups.                    

For example, the small IL anions exhibiting strong cation-anion coulomb attraction resulting 

in a conglomeration of unstable prime NPs which form large size NPs or varied morphologies. 

Another example, the high temperature can cause decreasing the IL viscosity resulting in 

increasing the diffusion velocities of the sputtered NPs.28   

           The ILs play an essential role in the stabilization of the NPs and keep it from 

aggregation. The ions or ion clusters are attracted on the NPs surface by electrostatic forces. 

The ion clusters with negative net charge are drawn to the surface of a positive charge NPs 

to form a negative ion layer, and then the ion clusters with positive net charge form the second 

layer by electrostatic attraction,28 as shown in Figure 1.8. ILs form a double layer structure 

(cationic-anionic ions) around the synthesized nanoparticles to provide electrostatic repulsion 

which keeps the nanoparticles from aggregation through balancing with van der Waals 
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interactions. Ionic liquids can stabilize the nanoparticles through the H-bonding within the 

ionic liquid structure and between the Ionic liquid and the nanoparticles surface. It was also 

reported that the alkyl side chains of ionic liquids play an essential role through stretching 

away from the surface of the nanoparticles and prevent the aggregation.28, 151-153     

 

Figure 1.8. The ion clusters form double layer offers electrostatic interaction which keeps nanoparticles from 

aggregation.28 

 

1.8.1. Metal Chalcogenides (MCs) 

           Metal chalcogenide (MC) semiconductor nanostructures consider as the most 

important class of nanomaterials. 154  MCs are a family of semiconductors. There are many 

kinds of MCs can be formed due to the non-metallic properties of the chalcogens such as 

binary CuSe, CaTe, Na2S; ternary CuInS, CsBi4Te6, Cd0.6Zn0.4Se; quaternary Cu2ZnSnS4. 

Transition metal chalcogenides (TMCs) are an exciting class of MCs displaying interesting 

electronics and optical properties depend on the transition metal and the chalcogenide. 

These materials have different structures and compositions due to the unfilled d-orbital of the 

transition metal. However, the synthesis of MCs by using ILs still needs so much effort in 

comparison to synthesis of metal oxides.155-156  

           In 2004, Jiang and Zhu,157 reported the synthesis of ZnS and CdS nanoparticles by 

using ILs. And in 2005, They synthesized single-crystalline Bi2S3 and Sb2S3 nanorods by the 

microwave-assisted IL method.158  
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           In 2007, Rao et al.,159 reported the synthesis of nanocrystals and nanorods of different 

semiconducting metal chalcogenides such as CdS, CdSe, PbS, ZnSe, and ZnS. They 

synthesized three different particle size of CdS by changing the anion of the IL. In 2009, Wang 

et al.,160 synthesized 3D (three-dimensional) flowerlike MoS2 with IL assisted hydrothermal 

route highlighting the crucial role of IL on the morphology of MoS2, as shown in Figure 1.9.  

 

Figure 1.9. SEM images of prepared MoS2 samples a) without adding IL and b) with adding IL assisted 

hydrothermal route.160 

           In fact, a lot of MCs were synthesized by using ILs such as Bi2S3 nanostructures 

(Figure 1.10),161  ZnS,159, 162 hierarchical copper sulfide (CuS) nanoparticles,163 and MoS2 

microspheres2.  

           As discussed before, there are many factors affecting on the morphology, the particle 

size, template, and the stability of IL-based NP dispersion e.g., the intermolecular interactions 

between ILs and NPs (van der Waals, electrostatic repulsion, steric interaction, and hydrogen 

bonding), and the exogenous variables (the interfacial structure and the physicochemical 

properties of ILs and NPs, temperature, pressure, and water concentration).28    

 

Figure 1.10. SEM images of prepared Bi2S3 nanoflowers at low temperature and ambient atmosphere using IL 

solution as the solvent and template.161 

 

b) a) 
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1.8.2. Copper Sulfide (CuS) 

  

           Copper sulfide (CuS), one of the most crucial semiconductor transition metal 

chalcogenides,164 has been extensively studied for its application potential in solar cells,165 

lithium-ion batteries,166 photocatalysis,167 optical limiters,168 biological markers,169                     

and biosensors.170 This is attributed to its unique electrical, mechanical, optical, physical,            

and chemical properties.171-172  

           Figure 1.11173-174 shows the phase diagram of the Copper-sulfur system. Copper 

sulfides compounds, Cu2-xS (0 ≤ x ≥ 1), exist in a wide variety of compositions ranging from 

‘‘copper (metal) rich phase’’ at chalcocite (Cu2S)175 to ‘‘sulfide (chalcogen) rich phase’’ at CuS2, 

covellite (CuS), anilite (Cu1.75S)176, digenite (Cu1.8S)177, and djurleite (Cu1.96S)178. Each of these 

compounds, except CuS, exists in several phases depending on temperature and some of 

them are stable at room temperature. The structure of Cu2-xS consists of a close-packed lattice 

of S atoms with mobile Cu atoms occupying various types of interstitial sites with a statistical 

distribution depending on temperature. By pure definition, CuxS compounds can be 

considered as Cu liquid inside the S structure lattice resulting in high ionic conductivity and 

low thermal conductivity.179-180 Cu2-xS possess Cu vacancies in the lattice leading to a p-type 

semiconducting nature.181   

 

Figure 1.11. The Cu-S phase diagram.182 
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           Cu2-xS can be divided into monoclinic (low-chalcocite), cubic close packing (anilite, 

digenite, and cubic-chalcocite), hexagonal close packing (djurleite and high-chalcocite),           

and an integration of hexagonal close packing and covalent bonding of sulfur atoms 

(covellite), as shown in Figure 1.12. 

 

Figure 1.12. Crystal structures of Cu2-xS. Blue and yellow spheres are copper and sulfide atoms,  

respectively.181, 183-184 

           Covellite (CuS) is a p-type semiconductor with a direct band gap 1.2 – 2.0 eV which 

has been applied in many applications, including optical materials, organic solar cell,              

gas sensors, and lithium-ion batteries.169, 185-187 Copper Sulfide – Covellite (CuS) has a simple 

formula but a complex structure consisting of alternating layers of planar CuS3 triangles and 

CuS4 tetrahedrons with S−S bonds [Figure 1.12(g)].184 No other metal ions with sulfur or 

selenium are known to crystallize in the same or resemble the crystal structure of covellite. 

The S ions in the covellite structure have an average oxidation state -1, due to the presence 

of the S−S covalent bonds. The S−S covalent bonds are essential for the nanoscale 

transformations in the presence of divalent metal cations.181, 188 The diversified Cu2-xS          

micro-/nano-structures has been synthesized by different methods, e.g., hydrothermal 

method, solvothermal method, hot-injection, electrodeposition, thermolysis, and microwave 

irradiation.189 The different crystal structures, morphologies, and compositions of the Cu2-xS 

micro-/nanostructures have been demonstrated to generate unique optical, electrical,          

and thermoelectric properties making them extremely suitable in different applications189  

such as photocatalysis,190 biomedical,191 solar cells,192 and energy storage devices.193                    
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In Chapter 6, the as-prepared CuS flower-like microstructures exhibited outstanding 

performance as non-enzymatic H2O2 sensors. In Chapter 7, the CuS nanoplates were 

successfully incorporated into organic photovoltaic (OPV) cells as hole conduction 

materials.184 

1.9. Applications 

1.9.1. Electrochemical biosensors194-199 

           Sensors are consisting of an active sensing material with a signal transducer, which 

can be classified, depends on the output signals, into electrical, thermal or optical. The 

electrodes can sense the materials which are present within the host without doing any 

damage to the host system.            

           Electrochemical phenomena are measured using a cell consists of three electrodes - 

working electrode (WE), a counter electrode (CE), and a reference electrode (RE) as shown 

in Figure.1.13a. The working electrode (WE) is considered as the most important electrode, 

which the redox reactions occur on its surface. The counter electrode (CE), usually platinum 

or carbon, is controlled by the potentiostat, and it is used to close the current circuit by 

applying a voltage difference respectively to the WE. The reference electrode (RE) is used to 

provide stable and well-known electrode potential. The transfer of electrons across the 

solution/solid interface depends on the electrode size, material, geometry, and the surface 

structure. 

           An electric double layer of ions is formed at the surface when the ions in the solution 

comes in contact with the electrode, which has excess charge on its surface. The closest 

layer is called the inner layer, which is balanced with an equal number of oppositely charged 

of ions in the solution. The second layer, which composed of oppositely charged ions, is called 

the diffusion layer. An electric potential energy exists as a result from the amount of the 

charges and the distance between them. The electric potential, E, of an electrochemical 

reaction of the chemical species undergoing the redox reactions, which is measured between 

the WE and RE, vary according to the Nernst equation:  

                                                                                                                                                 

E = E0 + RT/zF ln Co/CR    

 

 E0 is the standard potential of the reaction 

 R is the universal gas constant 
 T is the temperature in kelvins 
 F is the Faraday constant 
 z is the number of electrons transferred involved in the reaction  
 Co/CR   is the concentration of chemical species being oxidized or reduced 

 

https://en.wikipedia.org/wiki/Universal_gas_constant
https://en.wikipedia.org/wiki/Kelvins
https://en.wikipedia.org/wiki/Faraday_constant
https://en.wikipedia.org/wiki/Electron
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           There are a lot of electrochemistry techniques, which can be classified into three 

classes - voltammetric, impedimetric, and amperometric. Voltammetric sensors measure the 

charge/potential at a sensor surface when no current flows. Impedimetric sensors measure 

the impedance change (the change of resistance or the change of capacitance) at the sensor 

surface. While amperometric sensors measure the current, which generated at the sensor 

surface, is recorded as a function of time.  

           Cyclic voltammetry (CV) is a powerful and popular technique, used to study the 

reduction and oxidation process of molecular species, and the electron transfer-initiated 

chemical reactions. The current is measured between the working electrode (WE) and the 

counter electrode (CE), while the potential is measured between the working electrode (WE) 

and the reference electrode (RE). Figure.1.13b. shows the results of CV, which the current is 

plotted versus the applied voltage.  

 

 

Figure.1.13. illustration of a) three-electrode electrochemistry cell and b) an ideal example of a cyclic 

voltammogram. Adapted from Lee, Katherine J., et al., Nature Reviews Chemistry 1 (2017).196 

 

The principle parameter is the scan rate ѵ. The scan rate ѵ is the change of the potential per 

time. The shape of the voltammogram depends on the electrode dimensions and the diffusion 

length of the analyte (dependent on the scan rate). When the analyte is oxidized, the electric 

potential E become positive, and when the analyte is reduced, the E become negative, 

associated with a peak current ip. 
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Randles–Sevcik equation describes the relationship between ѵ and ip: 

 

ip = (2.69 · 105) ACD1/2n3/2ѵ1/2 

 

Where the analyte concentration can be determined by the magnitude of the ip, A is the 

electrode area, C is the concentration of the analyte, D is the diffusion of the analyte, and n 

is the number of the electrons, which involved in the reaction. 

  

1.9.2. Organic Photovoltaic solar Cells200-202 

           Solar cells are semiconductor devices which absorb the sunlight photons and convert 

the incidient light to electrical energy. The carriers are then generated from excition 

dissociation and they are collected by the electrodes, generate the current, and enter the 

external circuit. The typical solar cell consists of a metallic back contact, a semiconductor pn-

junction, and a transparent top contact. All photovoltaic devices work based on a pn-junction. 

Some of the electrons from the n-type semiconductor, which have reached the conduction 

band, can diffuse across the junction, leaving behind static positive charges on atoms in the 

solid, and combine with the holes to form negative ions. Near the pn-junction is called the 

depletion zone where there are no charges carriers anymore. The separated static positive 

and negative charges mean there is an electric field across the depletion zone, as shown in 

Figure 1.14 .  

 

Figure.1.14. Diffusion of electrons and holes establishes an electric field.203 

           When the sunlight energy is absorbed by the semiconductor resulted in dislodging an 

electron, which creating an extra mobile electron and an extra mobile hole. The electric field 
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makes the electron flow to the n-type semiconductor and the hole flow to the p-type 

semiconductor. The resulting separation of positive and negative charges across the junction 

is called a potential difference or voltage. The net current is zero since the drift current and 

the diffusion charges are equal, and the Fermi level is constant.  

           When an external bias is applied (forward bias or reverse bias), the width of the 

depletion zone (the junction potential barrier) can be altered. The width of the depletion zone 

becomes wider in the case of reverse bias and narrower in the case of the forward bias.         

In the case of equilibrium, when no external force is applied like voltage or heat or incident 

light, the closest electrons in the n-type semiconductor from the boundary tend to diffuse into 

the p-type semiconductor resulting the creation of minority negative charged ions in the p-

type semiconductor and minority of positive charge ions in the n-type semiconductor.  

           In the case of reverse bias, the external force is applied and the positive terminal 

connected to the n-type semiconductor and the negative terminal connected to the p-type 

semiconductor. The depletion zone becomes wider resulting increasing the resistance of the 

material to flow the current as the diffused electrons and holes pulled further away from the 

boundary, as shown in Figure 1.15. In this case, the electrons must jump to the LUMO of the 

donor component to move from the anode to the cathode.  

 

Figure.1.15. Reverse-biased pn junction.204 

           While in the case of forward bias, the external force is applied and the positive terminal  

connected to the p-type semiconductor and the negative terminal connected to the n-type 

semiconductor. The depletion zone becomes narrower resulting in the movements of the 

electrons from the cathode to the anode and flowing the current, as shown in Figure 1.16.   
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Figure.1.16. Forward-biased pn junction.205  

           Determination of the performance of solar cell depends on some parameters such as 

open-circuit voltage (Voc), short-circuit current (Isc), fill factor (FF) and power conversion 

efficiency (PCE). The current-voltage characteristics of a solar cell under dark and illumination 

conditions as shown in Figure.1.17. Isc is the current produced by the solar cell under 

illumination without any external potential. Voc is the potential difference between the 

terminals of the solar cell under illumination when there is no current flowing through the 

terminals. FF is the maximum power (Pm) generated by the product of open-circuit voltage 

and short-circuit current (Pm = Im * Vm). PCE is the ratio of the maximum power generated by 

the solar cell to the incident radiant energy.206 

 

Figure.1.17. J-V characteristics of solar cell. Adapted from Abdulrazzaq, Omar A., et al. Particulate science 

and technology 31.5 (2013).206 
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Chapter 2. Methods 

2.1. General Background 

           Crystals are highly ordered structures which are composed of a regular arrangement 

of units (atoms, molecules, or ions) that is repeated infinitely in the three dimensions. Crystals 

display a high degree of symmetry. The crystallographic unit cell is the smallest unit by which 

the periodic order in the crystal is repeated to produce the bulk crystal. It means that crystals 

are defined by their unit cells. The crystallographic unit cell is characteristic by three vectors 

a, b, and c, which lie along the three directions x, y, and z, respectively, and by the angles 

between these vectors α, β, and γ, as shown in Figure 2.1. Crystals are divided into 7 crystal 

systems (Figure 2.1) that contain 14 Bravais lattices (Figure 2.2), 32 Point groups, and 230 

space groups.207 

 

 

 

Figure 2.1. The reference axes used to characterize the seven crystal systems.208  
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Figure 2.2. The unit cells of the 14 Bravais lattices.209 

 

2.2. Powder X-ray diffraction (XRD)133, 210-214 

           Powder X-ray diffraction (XRD) is a powerful technique to determine the crystal 

structure (phase identification of a crystalline material), provide information on unit cell 

dimensions and estimate sample purity. It is worth to mention that high-temperature X-ray 

diffraction is used to identify the type of mesophase and investigate the molecular 

organization within the mesophase.  

           X-rays are high energy electromagnetic radiation (0.1 – 100 keV) with short 

wavelength between 0.01 – 1 nm. They can pass through many materials that absorb visible 

light including body tissues. These rays are suitable for a structural determination as they are 

photons having wavelength ʎ of the same order of the interatomic distance in the condensed 

matter.  

           In 1901, Wilhelm Röntgen was awarded the Nobel prize in Physics for his discovery 

of X-rays in 1895. X-rays are generated in a high vacuum tube by accelerating electrons from 

a tungsten filament towards a target (anode metal such as Cu or Mo) by applying a high 

voltage. In 1912, Max von Laue suggested that a crystal lattice composed of atoms might 

have a spacing small enough to produce diffraction pattern using X-rays.  
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           Foils or crystal monochrometers are used for filtering in order to obtain an almost 

monochromatic X-rays needed for diffraction. After the collimated X-rays are diffracted at the 

sample and collected at the detector, the intensity of the reflected X-rays is recorded. 

Crystalline materials obtain sharp peak of the reflections. On the other hand, a high and broad 

background indicates the presence of amorphous constituents in the sample. The obtained 

reflections are used for the phase identification of a crystalline material and it can provide 

information on the crystallite sizes or material defects.  

           Crystals consist of a three-dimensional arrangement of atoms, which is repeated in all 

three spatial directions. Atoms are arranged in a crystal lattice as shown in Figure 2.3. The 

separation distance is on the order of the wavelength of the X-rays. X-rays can interact with 

the electron clouds of the periodically arranged atoms by elastic scattering, leading to 

constructive and destructive scattering. Two parallel incident X-ray beams must be in phase 

(when they travel a total distance that differs by a whole number multiple of their wavelength), 

and the angle of the incidence must be equal to the angle of the reflection to produce 

constructive interface and provide a signal. The constructive scattering is described by the 

Bragg’s law: 

2dhkl sin θ = n λ  

 

Where hkl are the Miller indices, n is the order of scattering, λ is the wavelength, d is the 

spacing between atomic or diffracting layers, and θ is the incident angle. 

 

 

Figure 2.3. Schematic illustration of the Bragg’s law which can be derived from the triangle ABC.215 
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2.3. Single crystal X-ray diffraction212, 216-217 

           Single crystal X-ray diffraction is used to get the information about the unit cell 

dimensions, bond angles, bond lengths and location of the atoms. The crystal structure is 

obtained after collection and refinement of the X-ray data. Growing a high-quality single 

crystal is very important to get a good quality diffraction data and to get precise of the atomic 

geometry parameters. Crystals should be transparent - generally sparkly and large enough 

without any cracks. They should have excellent regular shape, faces, and edges. Large 

crystals can be cut. Figure 2.4. shows some of the single crystals that obtained in this study. 

 

  

Figure 2.4. Single crystals of ILs that obtained in this study. 

           First, All information should be collected about the crystals if they are sensitive to air 

or they are unstable at room-temperature. Then a suitable crystal is mounted on a thin glass 

fiber for data collection on an Imaging Plate. Crystals will rotate through various angles to 

produce diffraction patterns. This process takes several hours depending on the sample and 
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the diffractometer. The diffraction patterns are converted to the 3D structure by Fourier 

transforms combined with the known chemical information of the sample. Crystallographic 

information file (CIF) file of the structure is created when the Lorentz-polarization corrections 

are carried out, the phase problem is solved, and the structure is refined. 

2.4. Polarized optical microscopy (POM)218-219 

           Polarized optical microscopy (POM) is one of the most influential techniques that used 

to detect the existence of LC phases and to determine the phase transition temperatures. It 

is used for optical anisotropic materials, which almost all types of LCs – Cubic LCs are known 

as a viscous isotropic phase.220 These materials, considered as birefringent materials 

(double-refraction materials), have optical properties and they act as beam splitters. Their 

refractive index n depends on the propagation of the light direction. It means that anisotropic 

materials such as LCs and crystalline solids are dependent on direction, while isotropic 

materials are independent of direction.  

           POM composed of two polarizers (polarizer and analyzer), which they are oriented at 

right angle to each other as shown in Figure 2.5. This concept is commonly termed as crossed 

polarized. When the incident beam passes through the first polarizer, which is oriented 

vertically to the incident beam, only the waves with vertical direction can pass through it. Then, 

when the light passes through the birefringent material, it will be split into two waves with 

different delays and become out of phase. At the end, these waves are recombined by 

constructive and destructive interference when they pass through the analyzer and give a 

bright domain on the sample. 

 

 

Figure 2.4. Birefringent material between crossed polarizers.221 
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2.5. Differential scanning calorimetry (DSC)219 

           Differential scanning calorimetry (DSC) is used to determine the heat capacity, the 

enthalpy of crystallization, the enthalpy of melting (fusion), and the phase transition. And it is 

a useful tool to determine the LC phases. A loss of order will take place during the phase 

transition from crystalline phase (3D) to anisotropic-LC phase (2D or 1D) and to isotropic-

liquid phase (0D), corresponding to an entropy change. The entropy of a system undergoing 

a phase transition increases if the phase transition is towards higher internal energy (e.g., 

melting) and decreases if the phase transition is towards lower internal energy (e.g., 

freezing). There are two techniques of DSC: power-compensated DSC, which the power 

supply is constant, and heat-flux DSC, which the heat flux is constant.  

           The experiments were done by the heat-flux DSC, which the empty reference crucible 

and the sample crucible are placed in one single furnace and heated at the same rate. The 

temperature is measured at the heat-flux plate. An exothermic effect takes place in the 

sample when the temperature of the sample will be higher than the temperature of the 

reference. On the other hand, the endothermic impact takes place in the sample when the 

temperature of the sample will be lower than the reference. The enthalpy change (the energy 

of the transition) can be calculated from the known sample mass and the temperature lag. 

For exothermic transitions, which the heat is released by the sample, the heat flow has a 

negative value. In the case of endothermic transitions, which the heat is absorbed by the 

sample, the heat flow has a positive value.  

           The enthalpy changes between the two liquid-crystalline phases (if detectable) or 

between the liquid crystal phase and the isotropic phase are quite small (0.5 – 10 kJ∙mol-1). 

While the enthalpy changes are quite significant (10 – 80 kJ∙mol-1) between the crystalline 

phase and the isotropic phase, corresponding to the large variation in the molecular 

organization of the sample. Examples of DSC traces is given in Chapter 4 (Figure 4.9).  

2.6. Electron microscopy222-224  

           An electron microscope is an instrument that uses electrons instead of light (in case 

of POM) or X-rays (in case of XRD) as radiation for the imaging of objects. Electrons interact 

more strongly than X-rays with the matter. That is why electron microscopy (EM) can be 

applied to smaller crystals. One more advantage, the electrons can be bent by the 

electromagnetic lens, so the diffracted electrons can be focused to produce atomic resolution 

image.  
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           The development of the electron microscope was based on theoretical work done by 

Louis de Broglie, who found that wavelength is inversely proportional to momentum. In 1926, 

Hans Busch discovered that magnetic fields could act as lenses by causing electron beams 

to converge to a focus. A few years later, Max Knoll and Ernst Ruska made the first modern 

prototype of an electron microscope.  

           There are several types of electron microscopes. The idea of electron microscopy is 

that the sample is bombarded with a stream of electrons. Electrons are emitted by thermionic 

emission source (tungsten hairpin cathodes or lanthanum hexaboride (LaB6) crystals) or by 

field emission gun from tungsten needles. The wavelength of electrons can be calculated 

according to the de Broglie wavelength equation  

 

λ = h / p = h / meve 

where λ is the wavelength, h is the Plank constant (h = 6.626 ∙ 10-34 J∙s), p is the momentum 

of the electron, me is the electron mass, and ve is the velocity of the electron.  

           The electrons which are scattered through large angles, including back-scattered 

electrons (BSE) and secondary electrons (SE), are of the most significant interest for 

scanning electron microscopy (SEM) to give surface-sensitive information, such as 

topography. On ther hand, the electrons which are transmitted are of greatest interest for 

transmission electron microscopy (TEM). Scanning electron microscopy (SEM) and 

transmission electron microscopy (TEM) are the standard methods for imaging and 

dimensional measurements of micro- and nanostructures due to their high resolution and 

high imaging speed.    

2.6.1. Scanning electron microscopy (SEM)223 

           SEM is used to provide information on the surface and topography of the samples. 

SEM consists of two major parts: the microscope column and the electronics console. The 

microscope column includes of the electron gun (cathode, wehnelt cylinder, and an anode), 

one or two condenser lenses, the objective lens, two pairs of beam deflection coils, and some 

aperatures. At the lower end of the microscope column, there is a specimen chamber. In the 

specimen chamber, there are specimen stage and the detectors. The microscope column 

and the specimen chamber are evacuated to prevent the interaction of the gas molecules 

and the beam electrons.  
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           On the other hand, the electronics console consists of the electric power supplier for 

the acceleration voltage, the condenser and the objective lenses, the scan generator, and 

electronic amplifier for the different signals.  

           The beam electrons are emitted from the electron gun (which typically has 

an energy ranging from 0.2 - 40 keV) and accelerated between the cathode and the anode 

to form a smallest beam cross section. But the crossover near the anode is too large 

(diameter about 10-50 µm) to create a sharp image. One or two condenser lenses and 

objective lenses are needed to demagnify the crossover and focus on the specimen surface.  

           The two pairs of beam deflection coils scan the electron probe line (direct and position 

the focused beam onto the sample surface) and are located in front of the objective lenses. 

The beam electron induces the emission of the secondary electrons from the sample, and 

these electrons are detected by the secondary electron detector.  

           The interaction between the electron beam and the specimen can be divided into 

elastic interactions (negligible energy loss during the collision) and inelastic interactions. 

When the incident electron is deflected by the specimen atomic nucleus or by the outer shell 

electrons, the elastic scattering is obtained. The backscattering electrons (BSE) is achieved 

when the incident electrons are elastically scattered by an angle of more than 90°. These 

Backscattered electrons are used to detect the contrast between areas with different 

chemical compositions. While the inelastic scattering is obtained during the interaction 

between the incident electron and the electrons and atoms of the sample. That leads to the 

excitation of the electrons in the sample and generates the secondary electrons (SE). These 

reflected secondary electrons are used to record the images. The advantage of the SEM is 

its high spatial resolution and high depth of field images. 

2.6.2. Transmission electron microscopy (TEM)225 

           TEM is well suited to observe nanoscale materials such as single layers, nanotubes, 

nanowires, quantum dots, and nanoparticles. These materials can be seen by TEM without 

modification as these materials are thin enough for direct observation. In contrast to SEM, 

TEM samples must be thin enough, that is comparable to the mean free path of the electrons, 

to be electron-transparent.  

 

https://en.wikipedia.org/wiki/Energy
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           TEM is a powerful technique which is used for structural characterization of the sample 

(morphological, information-size, and shape). It is possible to obtain crystallographic 

information (e.g., lattice spacing (d-spacing)) by using electron diffraction (ED).  

           The electron beam is produced by the electron gun (20 - 1000 keV). Electrons transfer 

into the vacuum in the column of a microscope which accelerates between the cathode and 

the anode. TEM consists of three stages of lenses: the condenser lenses, the objective lenses, 

and the projector lenses. The condenser lenses are responsible for primary beam formation, 

the objective lenses which focus the electron beam to the desired size and location, and the 

projector lenses are used to expand the beam. The electrons will move as the interaction of 

electrons with a magnetic field passing through the specimen to form a highly magnified 

image. To ensure that the electrons will not be scattered by air molecules or particles, the 

high vacuum will be applied. TEM can provide topographical, morphological, compositional 

and crystalline information. 
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Chapter 3. Publications 

This doctoral thesis is based on the following scientific publications   

3.1. Publications 

1. "Alkylpyridinium tetrahalidometallate ionic liquids and ionic liquid crystals: 

insights into the origin of their phase behavior."  

Ahed Abouserie, Kerstin Zehbe, Philipp Metzner, Alexandra Kelling, Christina Günter, 

Uwe Schiele, Peter Strauch, Thomas Körzdörfer, and Andreas Taubert 

European Journal of Inorganic Chemistry 2017, 5640 (2017) 

DOI: 10.1002/ejic.201700826 

The synthesis, characterization (except EPR), as well as analysis, writing, and revision 

of the manuscript, were done by me with the consultation of Prof. Dr. Andreas Taubert. 

The differential scanning calorimetry (DSC) and polarized optical microscopy (POM) 

were done by me. 

2. "Crystal structure of N-butylpyridinium bis(µ2-dichlorido)-tetrachlorido-di-

copper(II), C18H28N2Cu2Cl6." 

Ahed Abouserie, Uwe Schilde, and Andreas Taubert 

Zeitschrift für Kristallographie - New Crystal Structures (submitted) 

The synthesis, characterization, writing, and revision of the manuscript were done by 

me with the consultation of Prof. Dr. Andreas Taubert and Prof. Dr. Uwe Schilde. 

3. "Hierarchically structured copper sulfide microflowers with excellent 

amperometric hydrogen peroxide detection performance." 

Ahed Abouserie, Gumaa A. El-Nagar, Benjamin Heyne, Radwan M. Sarhan, Yohan 

Kim, Christopher Pries, Enrico Ribacki, Christina Günter, Christina Roth, Armin Wedel, 

and Andreas Taubert 

Journal of Materials Chemistry A (submitted) 
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The synthesis and characterization of CuS were done by me. I prepared the figures 

and wrote the manuscript (except the electrocatalytic performance of the as-prepared 

CuS microstructure in nonenzymatic H2O2 detection) with the consultation of                   

Prof. Dr. Andreas Taubert. The scanning electron microscopy (SEM) was done by me. 

4. "CuS nanoplates from ionic liquid precursors – application in organic 

photovoltaic cells." 

Yohan Kim, Benjamin Heyne, Ahed Abouserie, Christopher Pries, Christian Ippen, 

Christina Günter, Andreas Taubert and Armin Wedel 

The Journal of Chemical Physics 148, 193818 (2018) 

DOI: 10.1063/1.4991622 

The synthesis and characterization of ILP and CNPs using XRD, FTIR, and UV 

measurements were done by me. I took an active role in the preparation and revision 

of the manuscript. 

3.2. Unpublished material 

 "The ionic liquid [C4Py]2[Cu0.39Co0.61Cl4] is a single source ionic liquid precursor 

(ILP) for carrolite CuCo2S4 nanomaterials and its exploitation for water splitting."  

Ahed Abouserie, Gumaa A. El-Nagar, Benjamin Heyne, Alexandra Kelling, Christina 

Günter, Uwe Schiele, Armin Wedel, Christina Roth and Andreas Taubert 

In preparation (planned submission in May 2018) 

The synthesis and characterization of new ILP [C4Py]2[Cu0.39Co0.61Cl4] and CuCo2S4 

were done by me. I prepared the figures and wrote the manuscript with the consultation 

of Prof. Dr. Andreas Taubert. The differential scanning calorimetry (DSC) was done by 

me. The CuCo2S4 nanoparticles will be applied to the electrocatalytic driven-water 

splitting, a process established in the Roth group.  
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Chapter 4 

Alkylpyridinium tetrahalidometallate ionic liquids and ionic liquid 

crystals: insights into the origin of their phase behavior 

4.1. Abstract 

           Six N-alkylpyridinium salts [CnPy]2[MCl4] (n = 4 or 12 and M = Co, Cu, Zn) were 

synthesized, and their structure and thermal properties were studied. The [C4Py]2[MCl4] 

compounds are monoclinic and crystallize in the space group P21/n . The crystals of the 

longer chain analogues [C12Py]2[MCl4] are triclinic and crystallize in the space group P1̅. 

Above the melting temperature, all compounds are ionic liquids (ILs). The derivatives with the 

longer C12 chain exhibit liquid crystallinity and the shorter chain compounds only show                    

a melting transition. Consistent with single-crystal analysis, electron paramagnetic resonance 

spectroscopy suggests that the [CuCl4]
2– ions in the Cu-based ILs have a distorted tetrahedral 

geometry. 

4.2. Introduction  

           Ionic liquids (ILs) have attracted considerable interest over the last decades;12, 14, 56, 226-

231 this is largely due to their unusual properties, chemical variability, and their high (projected) 

application potential. ILs are salts with rather low melting points compared to traditional salts. 

Moreover, ILs often have a broad liquid range. Among others, this makes them interesting 

for applications covering larger temperature windows such as batteries or chemical 

reactions.14, 43, 57, 232-239 ILs have therefore been explored for virtually any application, from 

chemical synthesis and electrochemistry to batteries, catalysts, fuel cells, and many           

more.57-65 Ionic liquid crystals (ILCs) are an interesting IL sub-class; ILCs combine ionic 

moieties and strong intermolecular forces with supramolecular order. This combination 

enables the construction of stable ion conductive materials for a wide variety of 

applications.240-244  

           Another interesting and potentially very useful subclass of ILs, metal-containing ionic 

liquids (MILs),242 has attracted less attention. This is somewhat surprising because the 

presence of a metal ion furnishes the IL with additional magnetic, optical, catalytic,                            

or electrochemical properties that are not accessible otherwise.12, 231, 245-259 AlCl3-based ILs 

are arguably the first examples of MILs,43, 260 but especially transition metal-based ILs have 

been studied in the last 20 years for their structure and for their optical, magnetic and catalytic 

properties.261  
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           Of particular relevance to the current study is a set of reports by Neve and                       

co-workers.262-264 These authors described alkylpyridinium ILs based on the 

tetrachloridocuprate(II) moiety, [CuCl4]
2–. Among others, they showed that all compounds with 

alkyl chains longer than twelve carbon atoms exhibit thermotropic liquid crystalline phases. 

The same compounds have also been studied as precursors for inorganic nanoparticles.50, 

139-141, 158, 265-267 These ILs and ILCs are thus interesting both for their physical properties and 

as precursors for nanomaterials – possibly for a very broad range of different nanomaterials 

with high application potential.  

           The current article describes several new ILs based on alkylpyridinium cations and 

[CoCl4]
2–, [ZnCl4]

2–, or [CuCl4]
2– anions and correlates their phase behavior with their crystal 

structure. The study expands the pool of transition metal-based pyridinium ILCs to Co and 

Zn-based derivatives, which have been unknown so far. Scheme. 4.1 shows the chemical 

structures of the ILs. 

 

Scheme 4.1. Chemical structures of N-butylpyridinium ILs [C4Py]2[MCl4] (a), and N-dodecylpyridinium ILs 

[C12Py]2[MCl4] (b). 

 

4.3. Experimental Section 

           Chemicals: N-butylpyridinium chloride (Iolitec, 99 %), N-dodecylpyridinium chloride 

(Aldrich, ≥ 98 %), CuCl2·2H2O (Fluka, ≥ 99 %), ZnCl2 (Fluka, 98 %), CoCl2·6H2O (Ucb, 98 %), 

[D6]dimethyl sulfoxide ([D6]DMSO, 99.8 atom-% D, Armar Chemicals), and acetonitrile 

(Aldrich, 99.8 %) were used without further treatment. 
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           General IL Synthesis: IL synthesis was done according to literature procedures.263, 268 

           [C4Py]2[CuCl4] (1): To a solution of N-butylpyridinium chloride (1.71 g, 10 mmol) in dry 

acetonitrile (6 mL) was added copper(II) chloride (0.86 g, 5 mmol), and the mixture was stirred 

to reflux for 3 h. The solvent was evaporated with a rotary evaporator at 60 °C under reduced 

pressure. The product was dried in vacuo. The other butylpyridinium-based ILs were 

synthesized accordingly. Yield: 2.37 g (ca. 98 %). C18H28Cl4CuN2 calculated (found):                   

C, 45.25 % (45.12 %); H, 5.91 % (5.69 %); N, 5.86 % (5.86 %). 1H NMR: (500 MHz, 

[D6]DMSO): δ = 0.93 (t, J = 5.99 Hz, 3 H) 1.26–1.39 (b, 2 H) 1.94 (b, 2 H) 4.65 (b, 2 H) 8.19 

(b, 2 H) 8.63 (b, 1 H) 9.16 (b, 2 H) ppm. 13C NMR: (126 MHz, [D6]DMSO): δ = 14.45, 19.88, 

33.83, 61.70, 129.23, 145.63, 146.53 ppm. 

           [C4Py]2[CoCl4] (2): Yield 2.31 g (ca. 97 %). C18H28Cl4CoN2 calculated (found):                    

C, 45.69 % (45.50 %); H, 5.96 % (6.07 %); N, 5.92 % (5.88 %). 1H NMR: (500 MHz, 

[D6]DMSO): δ = 0.92 (b, 3 H) 1.29 (b, 2 H) 1.90 (b, 2 H) 4.57 (b, 2 H) 8.11 (b, 2 H) 8.56               

(b, 1 H) 9.09 (b, 2 H) ppm. 13C NMR: (126 MHz, [D6]DMSO): δ = 14.64, 20.10, 34.11, 62.19, 

129.55, 145.90, 146.80 ppm. 

           [C4Py]2[ZnCl4] (3): Yield 2.25 g (ca. 94 %). C18H28Cl4ZnN2 calculated (found):                    

C, 45.07 % (45.69 %); H, 5.88 % (5.73 %); N, 5.84 % (5.86 %). 1H NMR: (500 MHz,   

[D6]DMSO): δ = 0.89–0.94 (t, J = 7.25 Hz, 3 H), 1.25–1.34 (sxt, J = 7.30 Hz, 2 H), 1.87–1.94 

(quin, J = 7.60 Hz, 2 H), 4.60–4.65 (t, J = 7.57 Hz, 2 H), 8.14–8.20 (t, J = 7.09 Hz, 2 H),                

8.59–8.64 (t, J = 7.88 Hz, 1 H), 99.11–9.15 (d, J = 5.67 Hz, 2 H) ppm. 13C NMR: (126 MHz, 

[D6]DMSO): δ = 14.18, 19.62, 33.53, 61.41, 128.96, 145.65, 146.34 ppm. 

           [C12Py]2[CuCl4] (4): To a solution of N-dodecylpyridinium chloride (8.5 g, 30 mmol) in 

acetonitrile (10 mL) was added copper(II) chloride (2.58 g, 15 mmol), and the mixture was 

stirred to reflux for 3 h. The solvent was evaporated on a rotary evaporator at 60 °C under 

reduced pressure. The product was dried in vacuo. The other dodecylpyridinium ILs were 

made accordingly. Yield 10 g (ca. 94 %). C34H60Cl4CuN2 calculated (found): C, 58.15 % 

(57.67 %); H, 8.61 % (8.29 %); N, 3.99 % (3.91 %). 1H NMR: (500 MHz, [D6]DMSO): δ = 0.84 

(b, 3 H), 1.11–1.47 (b, 18 H), 1.92 (b, 2 H), 4.60 (b, 2 H), 8.16 (b, 2 H), 8.47–8.74 (b, 1 H), 

8.94–9.33 (b, 2 H) ppm. 13C NMR: (126 MHz, [D6]DMSO): δ = 14.84, 22.94, 26.35, 29.28, 

29.55, 29.65, 29.77, 29.84, 31.69, 32.14, 61.83, 129.07, 145.58, 146.44 ppm. 
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           [C12Py]2[CoCl4] (5): Yield 9.79 g (ca. 93 %). C34H60Cl4CoN2 calculated (found):                  

C, 58.54 % (57.7 %); H, 8.67 % (8.71 %); N, 4.02 % (3.96 %). 1H NMR: (500 MHz, 

[D6]DMSO): δ = 0.86 (t, J = 6.62 Hz, 3 H) 1.25 (b, 18 H) 1.91 (b, 2 H) 4.56 (b, 2 H) 8.11 (b,     

2 H) 8.37–8.74 (b, 1 H) 9.08 (b, 2 H) ppm. 13C NMR: (126 MHz, [D6]DMSO): δ = 14.96, 23.04, 

26.65, 29.48, 29.64, 29.89, 29.94, 29.95, 32.08, 32.23, 62.27, 129.39, 145.79, 146.67 ppm. 

           [C12Py]2[ZnCl4] (6): Yield 9.89 g (ca. 93 %). C34H60Cl4ZnN2 calculated (found):                    

C, 58 % (57.65 %); H, 8.59 % (8.29 %); N, 3.98 % (3.97 %). 1H NMR: (500 MHz, 

[D6]DMSO): δ = 0.86 (t, J = 6.94 Hz, 3 H) 1.18–1.35 (m, 18 H) 1.92 (quin, J = 7.17 Hz, 2 H) 

4.62 (t, J = 6.94 Hz, 2 H) 8.17 (t, J = 6.94 Hz, 2 H) 8.62 (t, J = 7.57 Hz, 1 H) 9.13                             

(d, J = 5.67 Hz, 2 H) ppm. 13C NMR (126 MHz, [D6]DMSO): δ = 14.81, 22.94, 26.26, 29.24, 

29.55, 29.63, 29.76, 29.85, 31.59, 32.15, 61.63, 128.96, 145.63, 146.33 ppm. 

           Elemental Analysis: CHN analysis was carried out with an Elementar vario EL III 

analyzer. LOD is 0.3 %. 

           Nuclear Magnetic Resonance Spectroscopy: 1H and 13C NMR spectra were 

recorded with a Bruker Avance 500 MHz Spectrometer at room temperature. 

           Electron Paramagnetic Resonance Spectroscopy: EPR spectra were recorded at 

ca. 9.4 GHz (X-band) with a Bruker CW Elexsys E 500 spectrometer at 150 K from pure 

powder samples. The experimental errors for all g values are ±0.005. 

           Thermogravimetric Analysis: TGA experiments were done with a Netzsch TG 209 

F1 Iris thermo-microbalance at a heating rate of 10 K min–1 under nitrogen in aluminum oxide 

crucibles. 

           Differential Scanning Calorimetry: DSC measurements were done with a Netzsch 

DSC 214 Polyma at 5 or 10 °C min–1 under nitrogen. In each experiment, three heating-

cooling cycles were measured. 

           Powder X-ray Diffraction: PXRD data were collected with a PANalytical Empyrean 

powder X-ray diffractometer in transmission geometry operating at 40 kV and 40 mA. The 

instrument was configured with a focusing X-ray mirror for Cu radiation (λ = 1.5419 Å) and         

a PIXcel1D detector. Theta-theta scans were run for 72 min over a 2θ range of 2–70° with 

step size of 0.0131° and a sample rotation time of 1 s. 
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           Polarized Optical Microscopy: POM experiments were done with a Hengtech             

NP-400 microscope with crossed polarizer/analyzer at 10 × magnification. The samples were 

placed between two cover slips and heated using a Linkam TMS94 hot stage with                              

a temperature control accuracy of ±0.1 °C. POM images were acquired during the cooling 

cycles after the sample had been heated above its clearing point and was then allowed to 

slowly cool.            

           Single-Crystal X-ray Diffraction: Crystals of 1–3 and 5 were grown by diffusion of 

methyl tert-butyl ether vapor into ethanol solutions of the respective compounds. Crystals 

of 6 were grown by diffusion of methyl tert-butyl ether vapor into methanol solution of the 

compound. The crystals were mounted on a glass fiber for data collection on an Imaging 

Plate Diffraction System IPDS-2 (STOE) with graphite-monochromated Mo-Kα radiation              

(λ = 0.71073 Å) at 150 K (1, 5) or 210 K (2, 3, 6). All data were corrected for Lorentz and 

polarization effects. Numerical absorption corrections were applied using optimized shape.269 

For 1 and 3 extinction corrections were performed. 

           The structures were solved by direct methods using the program SHELXS-2013/1270 

and refined against F2 by means of full-matrix least-squares procedures using the program 

SHELXL-2014/7.271 Non-hydrogen atoms were refined with anisotropic temperature factors. 

In 1 the carbon atoms C7 to C9 were disordered over two sites with occupation factors of 

0.8/0.2. The hydrogen atoms were located from the difference Fourier map and refined 

with Uiso(H) = 1.2Ueq(C) with the following exceptions. In 1 the hydrogen atoms of the 

disordered carbon atoms were calculated in their expected positions and refined as riding 

with HFIX 23 and HFIX 33, respectively. Some hydrogen atoms were calculated and refined 

with HFIX 137 (2: C9A and C9B, 3: C9, 6: C17 and C17A). In 5 and 6 the hydrogen atoms of 

the pyridinium rings were calculated with HFIX 43, and these of the dodecyl substituents with 

HFIX 23 or HFIX 33 (excluding those at C17 and C17A in 6, see above). In 6 some restraints 

for the C–C bonds are used. For the visualization, the programs DIAMOND272 and ORTEP273 

were used. 

           CCDC 1494949 (for 1), 1494950 (for 2), 1494951 (for 3), 1494952 (for 5), and 

1494953 (for 6) contain the supplementary crystallographic data for this article. These data 

can be obtained free of charge from The Cambridge Crystallographic Data Centre. 

https://www.ccdc.cam.ac.uk/services/structures?id=doi:10.1002/ejic.201700826
http://www.ccdc.cam.ac.uk/
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           Density Functional Theory Calculations: Geometry optimizations were carried out 

using periodic boundary conditions, the PBEsol functional,274 a tight grid and a tier 2 basis set 

as implemented in the FHIaims program package.275 

4.4. Results  

           Initially, the compounds were characterized by single-crystal X-ray diffraction. 

Determination of the single-crystal structures of [C4Py]2[MCl4] (M = Cu (1), Co (2), and Zn (3)) 

and [C12Py]2[MCl4] (M = Co (5) and Zn (6)) was performed, and DIAMOND272 drawings of the 

asymmetric units of 2 and 5 are depicted in Figure 4.1 and Figure 4.4, respectively. Table 4.1 

summarizes the experimental details and crystallographic data; selected bond lengths of the 

complex anions and their bond angles are summarized in Table 4.2 and Table 4.3, 

respectively. To further validate the experimental results, the crystal structure of 

[C12Py]2[CoCl4] (5) was studied using density functional theory (DFT) calculations. Overall, 

we found an excellent agreement between the experimental and the theoretical structures, 

as shown in Tables 4.S21, 4.S22, and 4.S23 of appendix A, suggesting that DFT calculation 

could provide at least qualitative insights into the crystal structures that can be expected for 

these compounds.                                                                       

           All crystal structures are stabilized by several non-classical hydrogen bonds. 

Compounds 1-3 are isostructural and crystallize in the monoclinic space group P21/n. As an 

example, we shall discuss the structure of [C4Py]2[CoCl4] (2), the asymmetric unit of which 

contains four cations and two anions (Figure 4.1). The [CoCl4]
2– anion is connected to cations 

through C–H···Cl hydrogen bonds. The geometry of the [CoCl4]
2– anion is close to perfectly 

tetrahedral.  

           Table 4.2 shows that the averaged Co−Cl bond length of 2 is equal to the Co−Cl bond 

length of 5 (2.28 Å), and the averaged Zn–Cl bond length of 3 is 2.28 Å, which is comparable 

to the Zn−Cl bond length of 6 (2.27 Å). The Cu−Cl distance is slightly longer; this is consistent 

with distances found in other compounds with tetrahedral [CuCl4]
2– units, for example in 

[C15Py]2[CuCl4] (2.053 Å).263  

           The Cl−M−Cl angles are close to tetrahedral and range from 100.15(2) − 133.86(3)° in 

1, 106.6(2) − 114.96(2)° in 2, and 106.39(3) − 114.85(3)° in 3. The shortest cation···anion 

contact in 2 is found between Cl4 and one of the hydrogen atoms at C5B [2.76(2) Å].                  

An extensive literature search has provided no other examples of N-butylpyridinium 

tetrahalidometallate crystal structures for comparison.  
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Figure 4.1. The asymmetric unit of [C4Py]2[CoCl4] (2), with the numbering scheme. Hydrogen bonds are 

shown as dashed lines. 

           Figures 4.2 and 4.3 show a packing diagram of the ions of 2. The cations and anions 

are arranged in alternating layers. In every cation layer, all the planar pyridinium rings are 

parallel to each other. Two π-π stacking interactions between pyridinium cations are 

observed. The first stacking interaction is characterized by an interplanar distance ranging 

from 5.3 to 7.2 Å with a displacement angle of 18.7(8)°, while the second stacking interaction 

is characterized by an interplanar distance of 5.9 Å and a displacement angle of 10.98(8)°.  

 

Figure 4.2. Packing diagram of [C4Py]2[CoCl4] (2). View along the crystallographic a axis. Hydrogen bonds are 

indicated by dashed lines. 
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Figure 4.3. Packing diagram of [C4Py]2[CoCl4] (2). View along the crystallographic b axis. All N-alkyl chains 

are omitted for clarity. 

           Compounds 5 and 6 are isostructural and crystallize in the triclinic space group P1̅. 

The organic cations in the unit cell are arranged centrosymmetrically around the [MCl4]
2– 

anion. For example, the asymmetric unit of [C12Py]2[CoCl4] (5) contains two cations and one 

anion (Figure 4.4). The geometry of the [CoCl4]
2– anion is close to tetrahedral as shown in 

Figure 4.4. The two pyridinium rings are parallel, and the M atom is located in the inversion 

center. As a result, the two dodecyl chains are arranged in opposite directions. The dashed 

lines show hydrogen bonds between H atoms and chloride ions. The anions are situated in 

an approximately tetrahedral symmetry, and the angles range from 107.2(3) - 111.6(3)°. 

Figure 4.5 shows a packing diagram of 5.  

           The results of the DFT calculations for [C12Py]2[CoCl4] (5) can directly be compared 

with the X-ray data. The calculated lattice parameters obtained at 0 K are a = 8.764 Å,                     

b = 15.159 Å, c = 15.413 Å,  = 68.652°,  = 79.298° and   = 83.394°, which is very close to 

the experimental values. Experimental and theoretical crystal structures show a very good 

agreement with cell vectors varying up to 6.5 % and a maximum difference in the cell angles 
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of 6.2 %, leading to a difference in cell volume of 2 %. Experimental and calculated values of 

selected bond lengths [Å], bond angles [°], and torsion angles [°] obtained for compound 5 

are given in Tables 4.S21, 4.S22, and 4.S23 of appendix A, respectively. 

 

 

Figure 4.4. The asymmetric unit of [C12Py]2[CoCl4] (5), with the numbering scheme. Hydrogen bonds are 

shown as dashed lines. 

 

Figure 4.5. Packing diagram of [C12Py]2[CoCl4] (5). View along the crystallographic a axis. Hydrogen bonds 

are shown as dashed lines. 
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           The cations and anions in the [C12Py]2[MCl4] compounds are arranged in alternating 

layers along the a axis. In every cation layer, the planar pyridinium rings are oriented parallel 

to each other. The molecular structures exhibit a normal geometry with fully extended alkyl 

chains. The bond lengths and bond angles of the organic cation are in good agreement with 

those found in the literature for other N-alkylpyridinium salts.276 A full list of bond lengths, bond 

angles, torsion angles and hydrogen bond geometry for all structures is given in                         

Tables 4.S1-4.S20 of the appendix A.  

           The ionic layer is stacked along b and individual [CoCl4]
2– layers are separated by 

alkylpyridinium moieties. This is similar to previous examples.262-263 Besides electrostatic 

interactions, the cations and anions are held together through non-classical H-bonding 

interactions (Figures 4.4 and 4.5).  

           The pyridinium cations show a significant π–π stacking along c, as shown in Figure 

4.5. The π-π interaction is realized through perfect face-to-face alignment with a zero 

displacement angle and an interplanar distance of 3.4 Å. Moreover, all chlorine atoms of the 

[CoCl4]
2– anion participate in H···Cl contacts with the hydrogen atoms of the pyridinium ring 

cations and some of the hydrogen atoms of the alkyl chains. These contacts are significantly 

shorter than the sum of the van der Waals radii for hydrogen and chlorine (2.95 Å).277                 

The crystal structure and the number of H-bonding observed in [C12Py]2[CoCl4] (5) is 

comparable to those found in [C12Py]2[ZnCl4] (6). 
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           To gain further structural information complementary room temperature powder X-ray 

diffraction (XRD) studies were performed. The XRD patterns for all salts (except 

[C12Py]2[CuCl4] where single-crystal data is not available) show the same unit cell and confirm 

that the single-crystal structure is identical to the powder samples obtained directly from the 

synthesis, Figure 4.6. The reflection with the lowest 2θ value displays the highest intensity for 

all salts. The calculated d-spacing from this peak increases with increasing alkyl chain length, 

Table 4.4. 

 

Figure 4.6. Experimental and calculated XRD patterns of [C4Py]2[MCl4] (left) and [C12Py]2[MCl4] (right). 

Calculated patterns were obtained from the single-crystal data, except for [C12Py]2[CuCl4], for which                 

no single-crystal data is available. 

Table 4.4. Layer spacings obtained from powder and single crystal X-ray diffraction.  

         Layer separation/ Å 

Compound Powder XRD Single crystal XRD h k l 

(1) 8.12 7.95 0 0 2 

(2) 7.94 7.82 0 0 2 

(3) 7.95 7.83 0 0 2 

(4) 17.12 -a - - - 

(5) 15.47 14.68 0 0 1 

(6) 15.48 14.98 0 0 1 

 

a The single-crystal structure of [C12Py]2[CuCl4] (4) is not available, as no crystals suitable for single-crystal X-

ray crystallographic analysis could be obtained.  

 

           XRD confirms single-crystal analysis and proves that the powder samples are identical 

to the single-crystal samples. Moreover, these data show that all salts with the same 

pyridinium cation are isostructural. This is consistent with single-crystal data:  compounds    

http://onlinelibrary.wiley.com/doi/10.1002/ejic.201700826/full#ejic201700826-fig-0006
http://onlinelibrary.wiley.com/doi/10.1002/ejic.201700826/full#ejic201700826-tbl-0004
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1-3 crystallize in the monoclinic space group P21/n, while compounds 5 and 6 crystallize in 

the triclinic space group P1̅. The layer separation calculated from XRD for all salts is similar 

to that obtained from the single-crystal data (Table 4.4).  

           Besides X-ray diffraction, the paramagnetic compounds [C4Py]2[CuCl4] (1) and 

[C12Py]2[CuCl4] (4) were investigated by electron paramagnetic resonance (EPR) 

spectroscopy to obtain further information on the structural flexibility of the [CuCl4]
2– moieties. 

Due to the incomplete separation of the paramagnetic centers in the pure samples no 

hyperfine structure of the copper was observed (63Cu, 65Cu; nuclear spin I = 3/2 for each 

isotope). In addition, the four chloride ligands should lead to a further splitting of the signals 

(35Cl, 37Cl; nuclear spin I = 3/2 each); this is also not resolved but contributes to the line 

broadening in the EPR spectra. In spite of this, the g-tensor parameters for the axial 

symmetry (g∥ and g⊥, compound 1) and for the rhombic symmetry (g1, g2, g3, compound 4) 

could be determined. 

           Figure 4.7 shows the spectra of both compounds, [C4Py]2[CuCl4] (1) and [C12Py]2[CuCl4] 

(4). The spectrum of compound 1 indicates an axial symmetry of the crystalline compound, 

and g∥(gparallel/gpar.), as well as g⊥(gperpendicular/gperp.), can be determined. The averaged 

g value, gav, for the axial symmetric spectrum was calculated by the following expression: 

3

2II
av




gg
g               (1)                                              

                  

           The gav value corresponds to the isotropic giso value of liquid systems (e.g., solutions or 

ILs). The variation of the parameters reflects well-known structural flexibility of the 

tetrachloridocuprate(II) moiety.278 

           For compound 1, the gav value is 2.155, which reflects a significant distortion from the 

expected tetrahedral coordination geometry of the [CuCl4]
2– dianion. This is consistent with 

the crystal structure of [C4Py]2[CuCl4] (1; Table 4.3). 

http://onlinelibrary.wiley.com/doi/10.1002/ejic.201700826/full#ejic201700826-tbl-0003
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Figure 4.7. EPR spectrum of a pure powdered sample of [C4Py]2[CuCl4] (1) (left) and [C12Py]2[CuCl4] (4) (right), 

measured at 150 K. 

The average g value, gav, for the spectrum of compound 4 was calculated by using the 

expression: 

 

                    
3

321
av

ggg
g


                  (2) 

 

           For compound 4 a gav value of 2.201 was determined, which reflects a slight distortion 

of the expected tetrahedral coordination geometry of the [CuCl4]
2– dianion closer to                      

a tetrahedron.278 

           The thermal behavior of all ILs was investigated by differential scanning calorimetry 

(DSC), hot-stage polarizing optical microscopy (POM), and thermogravimetricanalysis (TGA). 

Figure 4.8 shows the TGA curves obtained for compounds 1-6. Decomposition temperatures 

are summarized in Table 4.5.  

           All TGA data are similar but differ slightly from sample to sample. The TGA data of all 

salts show that the solids do not contain significant amounts of water or other solvent and 

consequently only a very minor weight loss is observed until around 175 °C. In the case of 

[C4Py]2[MCl4], the TGA data shows that [C4Py]2[CuCl4] is stable up to ca. 185 °C and only a 

minor weight loss of below 1% is observed. This is in good agreement with data by                     

Thiel et al.268 [C4Py]2[CuCl4] then decomposes in two broad steps between ca. 185 and 434 °C 

with a weight loss of 79 % and another weight loss of 20 % between ca. 434 °C and 639 °C.  

http://onlinelibrary.wiley.com/doi/10.1002/ejic.201700826/full#ejic201700826-tbl-0005
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           Similarly, [C4Py]2[CoCl4] is stable up to ca. 233 °C and only loses below 1% of its 

original mass. It then decomposes in two broad steps between ca. 233 - 409 °C and                 

409 - 583 °C with weight losses of 71% and 12%, respectively. The residual mass is 15%. 

Finally, [C4Py]2[ZnCl4] is stable up to ca. 210 °C and only loses below 1%. It then also 

decomposes in two broad steps between ca. 210 - 432 °C and 432 - 508 °C with weight losses 

of 74% and 24%, respectively.  

           The longer chain derivatives [C12Py]2[MCl4] exhibit an analogous behavior. 

[C12Py]2[CuCl4] is stable up to ca. 177 °C with a weight loss of below 1%. It then decomposes 

in two broad steps between ca. 177 - 412 °C and 412 - 510 °C with weight losses of 85 and 

9%, respectively. [C12Py]2[CoCl4] is stable up to ca. 227 °C with a weight loss of below 1%.  It 

then decomposes in two broad steps between ca. 227 - 400 °C and 400 – 578 °C with weight 

losses of 80% and 8%, respectively. The residual mass is 10%. [C12Py]2[ZnCl4] is stable up 

to ca. 202 °C with a weight loss of below 1%. It also decomposes in two broad steps between 

ca. 202 - 427 °C and 427 – 520 ºC with weight losses of 83 and 15%, respectively.  

           The first decomposition step is likely due to de-alkylation and related fragmentation 

reactions. The combustion step is the complete destruction of the residual organic and 

inorganic materials. Except in the case of [C4Py]2[CoCl4] and [C12Py]2[CoCl4], some inorganic 

remains behind as a residue. 

 

Figure 4.8. TGA curves of [C4Py]2[MCl4] (left) and [C12Py]2[MCl4] (right) (M= Cu, Co, Zn). 

           The phase behavior of compounds 1-6 was investigated by DSC and POM. All 

compounds are ILs with melting points below 100 °C. In the case of 1, 2, and 3, DSC and 

POM find no liquid crystalline phases, consistent with data of similar compounds.262-263 

[C4Py]2[CuCl4] shows, with an onset temperature, a glass transition at -40.4 °C, a cold 
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crystallization at -3.7 °C, and a melting point at 67.9 °C in the first heating cycle. In the second 

heating cycle, it reproducibly only shows, with an onset temperature, a cold crystallization at 

-9.3 °C and a melting point at 67 °C. [C4Py]2[CoCl4] shows a melting point in the first and 

second heating cycle with an onset temperature of 89.8 and 91.3 °C respectively. 

[C4Py]2[ZnCl4] shows a melting point in the first and second heating cycle with an onset 

temperature of 90.9 and 88.4 °C, respectively. 

           Figure 4.9 shows that in the case of the dodecylpyridinium derivatives, the DSC 

heating curve of [C12Py]2[CuCl4] reveals a second phase transition with an onset temperature 

of 71.4 °C. This signal is assigned to a liquid crystal-isotropic phase transition, which has 

previously been assigned to a crystalline–smectic A (SmA) transition.263 Moreover, a glass 

transition is observed in the first and second heating cycle with an onset temperature of -41.8 

and -43.9 °C, respectively.  

           In contrast to [C12Py]2[CuCl4], the heating curves of the new compounds [C12Py]2[CoCl4] 

and [C12Py]2[ZnCl4] only show a melting transition with an onset temperature of 72.7 and 

78.2 °C in [C12Py]2[CoCl4] and [C12Py]2[ZnCl4], respectively. This melting transition is 

reproducible, and the corresponding crystallization step is also visible in the respective 

cooling traces with an onset temperature of 46.6 °C ([C12Py]2[CoCl4]) and 53.8 °C 

([C12Py]2[ZnCl4]). The heating traces do, however, not show additional signals indicating any 

further phase transitions. 

           In spite of this, all cooling curves exhibit weak signals analogous to those observed for 

[C12Py]2[CuCl4] above the melting transition. This suggests that [C12Py]2[CoCl4] and 

[C12Py]2[ZnCl4] also exhibit liquid crystalline phases. As the samples are isostructural, these 

signals are likely also caused by isotropic-SmA phase transition, similar to [C12Py]2[CuCl4]. 

           The existence of mesophases for 4, 5, and 6 is indeed confirmed by POM, Figure 4.9. 

A focal conic fan texture characteristic of a lamellar phase, most likely a SmA phase,                     

is observed in all dodecylpyridinium compounds upon cooling from the isotropic state at 

around 70 °C. These observations are consistent with data on [C12Py]2[CuCl4] by Neve and 

co-workers,263 and [C12Py]2[CoCl4] by Bowlas and co-workers.279 Table 4.5 summarizes the 

DSC and TGA data for all compounds. 

 

 

http://onlinelibrary.wiley.com/doi/10.1002/ejic.201700826/full#ejic201700826-tbl-0005
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Figure 4.9. (a) DSC traces (first heating/cooling cycle) and POM image of [C12Py]2[CuCl4]. (b) DSC traces 

(second heating/cooling cycle) and POM image of [C12Py]2[CoCl4]. (c) DSC traces (second heating/cooling cycle) 

and POM image of [C12Py]2[ZnCl4]. All POM images were taken at 70 °C. Tcry: crystallization temperature; Tm: 

melting temperature; Tiso: isotropic phase transition temperature; Tg: glass transition temperature. 
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Table 4.5. DSC and TGA data of (1)-(6)a. 

Cpd.  Transition T/ °C ∆H / kJ.mol-1 Decomposition 

(1) 1st Cooling I - Cr -11.6 -9.83 185 °C 

 1st Heating Cr - I 67.9 29.59  

 2nd Cooling I - Cr -1.1 -21.72  

 2nd Heating Cr - I 67.0 28.97  

(2) 1st Cooling I - Cr 43.9 -32.54 233 °C 

 1st Heating Cr - I 89.8 29.16  

 2nd Cooling I - Cr 38.4 -32.23  

 2nd Heating Cr - I 91.3 28.95  

(3) 1st Cooling I - Cr 27.0 -30.28 210 °C 

 1st Heating Cr - I 90.9 31.82  

 2nd Cooling I - Cr 30.6 -31.18  

 2nd Heating Cr - I 88.4 32.38  

(4) 1st Cooling I - SmA 68.3 -0.66 177 °C 

 1st Heating Cr - SmA 48.2 32.02  

  SmA - I 71.4 0.65  

 2nd Cooling I - SmA 68.0 -0.41  

 2nd Heating Cr - SmA 46.7 31.27  

  SmA - I 71.1 0.34  

(5) 1st Cooling I - SmA 65.4 -0.6 227 °C 

  SmA - Cr 46.6 -26.79  

 1st Heating Cr - I 72.7 28.52  

 2nd Cooling I - SmA 65.2 -0.57  

  SmA - Cr 46.7 -26.7  

 2nd Heating Cr - I 72.8 28.4  

(6) 1st Cooling I - SmA 60.0 -0.35 202 °C 

  SmA - Cr 53.8 -28.39  

 1st Heating Cr - I 78.2 30.11  

 2nd Cooling I - SmA 59.9 -0.42  

  SmA - Cr 57.0 -28.57  

 2nd Heating Cr - I 78.5 29.77  

a Phase-transition temperature (± 0.5 °C) and enthalpies (± 5 %) of [CnPy]2[MCl4] salts, determined 

from DSC experiments after an initial heating to 120 or 150 °C to ensure that the samples are                

water-free; Cr: crystalline phase; I: isotropic phase; SmA: smectic A phase. 
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Chapter 5 

Crystal structure of N-butylpyridinium bis(µ2-dichlorido)-tetrachlorido-di-

copper(II), C18H28N2Cu2Cl6 

 

5.1. Abstract 

            C18H28N2Cu2Cl6, monoclinic, P21/n (no. 14), a = 9.6625(6) Å, b = 9.3486(3) Å,                      

c = 14.1168(8) Å, β = 102.288(5)°, V = 1245.97(11) Å3, Z = 4, Rgt (F) = 0.0182, wRref (F
2) = 

0.0499, T = 210(2) K. 

            The molecular structure and the packing diagram of the title compound are shown in 

the figures. Atoms labelled A are centrosymmetrically related to the others. The hydrogen 

bonds are illustrated by dashed lines. Tables 5.1 contains a list of the atoms including atomic 

coordinates and displacement parameters.  

5.2. Source of material 

            The title compound has been prepared according to refs.50, 263, 280-281 To a solution of                    

N-butylpyridinium chloride (0.342 g, 2 mmol) in dry acetonitrile (6 mL) copper(II) chloride  

(0.34 g, 2 mmol) was added. This mixture was stirred to reflux for 3 h. The solvent was 

evaporated with a rotary evaporator at 60 °C under reduced pressure, and the product was 

dried in vacuo. Yield: 0.59 g (98.3 %). MS positive mode: m/z = 136.1126 [C9H14N]+, and MS 

negative mode: m/z = 169.8 [CuCl3]
-. Elemental analysis for C18H28Cl6Cu2N2 calculated (found) 

C, 35.31% (35.34%); H, 4.61% (4.43%); N, 4.58% (4.59%). Red crystals (Mp. 94-96 °C) 

suitable for single crystal X-ray diffraction were grown by diffusion of methyl tert-butyl ether 

vapor into ethanolic solution of the compound. 
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5.3. Experimental details  

            Coordinates of hydrogen atoms were refined without any constraints or restraints. 

Elemental Analysis (CHN) was carried out on an Elementar vario EL III analyser with a limit 

of detection of 0.3 %. Mass spectroscopy (MS) was performed on a Micromass QTOF 

(Quadrupol – Time of flight) with an electrospray ionization (ESI) source operating in positive 

and negative ionization modes, with a range of m/z 50-800. Samples were injected as dilute 

solutions in methanol. Melting points were measured with a Melting Point Meter KSP1N. 

Table 5.1: Fractional atomic coordinates and isotropic or equivalent isotropic displacement 

parameters(Å2). 

Atom x y z Uiso*/Ueq 

C1 0.21892(16) 1.34958(18) 0.13482(12) 0.0297(3) 
H1 0.2378(19) 1.322(2) 0.1974(15) 0.039(5)* 
C2 0.12862(17) 1.27846(19) 0.06119(12) 0.0343(4) 
H2 0.089(2) 1.191(2) 0.0757(15) 0.051(6)* 
C3 0.10826(16) 1.33051(19) -0.03214(12) 0.0331(4) 
H3 0.0436(19) 1.288(2) -0.0842(13) 0.035(5)* 
C4 0.17871(17) 1.45291(19) -0.04981(12) 0.0329(4) 
H4 0.163(2) 1.4933(19) -0.1093(16) 0.038(6)* 
C5 0.26794(18) 1.51946(18) 0.02547(12) 0.0297(3) 
H5 0.311(2) 1.601(2) 0.0194(14) 0.037(5)* 
C6 0.38816(16) 1.53919(19) 0.19600(11) 0.0289(3) 
H6A 0.384(2) 1.635(2) 0.1834(14) 0.038(5)* 
H6B 0.352(2) 1.5181(19) 0.2543(15) 0.035(5)* 
C7 0.53618(18) 1.48169(19) 0.20422(15) 0.0350(4) 
H7A 0.533(2) 1.378(2) 0.2114(14) 0.045(5)* 
H7B 0.562(2) 1.501(2) 0.1446(17) 0.042(6)* 
C8 0.64016(19) 1.5454(2) 0.29048(14) 0.0395(4) 
H8A 0.725(3) 1.495(2) 0.2967(16) 0.043(6)* 
H8B 0.607(2) 1.525(2) 0.3482(17) 0.044(6)* 
C9 0.6639(2) 1.7040(2) 0.28281(17) 0.0471(5) 
H9A 0.584(2) 1.757(2) 0.2827(14) 0.042(5)* 
H9B 0.739(2) 1.741(2) 0.3342(16) 0.059(6)* 
H9C 0.695(3) 1.726(3) 0.2235(19) 0.071(7)* 
Cl1 0.50633(4) 0.82761(4) -0.00540(3) 0.03410(12) 
Cl2 0.44379(4) 1.07973(4) 0.22997(2) 0.03259(12) 
Cl3 0.20539(4) 0.87418(4) 0.08240(3) 0.03547(12) 
Cu1 0.40485(2) 0.98814(2) 0.08398(2) 0.02442(10) 
N1 0.28674(13) 1.46735(14) 0.11596(9) 0.0242(3) 
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5.4. Comment   

            Copper (II) complexes exhibit a very rich and diverse coordination geometries due to 

the presence of the Jahn-Teller distortions in the d9 electronic system.282 Among those, 

chloridocuprate (II) salts have attracted considerable interest dut to their magnetic,283-284 

thermochromic,282 phase transition,285 and non-linear optical behavior.161 For example, Willett 

and co-workers286-287 demonstrated that the hydrogen bonding plays an important role in the 

thermochromism that these compounds are known for; these authors also associated the 

color change with a change in ligand geometry.       

            Quite some of the tetrachloridocuprates are ionic liquids (ILs). ILs, low-temperature 

molten salts of a highly diverse chemical composition, have received tremendous attention 

for their (projected) high potential in many fields.57 A number of these  applications are driven 

by the specific physical and chemical properties of ILs, such as very low vapor pressure or 

low melting points but high ionicity.2, 10, 12, 226, 229 As ILs are composed entirely of ions, their 

properties can be tuned by an judiciuous choice of the cation and the anion.288   

            Of particular interest to the current study, metal-containing ILs (MILs) have been 

studied for a variety of properties such as their structural flexibility,278, 289 electrochemical 

behavior,67 and the exploitation of their unique redox behavior, for example in applications 

for mercury removal from natural gas, etc.231, 241, 290-291  

            Besides their intrinsic properties and application, MILs have also been used as ionic 

liquid precursors (ILPs) for inorganic nanomaterials, where the ILP acts as the solvent, the 

template, and the precursor for the inorganic material at the same time.12, 69-70                                

For example, ILPs have been used to synthesize CuCl, Au, Ag, metal oxide, Fe3C, and CuS 

nanomaterials. 48, 50, 69, 146, 266, 292-294 

            One of the key challenges in the ILP approach is the fact that for successful and 

efficient inorganic nanomaterials synthesis the fraction of the metal (which will be transformed 

to, e.g., a metal sulfide in the course of the reaction) needs to be fairly high. Strategies to 

increase the metal content in the ILPs are thus of a very direct interest for improved yields 

from the synthetic procedure. In the quest for higher metal contents in the ILPs, we have 

therefore expanded the ILP platform to multinuclear ILs that can also serve as ILPs. The title 

compound is the first example of such a binuclear ILP. The article current focuses on the 

structure of the title compound. The transformation of the ILP to a series of inorganic materials 

will be described elsewhere. 
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            The asymmetric unit of the title compound contains one cation and a half anion.           

The second half is generated by symmetry because the [Cu2Cl6]
2- unit is centrosymmtric.  The 

CuCl3 subunits are bibridged over the inversion centre. The average Cu–Cl bond lengths are 

2.1936(4) Å (terminal) and 2.3100(4) Å (bridging) with a bridging Cu–Cl–Cu angle of 

91.27(2)°, giving a distance between both copper atoms of 3.3027(4) Å. The coordination 

environment of the Cu2+ ions can be better described by a flattened tetrahedron rather than 

square-planar. The corresponding angles are 88.73(2)° [Cl(bridging) - Cu - Cl(bridging)], 

100.01(2)° [Cl(terminal) – Cu – Cl(terminal)] and 98.79(2)° to 140.43(2)° [Cl(terminal) – Cu – 

Cl(bridging)]. The plane formed by the Cu atom and both terminal Cl atoms is twisted by an 

angle of 55.12° with respect to the plane defined by both Cu atoms and the bridging Cl atoms. 

The Cambridge Database contains 64 structures with isolated bibridged [Cu2Cl6]
2- dimers, for 

example in [P(C6H5)4]2[Cu2Cl6]. 295    

            In contrast to the synthesis described here where a 1:1 ratio of copper(II) chloride and 

N-butylpyridinium chloride was used yielding the dinuclear species, mononuclear isolated 

tetrachloridocopper(II) [CuCl4]
2- was formed when N-butylpyridinium and copper(II) chloride 

in a ratio of  2:1 are used.5 In contrast, infinite zig-zag chains where the [Cu2Cl6]
2- moieties 

are linked by weak interactions are observed when piperazinium rather than                                          

N-butylpyridinium cation is employed.296  

            The packing of the title compound is stabilized by non-classical C–H···Cl hydrogen 

bonds between the [Cu2Cl6]
2- anions and the pyridinium cations - for details, see Table 3. 

There are no interactions between neighboring [Cu2Cl6]
2- groups.  
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Chapter 6 

Hierarchically structured Copper Sulfide Microflowers with Excellent 

Amperometric Hydrogen Peroxide Detection Performance 

6.1. Abstract 

           This study introduces an efficient non-enzymatic hydrogen peroxide sensor based on 

copper sulfide with a hierarchical flower-like microstructure (CuSflower) assembled from 

nanoflakes. CuSflower microstructures were made via a novel, facile, and highly controllable 

hot-injection synthesis method using the ionic liquid bis butylpyridinium tetrachloridocuprate 

(II) as copper source, nanoparticle stabilizer, and structural template. The flower-like 

morphologies can be adjusted with reaction temperature and time. The resulting CuSflower 

materials exhibit outstanding performance for amperometric H2O2 detection with superior 

electrocatalytic activity and sensitivity (3.82 mM-1 cm-2), very low detection limit (0.1 µM) along 

with exceptional selectivity and long-term stability compared to CuS sensor materials obtained 

with conventional processes and structures. This substantial efficiency enhancement is 

attributed to the unique flower-like morphology providing a higher number of active surface 

sites and their lower H2O2 reduction charge transfer resistance along with a faster dislodge 

rate of the in-situ generated oxygen bubbles from the roughened CuS surface. 

6.2. Introduction            

           Hydrogen peroxide (H2O2) plays a vital role in several fields including food, clinical, 

pharmaceutical, paper, and chemical industries, as well as in biological systems and 

environmental protection.169, 297-298 Additionally, high H2O2 concentration levels in blood are 

associated with diseases like Alzheimer’s, cancer, atherosclerosis, and progressive 

neurodegenerative diseases (e.g., Parkinson’s).299 Moreover, H2O2 is essential in cell 

signaling pathways and for the function of the immune system.169, 300-301 Thus, the 

construction of a cost-effective and efficient (i.e., accurate, sensitive, stable, selective, etc.) 

H2O2 sensor is of high technical, medical, and societal relevance. 

           Enzyme-based electrochemical biosensors are very popular for H2O2 detection thanks 

to their high sensitivity and excellent selectivity. However, disadvantages of these enzyme-

based biosensors include high cost, environmental instability, limited lifetime, tedious 

preparation, and denaturation, all of which limits their practical application.169, 302-303                 
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As a result, noble metal-based nanomaterials have been explored as alternative, non-

enzymatic H2O2 electrochemical sensors.304-310 Unfortunately, however, the limited 

availability and correspondingly high prices clearly limit their application on a larger scale and 

other materials are thus necessary for the development of reliable H2O2 sensors.311  

           Nanostructured transition metals including iron, nickel, or copper and their oxides and 

sulfides have attracted increasing attention as alternative H2O2 sensors.312-315 This is due to 

their low cost, intrinsic peroxidase-like catalytic activity, high performance, and potentially 

large active surface. Moreover, they can be prepared in a wide variety of different 

morphologies and crystal phases. Among them, copper sulfide (CuS), one of the most 

important metal chalcogenide p-type semiconductors,164 has been extensively studied for its 

application potential in solar cells,165 lithium-ion batteries,166 photocatalysis,167 optical 

limiters,168 biological markers,169 and biosensors.170 This interest is attributed to the  unique 

electrical, mechanical, optical, physical, and chemical properties of CuS.171-172  

           Lately, CuS nanostructures have been employed for biosensor fabrication; advantages 

of these materials include easy preparation, simple storage, low toxicity, low price, and high 

performance.195, 316 Besides, recent studies demonstrate that three-dimensional CuS 

materials with hierarchical architectures have an intrinsic peroxidase-like catalytic activity 

similar to Fe3O4 nanomaterials317-318. As a result, nano- and microstructured CuS with 

hierarchical architectures are excellent candidates for enzyme-mimetic materials for sensor 

development.   

           In particular, the properties of CuS can be tuned by adjusting the stoichiometry, 

morphology, structure, and Cu valence state. Consequently, Cu2-xS (0 ≤ x ≥ 1) with various 

morphologies and compositions such as covellite (CuS), anilite (Cu1.75S)176, digenite (Cu1.8S)177, 

djurleite (Cu1.96S)178, and chalcocite (Cu2S)175 have been prepared; synthetic approaches 

include arc discharge, electron beam irradiation, laser ablation, spray pyrolysis, solvothermal 

synthesis, chemical vapor deposition, vapor-liquid-solid growth, hot-injection solution 

synthesis, and sonochemical synthesis.319-322 However, the construction of CuS 

microstructures with a defined shape, size, size distribution, hierarchical organization, 

controlled stoichiometry, and defined crystal structure via a simple, low cost, and the scalable 

process is still highly sought after. Additionally, van der Waals interactions between the CuS 

nanoparticles result in a strong aggregation; these prevent an effective catalytic utilization of 
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many of the existing solid materials.323-324 Therefore, the creation of robust CuS 

nanostructures with the high active surface area is an unresolved issue as of now. 

           The current article, therefore, describes the synthesis of CuS 3D-microstructures with 

hierarchical geometries via a facile and efficient synthesis method for high performance           

non-enzymatic H2O2 amperometric detection. CuS microstructures were prepared via                   

a hot-injection process using the ionic liquid precursor (ILP) bis butylpyridinium 

tetrachloridocuprate(II), [C4Py]2[CuCl4], and bis (trimethylsilyl) sulfide (TMS) as the sulfur 

source. The CuS particle morphology, size, and the chemical composition are controlled by 

reaction time and temperature. The as-prepared CuS hierarchical flower-like powders show 

better catalytic performance and stability than natural enzymes325 and existing CuS 

sensors.326  

6.3. Experimental 

6.3.1. Chemicals and Apparatus: 

           Chemicals: N-butylpyridinium chloride (Iolitec, 99%), bis (trimethylsilyl) sulfide (Sigma-

Aldrich, 99%), CuCl2.2H2O (Fluka, ≥ 99%), H2O2 (Sigma-Aldrich, 30%), NaH2PO4 (Sigma-

Aldrich, ≥99%), Na2HPO4.7H2O (Sigma-Aldrich, ≥99.99%), and acetonitrile (Sigma-Aldrich, 

99.8%) were used as received. All solutions were freshly prepared using deionized water 

(18.2 M MΩ cm-1, Milli-Q, Millipore). 

           Apparatus: Sample morphology was investigated via scanning electron microscopy 

using a JEOL JSM-6510 operated at 15 kV. Samples were mounted on an aluminum stub 

with adhesive carbon tape and coated with 40 ‐ 60 nm of Pd/Au in an SC7620 Mini Sputter 

Coater. Powder X-ray diffraction (XRD) was done on a PANalytical Empyrean with Bragg-

Brentano geometry equipped with a PIXcel1D detector using Cu Kα radiation (λ = 1.5419 Å). 

The average crystallite sizes D were estimated using the Scherrer equation327-328 

D = K λ / (β cos θ) 

           where K is the Scherrer constant (0.9), λ is the wavelength of X-ray radiation, β is the 

full-width-at-half-maximum of the (012) reflection, and θ is the position (peak maximum) of 

the reflection (2θ012 = 29.30˚). The reflection at 29.30˚ was chosen for calculation of 

the crystallite size because it is well separated from other reflections. 

           Electrochemical analysis was done with a Gamry Potentiostat/Galvanostat using             

a conventional three-electrode glass cell at room temperature. A glassy carbon electrode 
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(GCE, 3 mm diameter), coiled Pt wire, and a saturated calomel electrode (SCE) served as 

working, counter, and reference electrode, respectively. Electrochemical impedance 

spectroscopy (EIS) measurements were carried out at -0.2 V (Nyquist plots were first 

determined at different potentials and -0.2 V was selected because the kinetic control region 

is best observed at -0.2 V) with a disturbance potential of 5 mV and a frequency range from 

1 MHz to 0.1 Hz. The electrocatalytic performance of the as-prepared materials was 

investigated in 0.1 M phosphate buffer solutions purged with high-purity nitrogen for at least 

40 minutes prior to the measurements to remove oxygen.     

6.3.2. CuS Microstructures Synthesis and Electrode Fabrication  

           Preparation of CuS: The ILP [C4Py]2[CuCl4] was synthesized as reported previously.289 

In short, CuS nanoparticles were synthesized via hot-injection under argon as follows: 1 mmol 

(0.478 g) of [C4Py]2[CuCl4] was heated to 160 °C, then 1 mmol (0.211 mL) of (TMS)2S was 

rapidly added via a syringe. Upon injection, the color of the liquid immediately turned from 

orange to dark black; this color change was accompanied by the precipitation of CuS powder. 

The reaction mixture was vigorously stirred for 1 h at 160 ºC and then allowed to cool to room 

temperature. After cooling, the CuS particles were isolated and purified by repeated 

washing/centrifugation cycles with deionized water and absolute ethanol. Finally, the CuS 

powders were dried under vacuum for 12 h at room temperature. CuS particles with different 

geometries and crystal structures were obtained by varying the reaction times (from 1 to 8 h) 

and reaction temperatures (from 120 to 200 ºC). 

           Electrode Preparation: First, a GCE was mechanically cleaned using 0.05 µm alumina 

slurry with the help of a microcloth, then sonicated in nitric acid, absolute alcohol,                    

and deionized water for 10 minutes each and then dried under a nitrogen stream.                   

CuS-modified GCE electrodes were prepared by casting 10 µl of a CuS suspension                     

(5 mg of CuS in 2 mL of isopropanol/ water mixture, 2:1) on the cleaned GCE surface.           

This surface was left in air to dry for 30 minutes before use.    

6.4. Results  

6.4.1. Morphology and Crystal Phase  

           The crystal structure and morphology of the as-prepared CuS particles were 

investigated by X-ray diffraction (XRD) and scanning electron microscopy (SEM) to correlate 

the synthesis parameters (reaction temperature and time) to the crystallography and 

morphology of the resulting CuS particles.   
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           Effect of reaction temperature: CuS particles were synthesized at different reaction 

temperatures (120-200 ̊C) using the same reaction time (1 h). Figures 6.1 and 6.2 show the 

corresponding SEM images and XRD patterns of the CuS particles, respectively. SEM images 

clearly show that the reaction temperature has a significant effect on the created morphology 

of the CuS particles: at 120 ºC, highly aggregated particles with irregular morphologies form. 

At 140 ºC, highly aggregated flake-like particles are observed. They form dense mats of 

interlaced elongated features resulting in rather large particles. As a result, it is difficult to 

determine the real average particle sizes, but the size of the primary rod- or flake like features 

is around 2 µm. At 160 ºC, hierarchically structured flower-like microstructures composed of 

intersecting nanoflakes are obtained. The primary building blocks (the flakes) are on the order 

of 1.5 µm and the aggregated microflowers have a diameter on the order of 2 µm. The shape 

of the spherical aggregates resembles desert roses with highly intertwined individual flake-

like plates, although of course on a much smaller length scale.  

           Higher reaction temperatures of 170 ºC yield particles with a rather diverse set of 

morphologies: some of the features are quite similar to the morphologies observed in the 

obtained materials synthesized at 140 or 160 ºC, while others resemble ZnO particles with           

a “stack of pancakes” morphology.329 Moreover, SEM data of these samples suggest that the 

larger, roughly spherical particles are indeed aggregates of plate-like rather than rod-like 

particles. Finally, the sizes of the aggregates appear larger (on the order of 4 µm) and also 

appear to have a larger size distribution. Again, this is difficult to determine because of the 

high degree of aggregation in these materials.  

           Even higher reaction temperatures of 180 °C produce particles with different 

morphologies, mainly flower-like microstructures, similar to the ones produced at 160 °C. 

Moreover, ball-like microstructures with a diameter around 3 µm are also observed. At 200 °C, 

the ‘‘stack of pancakes’’ morphology is observed again with the objects having a similar 

dimension as before. However, the material shows much lower degree of morphological order 

and uniformity than the materials made at lower temperature. 



      

                                                                                                                                                          Chapter 6. Article III  

 

66 

 

 

 

Figure 6.1. SEM images of CuS particles synthesized at different reaction temperatures. (A) 120 ̊C, (B) 140 ̊C, 

(C) 160 ̊C, (D) 170 ̊C, (E) 180 ̊C, and (F) 200 ̊C using a constant reaction time of 1 h. 

           Covellite (CuS) structure has a rich atomic environment consisting of Cu-S layers linked 

together by S-S covalent bonds. Every Cu-S layer consisting of a triangular CuS3 layer which 

is sandwiched between two layers of tetrahedral CuS4, as shown in Figure 6.2(A). Figure 

6.2(B) shows the corresponding XRD patterns of the CuS particles. All samples exhibit 

reflections that can be indexed to the hexagonal phase of the covellite (CuS) structure 

(P63/mmc, primitive hexagonal unit cell with a = b = 3.7900 and c = 16.3400 Å,                           

JCPDS 98-002-6968). However, the products obtained at 120 and 140 °C show additional 

reflections at 2θ = 15 – 25 º, which are assigned to impurities (copper sulfate hydrate, 

CuSo4.5H2O, JCPDS 00-011-0646). At 160 °C, the XRD pattern can be indexed as pure 

hexagonal CuS. The presence of a strong and sharp (110) reflection suggests the presence 

of a preferred orientation of the CuS powders. Particles prepared at 170 and 180 ̊C display 

additional reflections assigned to Cu2-xS besides the CuS hexagonal phase reflections.          

The XRD results are in good agreement with literature330-331, where many studies report the 

reversible transformation between covellite CuS and Cu2-xS  at 160 ̊C ≤ T ≤ 180 ̊C, while only 

CuS is present at lower (T ≤ 160 ̊C) and higher (T ≥ 180 ̊C) temperatures.  

           With a further increase to 200 ̊C, the XRD patterns of the corresponding products can 

be indexed as pure hexagonal CuS (JCPDS 98-002-6968) again, consistent with literature.330-

331 Concluding from the XRD data, especially the samples grown at 160 ̊C are pure CuS with 
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a high crystallinity suggesting that these materials would be good candidates for further 

investigation because they are uniform both on a crystallographic and morphological level. 

The crystallite size obtained from Scherrer´s equation of these materials is 25 nm (see 

experimental part for details).  

 

Figure 6.2. (A) Structure of covellite CuS. Adapted from Evans et al. "Crystal structure refinement of covellite." 

Am. Mineral 61.9-10 (1976): 996-1000.332 (B) XRD patterns of CuS particles prepared at different 

temperatures (same color code as in Figure 6.1). 

           Effect of reaction time: Figure 6.3 shows SEM images of CuS microstructures prepared 

using various reaction times at constant synthesis temperature of 160 ̊C. A reaction 

temperature of 160 ̊C was selected because the experiments shown above demonstrate that 

at 160 ̊C produces the most clearly defined particle morphologies. Overall, the particles 

resemble desert roses composed of intersected micrometer-sized flakes (Figure 6.3(A)), 

although they are on a different size scale than true desert roses. SEM clearly shows that the 

reaction time has a significant effect on particle morphologies as well as the individual flake 

sizes. The size distribution of the flakes and the aggregates appears rather narrow,                 

but as the individual particles are highly aggregated, an exact determination of the size 

distribution is difficult.  

           Longer reaction times change the morphologies of the precipitates. Reaction times of 

4 h result in larger, quite densely aggregated and strongly intertwined flake-based ball-like 

objects with diameters of 2 - 2.5 µm and flakes size of around 1 µm (Figure 6.3(B)). Increasing 

the reaction time to 6 h results in the formation of chrysanthemum-like structures with particle 

sizes between 4 – 5 µm and flake sizes of around 1 µm (Figure 6.3(C)). Finally, the 



      

                                                                                                                                                          Chapter 6. Article III  

 

68 

 

 

hierarchical flower-like structures obtained after 8 h of reaction seem to be composed of well-

assembled and closely packed CuS flakes. The particle diameter is around 5 - 5.5 µm with 

sizes of the individual flakes around 1 µm (Figure 6.3(D)). Overall, SEM thus suggests that 

the individual building blocks (i.e., the flakes) remain roughly the same, but the aggregation 

of these individual flakes is strongly affected by the reaction temperature. 

 

Figure 6.3. SEM images of CuS particles obtained at 160 ̊C after various reaction times; (A) 1 h, (B) 4 h,      

(C) 6 h, and (D) 8 h. 

           It is worth to mention that all the CuS structures obtained at different reaction times 

exhibit the same XRD patterns indicating the formation of hexagonal covellite (Figure 6.4). 

This confirms the main role of the reaction temperature and time in the assembly of the CuS 

nanoflakes into different morphologies and less on the crystal structure. 
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Figure 6.4. XRD patterns of CuS particles prepared at different reaction time (same color code as in           

Figure 6.3). 

6.4.2. Sensor Performance in Nonenzymatic H2O2 Detection    

           The electrocatalytic performance of the as-prepared CuS microstructures towards 

electrochemical sensing of H2O2 was investigated and compared to some of the best H2O2 

electrochemical sensors currently available (Table 6.1). Figure 6.5 shows cyclic 

voltammograms (CVs) obtained from glassy carbon (GC) electrodes modified with CuS with 

irregular (CuSirregular, created at 120 ̊C for 1 h, Figure 6.1(A)), intersected nanoflakes (denoted 

as CuSnanoflakes, obtained at 160 ̊C for 1 h, Figure 6.1(C)), and hierarchical flower-like (CuSflower, 

obtained at 160 ̊C for 8 h, Figure 6.3(D)) morphologies. Data obtained in the absence (dashed 

lines) and presence (solid lines) of 2 mM H2O2 in 0.1 M PBS are shown. In neat PBS (no 

H2O2), all electrodes exhibit a redox peak couple around -0.25 V and 0.0 V attributed to the 

Cu2S/CuS redox couple transformation (analogous to the Cu2O/CuO transformation), see Inset 

I of Figure 6.5.169  
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           To understand the charge transport features, CVs of all CuS-modified GC electrodes 

were recorded in PBS at various scan rates (data not shown)1. The anodic and cathodic peak 

currents increase linearly with the scan rate up to 0.3 V s-1, while the peak potential remains 

essentially constant with increasing scan rates. This indicates that the Cu2S/CuS redox 

transformation is a surface-confined process. It also suggests that the CuS microstructures 

have a favorable electrochemical reactivity and exhibit fast electron transfer kinetics169. 

           The addition of 2 mM of H2O2 results in a significant increase of the reduction current 

attributed to H2O2 electroreduction (Figure 6.5). The CuSflower-modified GC electrodes show 

outstanding activity compared to that of the CuSirregular and CuSnanoflakes-modified GC 

electrodes. This is demonstrated by the substantial positive shift of the onset potential along 

with the much higher current density of the H2O2 reduction. That is, the CuSflower/GC electrode 

exhibits a 10 and 5 times, respectively, higher electrocatalytic activity for H2O2 reduction 

compared to CuSirregular/GC and CuSnanoflakes electrodes. This substantial enhancement of the 

CuSflower/GC electrode towards H2O2 reduction is attributed to its unique flower-like 

morphology providing a higher number of active surface sites and a facilitating charge 

transfer during H2O2 reduction. Moreover, the CuSflower/GC electrode shows 6 and 3 times 

higher electrochemically active surface area compared to that of the CuSirregular/GC and 

CuSnanoflakes electrodes as estimated from chronocoulometry via the Anson equation.333 
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Figure 6.5. CVs measured at CuSirregular (black-lines), CuSnanoflakes (red-lines) and CuSflower (green-lines) modified 

GC electrodes in 0.1 M PBS (pH~7.4) in the absence (dashed lines) and presence of 2 mM H2O2 with scan rate 

of 20 mV s-1. Insets show (I) Zoom of the CuSflower in the blank PBS (in the absence of H2O2) and (II) current 

transients (i-t, stability test) obtained at CuSflower (green-line) and CuSirregular (black-line) modified GC electrodes 

in 0.1 M PBS containing 2 mM H2O2 at -0.3 V vs. SCE. 

    

(I) 

(II) 

Cu2S 

CuS Cu2S 

CuS 
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           The inset II of Figure 6.5 shows the current transient curves (i-t, stability test) of the 

CuSflower/GC and CuSirregular/GC electrodes measured in 0.1 M PBS (pH~7.4) containing 2 mM 

H2O2 at -0.3 V vs. SCE. The CuSirregular/GC electrode catalytic stability rapidly decreases with 

time and is reduced by about 57% after 5 h of continuous H2O2 electroreduction. The catalytic 

activity of the CuSflower/GC electrode is only reduced by 2.5% confirming a higher 

electrochemical stability of the CuS flower-like structures. The rather noisy signal in these 

curves is attributed to the accumulation and detachment of in-situ generated oxygen bubbles 

from H2O2 reduction, similar to an existing example, where a higher bubble accumulation rate 

and larger bubble size in combination with a lower bubble dislodge rate result in a faster 

degradation/deactivation of silver-based nanostructured catalysts performance in H2O2 

electrosensing.280  

           In this regard, the rate of in-situ formed oxygen bubbles accumulation and dislodge as 

well as their size on the various CuS microstructures were examined. Interestingly,                       

the CuSflower/GC electrode shows an about 8 times smaller bubble size and 17 times higher 

bubble detachment rate compared to the CuSirregular/GC electrode. This quite strong influence 

on both the bubble size and detachment rate could be a reason for the higher stability of the 

CuSflower/GC electrode compared to the CuSirregular/GC electrode.  

           It is worth to mention here that the electrochemically active surface area of the CuSflower 

and CuSnanoflakes electrodes increases by factor of ca. 6 and 2, while their electrocatalytic 

activities improve by factors of ca. 10 and 4.5 compared to that of CuSirregular, respectively. 

This suggests that the observed efficiency improvement of the CuS flower- and nanoflake-

like structures cannot only be attributed to their higher electroactive surface area, but also to 

other factors. For example, the morphology may play an important role in the observed 

enhancement. This is indeed confirmed by the respective Nyquist plots obtained from 

measurements in 0.1 PBS containing 2 mM H2O2 at -0.2 V vs. SCE in order to examine their 

charge transfer resistances toward H2O2 electroreduction (Figure 6.6). As shown in this figure, 

the CuSflower-based electrode exhibits a lower charge transfer resistance (~0.28 kΩ) compared 

to that of the CuSnanoflakes (~0.59 kΩ) and CuSirregular (~1.2 kΩ). This indicates that the CuS 

flower-structures have a 4 and 2 times lower charge transfer resistance for H2O2 

electroreduction compared to CuS with irregular- and nanoflakes-like structures. These data 

demonstrate that indeed the morphology is a decisive factor favoring the outstanding activity 

of the CuS flower-like structures for H2O2 reduction.  
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Figure 6.6. Nyquist plots obtained at CuSirregular (black-lines), CuSnanoflakes (red-lines) and CuSflower (green-lines) 

modified GC electrodes in 0.1 M PBS (pH~7.4) containing of 2 mM H2O2 at -0.2 V vs. SCE (same color coding 

as in Figure 6.5). Insets show (I) CVs and (II) their respective Nyquist plots obtained at CuSflower modified GC 

electrode in the above-mentioned solution after 1 (cyan-lines), 7 (blue-lines) and 10 (green-lines) days. (Same 

color coding as in Figure 6.5) 

           Furthermore, the ageing (long-term performance) effect on the electrocatalytic activity 

of the CuSflower structures for H2O2 electroreduction was investigated from their CVs               

(Inset I of Figure 6.6) and their respective Nyquist plots (Inset II of Figure 6.6) in 0.1 PBS 

containing 1 mM H2O2 after ageing for 1, 7 and 10 days in the above-mentioned solution.            

As revealed in these figures, neither the activity (onset potential and current intensity) nor the 

charge transfer resistance of the CuSflower towards H2O2 electroreduction is significantly 

affected at longer operation times; this proves the high durability of the CuSflower materials.  

           The electrochemical sensing performance with respect to selectivity, durability,           

and sensitivity of the as-prepared CuS microstructures for H2O2 detection was also examined 

(I) (II
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by amperometry. Figure 6.7(A) displays the sensitivity test of the CuS with irregular-, 

nanoflakes-, and flowerlike structures. The data clearly show that the CuSflower structures 

exhibit the best H2O2 electrochemical sensing efficiency as evaluated by their higher 

sensitivity with a rapid response time (3.82 mM mA-1 cm-2, 48 times higher) and lower 

detection limit (0.1 µM, 18 times lower) than the CuSirregular structures. Additionally,                   

the CuSflower-based sensor exhibited superior or comparable performance as H2O2 sensor to 

that of the commercial enzymatic and non-enzymatic sensors, Table 6.1. At the moment,            

we assign these enhancements to the unique CuS flower-like morphology with high 

electrochemical active surface area and a lower H2O2 reduction charge transfer resistance as 

demonstrated from impedance investigation, see Figure 6.6.  

           The interference-tolerance of the as-prepared CuS structures for the common 

electroactive interfering species, including ascorbic acid, urea, glucose, and uric acid is 

illustrated in Figure 6.7(B). All CuS-modified GC electrodes exhibit a clear amperometric 

response with the addition of 1 mM H2O2, while the successive addition of the aforementioned 

interfering species only exhibits very small amperometric current responses on the CuS 

microstructures. This indicates a high selectivity of the CuS-modified electrodes for H2O2. 

Interestingly, the CuSflower sensors exhibit nearly the same amperometric response of the first 

H2O2 addition after the second H2O2 addition in the presence of the above-mentioned 

interfering substances. On the other hand, CuS with irregular- and nanoflakes-like structures 

only show 20% and 15% of their original amperometric response. This demonstrates a much 

higher durability and interference tolerance of the flower-shaped CuS microstructures 

compared to the irregular and nanoflake-like structures. 
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Figure 6.7. (A) Amperometric response (sensitivity test) obtained at CuS microstructures with irregular- (black-

lines), nanorod- (red-lines) and flower- (green-lines) like structures with successive addition of H2O2 in                 

N2-saturated 0.1 M PBS measured at -0.4 V. The inset shows the stepwise increase in the concentrations, 

which results in the stepwise response of the current (mA), same colors code as in Figure 6.5. (B) Amperometric 

response (selectivity test) of the same electrodes after adding 1 mM H2O2, 0.1 mM ascorbic acid (AA), glucose 

(Glu), uric acid (UA) and Urea, respectively (same colors code as in Figure 6.7(A). 

(A

) 

(B

) 1 mM H2O2 

 

1 mM H2O2 Glu AA UA Urea 
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Table 6.1. Comparison of amperometric response parameters of CuS/GC with previously published                    

non-enzymatic H2O2 sensors 

Sensors Sensitivity (mA mM-1cm-2) Detection limit (μM) Linear range (mM) References 

CuS/RGO/GC - 0.27 0.005-1.5 169 

CdS/GC 0.00099 0.28 0.001-1.9 169 

Agball/GCE 0.022 1.8 Up to 14 280 

Aglily-flower/GCE 0.480 1.0 Up to 14 280 

Cu2O/GNs 0.0024 20.8 0.3-7.8 334 

CuS/GC 0.0629 1.1 0.01-1.9 335 

FeS/GC 0.0085 4.3 0.005- 0.14 336 

HRP 0.0128 1.6 0.004-1.0 337 

CuSirregular/GCE 0.068 1.8 Up to 13 This work 

CuSnanoflakes/GCE 0.856 0.4 Up to 11 This work 

CuSflowers/GCE 3.82 0.1 Up to 8 This work 
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Chapter 7 

CuS nanoplates from ionic liquid precursors – Application in organic 

photovoltaic cells 

7.1. Abstract 

           Hexagonal p-type semiconductor CuS nanoplates were synthesized via a hot injection 

method from bis(trimethylsilyl)sulfide and the ionic liquid precursor bis(N-dodecylpyridinium) 

tetrachloridocuprate(II). The particles have a broad size distribution with diameters between 

30 and 680 nm and well-developed crystal habits. The nanoplates were successfully 

incorporated into organic photovoltaic (OPV) cells as hole conduction materials. The power 

conversion efficiency of OPV cells fabricated with the nanoplates is 16% higher than that of 

a control device fabricated without the nanoplates.  

7.2. Introduction 

           Semiconductor nanoparticles (NPs) have attracted tremendous attention for countless 

applications. This is mainly due to their unique properties arising from size-dependent 

quantum confinement effects.338-339 Moreover, their nanometer dimensions generate a much 

higher surface area-to-volume ratio, which provides enhanced interaction between the NPs 

and the surrounding material.326 Among others, metal chalcogenide NPs such as ZnS,340 

CuS,183 CuIn(Se,S)2,341-342 CuInGa(Se,S)2,
343-344 and Cu2ZnSn(Se,S)4

345-346 have been used to 

improve the optoelectronic properties of solar cells or light emitters.192, 347-352 For example, 

CuS, a p-type semiconductor, has been investigated for its application in ultraviolet (UV) 

photodetectors and organic photovoltaic (OPV) cells.165, 167, 353-357 

           One of the issues in the development of such devices is the design of NPs suitable for 

these applications. While the precipitation of metal sulfide NPs can be achieved via numerous 

processes, the detailed control over the NP shapes, sizes, size distributions, crystal phase, 

crystal phase homogeneity, and possible doping is not straightforward.154, 358 This particularly 

applies to the a priori design of their electronic and optical properties.154, 359 New approaches 

towards a rational and reliable a priori design of metal chalcogenide NPs are therefore highly 

sought after.  
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           Among others, ionic liquids (ILs) have shown potential for nanomaterials design and 

NP tuning4, 69 Of relevance to the current study, we have previously introduced the concept 

of ionic liquid precursors (ILPs) for nanomaterials synthesis, where the IL acts as solvent-

template-reactant and provides access to materials that are difficult to synthesize 

otherwise.48-49, 268  

           The work reported here is rooted in the ILP concept and describes the                  

synthesis of hexagonal CuS nanoplates (CNPs) synthesized via hot-injection from                                              

bis(N-dodecylpyridinium) tetrachloridocuprate(II), [C12Py]2[CuCl4],263, 268 and 

bis(trimethylsilyl)sulfide, (TMS)2S. The resulting particles were evaluated as hole transport 

materials in bulk hetero-junction (BHJ) OPV cells based on poly(3-hexylthiophene):                

phenyl-C61-butyric acid methyl ester (P3HT:PCBM) active layer blends. The hole transport 

(hole collection) properties of CuS in OPV cells have already been demonstrated for single 

CuS anode buffer layers.357 In spite of this, relatively few studies on such systems are 

available, and these studies were performed only with a conventional device structure.355-356  

           Here, the effects of the CNP on OPV cell performance were investigated by 

embedding the NPs in the P3HT:PCBM active layer blends for both conventional and inverted 

structures. CNPs in the active layer blends provide a broad optical absorption window and 

improve the charge transport.360-361 The hole collection process strongly depends on film 

preparation and film homogeneity, and the CNPs are viable candidates for the fabrication of 

new hybrid OPV cells. 

7.3. Experimental 

7.3.1.  Materials 

           N-dodecylpyridinium chloride (Aldrich,  98%), CuCl2·2H2O (Fluka,  99%), acetonitrile 

(Aldrich, 99.8%), (TMS)2S (Aldrich, 99%), oleylamine (OAm) (Aldrich , 98%), zinc acetate 

dihydrate (Aldrich, 99%), tetramethylammonium hydroxide pentahydrate (TMAH) (Aldrich, 

97%), poly(3,4-ethylenedioxythiophene):poly(styrenesulfonate) (PEDOT:PSS) (Heraeus, 

Clevios P VP AI4083, aqueous dispersion with 1.3–1.7 wt. %), poly(3-hexylthiophene) (P3HT) 

(Aldrich, 90%), phenyl-C61-butyric acid methyl ester (PCBM) (Solenne BV, 99.0%), Ca 

(Aldrich, 99.0% ), Ag (Umicore, 99.9%), MoO3 (Aldrich, 99.99%), ethanol (Rotisolv, 99.8%), 

dimethyl sulfoxide (DMSO) (Merck, 99%), 1-butanol (Chemsolute, 99.5%), chlorobenzene 

(CHB) (Aldrich, anhydrous, 99.8%), 2-methoxyethanol (2ME)  (Aldrich, 99.5%), ethanolamine 
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(FLUKA 99%), n-hexane (Rotisolv, 96%), toluene (Chemsolute, 99.5%), tetrachloroethylene 

(TCE) (Aldrich, 99%), hydrophobic filters (Rotilabo, PTFE 5 μm, 1 μm, 0.2 μm, and 0.45 μm), 

and hydrophilic filters (Rotilabo, nylon 0.2 μm) were used as received. 

7.3.2. Synthesis of CNPs 

           The ILP [C12Py]2[CuCl4] was prepared according to Refs.263, 268 CNPs were 

synthesized via hot-injection under argon. First 4 mmol of [C12Py]2[CuCl4] were heated to 

120 °C. Then 4 mmol of (TMS)2S were added in one step with a syringe, and the reaction 

was allowed to proceed for 4 h at 120 °C. After cooling to room temperature, the dark solid 

products were collected by centrifugation, washed several times with absolute ethanol,                

and dried in a vacuum oven at room temperature for 12 h. 

7.3.3. Stabilization and redispersion of CNPs 

           For the fabrication of OPV cells, the CNPs were capped with OAm ligands according 

to Ref.165 10 mg of dry CNPs was dispersed in 2 mL of DMSO, then 2 mL of OAm was added 

at room temperature. The mixture was gently shaken by hand for 60 s. Upon standing at room 

temperature, a two-phase system formed and the CNPs transferred to the OAm phase as 

indicated by the dark color of the upper phase. Finally, the OAm-capped NPs were washed 

once with 26 mL of ethanol and dried under vacuum for 24 h at room temperature.  

7.3.4. Synthesis of ZnO NPs 

           ZnO NPs were synthesized according to a procedure modified from refs.362-363 First, 

5.5 mmol of zinc acetate dihydrate were dissolved in 80 mL of 2ME. Then 10 mmol of TMAH 

dissolved in 8 mL of 2ME were added dropwise to the zinc acetate solution over 10 min 

followed by the addition of 1.6 mL of ethanolamine. The ZnO NPs were precipitated by 

addition of toluene (176 mL) and hexane (80 mL), and centrifugation. 1/3 of the toluene was 

added first to the solution followed by adding 1/3 of hexane. This was repeated three times 

upon which the solution turned turbid. After centrifugation and decantation of the supernatant, 

the ZnO NPs were redispersed in 1-butanol (22 mL, ca. 1.4 wt. % of ZnO). Synthesis and 

washing were done at ambient conditions. 

7.3.5. Device fabrication  

           Eight types of OPV cells containing different active layers and device structures were 

built. Devices A, B, E, F, G, and H were designed with a conventional device structure                 

(i.e., ITO/PEDOT:PSS/P3HT:PCBM:CuS/Ca/Ag). Devices C and D were designed with an 
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inverted device structure (i.e., ITO/ZnO/P3HT:PCBM:CuS/Ag). All devices were fabricated on 

indium tin oxide (ITO) glass substrates cleaned in an ultrasonic bath with 2 vol. % Hellmanex 

III solution. 

           Hole collection layer (HCL): PEDOT:PSS solution (1.3–1.7 wt. %) was filtered 

through a hydrophilic membrane filter with 0.2 µm pore size and spin-coated at 3000 rpm for 

30 s onto the ITO glass substrate followed by drying at 120 °C for 15 min. 

           Electron transport layer (ETL): ZnO NPs dispersed in 1-butanol (1.4 wt. %) were 

filtered with a hydrophobic membrane filter with 0.2 µm pore size and spin-coated at 2000 rpm 

for 30 s onto the ITO glass substrate followed by drying at 180 °C for 15 min. 

           Active layer: For active layer deposition, a mixture of P3HT:PCBM:CuS with a 

different blending weight ratio in CHB and a total concentration of 54 mg/mL was stirred at 

75 °C for 12 h. A P3HT:PCBM:CuS ratio of 1:1:0.1 was applied in the cases of the devices A, 

B, C, and D. In addition, ratios of 1:0.8:0.1, 1:0.8:0.2, and 1:0.8:0.3 were applied for optimizing 

the conventional OPV cells (i.e., devices E, F, G, and H). The solution was filtered through a 

hydrophobic membrane filter with different pore sizes (0.45 or 0.2 µm), spin-coated at 1500–

1850 rpm for 30 s, and dried at 120 °C for 15 min to form an approximately 200 nm thick active 

layer. The active pixel area of 4 mm2 was defined with the passivation layer pre-patterned on 

top of the ITO glass. 

           Top electrode: 30 nm/150 nm of Ca/Ag for conventional and 150 nm of Ag for inverted 

devices were deposited by thermal evaporation in a high vacuum chamber (3 × 10-6 torr). 

7.3.6.  Characterization 

           Powder X-ray diffraction (XRD) data were collected on a PANalytical Empyrean 

powder X-ray diffractometer with Bragg-Brentano geometry, equipped with a PIXcel1D 

detector using Cu Kα radiation (λ = 1.5419 Å) and operating at 40 kV and 40 mA. Theta-theta 

scans were run during 190 min over a 2θ range of 4–70° with a step size of 0.0131° and            

a sample rotation time of 1 s. For fluorescence reduction, the PHD Level of the detector was 

set to 45–80. 
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           Transmission electron microscopy (TEM) images were acquired on a Philips CM 

200 instrument with a LaB6 cathode operated at 200 kV. TEM samples were prepared by 

drop-casting the CNP dispersion on a carbon-coated Cu grid. The diameter of the CNPs was 

determined from the TEM images using the ImageJ software.   

           Ultraviolet (UV)–visible (vis)–near infrared (NIR) absorption spectroscopy data 

were acquired with a PerkinElmer Lambda 19 spectrometer with a scan step of 1 nm between 

300 and 2500 nm. The UV–vis–NIR absorption of CNPs in CHB and TCE (i.e., for NIR 

measurement) was determined from NP dispersions with a concentration of 0.1 mg/mL. 

Absorption spectra of P3HT:PBMB:CuS active films were measured with the samples 

deposited on ITO glass by the same process applied in device preparation. The bandgap of 

the CNPs was determined from Tauc-plots drawn from the absorption spectrum. According 

to Tauc, the dependence of the absorption coefficient α on the photon energy hѵ for                   

near-edge optical absorption in semiconductors is 

 

                           (αhѵ)1/m=k(hѵ−Eg)   (1) 

 

where Eg is the optical band gap, k is a constant, m is a number which relates to the 

mechanism of the transmission process, and m = 1/2 or 3/2 for direct allowed or direct 

forbidden transitions while m = 2 or 3 for indirect allowed or indirect forbidden transitions, 

respectively. Since the CNPs have a directly allowed transition, (αhѵ)2 was plotted versus hѵ. 

The direct bandgap of the CNPs was obtained by extrapolation of the linear part to the zero 

of the ordinate.42,43 

           Fourier transform infrared (FTIR) spectroscopy was done on a NEXUS 6700            

FT-IR spectrometer (Thermo-Nicolet, Diamond). Attenuated total reflection (ATR) correction 

was done via Omnic 6.2 (Thermo Fischer Scientific, Germany). Spectra were recorded 

between 4000–400 cm-1 with a resolution of 4 cm-1 and 32 scans per spectrum.  

           UV-photoelectron spectroscopy (PESA, Riken Keiki AC-2) to measure ionization 

energy (IE), which corresponds to the valence band maximum (VBM), was done with CNP 

thin films deposited on a glass substrate. UV intensity was 300 nW, and energy step was 

0.1 eV. Measurements were done in air. 
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           Atomic force microscopy (AFM) was done on a Nanosurf Easyscan-2                    

(cantilever ACLA-20, n-type silicon, spring constant 36–90 N/m, scan size of 5 × 5 µm). 

Roughness values in the article are averages obtained from three randomly selected scan 

regions per sample.  

           Contact profilometry to determine the film thicknesses was done with Veeco Dektak 

150 with the vertical bit resolution of 1 Å and a stylus radius of 12.5 µm. 

           Characterization of OPV cells: Current density-voltage (J-V) data were measured 

under nitrogen using a Keithley 2400 source meter in the dark or with 100 mW/cm2 of 

simulated solar irradiation (AM 1.5G, K.H Steuernagel light source). A silicon reference diode 

with a KG3 filter calibrated at Fraunhofer ISE was used to adjust the light intensity prior to the 

measurements. Open-circuit voltage (Voc), short-circuit current density (Jsc), fill factor (FF), 

and power conversion efficiency (PCE = Jsc × Voc × FF / Pin, where Pin is the incident optical 

power) were calculated from the J-V curve. 

7.4. Results  

7.4.1.  CuS nanoplates (CNPs) 

           The synthesis produced 260 mg of CNPs in powder form, which corresponds to a yield 

of 68%. Figure 7.1(a), 7.1(c), and 7.1(d) show powder XRD and TEM data of the hexagonal 

CNPs obtained by the reaction of [C12Py]2[CuCl4] and (TMS)2S. The reflections in the XRD 

patterns are broad, indicating nanocrystalline products.364 The XRD pattern can be assigned 

to hexagonal covellite (ICDD 98-006-3327). TEM confirms the formation of hexagonal NPs. 

The particles are hexagonal plates with a broad diameter distribution ranging from 30 to 

680 nm. TEM shows that the particles are rather thin at only 4-20 nm; this can be seen from 

TEM images showing particles standing upright on the TEM grid. Finally, the line patterns 

that are visible in Figure 7.1(d) are Moiré patterns arising from overlapping particles with           

a slightly different crystal orientation. These patterns prove the high level of crystallinity in the 

NPs.365  

           Figure.7.1b shows UV–vis–NIR spectroscopy of as-prepared CNPs dispersed in TCE. 

TCE is a good dispersant for measurements in the NIR because it does not show                        

an absorption in this range. The spectra demonstrate that the CNPs have a very broad 

absorption spanning the entire UV–vis–NIR range. This is in a good agreement with previous 

data.366 The absorption spectrum of as-prepared CNPs shows a strong absorption below 



      

                                                                                                                                                         Chapter 7. Article IV  

 

   83 

 

550 nm with a shoulder around 420 nm. This shoulder, the lowest energy exciton transition 

peak of CuS, is blue-shifted compared to bulk CuS (490 nm) due to the quantum confinement 

effects of the smaller particle size.367 Moreover, the spectrum shows a strong and very broad 

absorption in the near infrared region originating from the localized surface plasmon 

resonance of CNPs.368-369  

 

Figure 7.1. (a) XRD pattern of CNPs. The blue bars indicate the positions of the reflections from the hexagonal 

phase CuS from the International Centre for Diffraction Data (ICDD 98-006-3327) (b) UV–vis–NIR spectrum             

of CNP dispersion (0.1 mg/mL dispersion in TCE). [(c) and (d)] TEM images of CNPs. The red lines in the TEM 

images highlight the geometry of individual hexagonal particles. The numbers on individual NPs are the 

diameters of the respective particles in nm. 

7.4.2. P3HT:PCBM:CuS active layers 

           Prior to building the entire devices, the active layers were characterized. Figure 7.2(a)                      

shows an active layer structure used to evaluate the effect of the CNPs on OPV cell 

performance. To eventually incorporate the CNPs in the P3HT:PCBM active matrix,                 

the as-prepared CNPs must be compatible with the matrix. To this end, the particles were 

hydrophobically modified by capping with OAm.  



      

                                                                                                                                                         Chapter 7. Article IV  

 

   84 

 

           Figure 7.2(b) shows that the NPs have a high affinity to the OAm additive because 

after only 2–4 min the transfer from the more polar dispersant DMSO to the unpolar OAm is 

essentially complete. Figure 7.2(b) also shows that the dispersions of the OAm-modified NPs 

are more stable than dispersions of the as-synthesized particles in CHB. While the                          

as-prepared particles sediment after ca. 10 min, the dispersions of the OAm-modified 

particles in CHB are stable for up to 2 h.  

           Comparison of the FTIR spectra of pure OAm, as-prepared CNPs, and OAm-modified 

CNPs prove ligand capping of the CNPs, Figure 7.2(c). Spectra obtained from the                      

as-prepared CNPs do not show specific bands indicating that the NPs do not contain organic 

components such as residues from the ILs or (TMS)2S.370-372 However, the presence of OAm 

on the respective CNPs is indicated by the CH2 and CH3 symmetric and asymmetric stretching 

vibrations at 2857 and 2931 cm-1, which are very weakly visible in the spectra of OAm-

modified CNPs.373 The bands do not shift compared to pure OAm; this indicates that the 

ligands are only weakly bound to the particles.357  

           Figure 7.2(d) shows the UV–vis absorption spectra of CNPs. The CNPs capping with 

OAm result in minor spectral changes. The absorbance below 420 nm slightly increases, 

while the absorption in the region above 420 nm is less pronounced than in the as-prepared 

sample. Moreover, the shoulder at around 420 nm is blue - shifted by ca. 10 nm upon capping 

with OAm.   
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Figure 7.2. (a) Scheme of the active matrix of P3HT:PCBM:CNPs. (b) Photographs of the effect of OAm addition 

to a CNP dispersion in DMSO and 5 mg/mL CNP dispersion in CHB showing the improved stability of the              

OAm-stabilized NPs. (c) FTIR spectra; insets highlight the weak bands mentioned in the text. (d) UV-Vis 

absorption spectra of CNPs before and after OAm capping.   

 

           Figure 7.3(a) shows the effect of filtration on the optical properties of the                         

OAm-modified CNP dispersion. The absorption spectrum of pure OAm dissolved in CHB 

shows an absorption only below 400 nm. This indicates that the absorbance at the lower 

wavelength originates from both the NPs and OAm. Accordingly, the spectra of the 

dispersions containing the as-prepared, unfiltered CNPs show a broad absorption essentially 

over the entire UV-vis-NIR range.   

           The spectra of dispersions made with the CNP samples filtered with 0.45 and 0.2 µm 

filters, respectively, are essentially identical. They show a strong absorption below 450 nm, 

but the signals previously observed above 450 nm are not visible anymore. The only 

remaining signal is a weak and broad band centered at around 650 nm.  

           The absorption above 450 nm visible in the spectra of the as-prepared samples has 

previously been observed in amorphous and bulk CuS.367, 374-375 It has been assigned to 

localized surface plasmon resonance of CNPs but also to particle aggregation. As a result, 

the disappearance of this signal after filtration shows that filtration efficiently removes large 
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particles and aggregates present in the as-synthesized products. TEM (Figure 7.S1 of the 

appendix B) indeed confirms a significant reduction of the particle size by filtration.  

           The remaining fraction of CuS nanoparticles was estimated by the change of 

absorbance after the filtration, based on Beer’s Law. After filtration with a 0.2 µm PTFE filter, 

the absorbance at 420 nm decreases by ca. 69% indicating that only ca. 31% of the particles 

remain after filtration. 

           Bandgap estimations were done via Tauc-plots, Figure 7.3(b). As-prepared CNPs 

have a bandgap of 2.3 eV, while samples filtered with 0.2 µm pore filters have a bandgap of 

3.1 eV. The fact that the bandgap is larger after filtration with the 0.2 µm pore filter indicates 

that the filtration indeed removes larger particles and thus confirms TEM and absorption 

spectroscopy.  

           Figure 7.3(c) shows the photoelectron yield spectra of CNP films upon increasing UV 

excitation light energy. The valence band maximum (VBM), a measure of ionization energy 

(IE), is the onset of photoelectron emission, which is 4.8 and 5.3 eV for the OAm-modified 

unfiltered and filtered CNPs, respectively.  

           Figure 7.3(d) shows the resulting band diagram of the CNPs and their position relative 

to P3HT and PCBM. The energy levels of P3HT and PCBM were obtained from the 

literature.357 According to the band diagram, the CNPs should be a good hole collection layer 

(HCL) material; they should also be a good electron blocking layer with a barrier of 0.8 eV 

between the lowest unoccupied molecular orbital (LUMO) of P3HT and the conduction band 

minimum (CBM) of the CNPs.  
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Figure 7.3. (a) UV–Vis–NIR absorption spectra. (b) Tauc-plots obtained from the absorption spectra. (c) VBM 

determined from photoelectron yield spectra. (d) Band diagram of OAm-modified CNPs after filtration relative 

to P3HT and PCBM. The gray dashed lines in the band diagram of CuS indicate the values obtained for the 

CNPs prior to filtration.  

           Finally, the morphology of the active P3HT:PCBM:CuS blend layer [Figure 7.2(a)] was 

evaluated via AFM. Different preparation parameters were studied - mainly the ratios of the 

three components P3HT, PCBM, and CuS along with different filtration steps                              

(no filtration vs. 0.45 µm vs. 0.2 µm PTFE filter).  

           Figure 7.4 shows the surface morphology of the resulting films. A P3HT:PCBM film 

without CNPs [Figure 7.4(a)] where the blended solution was filtered with a 0.2 μm filter shows 

rather homogeneous films but has a root-mean-square roughness (Rq) and peak-to-valley 

roughness (Rpv) of 3.3 nm and 28.8 nm, respectively. The P3HT:PCBM:CuS blend film where 

the CNPs were filtered with a 0.45 μm filter [Figure 7.4(b)] is very similar to the reference film 

but has a slightly higher roughness (i.e., Rq = 3.9 nm and Rpv = 31.0 nm). 

           In stark contrast to both films above, the P3HT:PCBM:CuS films produced with a 0.2 

µm filter [Figure 7.4(c)] are very homogeneous and show no protrusions, crazes, or other 

features. 
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           Consequently, the Rq and Rpv are only 1.4 nm and 11.1 nm, respectively. In addition, 

the P3HT:PCBM blend film produced with a 0.2 μm filter [Figure 7.4(d)] has a slightly lower 

roughness (i.e., Rq = 1.1 nm and Rpv = 9.2 nm) than the P3HT:PCBM:CuS films produced with 

a 0.2 µm filter. Therefore, the surface roughness of the blend film where the CNPs were 

filtered with a 0.2 μm filter is smoother due to the fact that the larger particles in the 

P3HT:PCBM blend are removed. Overall, these results clearly show that the embedded 

CNPs do not significantly affect the film roughness compared to the film prepared without 

CNPs.    

 

Figure 7.4. AFM height images obtained from different films. (a) P3HT:PCBM (1:1) reference film without CNPs. 

Prior to spin coating, the samples were filtered with a 0.45 µm PTFE filter. Rq = 3.3 nm and Rpv = 28.8 nm. (b) 

P3HT:PCBM:CuS (1:1:0.1) hybrid film. Prior to spin coating, the samples were filtered with a 0.45 µm PTFE filter. 

Rq = 3.9 nm and Rpv = 31.0 nm. (c) P3HT:PCBM:CuS (1:1:0.1) hybrid film. Prior to spin coating, the samples 

were filtered with a 0.2 µm PTFE filter. Rq = 1,4 nm and Rpv = 11.1 nm. (d) P3HT:PCBM (1:1) film without CNPs. 

Prior to spin coating, the samples were filtered with a 0.2 µm PTFE filter. Rq = 1.1 nm and Rpv = 9.2 nm. 
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7.4.3. P3HT:PCBM:CuS active layers in conventional and inverted devices 

           The potential of the CNPs as hole transport materials (i.e., p-type semiconductors) in 

the P3HT:PCBM:CuS active matrix was evaluated in both conventional and inverted OPV 

cells. Figure 7.5 shows the architecture of both devices and the corresponding band diagrams. 

The energy levels of ZnO NPs362 and MoO3
376 were obtained from the literature.                                  

In the following, the J-V characteristics of the devices shown in Figure 7.5 were investigated. 

To that end, several devices with different architectures and compositions were made,               

Table 7.1 and Table 7.S2 of the appendix B. 

 

Figure 7.5. Schematic representation of (a) conventional and (b) inverted device structures used in the current 

study. (c) and (d) show the corresponding band diagrams. MoO3 was used only for investigating the properties 

of the reference inverted device.   
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Table 7.1. Device architectures and compositions studied in this work. 

Device Composition 

Active blends 

(P3HT:PCBM or 

P3HT:PCBM:CuS) 

Conventional (C)  

/ Inverted (I) 

A ITO/PEDOT:PSS/P3HT:PCBM/Ca/Ag 1 : 1  C 

B ITO/PEDOT:PSS/P3HT:PCBM:CuS/Ca/Ag 1 : 1 : 0.1 C 

C ITO/ZnO/P3HT:PCBM/Ag 1 : 1 I 

D ITO/ZnO/P3HT:PCBM:CuS/Ag 1 : 1 : 0.1 I 

E ITO/PEDOT:PSS/P3HT:PCBM/Ca/Ag 1 : 0.8 C 

F ITO/PEDOT:PSS/P3HT:PCBM:CuS/Ca/Ag 1 : 0.8 : 0.1 C 

G ITO/PEDOT:PSS/P3HT:PCBM:CuS/Ca/Ag 1 : 0.8 : 0.2 C 

H ITO/PEDOT:PSS/P3HT:PCBM:CuS/Ca/Ag 1 : 0.8 : 0.3 C 

 

           Figure 7.6 shows the J-V characteristics of devices A to D, including the reference 

devices fabricated without CNPs, which are designed to investigate the role of CNPs in both 

conventional and inverted device architectures.  

           Figure 7.6(a) shows the data for the conventional devices. The reference device A 

(ITO/PEDOT:PSS/P3HT:PCBM/Ca/Ag) shows an S-shape (i.e., S-kink or double diode)         

J-V curve. S-kink J-V curves are normally observed in BHJ or flat heterojunction (FHJ) OPV 

cells with various drawbacks such as high energy barriers for carrier extraction and injection 

or an imbalance of charge carrier mobilities.377-379  

           We assign this behavior to the combination of a 1:1 blending ratio of P3HT:PCBM and 

the high sheet resistance of ITO (50–70 Ω/sq) in the conventional device structure because 

the S-shape curve is not observed when the device is fabricated only with low sheet 

resistance (10–15 Ω/sq) and 1:0.8 blending ratio (Figure 7.S2(a) and Table 7.S3 of the 

appendix B). This suggests that the hole transport is delayed by the higher concentration of 

the PCBM acceptor material (i.e., electron transport material) and the high resistance of the 

anode. In addition, this reference structure provides good contact between the active layer 

and both the anode and the cathode (i.e., metal-semiconductor contact) by a PEDOT:PSS 

and Ca buffer layer, respectively. Therefore, control device A is a good reference to evaluate 

the effect of the CNPs on the hole transport properties. 

           Upon addition of the CNPs to the active matrix, the S-shape of the J-V curve of the 

conventional device A changes, Figure 7.6(a). Jsc increases from 1.26 mA/cm2 (device A) to 
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2.68 mA/cm2 (device B) and the fill factor (FF) increases from 17.78% to 22.60%, respectively. 

Overall, this leads to an increase of power conversion efficiency (PCE) from 0.14% to 0.35%, 

Table 7.S1 of the appendix B. 

           Figure 7.6(b) shows the corresponding data for the inverted devices. A control device 

C (ITO/ZnO/P3HT:PCBM/Ag), designed without HCL, was chosen to determine if the CNPs 

could reduce the Voc by improving the contact property between the Ag cathode and the 

active layer. Consequently, Figure 7.6(b) shows that a device D containing CNPs increases 

Voc from 0.39 V to 0.56 V, which leads to an overall increase of the PCE from 0.39% to 0.49%, 

Table 7.S1 of appendix B. 

 

 

Figure 7.6. (a) J-V characteristics of conventional and (b) inverted OPV cells. 

7.4.4. Efficiency enhancement by CNP concentration variation 

           To increase OPV performance in the conventional structures, different CNP 

concentrations were investigated, see Table 7.1 above. The different CNP concentrations do 

not dramatically change the surface roughness of the active layer, but device G shows the 

lowest Rq and Rpv (i.e., 1.13 nm and 8.96 nm, respectively), Table 7.S4 and Figure 7.S3 of the 

appendix B. Device performance was not enhanced by the roughness, but the slightly 

different roughness, especially Rpv, brought only a minor difference in dark current 

measurement as shown in Figure 7.7(b). This aspect will be discussed below. 

           Figure 7.7(a) shows the J-V characteristics of device E to device H under illumination; 

the corresponding OPV parameters are summarized in Table 7.2. Voc is almost identical at 

around 0.6 V for all devices. However, the change of Jsc strongly depends on the CNP 

concentration, with device G having the highest current density (Jsc) of 8.38 mA/cm2.           
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Even though the FF of the devices decreases from 46.64% to 43.72% as the CNP 

concentration increases from device E to device H, the P3HT:PCBM:CuS ratio of 1:0.8:0.2 

(device G) consequently increases the PCE from 2.27% to 2.64% (i.e., by 16%) compared to 

the control device E. This is due to the highest Jsc in this sample. Table 7.S5 of the appendix 

B shows the complete results obtained from all devices with different pixel areas 

demonstrating a high reproducibility of these experiments and proving that the device 

performance shows the same trends. 

           Figure 7.7(b) shows the dark current (Jdc) characteristics of the devices with semi-log 

plots. The three regions indicated account for where different effects dominate: region I, 

region II, and region III account for leakage (i.e., shunt) currents, recombination currents,            

and series resistance, respectively.380-381 Region II and III are quite similar for all devices. 

However, region I shows a different current density behavior. The shunt resistance (Rsh), 

correlated with the J-V curve slope of region I (i.e., Rsh ~ 1/slope), is reduced when CNPs are 

embedded in the active layer compared to the control device; this leads to low FFs.  

           However, the different CNP concentrations do not significantly change the slope. 

Additionally, the level of current density in region I, which indicates the difference of leakage 

current in the devices, is lowest in device G. This low leakage current correlates with the 

higher Jsc and the lower surface roughness of the blended layer in device G (Table 7.S4 of 

the appendix B). Since the control device shows also a lower current density in region I 

compared to the other devices containing CNPs, the higher leakage current is due to the 

presence of the CNPs.  

 

Figure 7.7. J-V characteristics of conventional OPV cells under (a) illumination and (b) dark condition. 

Numbers are the mixing ratios as specified in the text. 
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Table 7.2. Device performance vs. CNP concentrations. Average values and standard 

deviation are calculated from three different pixels. The boldface indicates the performance 

of the best device. 

Device P3HT:PCBM:CuS(weight ratio) Voc(V) Jsc(mA/cm2) FF(%) PCE(%) 

E 1:0.8:0.0 0.61  0.01 6.91  0.10 46.64  0.24 2.27  0.02 

F 1:0.8:0.1 0.62  0.01 7.38  0.10 46.45  0.37 2.45  0.02 

G 1:0.8:0.2 0.62  0.01 8.38  0.04 44.33  0.20 2.64  0.02 

H 1:0.8:0.3 0.62  0.01 7.53 0.04 43.72  0.51 2.33  0.03 
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Chapter 8 

The ionic liquid [C4Py]2[Cu0.39Co0.61Cl4] is a single source ionic liquid 

precursor (ILP) for carrolite CuCo2S4 nanomaterials 

8.1. Abstract 

           The ionic liquid (IL) [C4Py]2[Cu0.39Co0.61Cl4] is a single source precursor for copper 

cobalt sulfide nanoparticles. The IL crystallizes in the monoclinic space group P21/n with eight 

molecules in the unit cell. The crystal structure is stabilized by a number of non-classical 

hydrogen bonds, and the crystalline compound melts at 74.7 ºC. The IL is available in good 

yields, and the transformation to the metal sulfides proceeds with over 80% yield using                     

a simple hot injection method. The resulting materials consist of highly aggregated carrollite 

CuCo2S4 nanoparticles where the Cu is present as Cu(II), and Co is present as Co(III) as 

determined from X-ray photoelectron spectroscopy.   

8.2. Introduction 

            Ionic liquids (ILs) are widely regarded, due to their unusual physical and chemical 

properties, as promising materials for applications in batteries,20 fuel cells,21 extraction and 

seperation,17-19 drug delievery,24 solar cells,22 and electrochemistry.4 ILs have the potential 

for more flexible structural design, through an appropriate choice of the cation and the 

anion.288   

            A subclass of ILs, Metal-containing ILs (MILs), have been widely studied due to their 

applicability for a multitude of applications such as organic synthesis,382-383 

electrodeposition,2, 384 CO2 capture,385 biomass refining,386 mercury sorption,231, 291 and 

biomedicine.387 MILs have also been used as ionic liquid precursors (ILPs) for inorganic 

nanomaterials, where the ILP acts as the solvent, the template, and the precursor for the 

inorganic material at the same time.12, 69-70                        

            Examples of inorganic materials made using the ILP approach include Ag,293 or Au146 

have been made by using ILs as precursors, where the IL provides at least one component 

of the final material. Accordingly, these ILs have been termed ionic liquid precursors (ILPs)388 

and an analogous synthesis strategy has also been developed for (doped) carbon 

materials,389-391 Ni and NiO nanomaterials,392-394 CuS,292 Fe3C,395 In2O3
396, ZnO,397-398            

and CuO.294 Other studies have focused on the synthesis using fluorine-containing anions as 

fluoride precursors.399-402 Alternatively, deep eutectic solvent precursors (DESPs) have also 
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been introduced for the synthesis of such materials.383, 403-405 As a result, proper choice of an 

ILP (or DESP) will lead to materials with interesting and useful properties via synthesis 

strategies such as carbonization or precipitation, whereby the IL is at the same time the 

solvent, template, and the precursor for the (inorganic) material.  

            Transition metal chalcogenides have attracted tremendous attention due to their 

excellent electrical, optical, and catalytic properties,171-172, 406-407 and their important 

applications in different fields such as lithium-ion batteries (LIBs),166 dye-synsitized solar 

cells,408 supercapacitors,409 and electrochemical sensing.410 Copper sulfide411 and cobalt 

sulfide412 are among the most important binary chalcogenides, and mixed-metal sulfides 

provide access to yet other electronic, optical, and magnetic properties. Carrollite (CuCo2S4) 

has a spinel structure with the Cu2+ ions occupying the tetrahedral sites and the Co3+ ions 

occupying the octahedral sites (Figure 8.1),413 where the octahedral sites of the spinel 

structure are catalytically active, while the tetrahedral sites are almost inactive.414-416  

            Classically, mixed metal sulfides are made via electrodeposition,417 ion-layer gas 

reaction,418-419 spray pyrolysis,133 sputtering,420 microwave-assisted synthesis,421 and            

hot-injection method.422 The hot-injection method offers a cheap and convenient method for 

the formation of high quality nanocrystalline that have the desired stoichiometry and phase.          

            The current study demonstrates that ILPs containing more than one metal are viable 

precursors for the synthesis of ternary sulfides such as carrollite nanomaterials. The ILP is 

based on the tetrachloridometallate(II) anion and the N-butypyridinium (C4Py) cation where 

the metal cation is Cu(II) and Co(II) and the IL has the composition [C4Py]2[Cu0.39Co0.61Cl4].  

 

Figure 8.1. Structure of carrollite CuCo2S4. Adapted from De Jong et al. "Carrollit (Sychnodymit)." Zeitschrift 

für Kristallographie 66 (1928): 168-171.423 



      

                                                                                                                                                           Chapter 8. Article V  

 

97 

 

 

8.3. Experimental 

8.3.1. Chemicals 

           N-butylpyridinium chloride (Iolitec, 99%), CuCl2.2H2O (Fluka, ≥ 99%), CoCl2·6H2O (Ucb, 

98%), bis (trimethylsilyl) sulfide (Sigma-Aldrich, 99%), and acetonitrile (Sigma-Aldrich, 99.8%) 

were used without further purification.   

8.3.2. Apparatus 

            Elemental Analysis (CHN) was carried out on an Elementar vario EL III analyzer with 

a limit of detection of 0.3%. Inductively coupled plasma (ICP) analysis was performed by 

the Mikroanalytisches Labor Kolbe, Mülheim, Germany. The transition metal ions were 

measured by Perkin Elmer AAnalyst 200 Atomic Absorption. Mass spectroscopy (MS) 

was performed on a Micromass QTOF (Quadrupol – Time of flight) with an electrospray 

ionization (ESI) source operating in positive and negative ionization modes, with a range of 

m/z 50-800. Samples were injected as dilute solutions in methanol. Differential scanning 

calorimetry (DSC) measurements were done with a Netzsch DSC 214 Polyma under 

nitrogen atmosphere. The samples were weighed in aluminum pans with a pierced lid from 

the same manufacturer. Samples were measured over three heating and cooling cycles from 

-100 to 150 °C at 10 K min–1. Isothermal time between heating and cooling cycles were           

10 min. Powder X-ray diffraction (XRD) was done on a PANalytical Empyrean with              

Bragg-Brentano geometry equipped with a PIXcel1D detector using Cu Kα radiation (λ = 

1.5419 Å). Sample morphology and bulk chemical composition were investigated via 

scanning electron microscopy (SEM, JEOL JSM-6510, 15 kV), and energy dispersive          

X-ray spectroscopy (EDX) was done with an Oxford Instruments INCA x-act detector 

mounted to the SEM. Samples were mounted on an aluminum stub with adhesive carbon 

tape and coated with carbon using a Polaron CC7650 Carbon Coater. Transmission 

electron microscopy (TEM) images were acquired on a Philips CM 200 with a LaB6 cathode 

operated at 200 kV. TEM samples were prepared by drop-casting a CuCo2S4 solution on           

a carbon-coated Cu grid.  

 

 

 

 



      

                                                                                                                                                           Chapter 8. Article V  

 

98 

 

 

           A suitable single crystal of [C4Py]2[Cu0.39Co0.61Cl4] was selected for single crystal             

X-ray analysis. The single crystal, which was grown by diffusion of methyl tert-butyl ether 

vapor into ethanolic solution, was mounted on a thin glass fiber for data collection on an 

Imaging Plate Diffraction System IPDS-2 (STOE) with graphite-monochromated Mo-Kα 

radiation (λ = 0.71073 Å) at 210 K. All data were corrected for Lorentz and polarization effects. 

Numerical absorption corrections were applied using optimized shape.269 The structure was 

solved by direct methods using the program SHELXS-2013/1270 and refined against F2 by 

means of full-matrix least-squares procedures using the program SHELXL-2014/7.271                

Non-hydrogen atoms were refined with anisotropic temperature factors. For the visualization, 

the programs DIAMOND272 and ORTEP273 were used. 

8.3.3. Synthesis of N-butylpyridinium tetrachloridocuprate(II)cobaltate(II) 

            IL synthesis was done according to refs.268, 280 To a solution of N-butylpyridinium 

chloride (1.026 g, 6 mmol) in dry acetonitrile (6 mL), copper(II) chloride (0.258 g, 1.5 mmol) 

and cobalt(II) chloride (0.357 g, 1.5 mmol) were added. This mixture was stirred at reflux for 

3 h. The solvent was evaporated with a rotary evaporator at 60 °C under reduced pressure, 

and the product was dried in vacuo. Yield: 1.40 g (98.6 %). MS positive mode: m/z = 136.1123 

[C9H14N]+. Elemental analysis for C18H28Cl4Cu0.39Co0.61N2 calculated (found) C 45.52% 

(45.03%); H 5.94% (6.12%); N 5.9% (5.92%). ICP analysis gives the contents of Cu and Co 

as 5.04 and Co 7.50 wt %, respectively. The compositional analysis results are in agreement 

with the empirical formula, [C4Py]2[Cu0.39Co0.61Cl4], given by single crystal structure analysis.  

8.3.4. Synthesis of CuCo2S4 nanoparticles 

           CuCo2S4 nanoparticles were synthesized via hot-injection under argon as follows:           

0.5 mmol (0.237 g) of [C4Py]2[Cu0.39Co0.61Cl4] were heated to 180 °C, then 2 mmol (0.422 mL) 

of bis (trimethylsilyl) sulfide, (TMS)2S, were added with a syringe. Upon injection, the color of 

the liquid immediately turned from green to dark black; this color change was accompanied 

by the precipitation of a dark solid. The reaction mixture was vigorously stirred for 6 h                   

at 180 ºC and then allowed to cool to room temperature. After cooling, the CuCo2S4 particles 

were isolated and purified by repeated washing/centrifugation cycles with deionized water 

and absolute ethanol. The powders were dried under vacuum for 12 h at room temperature. 

The synthesis produced 127.8 mg of CuCo2S4 in powder form, which corresponds to the yield 

of (82.7 %). 
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8.4. Results  

8.4.1. Characterization of metal-containing ionic liquid  

            Single crystal structure analysis reveals that the asymmetric unit of 

[C4Py]2[Cu0.39Co0.61Cl4] comprises four independent cations and two anions. The crystal 

structure of the complex is stabilized by extended networks of several non-classical hydrogen 

bonds, and non-covalent contacts and the compound crystallizes in the monoclinic space 

group P21/n.  

           As illustrated via DIAMOND272 drawing in Figure 8.2, the M (II) (M = Cu and Co) center 

displays a tetrahedral geometry and is embraced by four chlorido ligands to afford the anionic 

entity, in which the Co−Cl bond lengths adopt the values from 2.259(3) to 2.300(3) Å, and the 

Cu−Cl bond lengths adopt the values from 2.255(4) to 2.305(4) Å. The Cl−Co−Cl angles fall 

within the interval of 105.90(18)° to 117.24(14)°, and the Cl−Cu−Cl angles fall within the 

interval of 105.92(16)° to 116.4(3)°.  

           Table 8.2 shows that the averaged Co−Cl bond length is equal to the Cu−Cl bond 

length (2.28 Å) and The averaged Cl−Co−Cl angles are equal to the average Cl−Cu−Cl angles 

(109.43°) close to tetrahedral, which is comparable with those found in the literature for other 

compounds with tetrahedral [CoCl4]
2– and [CuCl4]

2– units.280, 424-425  

           The complex anion is connected to cation through C–H···Cl hydrogen bonds. The 

geometry of the anion is close to perfectly tetrahedral. The experimental details and 

crystallographic data are summarized in Table 8.1, and selected bond lengths of the complex 

anion, as well as the bond angles, are summarized in Tables 8.2 and 8.3, respectively.  

 

Figure 8.2. The asymmetric unit of [C4Py]2[Cu0.39Co0.61Cl4], with numbering scheme. Hydrogen bonds as 

dashed lines. 
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           A 3-D extended supramolecular architecture (Figure 8.3) is formed by the cation-anion 

interactions and the non-classical hydrogen bonds (C–H…Cl) between the cations and the 

anions (Table 8.4). All chlorine atoms of the [MCl4]
2– anion participate in H…Cl contacts with 

the hydrogen atoms of the pyridinium ring cations and some of the hydrogen atoms of the 

alkyl chains. These Hydrogen bonding interactions play an important role in the formation of 

the 3-D supramolecular architecture. Moreover, the cations and anions are arranged in 

alternating layers. In every cation layer, all the planar pyridinium rings are parallel to each 

other. The pyridinium cations show a significant stacking along b direction. Two π–π stacking 

interactions between pyridinium cations are observed. The first stacking interaction is 

characterized by an interplanar distance ranging from 5.9 to 7 Å with a displacement angle 

of 18.4(2)°, while the second stacking interaction is characterized by an interplanar distance 

ranging from 5.8 to 7.2 Å with a displacement angle of 10.95(2)°. 

 

Figure 8.3. Packing diagram of [C4Py]2[Cu0.39Co0.61Cl4]. View along the crystallographic a axis. Hydrogen 

bonds are indicated by dashed lines. 
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 a R1 = Σ||Fo| - |Fc||/Σ|Fo|.  
b wR2 = [Σw(Fo

2 − Fc
2)/Σ[w(Fo

2)2] ].1/2 . 

 

 

 

 

Table 8.1. Crystallographic data and details of the refinement for the compound. 

Compound [C4Py]2[Cu0.39Co0.61Cl4] 

Molecular Formula C18H28Cl4N2Cu0.39Co0.61 

Formula weight / g·mol-1 474.95 

Crystal system monoclinic 

Space group P 21/n (No. 14) 

T / K 210(2) 

a / Å 15.4341(8) 

b / Å 18.6481(13) 

c / Å 16.7651(9) 

 /  90 

 /  110.359(4) 

 /  90 

V / Å3 4523.8(5) 

Z 8 

Dcalc / g·cm-3 1.395 

 / mm-1 1.316 

Reflections collected 60094 

Independent reflections 7960 

Rint 0.1249 

No. reflns with I>2σ(I) 3644 

No. refined parameters 469 

R1
a, wR2

b [I>2σ(I)] 0.1094, 0.0877 

R1
a, wR2

b (all data) 0.0403, 0.0738 

Goodness-of-fit on F2 0.742 
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Table 8.2. Selected bond lengths (Å) for the complex anion 

Cl1−Co1 2.260(4) Cl1−Cu1 2.265(4) 

Cl2−Co1 2.280(5) Cl2−Cu1 2.255(4) 

Cl3−Co1 2.273(5) Cl3−Cu1 2.305(4) 

Cl4−Co1 2.298(4) Cl4−Cu1 2.290(4) 

Cl5−Co2 2.300(3) Cl5−Cu2 2.298(6) 

Cl6−Co2 2.261(3) Cl6−Cu2 2.276(6) 

Cl7−Co2 2.259(3) Cl7−Cu2 2.266(5) 

Cl8−Co2 2.294(3) Cl8−Cu2 2.272(5) 

Cl−Co (Aver.) 2.28 Cl−Cu (Aver.) 2.28 

 

Table 8.3. Selected bond angles () for the complex anion 

Cl1−Co1−Cl3 107.12(18) Cl2−Cu1−Cl1 115.62(15) 

Cl1−Co1−Cl2 114.8(2) Cl2−Cu1−Cl4 107.01(16) 

Cl3−Co1−Cl2 109.64(17) Cl1−Cu1−Cl4 110.92(15) 

Cl1−Co1−Cl4 110.77(18) Cl2−Cu1−Cl3 109.41(14) 

Cl3−Co1−Cl4 108.51(19) Cl1−Cu1−Cl3 105.92(16) 

Cl2−Co1−Cl4 105.90(18) Cl4−Cu1−Cl3 107.72(14) 

Cl7−Co2−Cl6 117.24(14) Cl7−Cu2−Cl8 107.3(2) 

Cl7−Co2−Cl8 106.82(12) Cl7−Cu2−Cl6 116.4(3) 

Cl6−Co2−Cl8 108.76(9) Cl8−Cu2−Cl6 109.0(2) 

Cl7−Co2−Cl5 108.23(9) Cl7−Cu2−Cl5 108.1(2) 

Cl6−Co2−Cl5 107.57(12) Cl8−Cu2−Cl5 108.7(3) 

Cl8−Co2−Cl5 107.90(13) Cl6−Cu2−Cl5 107.1(2) 

Cl−Co−Cl (Aver.) 109.43 Cl−Cu−Cl (Aver.) 109.43 
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Table 8.4. Hydrogen bond geometry (Å, °) 

D–H…A D–H H…A D…A  D-H…A 

C1–H1…Cl7 I   0.94 2.99 3.810(5) 146.4 

C2–H2…Cl8 II  0.94 2.88 3.575(6) 131.6 

C5–H5…Cl3   0.94 2.84 3.629(5) 142.6 

C5–H5…Cl4   0.94 2.91 3.584(5) 130.2 

C6–H6A…Cl7 I   0.98 2.81 3.745(5) 160.7 

C6–H6B…Cl3   0.98 2.86 3.628(5) 135.9 

C7–H7A…Cl2 III  0.98 2.88 3.756(6) 149.9 

C10–H10…Cl8 I   0.94 2.79 3.693(6) 161.1 

C11–H11…Cl5 I   0.94 2.97 3.647(6) 129.7 

C13–H13…Cl4 IV  0.94 2.89 3.581(6) 131.5 

C14–H14…Cl1   0.94 2.96 3.813(5) 151.9  

C15–H15A…Cl8 I   0.98 2.97 3.866(5) 152.4 

C15–H15B…Cl1   0.98 2.91 3.611(5) 128.8  

C19–H19…Cl2 IV  0.94 2.95 3.777(5) 147.4 

C20–H20…Cl3   0.94 2.90 3.567(5) 129.0  

C23–H23…Cl5 V 0.94 2.88 3.716(5) 148.6 

C23–H23…Cl8 V  0.94 2.92 3.598(5) 130.5 

C24–H24A…Cl2 IV   0.98 2.73 3.687(5) 165.4 

C24–H25B…Cl5 V  0.98 2.83 3.626(5) 138.5 

C28–H28…Cl6   0.94 2.91 3.769(6) 151.8  

C32–H32…Cl4 VI   0.94 2.80 3.701(6) 160.3 

C33–H33A…Cl6   0.98 2.92 3.613(6) 128.8  

C33–H33B…Cl4 VI   0.98 2.95 3.845(6) 152.2 

Symmetry codes:  I 1.5-x, 0.5+y, 1.5-z;  II -0.5+x, 0.5-y, -0.5+z; III 0.5-x, 0.5+y, 1.5-z; IV 0.5+x, 0.5-y, 

0.5+z; V 1-x, -y, 2-z; 0.5-x, VI -0.5+y, 1.5-z;        
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The DSC heating curve of the [C4Py]2[Cu0.39Co0.61Cl4] is shown in Figure 8.4. Two endothermic 

peaks with an onset temperature of -37.6 °C and 74.7 °C, and one exothermic peak with an 

onset temperature of 8.6 °C were assigned to the glass transition, the melting temperature, 

and the recrystallization of the IL, respectively. The heat of recrystallization calculated from 

the exothermic peak (-28.73 kJ∙mol-1) showed an agreement with the heat of melting (29.2 

kJ∙mol-1).  

 

Figure 8.4. DSC thermogram of [C4Py]2[Cu0.39Co0.61Cl4]. Tcry: crystallization temperature; Tm: melting 

temperature; Tg: glass transition temperature. 

 

8.4.2. Characterization of CuCo2S4 nanoparticles  

           Fig ure 8.5a shows a representative XRD pattern of the precipitates. The reflections of 

the sample synthesized at 180 °C can be indexed to the cubic phase of the carrollite (CuCo2S4) 

structure (Fd-3m, primitive cubic unit cell with a= 9.458 Å, JCPDS 98-003-1107). Additional 

reflections at 2θ = 29.8° and 52.1° can be assigned to cobaltpentlandite (Co9S8, JCPDS 98-

003-1753). All reflections are broad, indicating the formation of nanocrystalline products. 

Energy dispersive X-ray spectroscopy (EDXS, Figure 8.5b) shows the presence of Cu, Co, 

and S in the powders consistent with the XRD analysis.  
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Figure 8.5. (a) XRD patterns of CuCo2S4 nanoparticles. The blue ticks indicate the positions of the reflections 

from the cubic phase CuCo2S4 (ICDD 98-003-1107). (b) EDX spectrum of the CuCo2S4 nanoparticles. 

           Figure 8.6a shows a typical survey XPS spectrum showing the presence of Cu, Co, 

and S in the sample. The peaks of Cl and C may stem from the residual IL precursor 

[C4Py]2[Cu0.39Co0.61Cl4], and the peaks from O and C might come from O2, H2O, or CO2 

adsorbed on the surface of the sample and adventitious hydrocarbon from the XPS 

instrument itself.426 

           Figure 8.6b shows the XPS spectrum of Cu energy region. The binding energies peaks 

of Cu2p3/2 and Cu2p1/2 at around 950.97 and 931.2 eV (E= 19.75 eV), respectively.                        

This confirmed the existence of Cu2+.427 In addition, a peak corresponding to the satellite peak 

of Cu2+ at 943.95 eV is observed.428 In the Co 2p region (Figure 8.6c), The binding eneregies 

peaks of Co 2p1/2 and Co 2p3/2 at around 793.09 and 778.09 eV (ΔE= 15 eV), respectively. 

This confirmed the existence of Co3+.429 Figure 8.6d showed the XPS spectrum of S energy 

region. The binding energies peaks at 161.3 and 162.4 can be assigned to 2p1/2 and 2p3/2 

core level at S2-. The broad peaks detected at 168.97 can be ascribed to the existence of 

So4
2-, which indicated that the sulfur species on the surface was partially oxidized by air.430 

According to the results of the XPS analysis, the sample’s surface contained Cu2+, Co3+, and 

S2-. This is in a good agreement with literature, which the oxidation state in carrollite are 

generally shown as Cu2+Co2
3+S4

2- to comply with charge balance.431  
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Figure 8.6. (a) XPS survey spectrum, and high-resolution XPS spectra of (b) S, (c) Cu, and (d) Co 

elements of the CuCo2S4 nanoparticles.  

 

The CuCo2S4 nanoparticles will be applied to the electrocatalytic driven-water splitting. 

Reactions preliminary results showed an extraordinary enhanced electrocatalytic activity. 

Furthermore, the products are expected to be implemented in different fields, such as solar 

cell devices, amperometric gas sensors, Li-ion batteries, supercapacitors, and photocatalysis. 
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Chapter 9. Discussion 

The field of synthesis of nanoparticles has become a fascinating branch of science, since 

their inception in the nineteenth century.432-434 The synthesis of nanoparticles can be carried 

out by hydrothermal synthesis, chemical reduction, gas condensation, ion 

implantation, pyrolysis, thermal decomposition, and hot-injection method.417-422,435 The 

morphology, size, and size distribution of the produced nanoparticles can be controlled by 

changing the method of synthesis, reducing agent, and stabilizing factors, besides other 

parameters such as pH, temperature, reaction time, concentration of the precursors and the 

solvent, and mechanical agitation.27, 436 

           Controlling the morphology, size and size distribution is an important requirements for 

the applications, which have been achieved through the careful selection of reducing agents. 

On the other hand, the occurrence of aggregation and agglomeration of the nanoparticles 

due to Ostwald ripening (Figure 9.1), their high surface energy, large surface area, and the 

continuous nucleation, can be controlled by using capping ligands such as polymer or 

surfactant to stabilize the nanoparticles sterically or electrostatically, respectively.437-438 

           The use of the capping ligands to stabilize the nanoparticles resulting in changing their 

surface properties and the accessibility to the surface of the nanoparticles, which lead to 

trying to find an alternative reaction media for synthesis and stabilize the nanoparticles.27, 150    

           Ionic liquids (ILs), which have been widely studied covering many fields, including 

organic synthesis, electrochemistry, mass spectroscopy, and electrophoresis because of their 

chemical tunability and their unusual physical and chemical properties, became a well-suited 

for the synthesis and stabilize the nanoparticles. 

           Of particular interest to the current study, metal-containing ionic liquids (MILs) and 

ionic liquid crystals (MILCs) have been extensively investigated, owing to their exciting and 

potentially physical and chemical properties with additional magnetic, optical, or catalytic 

properties depending on the type of the metal ion.12, 231, 245-259 These MILs, where the metal 

is an integral part of the IL anion, act as metal source, morphology directing template, and 

stabilizer for the synthesis of metal chalcogenides (MCs), which present the most important 

class of nanoparticles.     

https://en.wikipedia.org/wiki/Condensation
https://en.wikipedia.org/wiki/Ion_implantation#Ion_implantation-induced_nanoparticle_formation
https://en.wikipedia.org/wiki/Ion_implantation#Ion_implantation-induced_nanoparticle_formation
https://en.wikipedia.org/wiki/Pyrolysis
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Figure 9.1. Growth and stabilization of nanoparticles.439 

9.1. Metal-containing Ionic liquids (M-ILs): synthesis and crystal structures 

           A series of MILs based on alkyl pyridinium cations composed of various transition 

metal components have been synthesized, and their thermal behavior was found to depend 

on their crystal structures. N-butylpyridinium ILs [C4Py]2[CuCl4], [C4Py]2[CoCl4], [C4Py]2[ZnCl4], 

and [C4Py]2[Cu0.39Co0.61Cl4] were synthesized and their crystal structures were studied. They 

are isostructural and crystallize in the monoclinic space group P21/n. The asymmetric units 

contain four cations and two anions. The cations and anions are arranged in alternate layers 

where all the planar pyridinium rings are parallel to each other.  

           Furthermore, the IL, [C4Py]2[Cu2Cl6], with a higher copper content was synthesized, 

and their crystal structure shows that it is isostructural with the family of N-butylpyridinium 

tetrachloridometllate. It crystallizes in the monoclinic space group P21/n with two cations and 

half anion in the asymmetric units contains. 

           On the other hand, the crystal structures of N-dodecylpyridinium ILs [C12Py]2[CoCl4] 

and [C12Py]2[ZnCl4] are isostructural and crystallize in the triclinic space group P1̅, consistent 

with the results reported in the literature of [C12Py]2[PdCl4].264 The asymmetric units contains 

two cations and one anion. 
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           Figure 9.2a shows the asymmetric unit of [C4Py]2[CoCl4], as an example of                           

N-butylpyridinium ILs, and Figure 9.2b shows the asymmetric unit of [C12Py]2[CoCl4], as an 

example of N-dodecylpyridinium ILs. In the crystal structures of the short chain length ILs, 

the anions are located near the H1 and H5 of the ring, while with increasing the alkyl chain, 

the anions have been expelled from the head group of the cation. The alkyl chain of the 

cationic substituent became more twisted and screens the anions, consistent with the 

literature.440         

 

Figure 9.2. The asymmetric units of a) [C
4
Py]

2
[CoCl

4
], and b) [C

12
Py]

2
[CoCl

4
] with numbering scheme. 

Hydrogen bonds are shown as dashed lines. 

           Single crystal X-ray analysis showed that all compounds based on the same cation 

are isostructural. Powder X-ray diffraction (XRD) confirms the single-crystal X-ray analysis 

and shows that the alkyl chain length is the critical factor in controlling the crystal structure of 

these ILs. XRD indicates the purity of the powder samples, and they are identical to the single 

crystal samples.            

           Furthermore, the carbon atoms C7A to C9A in [C4Py]2[CuCl4] were disordered over two 

sites with occupation factors of 0.8/0.2 (Figure 9.3). This could be the reason that the single 

crystal of the long chain IL [C12Py]2[CuCl4] was hard to crystallize. However, yellow needles 

of [C15Py]2[CuCl4] with relatively poor crystal were formed by Neve et al.263 
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Figure 9.3. ORTEP plot of compound [C4Py]2[CuCl4]. Hydrogen bonds as dashed lines. 

 

           The [CuCl4]
2- anion exhibits a high structural flexibility than the Co and the Zn analogs, 

which provides additional control over the phase behavior. The difference in the geometric 

flexibility indicates the subtle role of the metal ion on the stabilization of mesophases.           

The structural flexibility of the [CuCl4]
2- moieties was studied by EPR, as shown in Figure 9.4. 

           The variation of the gav values, which correspond to the isotropic giso values, of both 

compounds [C4Py]2[CuCl4] and [C12Py]2[CuCl4] reveals their structural flexibility.                             

For [C4Py]2[CuCl4], the gav value is 2.155, while the gav value of 2.201 in the case of 

[C12Py]2[CuCl4]. The gav values reflect a significant distortion of the expected tetrahedral 

coordination geometry of the [CuCl4]
2- dianion. On the other hand, the coordination 

environment of the Cu2+ ions of N-butylpyridinium hexadichloridocuprate (II) can be better 

described by a flattened tetrahedron rather than square-planar. The coordination geometries 

of copper (II) complexes depend on the Jahn-Teller distortions in the d9 electronic system, 

crystal field stabilisation, ligand–ligand repulsion, ligand–lattice interactions, and crystal 

packing effects.278, 282, 289 
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Figure 9.4. EPR spectrum of a pure sample of a) [C
4
Py]

2
[CuCl

4
], and b) [C

12
Py]

2
[CuCl

4
] measured at 150 K. 

9.2. Thermal properties of ILs 

           The thermal stability of all ILs and the phase transition temperatures together with the 

transition enthalpy values were investigated by TGA, DSC, and POM. The glass transition 

temperature (Tg) of the IL [C12Py]2[CuCl4] (-43.9 °C) was slightly lower than their value of the 

shorter chain length [C4Py]2[CuCl4] (-40.4 °C) confirmed the influence of the alkyl chain length 

on the glass transition temperature. The alkyl chain elongation in the cation of the ILs results 

in lowering Tg due to the reduction of the lattice energies through disruption of the packing 

efficiencies as a result of the extension of the substituent attached to the nitrogen atom.441  

           In general, the evolution of Tg cannot be explained merely by the anion size, but the 

experiments show that Tg increases with increasing the anion size as Tg of [C4Py]2[Cu2Cl6]       

(-34.0 °C) higher than Tg of [C4Py]2[CuCoCl4] (-37.6 °C) more than their value of [C4Py]2[CuCl4] 

(-40.4 °C). The Tg depends on the anion size due to the changing in the interaction strength 

between the anion and the cation. The current study does not agree with the suggestion by 

Binnemans et al.442 They suggested that Tg increases with decreasing the anion size. 

           Consistent with the literature, the only derivatives with the longer chain                            

(N-dodecylpyridinium ILs) exhibit liquid crystallinity due to the microphase segregation 

between the ionic parts and the long alkyl chains. The melting enthalpy changes for all 

compounds are relatively large (about 33 kJ∙mol-1) due to a significant structural change in 

the melting. In contrast, the enthalpy changes on clearing are small due to the weak van der 

Waals interaction between their alkyl chains. The existence of mesophases for                                

N-dodecylpyridinium ILs is confirmed by POM, as shown in Figure 9.5. Their optical texture 

http://aip.scitation.org/author/Binnemans%2C+Koen
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appeared as well-developed focal conic fan texture characteristic of a lamellar phase (SmA 

phase) upon cooling from the isotropic liquid. 

 

Figure 9.5. a) POM images of [C12Py]2[CuCl4] (left), [C12Py]2[CoCl4] (middle), and [C12Py]2[ZnCl4] (right) were 

taken at 70 ºC.  

           The comparison of the melting temperatures (Tm) between the short and the long alkyl 

chain ILs cannot be done as the Tm is a result of a balance between the fusion enthalpy and 

fusion entropy. For short alkyl chain ILs, their fusion enthalpies are similar and their fusion 

entropies play the dominant role on the Tm. While for long alkyl chain ILs, their fusion 

enthalpies increases with increasing the alkyl chain length resulting rise in the Tm.443 

           The thermal stability of ILs increases with shorter chain length,                             

[C4Py]2[MCl4] > [C12Py]2[MCl4] (M = Cu, Co, Zn). The influence of the long chain length on the 

thermal stability could be interpreted that the long chain length increases the van der Waals 

forces resulting in decreasing the intermolecular electrostatic interaction, which leads to the 

lower thermal stability. However, the thermal stability caused by the different metal anions 

greater than the influence of the chain length. This is consistent with the literature, that the 

thermal stability of ILs is highly anion dependent. The impact of increasing coordinating 

nature, nucleophilicity, and hydrophilicity of the corresponding anion is to decrease the 

thermal stability of their ILs.102, 110, 444-445   

           Based on the crystal structures, the current study refines the suggestion by Bowlas   

et al.,279 They suggested that the anions are positioned between the aromatic rings and the 

mesophase behavior resulted from the interdigitating of the alkyl chains (Figure 9.6a). The 

crystal packing, driven by coulombic interactions with non-classical hydrogen bonding, has 

pyridinium rings arranged in a parallel and the alkyl chains are arranged in an antiparallel to 

each other. In the ionic sublayer, [MCl4]
2- is located in the inversion center between two 

pyridinium rings. As a result, the layer structure is arranged with alternating polar and apolar 
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sublayer (Figure 9.6b). This study, consistent with a suggestion from Neve et al.,264 proposes 

that the focal conic fan texture characteristic of a lamellar phase (SmA phase) is caused by 

the bilayer structure. However, these mesomorphic structures are different from that 

observed for [C16Py]2[PdCl4] salt, in which a fully interdigitated bilayer structure has been 

suggested.262 The layer spacing of the interdigitated structures increases with increasing the 

alkyl chain length resulting in induced and stabilized the mesophase. 

 

Figure 9.6. (a) Original structure model for the LC phase as suggested by Bowlas et al.,279 and (b) the structure 

proposed based on the current data for the smectic phase of [C12Py]2[MCl4] (M= Cu, Co, and Zn). Rectangles: 

organic cation connected to the alkyl chain and circles: anions.   

 

 

 

 

 

 

 

 

 

 

 

a) b) 
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9.3. Nanomaterials: synthesis, morphology, and crystal phase 

           This study has been expanded on the fundamental aspects of the ionic liquid (crystal) 

precursor (ILCP). The general concept has been demonstrated to provide access to inorganic 

nanomaterials, which cannot be obtained via conventional methods such as the unique 

platelets morphology of CuCl and the high fraction of Fe3C, which increases their magnetic 

moment.1, 50, 265, 446  

           In the current study, a tailored and priori design of micro-/nano-materials, including 

CuS 3D-microstructures, and CuS hexagonal nanoplates were synthesized via a novel, facile, 

and highly controllable hot-injection synthesis method using the ILP where the metal is an 

integral part of the IL anion as the metal source. Furthermore, Carrolite (CuCo2S4) 

nanoparticles have been obtained by using ILP containing two metal as a single source 

precursor. The morphology of the resulting materials can be tuning with increasing the carbon 

chain length of the ILP, which exhibit liquid crystal phase behavior. The crystal phases have 

been adjusted with reaction conditions, which enables to understand the mechanism of the 

phase transformation (see also Sec. 9.5.1).                         

           The XRD reflections of the CuS particles can be indexed to the hexagonal phase of 

the covellite (CuS) structure (P63/mmc, primitive hexagonal unit cell with a = b = 3.7900 and c 

= 16.3400 Å, JCPDS 98-002-6968), as shown in Figure 9.7a. The possible mechanism of 

forming such hexagonal CuS structure could be due to its anisotropic structure. The CuS 

crystal structure consists of Cu-S layers linked together by S-S covalent bonds. Every Cu-S 

layer comprising of a triangular CuS3 layer which is sandwiched between two layers of 

tetrahedral CuS4, as shown in Figure 9.7b. The interactions between the CuS3 triangular layer 

and the CuS4 tetrahedral layer are covalent bonds, while the interactions between the disulfide 

layers are Van der Waals interactions, the green bonds in Figure 9.7c. The intrinsic 

anisotropic crystal properties dominate the shape of the hexagonal CuS structure. The rate 

of crystal growth along the top-bottom crystalline planes much be more significant than along 

the c-axis.281, 447  
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Figure 9.7. a) XRD pattern of CuS nanoparticles, b) Structure of covellite CuS. Adapted from Evans et al.,332 

and b) A schematic illustration of the crystal structure of CuS. 

9.4. Alkyl chain effects 

           To investigate the effect of the IL on the morphology of CuS, CuS samples were 

prepared by two different ILPs [C12Py]2[CuCl4] and [C4Py]2[CuCl4]. The ILP [C12Py]2[CuCl4] 

tend to form thermotropic LC with increasing of the alkyl chain length, and the arrangement 

of the [Cation]+ is more ordered along a preferred direction. Additionally, long chain ILs 

possess large steric effects to form a tighter coverage layer resulting the as-prepared 

nanoparticles grown in a lamellar liquid crystal will have a plate-like morphology (Figure 9.8a), 
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while the as-prepared nanoparticles grown in a disordered IL matrix will likely have a spherical 

morphology (Figure 9.8b).279, 281 This is consistent with the literature, Zheng et al.,281 

investigated the effect of ILP on the morphology of CuS. The disordered plate-like structure 

is obtained when CuCl2.H2O is used as Cu source, while the sphere-like structure assembled 

by nanosheets is obtained when [Bmim]2[Cu2Cl6] was used as a precursor. By increasing the 

carbon chains in [Omim]2[Cu2Cl6], the arrangement of the nanosheets is orderly with large 

intervals between them. 

 

Figure 9.8. TEM images of CuS nanoparticles made from ILPs based on (a) the N-dodecylpyridinium, and  

(b) the N-butylpyridinium cation and the [CuCl4]2- anion. 

 

9.5. CuS microstructures synthesis 

           In chapter 6, copper sulfide microflowers were synthesized using the bis 

butylpyridinium tetrachoridocuprate (II) IL and their morphology, size, and the chemical 

composition are controlled by reaction time and temperature. The results show that the 

reaction temperature and growth time are crucial factors on the final morphology and size of 

the as-prepared CuS, beside the strong influence of the stirring on the particle formation 

process.  

           On increasing the reaction time, pure hexagonal with high crystallinity was synthesized 

at 160 °C at different reaction times. The crystallite size was calculated as 25 nm from XRD 

data using Scherrer’s equation. SEM images show that the size of the individual building 

blocks (the flakes) remains roughly identical with increasing their aggregation. CuS 

nanoflakes are self-assembled to form ball-like microstructures (Figure 9.9B), and then form 

chrysanthemum-like microstructures (Figure 9.9C), to result in hierarchical flower-like 

microstructures (Figure 9.9D). 

a) b) 
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Figure 9.9. SEM images of CuS particles obtained at 160 ̊C after various reaction times; (A) 1 h, (B) 4 h,     (C) 

6 h, and (D) 8 h. 

           On increasing the reaction temperature, the morphologies of the products evolve from 

irregular particles morphologies at 120 °C (Figure 9.10A), highly aggregated flakes with 2µm 

of the size of the flake at 140 °C (Figure 9.10B) to hierarchically structured flower-like 

microstructures composed of intersecting nanoflakes at 160 °C (Figure 9.10C). Higher 

reaction temperature of 170 °C produce particles with a rather diverse set of morphologies 

with a ‘‘stacks of pancakes’’ morphology (Figure 9.10D). Ball-like microstructures with a 

diameter around 3 µm are observed at 180 °C (Figure 9.10E). The ‘‘stacks of pancakes’’ 

morphology is observed again with much lower degree of morphological order at 200 °C 

(Figure 9.10F). 
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Figure 9.10. SEM images of CuS particles synthesized at different reaction temperatures. (A) 120 ̊C,  

(B) 140 ̊C, (C) 160 ̊C, (D) 170 ̊C, (E) 180 ̊C, and (F) 200 ̊C using a constant reaction time of 1 h. 

           The size and shape of the copper sulfides particles depend on different parameters, 

such as the rate of nucleation or primary particles, the reactants concentration, the reaction 

temperature, the growth time, and the time of precipitation.448 These parameters will need to 

be understood with simulation studies before we are able to adjust or predict the size and 

shape of copper sulfides nanocrystals.  

           The formation of different morphologies of the as-prepared CuS is believed to be due 

to the fabrication and self-organization of the particles (oriented-attachment mechanism) with 

the low solubility of products of CuS (Ksp = 6.3 ∙ 10-36 mol∙dm-3).448-451 The precipitation will 

occur when the reactants concentration exceeds the solubility of the precipitate. The 

nucleation centers firstly are formed homogenously in the solution. They then further grow 

into primary particles and aggregate to form larger particles. When the nucleation rate or 

formation of primary particles is fast, the time taken to complete the precipitation is 

consequently short leading to forming small particles due to the short time of aggregation. 

On the other hand, when the nucleation rate is short, the large particles are formed.448 

           Based on the results of the experiments, it can be concluded that the large size 

distribution and their aggregation could be due to adhesive mechanism of growth typical of 

high supersaturation conditions with the occurrence of continuous nucleation, which the 
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precursors are still formed as nucleation takes place. The nucleation and growth phases are 

not separated, which distinguished from the Finke - Watzky models from LaMer’s nucleation 

and growth mechanism.396, 452-454 

           Furthermore, the reversible phase transformation between covellite (CuS) and digenite 

(Cu9S5) has been observed for the as-prepared copper sulfide particles which were 

synthesized by ILP [C4Py]2[CuCl4] at 160 °C ≤ T ≤ 180 °C, as shown in Figure 9.11a. The 

reduction reaction which exists during the experiments leading to changing Cu(II) into Cu(I). 

The reductive degree, which is affected by the reaction temperature, tend to increase the 

diffusion rate of ions. The diffusion rate of Cu+2 ions is faster than the diffusion rate of S-2 

leading to forming the hollow sphere (Figure 9.11b). This phenomena can be explained by 

localized Ostwald ripening, which refers to the growth of larger particles from the smaller CuS 

primary particles which are present in the center. These primary particles have higher 

solubility than the larger one.428, 455-456  

 

Figure 9.11. (a)  XRD patterns of CuS particles prepared at different temperatures, and (b) SEM 

image of CuS particles synthesized at 170 ̊C for 1 h. 
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9.5.1. Phase transformation 

           For comparison, another ILP [C12Py]2[CuCl4], which serves as a copper source, has 

been used to drive the reversible phase transformation mechanism. Figure 9.12 shows the 

corresponding XRD patterns of the CuS particles, which were synthesized by ILP 

[C12Py]2[CuCl4]. The products obtained at 1, 8, and 12 h exhibit reflections that can be indexed 

to the pure hexagonal phase of the covellite (CuS) structure (P63/mmc, a primitive hexagonal 

unit cell with a = b = 3.7900 and c = 16.3400 Å, JCPDS 98-002-6968). Furthermore, particles 

prepared at 6 and 8 h display the forward transformation from the hexagonal phase of the 

covellite (CuS) structure to the rhombohedral phase of the digenite (Cu9S5) structure (R-3m, 

rhombohedral unit cell with a = b = 3.930 Å, c = 48.140 Å, JCPDS Card no: 47-1748). 

Additionally, the reversible transformation was observed at 8 h.  

 

Figure 9.12. XRD patterns of CuS particles prepared by ILP [C12Py]2[CuCl4] at 180 ̊C for different reaction 

time. 
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9.5.2. Crystal structures        

            Firstly, Figures 9.13 and 9.14 show the crystal structures of the covellite (CuS) and 

the digenite (Cu9S5), respectively, to understand the phase transformation between both 

structures. Covalent (CuS) contains six Cu atoms and six S atoms, in which four Cu ions have 

tetrahedral coordination (CuS4), and two Cu ions have triangular coordination (CuS3), while 

two S atoms are present as sulfide ions and four S atoms form disulfide ions (Figure 9.13a). 

The disulfide ions are aligned with the c-axis and arranged perpendicular to the c-axis, as 

shown in Figure 9.13b.  

 

 

 

 

 

 

 

 

 

 

 

Figure 9.13. a) Crystal structure of covellite (CuS), and b) Cu and S atomic arrangements viewed along the c-

axis direction of covellite (CuS). 

 

           On the other hand, the atoms of the digenite structure (Cu9S5) are arranged based on 

the fcc sub-lattice of S. The Cu atoms are located in three positions as Cu1 (octahedron CuS6 

units), Cu2 (tetrahedron CuS4 units), and Cu3 (triangular plane CuS3 units), as shown in Figure 

9.14. The Cu atoms are occupied only 9/10 of their sites, leading to a robust p-type 

semiconductor.457 
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Figure 9.14. Crystal structure of digenite (Cu9S5). 

 

9.5.3. Forward and reverse transformation 

           In the forward transformation from the covellite (CuS) structure to digenite (Cu9S5) structure, 

the ILP was used as a reducing agent to break the disulfide bonds. The breaking of the disulfide 

bonds was accompanied by the high activity of the excess of copper atoms, which fill the 

interstices in the S network resulting in increased the sulfur layers and expansion along the            

c-axis. The c-axis in covellite structure equal to 1.63 nm which expands to be 4.81 nm in digenite 

structure, as shown in Figure 9.15. With the presence of an excess of sulfur atoms in the system, 

the disulfide bonds will be retransformed, and the reverse transformation will occur which leading 

to shrinking of the crystal structure, as shown in Figure 9.15. 
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           The primary peaks for covellite structure, corresponding to (100), (101), (102), (103), (006), 

(105), (106), (008), (110), (108), and (116) planes transformed to the corresponding peaks of 

digenite structure (1115), (0120), (1017), (1010), and (0015) planes. The rapid reverse 

transformation, which occurred at 6 h, was observed by XRD. The XRD reflections revealed that 

the reverse transformed CuS have a similar covellite structure with different relative diffraction 

intensities.  

           The XRD reflections in Figure 9.16a and the crystal structures in Figure 9.16b shows that 

the (006) and (002) planes are critical points to understand the phase transformation from 

covellite structure to digenite structure. The (006) and (002) planes in covellite structure with a 

lattice spacing of 0.27 nm and 0.82 nm become to be 0.8 nm and 2.41 nm in digenite structure, 

respectively, which corresponds to breaking the disulfide bonds and the expansion in the c-axis 

during the forward transformation. This also can give an explanation of the rapid reverse 

transformation with different relative diffraction intensities. As it is mentioned before, the excess 

of S atoms will reform the disulfide bonds and increase the sulfur layers. This study provides 

new insights into the mechanism of the phase transformation of copper sulfides, and it also 

provides some explanation about their ability to form compounds with various stoichiometries.     

Figure 9.16. a) XRD patterns of CuS particles, and b) Crystal structures of covellite (CuS) and digenite (Cu9S5). 

 

 

  
Digenite (Cu9S5) 

c = 4.81 nm 
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9.6. Electrochemical sensing of hydrogen peroxide 

           Furthermore, cyclic voltammograms (CVs) of glass-carbon electrodes modified with 

CuSirregular, CuSnanoflakes, and CuSflower were recorded in neat PBS resulting in the redox couple 

transformation of the Cu2S/CuS for all electrodes. By repeating the same process at different 

scans, CuSflower exhibits fast electron transfer kinetics.   

           By adding 2mM of H2O2, the as-prepared CuSflower exhibit higher electrocatalytic activity 

for H2O2, and higher electrochemically active surface area than non-assembled CuS 

nanoflakes, as shown in Figure 9.17. This substantial enhancement is attributed to the high 

number of the active surface sites and a facilitated charge transfer attributed to their unique 

morphology. 

 

Figure 9.17. CVs measured at CuSirregular (black-lines), CuSnanoflakes (red-lines) and CuSflower (green-

lines) modified GC electrodes in 0.1 M PBS (pH~7.4) in the absence (dashed lines) and presence of 

2 mM H2O2 with scan rate of 20 mV s-1. Insets show (I) Zoom of the CuSflower in the blank PBS (in the 

absence of H2O2) and (II) current transients (i-t, stability test) obtained at CuSflower (green-line) and 

CuSirregular (black-line) modified GC electrodes in 0.1 M PBS containing 2 mM H2O2 at -0.3 V vs. SCE. 

(I

(II) 

Cu2S 

CuS Cu2S 

CuS 
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           The inset II of Figure 9.17 shows that the high electrochemical stability of the as-

prepared CuS flower-like microstructures, which their catalytic activity is only reduced by 2.5%, 

resulting in decreased the rate of in-situ oxygen bubble size 8 times and increased the oxygen 

bubble detachment rate 17 times compared to the CuSirregular. This study demonstrates the 

significant role of the morphology on the catalytic performance.  

           Based on the results of the experiments, the improvement of the electrocatalytic 

activity of the CuS flower structures cannot only be attributed to their morphology and their 

electrochemically active surface area but also to the phase transformation between covellite 

and digenite with the diffution rate of ions on the surface.  

           Figure 9.18 shows that the decisive role of the morphology on the outstanding activity 

for H2O2 reduction. The CuSflower materials exhibits a lower charge transfer resistance 

compared to non-assembled CuS. Furthermore, the high durability on the electrocatalytic 

activity of the CuSflower materials for H2O2 electroreduction was investigated for 10 days from 

their CVs (Inset I of Figure 9.18) and their Nyquist plots (Inset II of Figure 9.18). 

 

Figure 9.18. Nyquist plots obtained at CuSirregular (black-lines), CuSnanoflakes (red-lines) and CuSflower (green-lines) 

modified GC electrodes in 0.1 M PBS (pH~7.4) containing 2 mM H2O2 at -0.2 V vs. SCE. Insets show (I) CVs 

and (II) their respective Nyquist plots obtained at CuSflower modified GC electrode in the above-mentioned 

solution after 1 (cyan-lines), 7 (blue-lines) and 10 (green-lines) days 

 

( (
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9.7. CuS nanoplates for organic photovoltaic cells 

           In chapter 7, hexagonal CuS nanoplates were synthesized using ILP [C12Py]2[CuCl4] 

and (TMS)2S for the fabrication of OPV devices. The broad reflections in the XRD patterns 

and the Moiré patterns which are observed by TEM prove the high crystallinity of the 

nanoparticles.  

           Nevertheless, there have been challenges with the broad size distribution and the 

initially rather poor dispersibility. As the broad size distribution ranging from 30 to 680 nm, and 

some particles are standing vertical comparison to the other particles. Filtration has been 

used to remove the larger particles and aggregates. On the other hand, capping with 

Oleylamine (OAm) was used for the stabilization of the nanoparticles dispersion.                     

The reduction of the particle size was confirmed by TEM.    

           After these modification processes, the optical properties of the NPs are improved – 

strong absorption below 450 nm, and the disappearance of the absorption above 450 nm in 

the UV-vis-NIR. The absorption above 450 nm can be assigned to large particles and their 

aggregation. The modified particles show larger bandgap (3.1 eV) than their bandgap before 

filtration (2.1 eV), which indicates the removal of the large particles. In consequences, the 

modified particles are interesting candidates for the active blend layer in OPV cells. 

           The surface morphology of the active P3HT:PCBM:CuS blend layer were evaluated 

via AFM. The embedded CuS NPs in the blend film has a slightly higher roughness than the 

blend film without the CuS NPS resulting that the P3HT:PCBM:CuS films are very 

homogenous without any protrusions, crazes, or other features.  

           Several devices with different architectures and compositions were made to 

investigate the role of the CuS NPs in both conventional and inverted device architectures. 

The high crystallinity of the P-type CuS NPs, which distributed in the BHJ active layer, 

provides increasing the carrier mobility by the additional interfacial area between the CuS NPs 

and the conjugated polymer resulting in increased the PCE from 0.14% to 0.35% in Device B 

(Figure 9.19a).   

           By improving the contact property between the Ag anode and the active layer upon 

embedding the CuS NPs in the active layer, Voc improves from 0.39 to 0.56 V in Device D 

(Figure 9.19b). In addition, both Voc and Jsc increase by adding an additional                                  

MoO3 HCL between the active layer and the Ag anode in the control device                                                         

(i.e., ITO/ZnO/P3HT:PCBM/MoO3/Ag).  
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           The experiments show that the contact property between the metal and the 

semiconductor in OPV cells are responsible for the improved Voc. Additionally, the increased 

effective bandgap (the energy level difference between the acceptor LUMO and the donor 

HOMO) by embedded CuS NPs in P3HT:PCBM blend is also responsible for the increased 

Voc.458-461 

 

Figure 9.19. (a) J-V characteristics of conventional, and (b) inverted OPV cells. 

           The effect of the different CuS NPs concentrations on the device performance was 

investigated. Even though the FF of the devices decreases with increasing the CuS NPs 

concentrations due to the effect of the enhanced carrier recombination rate with the increased 

hole mobility or interface defects, the Jsc increases resulting in increased the PCE from 2.27% 

to 2.64% (i.e., by 16%). The changes of Jsc strongly depends on the CuS NPs concentrations. 

One more point, a higher concentration of the CuS NPs could be a leakage path in the BHJ 

due to the agglomeration. 
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Chapter 10. Conclusion 

In this study, a facile hot-injection method was developed for synthesis binary and ternary 

metal chalcogenides (MCs), and their different crystal structures were carefully identified. CuS 

3D-microstructures, CuS nanoplates, and CuCo2S4 nanoparticles were synthesized using the 

ILP where the metal is an integral part of the IL anion as the metal source. The ILP not only 

acts as a metal source but also as a morphology directing template and as a stabilizer for the 

resulting nanoparticles. Besides, their applications as non-enzymatic hydrogen peroxide 

sensor and as a hole conduction material into organic photovoltaic cells (OPV) are tested. 

This study provides new insights can be concluded as follows: 

            The results show that the subtle differences in the composition of the cations, 

especially the alkyl chain length, can have a large influence on the phase behavior and the 

structural organization of both the crystalline and the liquid crystalline phase. The stabilization 

of the mesomorphism of these ILs depends on the length of the alkyl chain and the structural 

flexibility of the anion moieties.  

            Furthermore, the morphology tuning of the copper sulfide revealed the structure 

directing effect of the ILP. Spherical NPs were grown in a disordered ILP, while hexagonal 

nanoplates were grown in a lamellar LC. Moreover, the particle morphology of the as-

prepared CuS could be easily tuned by the reaction temperature and growth time. On 

increasing the reaction temperature, CuS nanoflakes self-assembled to form ball-like 

microstructures, and then form chrysanthemum-like microstructures, to result in hierarchical 

flower-like microstructures. It was concluded that the size of the flakes roughly will not change 

by the variation of the reaction parameters in contrast to their aggregation which is strongly 

affected by the reaction temperature.  

            A further investigation into the copper sulfide structures, the reversible phase 

transformation has been demonstrated between covellite (CuS) and digenite (Cu9S5). The 

forward transformation results in digenite (Cu9S5), induced by ILP reduction of the disulfide 

bonds in the covellite structure (CuS). This process results in increasing the growth along the 

c-axis of covellite CuS. The reversible transformation was induced by an excess of S atoms 

results in reforming the disulfide bonds and shrinking along with the c-axis, which leads to 

the transformation back to the covellite structure (CuS). 
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            With the production of various CuS structures, the as-prepared CuS flower-like 

morphology exhibit excellent electrocatalytic activity toward H2O2 detection and excellent 

analytical performances with a 48 times higher sensitivity of 3.8 mM-1 cm-2, and a lower 

detection limit (about 0.1 μM, 18 times lower) than non-assembled CuS nanoflakes. In 

addition, the as-prepared CuS microflowers showed a much better stability higher than non-

assembled CuS nanoflakes. Their higher stability was believed to originate from the smaller 

oxygen bubbles formed and their faster detachment rates along with the lower rate of bubble 

accumulation on the flowerlike surface compared to non-assembled CuS nanoflakes. 

            Nevertheless, the hexagonal nanoplates CuS were successfully embedded in the 

active matrix of P3HT:PCBM using both conventional and inverted structures. The PCE of 

OPV cells fabricated with the nanoplates CuS shows an increase of 16% when compared to 

control devices made without the nanoplates. 

            The key finding of this work can be concluded in these points: (i) An efficient one-step 

(one-pot) procedure has been developed for the synthesis of ILs based on nitrogen-

containing pyridinium cations and mono-, bi-, or di-metallic halide anions. (ii) These ILs have 

been transformed with high yields to binary and ternary MCs via low cost, environmental 

friendliness, and simple hot-injection method. (iii) The as-synthesized MCs are viable 

candidates for high performance non-enzymatic H2O2 amperometric detection and for the 

fabrication of OPV devices.     

            This study developed a facile approach for the crystal phase- and the shape-

controlled synthesis of binary and ternary MCs, and provided an attractive single hole 

collection layer (HCL) in an organic solar cell and an electrocatalyst for H2O2 detection. The 

current research provides new insights for the design of semiconductor MCs nanostructures 

synthesis with special compositions for various applications, which includes photovoltaics, 

gas sensors, supercapacitors and water splitting.     
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Chapter 11. Appendix 

Appendix A – Article I 

 

Table 4.S1. Selected bond lengths [Å] of 1. 

C1 – N1 1.349(3) C1 – C2 1.373(4) 

C2 – C3 1.375(4) C3 – C4 1.382(4) 

C4 – C5 1.366(4) C5 – N1 1.351(3) 

C6 – N1 1.488(3) C6 – C7 1.516(3) 

C7 – C8 1.523(3) C8 – C9 1.523(4) 

C1A – N1A 1.343(3) C1A – C2A 1.364(4) 

C2A – C3A 1.376(4) C3A – C4A 1.389(4) 

C4A – C5A 1.362(4) C5A – N1A 1.347(3) 

C6A – N1A 1.491(3) C6A – C7A 1.498(4) 

C6A – C71A 1.816(13) C7A – C8A 1.515(5) 

C8A – C9A 1.525(6) C71A – C81A 1.493(18) 

C81A – C91A 1.529(19) C1B – N1B 1.344(3) 

C1B – C2B 1.368(4) C2B – C3B 1.379(4) 

C3B – C4B 1.378(4) C4B – C5B 1.367(4) 

C5B – N1B 1.346(3) C6B – N1B 1.482(3) 

C6B – C7B 1.517(3) C7B – C8B 1.516(3) 

C8B – C9B 1.513(4) C1C – N1C 1.349(3) 

C1C – C2C 1.365(4) C2C – C3C 1.386(4) 

C3C – C4C 1.383(4) C4C – C5C 1.367(4) 

C5C – N1C 1.352(3) C6C – N1C 1.482(3) 

C6C – C7C 1.521(3) C7C – C8C 1.524(4) 

C8C – C9C 1.519(4) Cl1 – Cu1 2.2843(6) 

Cl2 – Cu1 2.2319(6) Cl3 – Cu1 2.2715(6) 

Cl4 – Cu1 2.2325(6) Cl1A – Cu1A 2.2759(6) 

Cl2A – Cu1A 2.2284(6) Cl3A – Cu1A 2.2782(6) 

Cl4A – Cu1A 2.2369(6)   
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Table 4.S2. Selected bond angles [°] of 1.  

N1 − C1 − C2 120.0(2) C1 − C2 − C3 120.0(2) 

C2 − C3 − C4 119.1(2) C5 − C4 − C3 119.6(2) 

N1 − C5 − C4 120.5(2) N1 − C6 − C7 110.45(18) 

C6 − C7 − C8 112.3(2) C9 − C8 − C7 112.8(2) 

N1A − C1A − C2A 120.6(2) C1A − C2A − C3A 119.9(3)  

C2A − C3A − C4A 118.8(3) C5A − C4A − C3A 119.5(3)  

N1A − C5A − C4A 120.6(2) N1A − C6A − C7A 114.9(2)  

N1A − C6A − C71A 92.8(5) C6A − C7A − C8A 112.4(3)  

C7A − C8A − C9A 112.7(3) C81A − C71A − C6A 103.7(8) 

C71A − C81A − C91A 113.2(11) N1B − C1B − C2B 120.7(2)  

C1B − C2B − C3B 119.6(2) C2B − C3B − C4B 118.9(3) 

C5B − C4B − C3B 119.8(2) N1B − C5B − C4B 120.5(2) 

N1B − C6B − C7B 111.55(19) C8B − C7B − C6B 114.5(2) 

C9B − C8B − C7B 113.0(2) N1C − C1C − C2C 120.6(2)  

C1C − C2C − C3C 119.7(2) C4C − C3C − C2C 118.9(3)  

C5C − C4C − C3C 119.7(2) N1C − C5C − C4C 120.5(2)  

N1C − C6C − C7C 111.30(19) C6C − C7C − C8C 112.6(2) 

C9C − C8C − C7C 112.9(2) Cl2 − Cu1 − Cl4 133.86(3)  

Cl2 − Cu1 − Cl3 102.58(2) Cl4 − Cu1 − Cl3 100.49(2)  

Cl2 − Cu1 − Cl1 101.58(2) Cl4 − Cu1 − Cl1 101.48(3) 

Cl3 − Cu1 − Cl1 118.64(2) Cl2A − Cu1A − Cl4A 132.81(3)  

Cl2A − Cu1A − Cl1A 101.19(2) Cl4A − Cu1A − Cl1A 101.85(2)  

Cl2A − Cu1A − Cl3A 103.44(3) Cl4A − Cu1A − Cl3A 100.15(2)  

Cl1A − Cu1A − Cl3A 119.36(2) C1 − N1 − C5 120.7(2)  

C1 − N1 − C6 119.89(19) C5 − N1 − C6 119.3(2)  

C1A − N1A − C5A 120.6(2) C1A − N1A − C6A 118.6(2) 

C5A − N1A − C6A 120.8(2) C5B − N1B − C1B 120.4(2) 

C5B − N1B − C6B 121.0(2) C1B − N1B − C6B 118.61(19)  

C1C − N1C − C5C 120.5(2) C1C − N1C − C6C 120.21(19) 

C5C − N1C − C6C 119.24(19)   
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Table 4.S3. Selected torsion angles [°] of 1.  

N1 − C1 − C2 − C3 0.4(4) C1 − C2 − C3 − C4    175.7(2) 

C2 − C3 − C4 − C5 0.4(4) C3 − C4 − C5 − N1   0.6(4) 

N1 − C6 − C7 − C8 -176.3(2) C6 − C7 − C8 − C9 70.3(3) 

N1A − C1A − C2A − C3A 0.6(4) C1A − C2A − C3A − C4A 0.1(4) 

C2A − C3A − C4A − C5A -0.4(4) C3A − C4A − C5A − N1A 0.0(4) 

N1A − C6A − C7A − C8A -68.3(3) C6A − C7A − C8A − C9A -179.3(4) 

N1A − C6A − C71A − C81A 175.2(8) C6A − C71A − C81A − C91A -175.6(10) 

N1B − C1B − C2B − C3B 0.4(4) C1B − C2B − C3B − C4B -0.2(4) 

C2B − C3B − C4B − C5B -0.3(4) C3B − C4B − C5B − N1B 0.4(4) 

N1B − C6B − C7B − C8B 67.5(3) C6B − C7B − C8B − C9B 173.9(2) 

N1C − C1C − C2C − C3C 0.3(4) C1C − C2C − C3C − C4C -0.6(4) 

C2C − C3C − C4C − C5C 0.3(4) C3C − C4C − C5C − N1C 0.4(4) 

N1C − C6C − C7C − C8C -175.6(2) C6C − C7C − C8C − C9C 67.1(3) 

C2 − C1 − N1 − C5 0.5(3) C2 − C1 − N1 − C6 -176.2(2)  

C4 − C5 − N1 − C1 -1.0(3) C4 − C5 − N1 − C6        175.7(2) 

C7 − C6 − N1 − C1 104.7(2) C7 − C6 − N1 − C5 -72.0(3) 

C2A − C1A − N1A − C5A -1.0(4) C2A − C1A − N1A − C6A 179.1(2) 

C4A − C5A − N1A − C1A 0.7(4) C4A − C5A − N1A − C6A -179.4(2) 

C7A − C6A − N1A − C1A -73.1(3) C71A − C6A − N1A − C1A -93.5(5) 

C7A − C6A − N1A − C5A 106.9(3) C71A − C6A − N1A − C5A 86.5(5) 

C4B − C5B − N1B − C1B -0.1(4) C4B − C5B − N1B − C6B 179.9(2) 

C2B − C1B − N1B − C5B -0.3(3) C2B − C1B − N1B − C6B 179.7(2) 

C7B − C6B − N1B − C5B -104.2(2) C7B − C6B − N1B − C1B 75.7(3) 

C2C − C1C − N1C − C5C 0.5(3) C2C − C1C − N1C − C6C -178.3(2) 

C4C − C5C − N1C − C1C -0.8(3) C4C − C5C − N1C − C6C 178.0(2) 

C7C − C6C − N1C − C1C 112.0(2) C7C − C6C − N1C − C5C -66.8(3) 

 

Table 4.S4. Hydrogen bond geometry (Å, °) in 1. 

D–H…A           D–H    H…A D…A  D-H…A 

C2 – H2…Cl1AI 0.95(3) 2.91(3) 3.560(3) 126(2) 

C5 – H5…Cl1II 0.92(3) 2.90(3) 3.728(3) 150(2) 

C6 – H61…Cl4A 0.89(3) 2.77(3) 3.649(2) 169(2) 

C6 – H62…Cl1II 0.99(3) 2.77(3) 3.580(3) 139.7(19) 

C2A – H2A…Cl1III 0.92(3) 2.99(3) 3.586(3) 125(2) 
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C4A – H4A…Cl1A 0.95(3) 2.91(3) 3.612(3) 131(2) 

C5A – H5A…Cl3A 0.94(3) 2.81(3) 3.719(3) 163(2) 

C6A – H61A…Cl3A 0.98(3) 2.92(3) 3.806(3) 152(2) 

C6A – H62A…Cl2II 1.02(3) 2.70(3) 3.549(3) 141(2) 

C71A – H74A…Cl2AIV 0.99 2.88 3.806(12) 155.7 

C2B – H2B…Cl3AV 0.93(3) 2.89(3) 3.551(3) 130(2) 

C4B – H4B…Cl1 0.93(3) 2.94(3) 3.647(3) 133(2) 

C5B – H5B…Cl3 0.90(3) 2.87(3) 3.754(3) 168(2) 

C6B – H61B…Cl2A 0.97(3) 2.79(3) 3.540(3) 134.0(19) 

C6B – H62B…Cl3 0.96(3) 2.96(3) 3.839(3) 152(2) 

C2C – H2C…Cl3 0.98(3) 2.84(3) 3.541(3) 129(2) 

C4C – H4C…Cl3AVI 0.86(3) 2.98(3) 3.608(3) 131(2) 

C5C – H5C…Cl1AVI 0.96(3) 2.88(3) 3.669(3) 141(2) 

C6C – H61C…Cl4VI 0.90(3) 2.85(3) 3.725(2) 164(2) 

C6C – H62C…Cl1AVI 0.95(3)       2.82(3) 3.601(3) 140(2) 

C7C – H72C…Cl4AVII 0.95(3) 2.97(3) 3.865(3) 158(2) 

 Symmetry codes:  I -0.5+x, 1.5-y, -0.5+z;  II -1+x, y, z; III -x, 1-y, 1-z; IV -0.5-x, -0.5+y, 0.5-z; V    

  0.5+x, 1.5-y, -0.5+z; VI -x, 1-y, -z; VII 0.5+x, 1.5-y, -0.5+z. 

 

Table 4.S5. Selected bond lengths [Å] of 2. 

C1 – N1 1.342(3) C1 − C2       1.363(3) 

C2 – C3 1.372(3) C3 – C4       1.374(3) 

C4 – C5 1.369(3) C5 – N1 1.338(2) 

C6 – N1 1.485(2) C6 – C7 1.519(3) 

C7 – C8 1.509(3) C8 – C9 1.513(3) 

C1A – N1A 1.338(2) C1A – C2A 1.370(3) 

C2A – C3A 1.374(3) C3A – C4A 1.380(3) 

C4A – C5A 1.363(3) C5A – N1A 1.350(2) 

C6A – N1A 1.489(2) C6A – C7A 1.532(3) 

C7A – C8A 1.523(3) C8A – C9A 1.487(3) 

C1B – N1B 1.339(3) C1B – C2B 1.364(3) 

C2B – C3B 1.376(3) C3B – C4B 1.375(3) 

C4B – C5B 1.363(3) C5B – N1B 1.344(3) 

C6B – N1B 1.491(3) C6B – C7B 1.506(3) 

C7B – C8B 1.489(4) C8B – C9B 1.538(3) 
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C1C – N1C 1.350(2) C1C – C2C 1.364(3) 

C2C – C3C 1.371(3) C3C – C4C 1.376(3) 

C4C – C5C 1.369(3) C5C – N1C 1.339(2) 

C6C – N1C 1.491(2) C6C – C7C 1.514(3) 

C7C – C8C 1.515(3) C8C – C9C 1.520(3) 

Cl1 – Co1 2.2880(5) Cl2 – Co1 2.2657(5) 

Cl3 – Co1 2.2682(5) Cl4 – Co1 2.2891(5) 

Cl1A – Co1A 2.2622(5) Cl2A – Co1A 2.2856(5) 

Cl3A – Co1A 2.2915(5) Cl4A – Co1A 2.2721(5) 

 

Table 4.S6. Selected bond angles [°] of 2.  

N1 − C1 − C2 120.4(2) C1 − C2 − C3 119.9(2) 

C2 – C3 – C4 119.0(2) C5 – C4 − C3 119.5(2) 

N1 – C5 – C4 120.5(2) N1 – C6 – C7 112.04(16) 

C8 – C7 – C6 114.77(18) C7 – C8 – C9 113.0(2) 

N1A – C1A – C2A 120.57(18) C1A – C2A – C3A 119.39(19) 

C2A – C3A – C4A 119.23(19) C5A – C4A – C3A 119.84(19) 

N1A – C5A – C4A 120.02(18) N1A – C6A – C7A 109.50(15) 

C8A – C7A – C6A 113.25(19) C9A – C8A – C7A 113.4(2) 

N1B – C1B – C2B 120.8(2) C1B – C2B – C3B 119.5(2) 

C2B – C3B – C4B 119.0(2) C5B – C4B – C3B 119.8(2) 

N1B – C5B – C4B 120.4(2) N1B – C6B – C7B 113.67(18) 

C8B – C7B – C6B 113.7(2) C7B – C8B – C9B 112.2(2) 

N1C – C1C – C2C 120.37(19) C1C – C2C – C3C 119.9(2) 

C2C – C3C – C4C 119.1(2) C5C – C4C – C3C 119.6(2) 

N1C – C5C – C4C 120.61(18) N1C – C6C – C7C 110.94(15) 

C6C – C7C – C8C 112.66(17) C7C – C8C – C9C 113.48(18) 

Cl2 – Co1 – Cl3 113.62(2) Cl2 – Co1 – Cl1 107.25(2) 

Cl3 – Co1 – Cl1 110.185(19) Cl2 – Co1 – Cl4 111.56(2) 

Cl3 – Co1 – Cl4 107.38(2) Cl1 – Co1 – Cl4 106.640(19) 

Cl1A – Co1A – Cl4A 114.96(2) Cl1A – Co1A – Cl2A 108.02(2) 

Cl4A – Co1A – Cl2A 109.487(19) Cl1A – Co1A – Cl3A  109.08(2) 

Cl4A – Co1A – Cl3A 108.32(2) Cl2A – Co1A – Cl3A  106.653(19) 

C5 – N1 – C1 120.60(17) C5 – N1 – C6 118.29(16) 

C1 – N1 – C6 121.12(16) C1A – N1A – C5A 120.94(16) 
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C1A – N1A – C6A 119.94(15) C5A – N1A – C6A      119.00(16) 

C1B – N1B – C5B 120.58(18) C1B – N1B – C6B 118.57(17) 

C5B – N1B – C6B 120.84(17) C5C – N1C – C1C 120.47(17) 

C5C – N1C – C6C 120.22(16) C1C – N1C – C6C 119.29(16) 

 

Table 4.S7. Selected torsion angles [°] of 2.  

N1 − C1 − C2 − C3 -0.6(4) C1 − C2 − C3 – C4 0.9(4) 

C2 – C3 − C4 − C5 -0.7(4) C3 – C4 − C5 − N1 0.1(3) 

N1 – C6 – C7 – C8 -68.9(2) C6 – C7 – C8 – C9 -175.80(18) 

N1A – C1A – C2A – C3A -0.1(3) C1A – C2A – C3A – C4A 0.6(3) 

C2A – C3A – C4A – C5A -0.4(3) C3A – C4A – C5A – N1A -0.3(3) 

N1A – C6A – C7A – C8A 174.19(18) C6A – C7A – C8A – C9A -72.7(3) 

N1B – C1B – C2B – C3B -0.3(3) C1B – C2B – C3B – C4B 0.2(4) 

C2B – C3B – C4B – C5B 0.1(4) C3B – C4B – C5B – N1B -0.2(4) 

N1B – C6B – C7B – C8B 69.2(3) C6B – C7B – C8B – C9B 177.8(2) 

N1C – C1C – C2C – C3C 0.1(3) C1C – C2C – C3C – C4C 0.2(3) 

C2C – C3C – C4C – C5C -0.3(3) C3C – C4C – C5C – N1C -0.1(3) 

N1C – C6C – C7C – C8C -171.52(16) C6C – C7C – C8C – C9C 69.1(2) 

C4 – C5 – N1 – C1 0.2(3) C4 – C5 – N1 – C6 -179.36(19) 

C2 – C1 – N1 – C5 0.0(3) C2 – C1 – N1 – C6 179.6(2) 

C7 – C6 – N1 – C5 -75.5(2) C7 – C6 – N1 – C1 104.9(2) 

C2A – C1A – N1A – C5A -0.5(3) C2A – C1A – N1A – C6A 175.54(18) 

C4A – C5A – N1A – C1A 0.7(3) C4A – C5A – N1A – C6A -175.38(18) 

C7A – C6A N1A – C1A -104.4(2) C7A – C6A – N1A – C5A 71.7(2) 

C2B – C1B – N1B – C5B 0.2(3) C2B – C1B – N1B – C6B 179.95(19) 

C4B – C5B – N1B – C1B 0.0(3) C4B – C5B – N1B – C6B -179.7(2) 

C7B – C6B – N1B – C1B 73.4(3) C7B – C6B – N1B – C5B -106.9(2) 

C4C – C5C – N1C – C1C 0.5(3) C4C – C5C – N1C – C6C -177.72(18) 

C2C – C1C – N1C – C5C -0.5(3) C2C – C1C – N1C – C6C 177.72(19) 

C7C – C6C – N1C – C5C 112.1(2) C7C – C6C – N1C – C1C -66.1(2) 
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Table 4.S8. Hydrogen bond geometry (Å, °) in 2. 

D–H…A       D–H H…A D…A  D-H…A 

C1 – H1…Cl2AI  0.88(2) 2.82(2) 3.689(2) 169(2) 

C2 – H2…Cl3AI 0.91(3) 2.96(3) 3.642(3) 132.1(19) 

C4 – H4…Cl4II 0.90(2)   2.89(2) 3.561(2) 133.0(18) 

C5 – H5…Cl2III 0.90(2)   2.92(2) 3.781(2) 159.4(17) 

C6 – H61…Cl2III 0.94(2) 2.96(2) 3.610(2) 127.3(16) 

C6 – H62…Cl2AI 0.97(2) 2.96(2) 3.861(2) 155.5(17) 

C1A – H1A…Cl3 0.92(2) 2.92(2) 3.751(2) 151.7(16) 

C2A – H2A…Cl1IV 0.91(2) 2.91(2) 3.556(2) 129.2(17) 

C5A – H5A…Cl2AI 0.93(2) 2.95(2) 3.579(2) 126.5(16) 

C5A – H5A…Cl3AI 0.93(2) 2.86(2) 3.705(2) 152.5(17) 

C6A – H61A…Cl3AI 0.98(2) 2.82(2) 3.619(2) 139.7(16) 

C6A – H62A…Cl3 0.92(2) 2.78(2) 3.687(2) 167.0(17) 

C1B – H1B…Cl4AI 0.94(2) 2.85(2) 3.738(2) 158.0(17) 

C4B – H4B…Cl1 0.91(3) 2.96(3) 3.644(2) 132.9(19) 

C5B – H5B…Cl4 0.94(2) 2.76(2) 3.688(2) 168.8(19) 

C6B – H61B…Cl4AI 0.98(2) 2.91(2) 3.610(2) 129.2(16) 

C6B – H62B…Cl4 1.00(2) 2.92(2) 3.849(2) 154.8(17) 

C1C – H1C…Cl1 0.91(2) 2.82(2) 3.606(2) 145.2(18) 

C1C – H1C…Cl4 0.91(2) 2.98(2) 3.576(2) 124.6(17) 

C4C – H4C…Cl2AV 0.94(2) 2.88(2) 3.567(2) 130.6(17) 

C5C – H5C…Cl1AVI 0.92(2) 2.94(2) 3.785(2) 153.3(17) 

C6C – H61C…Cl1 0.98(2) 2.87(2) 3.629(2) 135.0(15) 

C6C – H62C…Cl1AVI 0.97(2) 2.79(2) 3.734(2) 165.0(17) 

C7C – H72C…Cl3VI 0.97(2) 2.87(2) 3.732(2) 149.6(16) 

  Symmetry codes:  I 2.5-x, 0.5+y, 1.5-z;  II 0.5+x, 0.5-y, -0.5+z; III 1+x, y, z; IV 0.5+x, 0.5-y,   

  0.5+z; V -0.5+x, 0.5-y, 0.5+z; VI 1.5-x, 0.5+y, 1.5-z. 

 

Table 4.S9. Selected bond lengths [Å] of 3. 

C1 – N1 1.351(4) C1 – C2 1.362(4) 

C2 – C3 1.380(5) C3 – C4 1.377(5) 

C4 – C5 1.372(4) C5 – N1 1.337(3) 

C6 – N1 1.494(4) C6 – C7 1.527(5) 



      

                                                                                                                                                       Appendix A - Article I  

 

138 

 

 

C7 – C8 1.526(5) C8 – C9 1.486(5) 

C1A – N1A 1.341(4) C1A – C2A 1.369(5) 

C2A – C3A 1.379(5) C3A – C4A 1.360(5) 

C4A – C5A 1.373(5) C5A – N1A 1.341(4) 

C6A – N1A 1.480(4) C6A – C7A 1.514(4) 

C7A – C8A 1.507(4) C8A – C9A 1.514(5) 

C1B – N1B 1.341(4) C1B – C2B 1.365(5) 

C2B – C3B 1.378(5) C3B – C4B 1.365(5) 

C4B – C5B 1.367(5) C5B – N1B 1.342(4) 

C6B – N1B 1.484(4) C6B – C7B 1.521(4) 

C7B – C8B 1.517(4) C7B – H71B 0.95(3) 

C7B – H72B 0.87(3) C8B – C9B 1.516(5) 

C1C – N3C 1.348(4) C1C – C2C 1.356(5) 

C2C – C3C 1.367(5) C3C – C4C 1.377(5) 

C4C – C5C 1.361(5) C5C – N3C 1.348(4) 

C6C – N3C 1.488(4) C6C – C7C 1.511(4) 

C7C – C8C 1.478(5) C8C – C9C 1.546(5) 

Cl1A – Zn1A 2.2558(7) Cl2A – Zn1A 2.2872(8) 

Cl3A – Zn1A 2.2950(9) Cl4A – Zn1A 2.2629(8) 

Cl1 – Zn1 2.2577(8) Cl2 – Zn1 2.2902(8) 

Cl3 – Zn1 2.2628(7) Cl4 – Zn1 2.2894(9) 

 

Table 4.S10. Selected bond angles [°] of 3.  

N1 − C1 − C2 120.1(3) C1 − C2 − C3 119.6(3) 

C4 − C3 − C2 119.5(3) C5 − C4 − C3 119.2(3) 

N1 − C5 − C4 120.4(3) N1 − C6 − C7 109.8(2) 

C8 − C7 − C6 113.0(3) C9 − C8 − C7 113.6(3) 

N1A − C1A − C2A 120.4(3) C1A − C2A − C3A 119.5(3) 

C4A − C3A − C2A 119.2(3) C3A − C4A − C5A 119.9(3) 

N1A − C5A − C4A 120.4(3) N1A − C6A − C7A 112.0(3) 

C8A − C7A − C6A 115.1(3) C7A − C8A − C9A 113.3(3) 

N1B − C1B − C2B 120.6(3) C1B − C2B − C3B 119.5(3) 

C4B − C3B − C2B 119.0(3) C3B − C4B − C5B 120.1(3) 

N1B − C5B − C4B 120.2(3) N1B − C6B − C7B 110.9(3) 

C8B − C7B − C6B 112.8(3) C9B − C8B − C7B 113.5(3) 
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N3C − C1C − C2C 120.5(3) C1C − C2C − C3C 120.0(3) 

C2C − C3C − C4C 119.2(4) C5C − C4C − C3C 119.5(3) 

N3C − C5C − C4C 120.6(3) N3C − C6C − C7C 113.4(3) 

C8C − C7C − C6C 114.3(3) C7C − C8C − C9C 112.1(3) 

Cl1 − Zn1 − Cl3 113.62(3) Cl1 − Zn1 − Cl4 111.34(3) 

Cl3 − Zn1 − Cl4 107.61(3) Cl1 − Zn1 − Cl2 107.53(3) 

Cl3 − Zn1 − Cl2 110.02(3) Cl4 − Zn1 − Cl2 106.51(3) 

Cl1A − Zn1A − Cl4A 114.85(3) Cl1A − Zn1A − Cl2A 108.20(3) 

Cl4A − Zn1A − Cl2A 109.58(3) Cl1A − Zn1A − Cl3A 109.12(3) 

Cl4A − Zn1A − Cl3A 108.37(3) Cl2A − Zn1A − Cl3A 106.39(3) 

C5 − N1 − C1 121.2(3) C5 − N1 − C6 119.7(2) 

C1 − N1 − C6 118.9(2) C1A − N1A − C5A 120.5(3) 

C1A − N1A − C6A 121.4(3) C5A − N1A − C6A 118.1(3) 

C5B − N1B − C1B 120.6(3) C5B − N1B − C6B 120.0(2) 

C1B − N1B − C6B 119.4(2) C5C − N3C − C1C 120.2(3) 

C5C − N3C − C6C 118.7(3) C1C − N3C − C6C 121.1(3) 

 

Table 4.S11. Selected torsion angles [°] of 3.  

N1 − C1 − C2 − C3 0.2(5) C1 − C2 − C3 − C4 -0.9(5) 

C2 − C3 − C4 − C5 0.9(5) C3 − C4 − C5 − N1 -0.2(5) 

N1 − C6 − C7 − C8 174.0(3) C6 − C7 − C8 − C9 -72.7(4) 

N1A − C1A − C2A − C3A 0.3(6) C1A − C2A − C3A − C4A -0.2(6) 

C2A − C3A − C4A − C5A 0.2(5) C3A − C4A − C5A − N1A -0.4(5) 

N1A − C6A − C7A − C8A -68.8(4) C6A − C7A − C8A − C9A -175.8(3) 

N1B − C1B − C2B − C3B 0.7(5) C1B − C2B − C3B − C4B -1.4(5) 

C2B − C3B − C4B − C5B 1.5(5) C3B − C4B − C5B − N1B -0.9(5) 

N1B − C6B − C7B − C8B 171.8(2) C6B − C7B − C8B − C9B -70.1(4) 

N3C − C1C − C2C − C3C -0.1(5) C1C − C2C − C3C − C4C 0.3(6) 

C2C − C3C − C4C − C5C -0.4(5) C3C − C4C − C5C − N3C 0.2(5) 

N3C − C6C − C7C − C8C 68.6(4) C6C − C7C − C8C − C9C 177.1(3) 

C4 − C5 − N1 − C1 -0.5(4) C4 − C5 − N1 − C6 175.3(3) 

C2 − C1 − N1 − C5 0.5(4)   C2 − C1 − N1 − C6 -175.3(3) 

C7 − C6 − N1 − C5 -104.5(3) C7 − C6 − N1 − C1 71.4(3) 

C2A − C1A − N1A − C5A -0.6(5) C2A − C1A − N1A − C6A 179.3(3) 

C4A − C5A − N1A − C1A 0.6(4) C4A − C5A − N1A − C6A -179.3(3) 
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C7A − C6A − N1A − C1A 104.7(3) C7A − C6A − N1A − C5A -75.4(3) 

C4B − C5B − N1B − C1B 0.1(4) C4B − C5B − N1B − C6B 178.4(3) 

C2B − C1B − N1B − C5B 0.0(5) C2B − C1B − N1B − C6B -178.4(3) 

C7B − C6B − N1B − C5B -111.4(3) C7B − C6B − N1B − C1B 66.9(3) 

C4C − C5C − N3C − C1C 0.0(5) C4C − C5C − N3C − C6C 179.4(3) 

C2C − C1C − N3C − C5C -0.1(5) C2C − C1C − N3C − C6C -179.4(3) 

C7C − C6C − N3C − C5C 73.9(3) C7C − C6C − N3C − C1C -106.8(3) 

 

Table 4.S12. Hydrogen bond geometry (Å, °) in 3. 

D–H…A           D–H     H…A   D…A  D-H…A 

C1 – H1…Cl2AI 0.95(3) 2.93(3) 3.576(3) 126(2) 

C1 – H1…Cl3AI 0.95(3) 2.85(3) 3.703(3) 151(2) 

C4 – H4…Cl2II 0.92(3) 2.87(3) 3.559(3) 133(3) 

C5 – H5…Cl3 0.92(3) 2.91(3) 3.753(3) 152(3) 

C6 – H61…Cl3AI 0.97(3) 2.83(3) 3.619(3) 139(2) 

C6 – H62…Cl3 0.92(3) 2.78(3) 3.688(3) 171(3) 

C1A – H1A…Cl2A 0.93(3) 2.76(4) 3.682(4) 169(3) 

C2A – H2A…Cl3A 0.89(4) 2.99(4) 3.638(4) 131(3) 

C4A – H4A…Cl4III 0.92(3) 2.89(3) 3.565(3) 131(3) 

C5A – H5A…Cl1IV 0.93(3) 2.90(3) 3.782(4) 160(2) 

C6A – H61A…Cl2A 0.95(3) 2.99(3) 3.862(3) 152(2) 

C6A – H62A…Cl1IV 0.98(3) 2.95(3) 3.606(4) 126(2) 

C1B – H1B…Cl2V 0.90(3) 2.80(3) 3.610(3) 151(3) 

C4B – H4B…Cl2A 0.95(3) 2.89(3) 3.574(3) 130(3) 

C5B – H5B…Cl1AVI 0.94(3) 2.93(3) 3.791(4) 153(3) 

C6B – H61B…Cl2V 1.04(3) 2.83(3) 3.625(3) 133(2) 

C6B – H62B…Cl1AVI 1.00(3) 2.77(3) 3.737(3) 162(2) 

C7B – H71B…Cl3VI 0.95(3) 2.87(3) 3.729(3) 152(2) 

C1C – H1C…Cl4VII 0.98(3) 2.73(3) 3.694(3) 168(3) 

C5C – H5C…Cl4A 0.96(3) 2.83(3) 3.744(4) 161(3) 

C6C – H61C…Cl4VII 0.97(3) 2.95(3) 3.855(3) 156(2) 

C6C – H62C…Cl4A 1.03(3) 2.82(3) 3.608(4) 133(2) 

  Symmetry codes:  I 0.5-x, 0.5+y, 0.5-z; II -0.5+x, 0.5-y, -0.5+z; III 1-x, -y, -z; IV 1.5-x, -0.5+y,  

 0.5-z; V -0.5+x, 0.5-y, 0.5+z; VI 1-x, -y, 1-z; VII 0.5-x, -0.5+y, 0.5-z. 
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Table 4.S13. Selected bond lengths [Å] of 5. 

C1 – N1 1.350(3) C1 – C2 1.373(4) 

C2 – C3 1.380(4) C3 – C4 1.380(4) 

C4 – C5 1.369(4) C5 – N1 1.346(3) 

C6 – N1 1.488(3) C6 – C7 1.517(4) 

C7 – C8 1.531(3) C8 – C9 1.525(3) 

C9 – C10 1.528(3) C10 – C11 1.519(3) 

C11 – C12 1.522(3) C12 – C13 1.519(3) 

C13 – C14 1.526(3) C14 – C15 1.515(3) 

C15 – C16 1.512(4) C16 – C17 1.528(4) 

C1A – N1A 1.344(3) C1A – C2A 1.369(4) 

C2A – C3A 1.389(4) C3A – C4A 1.369(4) 

C4A – C5A 1.369(4) C5A – N1A 1.345(3) 

C6A – C7A 1.470(4) C6A – N1A 1.490(3) 

C7A – C8A 1.435(5) C8A – C9A 1.601(5) 

C9A – C10A 1.449(5) C10A – C11A 1.512(5) 

C11A – C12A 1.494(5) C12A – C13A 1.454(5) 

C13A – C14A 1.564(5) C14A – C15A 1.493(5) 

C15A – C16A 1.497(5) C16A – C17A 1.500(5) 

Cl1 – Co1 2.2763(7) Cl2 – Co1 2.2945(6) 

Cl3 – Co1 2.2848(6) Cl4 – Co1 2.2570(7) 

 

Table 4.S14. Selected bond angles [°] of 5.  

N1 − C1 − C2 120.0(2) C1 − C2 − C3 119.5(2) 

C2 − C3 − C4 119.7(2) C5 − C4 − C3 119.2(2) 

N1 − C5 − C4 120.5(2) N1 − C6 − C7 111.7(2) 

C6 − C7 − C8 115.3(2) C9 − C8 − C7 113.2(2) 

C8 − C9 − C10 113.7(2) C11 − C10 − C9 111.5(2) 

C10 − C11 − C12 114.6(2) C13 − C12 − C11 112.3(2) 

C12 − C13 − C14 115.0(2) C15 − C14 − C13 112.4(2) 

C16 − C15 − C14 115.0(2) C15 − C16 − C17 111.9(2) 

N1A − C1A − C2A 120.3(2) C1A − C2A − C3A 119.2(2) 

C4A − C3A − C2A 119.3(2) C3A − C4A − C5A 119.8(2) 

N1A − C5A − C4A 120.1(2) C7A − C6A − N1A 115.0(3) 

C8A − C7A − C6A 115.3(3) C7A − C8A − C9A 112.5(3) 
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C10A − C9A − C8A 113.0(3) C9A − C10A − C11A 118.2(3) 

C12A − C11A − C10A 115.1(3) C13A − C12A − C11A 117.5(4) 

C12A − C13A − C14A 114.6(3) C15A − C14A − C13A 115.6(3) 

C14A − C15A − C16A 116.0(3) C15A − C16A − C17A 114.3(3) 

Cl4 − Co1 − Cl1 109.71(3) Cl4 − Co1 − Cl3 109.70(3) 

Cl1 − Co1 − Cl3 109.90(3) Cl4 − Co1 − Cl2 111.59(3) 

Cl1 − Co1 − Cl2 107.20(3) Cl3 − Co1 − Cl2 108.70(2) 

C5 − N1 − C1 121.2(2) C5 − N1 − C6 119.59(19) 

C1 − N1 − C6 119.2(2) C1A − N1A − C5A 121.1(2) 

C1A − N1A − C6A 119.8(2) C5A − N1A − C6A 119.1(2) 

 

Table 4.S15. Selected torsion angles [°] of 5.  

N1 − C1 − C2 − C3 -0.3(4) C1 − C2 − C3 − C4 0.0(4) 

C2 − C3 − C4 − C5 0.4(4) C3 − C4 − C5 − N1 -0.5(4) 

N1 − C6 − C7 − C8 -69.8(3) C6 − C7 − C8 − C9 -66.3(3) 

C7 − C8 − C9 − C10 -176.8(2) C8 − C9 − C10 − C11 -177.7(2) 

C9 − C10 − C11 − C12 179.5(2) C10 − C11 − C12 − C13 179.9(2) 

C11 − C12 − C13 − C14 176.7(2) C12 − C13 − C14 − C15 -177.1(2) 

C13 − C14 − C15 − C16 179.0(2) C14 − C15 − C16 − C17 -175.5(2) 

N1A − C1A − C2A − C3A -0.3(4) C1A − C2A − C3A − C4A 0.0(4) 

C2A − C3A − C4A − C5A -0.1(4) C3A − C4A − C5A − N1A 0.3(4) 

N1A − C6A − C7A − C8A -68.5(4) C6A − C7A − C8A − C9A -160.7(3) 

C7A − C8A − C9A − C10A 73.4(4) C8A − C9A − C10A − C11A 178.3(3) 

C9A − C10A − C11A − C12A -171.7(4) C10A − C11A − C12A − C13A -178.4(4) 

C11A − C12A − C13A − C14A -176.7(4) C12A − C13A − C14A − C15A -178.6(4) 

C13A − C14A − C15A − C16A 174.2(4) C14A − C15A − C16A − C17A -179.2(4) 

C4 − C5 − N1 − C1 0.1(4) C4 − C5 − N1 − C6 -179.1(2) 

C2 − C1 − N1 − C5 0.3(4) C2 − C1 − N1 − C6 179.5(2) 

C7 − C6 − N1 − C5 94.9(3) C7 − C6 − N1 − C1 -84.3(3) 

C2A − C1A − N1A − C5A 0.5(4) C2A − C1A − N1A − C6A 178.7(2) 

C4A − C5A − N1A − C1A -0.6(4) C4A − C5A − N1A − C6A -178.7(2) 

C7A − C6A − N1A − C1A 94.2(3) C7A − C6A − N1A − C5A -87.6(3) 
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Table 4.S16. Hydrogen bond geometry (Å, °) in 5. 

D–H…A           D–H     H…A   D…A  D-H…A 

C1 – H1…Cl4I 0.95 2.68 3.585(3) 158.5 

C2 – H2…Cl1II 0.95 2.96 3.862(3) 158.3 

C4 – H4…Cl1III 0.95 2.83 3.652(3) 145.8 

C5 – H5…Cl4 0.95 2.58 3.426(2) 147.7 

C6 – H6A…Cl3 0.99 2.91 3.833(3) 156.3 

C6 – H6B…Cl1I 0.99 2.98 3.858(3) 147.8 

C6 – H6B…Cl2I 0.99 2.97 3.699(2) 131.6 

C1A – H1A…Cl1 0.95 2.65 3.593(3) 170.9 

C2A – H2A…Cl3IV 0.95 2.83 3.660(3) 147.2 

C5A – H5A…Cl3V 0.95 2.96 3.466(3) 114.6 

C6A – H61A…Cl2V 0.99 2.81 3.682(3) 147.1 

C6A – H62A…Cl2 0.99 2.92 3.560(3) 123.4 

C6A – H62A…Cl3 0.99 2.97 3.800(3) 142.3 

  Symmetry codes:  I -1+x, y, z; II -1-x, 1-y, -z; III -x, 1-y, -z; IV1+x, y, z; V-x, -y, -z. 

 

Table 4.S17. Selected bond lengths [Å] of 6. 

C1 N1 1.347(4) C1 C2 1.373(5) 

C2 C3 1.365(6) C3 C4 1.385(6) 

C4 C5 1.371(5) C5 N1 1.342(5) 

C6 N1 1.490(4) C6 C7 1.525(5) 

C7 C8 1.507(5) C8 C9 1.510(6) 

C9 C10 1.531(5) C10 C11 1.506(6) 

C11 C12 1.531(5) C12 C13 1.487(6) 

C13 C14 1.540(5) C14 C15 1.491(6) 

C15 C16 1.513(6) C16 C17 1.509(7) 

C1A N1A 1.348(4) C1A C2A 1.362(6) 

C2A C3A 1.376(6) C3A C4A 1.367(6) 

C4A C5A 1.363(6) C5A N1A 1.341(5) 

C6A N1A 1.481(5) C6A C7A 1.600(9) 

C7A C8A 1.343(10) C8A C9A 1.497(10) 

C9A C10A 1.506(13) C10A C11A 1.421(14) 

C11A C12A 1.538(15) C12A C13A 1.267(14) 
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C13A C14A 1.633(13) C14A C15A 1.384(10) 

C15A C16A 1.503(9) C16A C17A 1.421(10) 

Cl1 Zn1 2.2744(11) Cl2 Zn1 2.2881(10) 

Cl3 Zn1 2.2785(9) Cl4 Zn1 2.2493(11) 

 

Table 4.S18. Selected bond angles [°] of 6.  

N1 − C1 − C2 119.8(4) C1 − C2 − C3 119.6(4) 

C4 − C3 − C2 120.1(4) C3 − C4 − C5 118.7(4) 

N1 − C5 − C4 120.4(3) N1 − C6 − C7 111.2(3) 

C8 − C7 − C6 115.7(3) C7 − C8 − C9 114.2(3) 

C8 − C9 − C10 115.0(3) C11 − C10 − C9 111.8(3) 

C10 − C11 − C12 114.4(3) C13 − C12 − C11 112.9(3) 

C12 − C13 − C14 115.5(3) C15 − C14 − C13 114.1(3) 

C14 − C15 − C16 115.4(4) C17 − C16 − C15 112.6(4) 

N1A − C1A − C2A 120.3(4) C1A − C2A − C3A 119.5(4) 

C4A − C3A − C2A 119.2(4) C5A − C4A − C3A 120.0(4) 

N1A − C5A − C4A 120.2(3) N1A − C6A − C7A 108.9(4) 

C8A − C7A − C6A 116.3(7) C7A − C8A − C9A 112.3(11) 

C8A − C9A − C10A 96.6(10) C11A − C10A − C9A 115.8(12) 

C10A − C11A − C12A 92.8(11) C13A − C12A − C11A 108.4(13) 

C12A − C13A − C14A 121.0(14) C15A − C14A − C13A 117.1(9) 

C14A − C15A − C16A 121.1(9) C17A − C16A − C15A 115.8(8) 

C5 − N1 − C1 121.4(3) C5 − N1 − C6 119.5(3) 

C1 − N1 − C6 119.1(3) C5A − N1A − C1A 120.8(3) 

C5A − N1A − C6A 119.9(3) C1A − N1A − C6A 119.3(3) 

Cl4 − Zn1 − Cl1 110.03(4) Cl4 − Zn1 − Cl3 109.39(4) 

Cl1 − Zn1 − Cl3 109.93(4) Cl4 − Zn1 − Cl2 111.70(4) 

Cl1 − Zn1 − Cl2 107.45(4) Cl3 − Zn1 − Cl2 108.30(4) 

 

Table 4.S19. Selected torsion angles [°] of 6.  

N1 − C1 − C2 − C3 -0.7(6) C1 − C2 − C3 − C4 1.0(6) 

C2 − C3 − C4 − C5 -0.5(6) C3 − C4 − C5 − N1 -0.3(6) 

N1 − C6 − C7 − C8 -69.8(4) C6 − C7 − C8 − C9 -65.6(5) 

C7 − C8 − C9 − C10 -176.7(3) C8 − C9 − C10 − C11 -178.3(3) 
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C9 − C10 − C11 − C12 178.9(4) C10 − C11 − C12 − C13 179.3(4) 

C11 − C12 − C13 − C14 176.5(4) C12 − C13 − C14 − C15 -179.1(4) 

C13 − C14 − C15 − C16 179.1(4) C14 − C15 − C16 − C17 -176.6(4) 

N1A − C1A − C2A − C3A -0.6(6) C1A − C2A − C3A − C4A -0.2(6) 

C2A − C3A − C4A − C5A 0.9(6) C3A − C4A − C5A − N1A -0.9(6) 

N1A − C6A − C7A − C8A -170.5(7) C6A − C7A − C8A − C9A 175.1(6) 

C7A − C8A − C9A − C10A -172.1(9) C8A − C9A − C10A − C11A -167.6(12) 

C9A − C10A − C11A − C12A -163.0(12) C10A − C11A − C12A − C13A -153.1(18) 

C11A − C12A − C13A − C14A -175.2(12) C12A − C13A − C14A − C15A 164.2(18) 

C13A − C14A − C15A − C16A 170.4(10) C14A − C15A − C16A − C17A 177.6(11) 

C4 − C5 − N1 − C1 0.6(5) C4 − C5 − N1 − C6 179.6(3) 

C2 − C1 − N1 − C5 -0.1(5) C2 − C1 − N1 − C6 -179.1(3) 

C7 − C6 − N1 − C5 -84.0(4) C7 − C6 − N1 − C1 95.1(4) 

C4A − C5A − N1A − C1A 0.2(6) C4A − C5A − N1A − C6A 179.0(4) 

C2A − C1A − N1A − C5A 0.6(6) C2A − C1A − N1A − C6A -178.2(4) 

C7A − C6A − N1A − C5A -102.3(5) C7A − C6A − N1A − C1A 76.5(5) 

 

Table 4.S20. Hydrogen bond geometry (Å, °) in 6. 

D–H…A           D–H     H…A   D…A  D-H…A 

C1 – H1…Cl4 0.94 2.6 3.432(4) 147.2 

C2 – H2…Cl1I 0.94 2.84 3.665(4) 146.6 

C4 – H4…Cl1II 0.94 2.97 3.851(4) 157.5 

C5 – H5…Cl4III 0.94 2.7 3.594(4) 159.4 

C6 – H6A…Cl3 0.98 2.9 3.817(4) 156.9 

C1A – H1A…Cl1 0.94 2.66 3.583(4) 168.8 

C2A – H2A…Cl3IV 0.94 2.81 3.643(4) 148.8 

C6A – H61A…Cl2 0.98 2.93 3.651(5) 131.1 

C6A – H62A…Cl2V 0.98 2.78 3.751(5) 170 

  Symmetry codes:  I 2-x, 1-y, -z; II 1-x, 1-y, -z; III -1+x, y, z; IV 1+x, y, z; V 2-x, 1-y, -z. 

Table 4.S21. Experimental and calculated of selected bond lengths (Å) for 5. 

Selected bond lengths (Å) Experimental Calculated 

C1-N1 1.3506 1.3503 

C2-C3 1.3925 1.3804 

C4-C5 1.3827 1.3694 

C6-N1 1.4716 1.4883 



      

                                                                                                                                                       Appendix A - Article I  

 

146 

 

 

C7-C8 1.5231 1.5313 

C9-C10 1.5204 1.5283 

C11-C12 1.5204 1.5223 

C13-C14 1.5207 1.5263 

C15-C16 1.5207 1.5124 

C1A-N1A 1.3502 1.3443 

C2A-C3A 1.3872 1.3894 

C4A-C5A 1.3776 1.3694 

C6A-C7A 1.5187 1.4704 

C7A-C8A 1.5243 1.4355 

C9A-C10A 1.5231 1.4495 

C11A-C12A 1.5217 1.4945 

C13A-C14A 1.5212 1.5645 

C15A-C16A 1.5212 1.4975 

Cl1-Co1 2.2371 2.27637 

Cl3-Co1 2.2367 2.28486 

C1-C2 1.3817 1.3734 

C3-C4 1.3900 1.3804 

C5-N1 1.3473 1.3463 

C6-C7 1.5218 1.5174 

C8-C9 1.5218 1.5253 

C10-C11 1.5198 1.5193 

C12-C13 1.5208 1.5193 

C14-C15 1.5205 1.5153 

C16-C17 1.5198 1.5284 

C1A-C2A 1.3858 1.3694 

C3A-C4A 1.3960 1.3694 

C5A-N1A 1.3511 1.3453 

C6A-N1A 1.4732 1.4903 

C8A-C9A 1.5287 1.6015 

C10A-C11A 1.5198 1.5125 

C12A-C13A 1.5203 1.4545 

C14A-C15A 1.5205 1.4935 

C16A-C17A 1.5199 1.5005 

Cl2-Co1 2.2285 2.29456 

Cl4-Co1 2.2220 2.25707 
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Table 4.S22. Experimental and calculated of selected bond angles () for 5. 

Selected bond  angles () Experimental Calculated 

N1-C1-C2 119.823 120.02 

C2-C3-C4 119.275 119.72 

N1-C5-C4 120.374 120.52 

C6-C7-C8 114.807 115.32 

C8-C9-C10 113.779 113.72 

C10-C11-C12 114.157 114.62 

C12-C13-C14 114.275 115.02 

C16-C15-C14 114.217 115.02 

N1A-C1A-C2A 120.023 120.32 

C4A-C3A-C2A 119.325 119.32 

N1A-C5A-C4A 120.853 120.12 

C8A-C7A-C6A 115.293 115.33 

C10A-C9A-C8A 111.991 113.03 

C12A-C11A-C10A 112.838 115.13 

C12A-C13A-C14A 113.608 114.63 

C14A-C15A-C16A 113.764 116.03 

Cl4-Co1-Cl1 105.318 109.713 

Cl1-Co1-Cl3 110.917 109.903 

Cl1-Co1-Cl2 107.944 107.203 

C5-N1-C1 121.669 121.22 

C1-N1-C6 118.730 119.22 

C1A-N1A-C6A 119.164 119.82 

C1-C2-C3 119.654 119.52 

C5-C4-C3 119.204 119.22 

N1-C6-C7 111.277 111.72 

C9-C8-C7 113.751 113.22 

C11-C10-C9 112.510 111.52 

C13-C12-C11 112.741 112.32 

C15-C14-C13 113.318 112.42 

C15-C16-C17 112.850 111.92 

C1A-C2A-C3A 119.637 119.22 

C3A-C4A-C5A 118.984 119.82 

C7A-C6A-N1A 113.824 115.03 
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Table 4.S23. Experimental and calculated of selected torsion angles () for 5. 

C7A-C8A-C9A 111.557 112.53 

C9A-C10A-C11A 114.610 118.23 

C13A-C12A-C11A 114.055 117.54 

C15A-C14A-C13A 113.470 115.63 

C15A-C16A-C17A 112.983 114.33 

Cl4-Co1-Cl3 113.957 109.703 

Cl4-Co1-Cl2 112.139 111.593 

Cl3-Co1-Cl2 106.484 108.702 

C5-N1-C6 119.561 119.5919 

C1A-N1A-C5A 121.163 121.12 

C5A-N1A-C6A 119.638 119.12 

Selected torsion angles () Experimental Calculated 

N1-C1-C2-C3 -0.187 -0.34 

C2-C3-C4-C5 0.226 0.44 

N1-C6-C7-C8 -69.454 -69.83 

C7-C8-C9-C10 -178.462 -176.82 

C9-C10-C11-C12 177.543 179.52 

C11-C12-C13-C14 178.066 176.72 

C13-C14-C15-C16 179.739 179.02 

N1A-C1A-C2A-C3A -1.068 -0.34 

C2A-C3A-C4A-C5A -0.920 -0.14 

N1A-C6A-C7A-C8A -58.243 -68.54 

C7A-C8A-C9A-C10A 81.055 73.44 

C9A-C10A-C11A-C12A -174.313 -171.74 

C11A-C12A-C13A-C14A -177.343 -176.74 

C13A-C14A-C15A-C16A 179.860 174.24 

C4-C5-N1-C1 0.192 0.14 

C2-C1-N1-C5 0.075 0.34 

C7-C6-N1-C5 97.728 94.93 

C2A-C1A-N1A-C5A -0.127 0.54 

C4A-C5A-N1A-C1A -0.417 -0.64 

C7A-C6A-N1A-C1A 93.618 94.23 

C1-C2-C3-C4 0.034 0.04 
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C3-C4-C5-N1 -0.341 -0.54 

C6-C7-C8-C9 -68.027 -66.33 

C8-C9-C10-C11 -178.556 -177.72 

C10-C11-C12-C13 178.975 179.92 

C12-C13-C14-C15 -178.494 -177.12 

C14-C15-C16-C17 -178.484 -175.52 

C1A-C2A-C3A-C4A -1.454 0.04 

C3A-C4A-C5A-N1A 0.012 0.34 

C6A-C7A-C8A-C9A -157.038 -160.73 

C8A-C9A-C10A-C11A 170.565 178.33 

C10A-C11A-C12A-C13A -176.529 -178.44 

C12A-C13A-C14A-C15A -178.675 -178.64 

C14A-C15A-C16A-C17A -177.872 -179.24 

C4-C5-N1-C6 -177.468 -179.12 

C2-C1-N1-C6 177.754 179.52 

C7-C6-N1-C1 -80.001 -84.33 

C2A-C1A-N1A-C6A 177.966 178.72 

C4A-C5A-N1A-C6A -177.411 -178.72 

C7A-C6A-N1A-C5A -88.510 -87.63 
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Figure.4.S1. ORTEP plot of compound 1. Hydrogen bonds as dashed lines. 

 

Figure.4.S2. Packing diagram of compound 1. View along the crystallographic a axis. Hydrogen bonds as 

dashed lines.  
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Figure.4.S3. ORTEP plot of compound 2. Hydrogen bonds as dashed lines. 

 

Figure.4.S4. Packing diagram of compound 2. View along the crystallographic a axis. Hydrogen bonds as 

dashed lines.  
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 Figure.4.S5. ORTEP plot of compound 3. Hydrogen bonds as dashed lines. 

 

Figure.4.S6. Packing diagram of compound 3. View along the crystallographic a axis. Hydrogen bonds as 

dashed lines.  
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Figure.4.S7. ORTEP plot of compound 5. Hydrogen bonds as dashed lines. 

 

 

Figure.4.S8. Packing diagram of compound 5. View along the crystallographic a axis. Hydrogen bonds as 

dashed lines. 
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Figure.4.S9. ORTEP plot of compound 6. Hydrogen bonds as dashed lines. 

 

 

Figure.4.S10. Packing diagram of compound 6. View along the crystallographic a axis. Hydrogen bonds as 

dashed lines. 
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Figure.4.S11. 1H NMR spectrum of compound 2. 

 

 

 

Figure.4.S12. 13C NMR spectrum of compound 2. 
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Figure.4.S13. 1H NMR spectrum of compound 3. 

 

Figure.4.S14. 13C NMR spectrum of compound 3. 
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Figure.4.S15. 1H NMR spectrum of compound 5.  

 

 

Figure.4.S16. 13C NMR spectrum of compound 5. 
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Figure.4.S17. 1H NMR spectrum of compound 6. 

 

 

 

Figure.4.S18. 13C NMR spectrum of compound 6. 

 



      

                                                                                                                                                   Appendix B – Article IV  

 

159 

 

 

Appendix B – Article IV 

 

 

Figure 7.S1. TEM images of CNPs filtration. 

 

 

Table 7.S1. Device performance for different device layer structures. The average and standard deviation were 

calculated from three different pixels.  

Device Active layer VOC (V) ISC  (mA/cm2) FF (%) PCE (%) 

A P3HT:PCBM 0.53  0.03 1.26  0.17 17.78  1.47 0.14  0.03 

B P3HT:PCBM:CuS 0.49  0.04 2.68  0.45 22.60  1.30 0.35  0.10 

C P3HT:PCBM 0.39  0.03 2.07  0.06 42.58  0.38 0.39  0.04 

D P3HT:PCBM:CuS 0.56  0.01 1.91  0.05 40.67  0.33 0.49  0.02 
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Table 7.S2. Overview of device architectures and compositions. 

Device ITO (Ω/sq) Composition 

Active blends 

(P3HT:PCBM or 

P3HT:PCBM:CuS) 

Conventional (C)  

/ Inverted (I) 

S1 50-70 ITO/PEDOT:PSS/P3HT:PCBM/Ca/Ag 1 : 0.8 C 

S2 10-15 ITO/PEDOT:PSS/P3HT:PCBM/Ca/Ag 1 : 0.8 C 

S3 50-70 ITO/ZnO/P3HT:PCBM/Ag 1 : 1 I 

S4 50-70 ITO /P3HT:PCBM/Ca/Ag 1 : 1 C 

S5 

50-70 ITO/CuS_5m 

filter/P3HT:PCBM/Ca/Ag 

1 : 1 C 

S6 

50-70 ITO/ CuS_1m filter/P3HT:PCBM 

/Ca/Ag 

1 : 1 C 

 

 

 

Figure 7.S2. J-V characteristics of (a) conventional OPV cells with different active blending ratio and sheet 

resistance of ITO (device A: P3HT:PCBM (1:1), 50-70 Ω/sq, showing an S-shape; device S1: P3HT:PCBM 

(1:0.8), 50-70 Ω/sq; device S2: P3HT:PCBM (1:0.8), 10-15  Ω/sq) and (b) inverted OPV cells (device C: without 

MoO3, device S3: ITO/ZnO/P3HT:PCBM/MoO3/Ag, which is fabricated with an additional 5 nm of a MoO3 HCL 

deposited by thermal evaporation).  
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Table 7.S3. Device performance for different device layer structures as shown in Figure.7.S2. The average and 

standard deviation were calculated from three different pixels.   

Device Conditions VOC (V) ISC (mA/cm2) FF (%) PCE (%) 

A P3HT:PCBM (1:1), 50-70 Ω/sq 0.53  0.03 1.26  0.17 17.78  1.47 0.14  0.03 

S1 P3HT:PCBM (1:0.8), 50-70 Ω/sq 0.61  0.01 6.24  0.06 34.75  0.20 1.48  0.01 

S2 P3HT:PCBM (1:0.8), 10-15 Ω/sq 0.61  0.01 7.01  0.02 46.41  0.15 2.28  0.01 

C w/o MoO3 0.39  0.03 2.07  0.06 42.58  0.38 0.39  0.04 

S3 w/ MoO3 0.58  0.01 2.98  0.04 41.10  0.24 0.79  0.02 

 

Table 7.S4. Surface roughness of the active layer with different blending ratio of P3HT:PCBM:CuS. 

Device P3HT:PCBM:CuS Rq (nm) Rpv (nm) Jdc @ -0.4 V (mA/cm2) 

E 1:0.8:0 1.22 9.19 1  10-3 

F 1:0.8:0.1 1.25 10.06 22  10-3 

G 1:0.8:0.2 1.13 8.96 5  10-3 

H 1:0.8:0.3 1.14 9.90 10 10-3 
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Figure 7.S3. AFM images obtained from the layers based on P3HT:PCBM:CuS with different CNP 
concentration. (a) 1:0.8:0.0, (b) 1:0.8:0.1, (c) 1:0.8:0.2 and (d) 1:0.8:0.3. 
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Table 7.S5. Reproducibility of the OPV cell performance with different pixel areas from devices E, F, G, and H. 

All devices were made with the same blend ratio. The averages and standard deviations were calculated from 

2 different pixels.  

Device 
P3HT:PCBM:CuS 

(weight ratio) 

Pixel area 

(mm2) 
Voc (V) Jsc (mA/cm2) FF (%) PCE (%) 

E’ 1:0.8:0.0 

16 0.59  0.01 6.77  0.26 43.39  0.70 1.98  0.11 

100 0.59  0.01 6.66  0.13 42.80  0.25 1.91  0.04 

F’ 1:0.8:0.1 

16 0.59  0.01 7.07  0.26 43.85  1.56 2.08  0.17 

100 0.59  0.01 6.78  0.02 44.18  0.02 2.04  0.01 

G’ 1:0.8:0.2 

16 0.61  0.01 7.30  0.35 45.60  0.10 2.32  0.12 

100 0.61  0.01 6.96  0.10 44.53  0.28 2.15  0.04 

H’ 1:0.8:0.3 

16 0.61  0.01 6.80  0.31 44.97  0.39 2.14  0.10 

100 0.61  0.01 6.64  0.15 44.03  0.11 2.04  0.06 

 

To evaluate the hole contact properties of CNPs in a single layer application on OPV cells 

(i.e. ITO/CuS/P3HT:PCBM/Ca/Ag), the NPs were dispersed in butanol with a concentration 

of 10 mg/mL, filtered through a hydrophilic membrane filter (1 µm pore size), spin-coated at 

1000 rpm for 30 sec, and then dried at 150 °C for 15 min under nitrogen atmosphere. Then 

the P3HT:PCBM (i.e. 1:1 blending ratio) and Ca/Ag layer were deposited. Figure 7.S4 and 

Table 7.S6 show the corresponding device performances. A control device S4 made without 

CuS layer exhibits an S-shaped J-V curve. Application of a CNP layer strongly influences the 

performance. CNP filtered through a 5 µm pore size (device S5) leads to high leakage 

currents in the dark J-V measurements as shown in Figure 7.S4. In contrast, devices 

prepared with CNPs filtered through a 1 µm pore size (device S6) show no leakage currents.  

This behavior is due to the different film roughness caused by the different CuS particle sizes. 

The 5 µm filter removes large aggregates but is not sufficient to remove smaller aggregates, 

as a result, the layers are not smooth and still have an Rpv ~ 450 nm. Application of a 1 µm 

filter reduces produces particle sizes that reduce the leakage current and produce smooth 

surfaces with an Rpv less than 25 nm. As a result, the CNPs work as HCL and enhance Voc 

from 0.28 to 0.42 V and the PCE from 0.03 % to 0.04% (Table.7.S6). 
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Figure 7.S4. J-V curves of conventional OPV cell fabricated with CNPs as a single HCL. 

 

Table 7.S6. Device performance for different device layer structures. The average and standard deviation were 

calculated from three different pixels. 

Device HCL  VOC (V) ISC (mA/cm2) FF (%) PCE (%) 

S4 w/o CuS 
best 

mean   SD 

0.30 

0.28  0.02 

0.98 

0.77  0.13 

12.30 

13.23  0.72 

0.04 

0.03  0.01 

S5 CuS_5m filter 
best 

mean   SD 

0.16 

0.15  0.01 

0.78 

0.74  0.07 

24.64 

25.09  0.47 

0.04 

0.03  0.01 

S6 CuS_1m filter 
best 

mean   SD 

0.42 

0.40  0.02 

1.46 

0.57  0.55 

14.73 

13.10  0.89 

0.11 

0.04  0.04 

  

 

Figure 7.S5. Absorption spectra of P3HT:PCBM:CuS films with different CNP concentrations. The inset is a 

magnified view of the region between 700 and 1000 nm. The spectra were normalized to the isotropic PCBM 

peak at around 330 nm. 
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