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Abstract

On the basis of the Dynamic Syntax
framework, this paper argues that the
production pressures in dialogue deter-
mining alignment effects and given ver-
sus new informational effects also drive
the shift from case-rich free word order
systems without clitic pronouns into sys-
tems with clitic pronouns with rigid rela-
tive ordering. The paper introduces as-
sumptions of Dynamic Syntax, in par-
ticular the building up of interpretation
through structural underspecification and
update, sketches the attendant account
of production with close coordination of
parsing and production strategies, and
shows how what was at the Latin stage a
purely pragmatic, production-driven de-
cision about linear ordering becomes en-
coded in the clitics in the Medieval Span-
ish system which then through succes-
sive steps of routinization yield the mod-
ern systems with immediately pre-verbal
fixed clitic templates.

1 Introduction

This paper argues that production pressures in
dialogue that determine given versus new infor-
mational effects drive the progressive grammat-
icalization of pronouns into ever weaker forms,
potentially leading ultimately to the formation of
clitics with fixed positions in the clause. Gram-
maticalization of this sort is argued to take place

through progressive psycholinguistic routiniza-
tion of general linguistic procedures that uti-
lize context dependence (i.e. through the use
of anaphoric devices) to ameliorate problems
on language production with regard to lexical
searches for appropriate word forms.

The case study used to support this hypothe-
sis is the shift from Latin, with its free word or-
der and rich case morphology, through Medieval
and Renaissance forms of Spanish, with their at-
rophied case systems, to the modern language in
which case is only expressed in the clitic pro-
noun system, with fixed immediate preverbal po-
sition in finite clauses. The formal framework
within which this account is set out is Dynamic
Syntax (Kempsonet al, 2001; Cannet al, 2005).

The starting point is the DS account of dia-
logue and its analysis of the widespread use of
ellipsis, pronouns and alignment effects involv-
ing repeating words, interpretation, and syntactic
structures (Cannet al2005, Purveret al2006):

(1)
A: What should Michael give Ruth for Christmas?
B: A pianola.
C: Unless he’s giving her a harpsichord.
D He could give her a spinet, if you prefer.

The account analyses all such effects as the min-
imization of the production task of searching in
the lexicon. It is this which we argue is the driv-
ing force behind the emergent syntactic proper-
ties of clitics in the shift from Latin to Medieval
and Renaissance Spanish, with successive steps
of routinization involving the storage of previous
syntactic information from the context within the
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lexicon as macros of actions associated with the
parse of specific forms (in other words, as a pro-
cess of grammaticalization involving the lexical-
ization of syntactic processes). Each new stage
of routinization then develops this process as a
means of reducing production costs.

2 Towards a Dynamic Syntax of Latin

DS is a parsing-directed grammar formalism, in
which a decorated tree structure representing a
semantic interpretation for a string is incremen-
tally projected following the left-right sequence
of the words, from a starting point with just a
rootnode and a requirement for some proposi-
tional value, to an endpoint which is a fully dec-
orated binary branching tree structure encoding
functor-argument structure of a familiar sort:1

Initial Step
?Ty(t),♦

;

Final Output
Ty(t), P ropon′(ε, x, Praemium′(x))(Xerxes′),♦

Xerxes′

Ty(e)
Propon′(ε, x, Praemium′(x)

Ty(e → t)

ε, x, Praemium′(x)′

Ty(e)
Propon′

Ty(e → e → t)

Figure 1: ParsingXerxes praemium proposuit

The process of tree-growth is the basis of syn-
tactic explanation: a sentence is defined to be
well-formed just in case there is at least one pos-
sible route through that process. Central to this
is the concept of requirement?X for any deco-
ration X, representing a type, formula or treen-
ode address. For example, decorations on nodes

1Fo is a predicate that takes a logical formula as value,
Ty a predicate that takes logical types as values,Tn a pred-
icate that takes tree-node addresses as values, egTn(0) be-
ing the rootnode.

such as?Ty(t), ?Ty(e), ?Ty(e → t) etc. ex-
press requirements to construct formulae of the
appropriate type on the nodes so decorated , and
these drive the subsequent tree-construction pro-
cess.2 These steps are determined either by gen-
eral computational actions, such as anticipating
a subject-predicate structure, or lexical actions
triggered by parsing lexical items in the order
in which they are presented in some string of
words.3 Crosslinguistic variation is expressed in
terms of the actions invoked in parsing particu-
lar classes of words. In particular, variations in
word order are determined, at least in part, by
how much of the argument structure of a pred-
icate is constructed by such actions. For exam-
ple, SVO order in English is accounted for by
a condition on parsing a (main) verb that a sub-
ject has already been constructed and only inter-
nal argument(s) of the verb are then projected as
part of the tree growth process. In Latin, how-
ever, with its freer word order and possibility of
pro-drop, parsing verbs induces a whole propo-
sitional structure whose argument nodes are dec-
orated with metavariables: placeholders that
stand for some real value to be assigned from
the context, capturing the effect of null pronouns
without the assumption that such things are real
parts of alinguisticstring:4

2The formal system underpinning the partial trees that
are constructed is a logic of finite trees (LOFT). There are
two basic modalities,〈↓〉 and〈↑〉, such that〈↓〉α holds at a
node ifα holds at its daughter, and its inverse,〈↑〉α, holds
at a node ifα holds at its mother. Function and argument
relations are distinguished by defining two types of daugh-
ter relation,〈↓0〉 for argument daughters,〈↓1〉 for functor
daughters ( with their inverses〈↑0〉, 〈↑1〉).

3Quantification is expressed in terms of variable-
binding term operators, so that quantifying NPs like all
other NPs are of typee. The underlying logic is the ep-
silon calculus, whose internal contains an epsilon binder,ε,
a variable, and a restrictor: egε, x, Man′(x). Since in
Latin, nouns project full specification of terms, the struc-
ture defined to be projected bypraemiumwould be a sub-
tree of which the quantifying term is the topnode, dominat-
ing a subtree decorated with binder, variable, and restrictor
specification. We leave all details on one side.

4According to this characterization, Latin is object drop.
One way to capture canonical verb object orderings within
a full pro-drop system is to define the pointer to be at the
object node on the tree following the parse of a verb, char-
acterizing ordering of the object after the verb as the least
marked of available options. We ignore details of tense
specification throughout this paper.
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(2)
IF ?Ty(t)
THEN put(Tns(PAST ));

make(〈↓0〉) : go(〈↓0〉);
put(Ty(e), Fo(U), ?∃x.Fo(x)); go(〈↑0〉)
make(〈↓1〉); go(〈↓1〉); put(?Ty(e → t));
make(〈↓1〉); go(〈↓1〉);
put(Fo(Propon’), Ty(e → e → t), [↓]⊥)
go(〈↑1〉); make(〈↓0〉); go(〈↓0〉);
put(Fo(V), Ty(e), ?∃x.Fo(x))

ELSE Abort

?Ty(t), Tns(PAST )

Ty(e),U
?∃x.Fo(x)

?Ty(e → t)

Ty(e),V,
?∃x.Fo(x),♦

Ty(e → (e → t))
Propon′

Figure 2: Result of lexical actions ofproposuit

There is in DS also the concept of structural un-
derspecification, with the construction of only
weakly specified tree relations, which licenses
the introduction of a node in some newly initi-
ated logical structure, characterized only as〈↑∗
〉Tn(0) (“this node is dominated by the rootn-
ode”).)5 In case-rich languages such as Latin,
this strategy is manipulated in conjunction with
case-specifications which are used to update an
unfixed node to a fixed relation (subject, direct
object, indirect object). By this strategy, a string
such as (3) can be parsed using case specifi-
cations to update each weak ‘dominate’ tree-
relation before the parsing of the verb:6

(3) Praemium Xerxes proposuit
‘Xerxes offered a reward.’

Once any one relation is fixed, another unfixed
node can be introduced, following through on
the same sequence of actions. The verb then

5〈↑∗〉Tn(0) is the regular formal characterization of
dominate: see footnote 2. The provided annotation then
indicates that the rootnode dominates the current node.

6A formal restriction imposed by the system is that there
be only one unfixed structural relation of a type at a time,
any duplication leading to immediate collapse of the two
nodes into one.

follows, filling out the remainder of the propo-
sitional structure to yield the appropriate out-
put tree withFo(Xerxes′) as subject argument
Fo(ε, x, Praemium′(x)) as object argument.7

This allows ‘free’ word order effects without any
necessary interpretational difference.

This specification of verbs as inducing full
propositional structure equally applies in cases
where its associated metavariable argument an-
notations are provided from context. Such a case
occurs in the building of paired, ‘linked’ trees,
which are subject to a restriction that they are
anaphorically linked, a process used for rela-
tive clauses, clausal adverbials, and also external
topic constructions. Such secondary structures
have an attendant requirement that the newly in-
troduced proposition-requiring tree have some-
where within it a copy of that term (specified as
?〈↓∗〉Fo(α)):8

〈L〉Tn(0), Fo(α), Ty(e) Tn(0), ?Ty(t), ?〈↓∗〉Fo(α)

Figure 3: Building Link transitions

For example, such a structure is invoked in the
parse ofMy new boss, she’s insanein which the
initial term is recapitulated in context by the pro-
noun. Link structures of this sort provide one in-
stance of the dependence of the parsing process
in DS on contextual information, but such con-
text dependence is invoked throughout the sys-
tem to account for anaphoric and other under-
specified expressions whose values may be de-
termined from within the current tree, from some
linked tree or from some tree provided by the dis-
course context.

7Unlike two case-distinguished unfixed nodes, either
subject or object nodes induced by actions of the verb harm-
lessly collapse with those introduced as unfixed and up-
dated through constructive use of case (Nordlinger 1998),
as annotations provided by the verb are compatible with
those provided by computational actions used in parsing
the NPs.

8The process of inducing such pairs of semantic trees is
permitted by defining an additional modal operator in the
tree logic, 〈L〉, and its inverse〈L−1〉; and a rule is de-
fined to yield a transition from an arbitrary node in one tree
across a LINK relation to the top node of a new proposi-
tional tree.
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With the options of building an unfixed node
within an individual tree, and building transi-
tions from one tree to another to yield pairs of
‘linked’ trees, there are several strategies at the
outset of building structure for any single string-
interpretation pair; but this is unproblematic as
the parsing-directed grammar formalism makes
available alternative strategies for specifying the
fine structure ofHOW interpretation is built up.

2.1 Production

In production, the same rules used in parsing ap-
ply: the difference is that while the parser may
not know in advance the interpretation to be con-
structed, the producer in contrast must do so, at
least in part. So in generation, the same compu-
tational actions initiate the development of some
tree but each update step licensed by the parsing
mechanism has to meet the restriction of being
a sequence of progressive enrichments towards
completing a ‘goal tree’ representing the inter-
pretation to be conveyed.9 For example, in pro-
ducing (3),Praemium Xerxes proposuit, the first
action in initiating a sequence of steps to yield
the goal tree is to start with a step that introduces
a node decorated with the requirement?Ty(t),
just as in parsing; and one possible follow-up to
this step is to introduce an unfixed node (as in
Figure 4). Transparently, both the initial tree and
this development subsume the goal tree in the
sense that there is a licensed progression from
these to the richer goal tree.

From this step on, there is the problem of
searching in the lexicon for words to express the
given conceptual array. With this weak an up-
date in structure, a very large number of options
are available; and in principle the entire lexicon
needs to be scanned. Appropriate continued lex-
ical scanning may selectpraemiumas providing
a licensed update, a sequence of computational
actions plus lexical search which is repeated all
over again in producingXerxes. Given the incre-
mentality of parsing, carried over to production,
this task is computationally expensive, threaten-
ing to be cognitively non-viable, all the more

9Formally a subsumption relation is required to hold be-
tween the parse tree and the goal tree. For an early devel-
opment of this view, see Purver and Otsuka 2003.

INITIAL PARSE STEP

Tn(a), ?Ty(t)

〈↑∗〉Tn(a), ?Ty(e), ?∃x.Fo(x),♦

GOAL TREE

Ty(t), P ropon′(ε, x, Praemium′(x))(Xerxes′),♦

Xerxes′

Ty(e)
Propon′(ε, x, Praemium′(x)

Ty(e → t)

ε, x, Praemium′(x)
Ty(e)

Propon′

Ty(e → e → t)

Figure 4: First production steps forPraemium
Xerxes proposuit

so in free word order languages as there are so
many parsing options. However, we assume that
production is just as context-dependent as pars-
ing, re-using structure or formula values, even
actions used to construct trees, wherever possi-
ble. Any element in context that can be identi-
fied as adding appropriately to the tree may not
require words to be uttered, as long as the effect
of adding it as a tree update matches the sub-
sumption condition. For example: consider the
mechanisms for producing an utterance of (5) in
the context of having processed (4):

(4) Xerxes
XerxesNOM

iussit
ordered

milites
soldiersACC

castra
campACC

captare
captureINFIN

‘Xerxes ordered the soldiers to capture the
camp.’

(5) Praemium
Reward

proposuit
offered

‘He offered a reward.’

In uttering (5), the subject argument node pro-
vided by the verb’s actions is identified from
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context. And it is here that using the very same
process as in parsing reaps its rewards. As long
as the minimal context contains a suitable term,
matching the subsumption constraint, that term
can be substituted as the value of the metavari-
able without more ado, so there need be no
explicit morphologically presented subject: the
simple verb form is sufficient.

This minimization on cognitive costs in pro-
duction extends beyond merely using elements
in context wherever possible. It also applies to
choice of words, structure, and actions. Once
a word or sequence of actions has been used in
processing a string – parsing it or producing it -
these actions can be re-used, this being the basis
for the very considerable alignment effects:

(6) Te,
you

dea
goddess

Te
you

fugiunt
flee

venti.
the windsNOM

Te
you

nubila
cloudsNOM

coeli
of-heaven
‘You goddess, the winds flee from you, the
clouds of heaven (flee from you).’

Minimizing on production costs also affects
word order, even without alignment. Though
in Latin, there may be no need of a pronoun,
anaphoric expressions serve a purpose in the lin-
earization task as they enable argument terms
to be identified independently of processing the
verb. This consideration, in conjunction with
the parallelism of parsing and production and
general cognitive constraints such as relevance,
helps to explain their preferred early positioning.
In relying on context, both speaker and hearer
need the search for a substituend to be as small as
possible (by general relevance considerations).
Accordingly, unless there is reason to the con-
trary, the position of an anaphoric expression
will be as early as possible in the setting out of
any propositional structure since this ensures that
the search in the context for the value to be as-
signed to this expression will thereby be as small
as possible. In order to minimize the search
space effectively, there is pressure not to intro-
duce words expressing new information into the
string before contextually determined ones. This

is of course no more than a pragmatic relevance-
based explanation of the very wellknown given-
before-new ordering that is regularly reported in
free-constituent-order situations.

However, pronouns in Latin may be used to
provide some initial term which constitutes a
point of departure for what follows, or to pro-
vide a contrast, an update to what follows, in
both such cases being set out initially in order
to be identifiably separate from the structure to
be constructed from what follows:10

(7) “Tibi
youDat

ego
INOM

dem?”
give1st.ps.sg

“Mihi
meDat

hercle
by Hercules

uero”
in truth

‘Am I to give it to YOU?’ ‘Yes, by god, to
ME’

[Plautus, Pseudolus 626 (Adams (2))].

Such uses of so-called strong pronouns are
analysed as involving the projection by the pro-
noun of a term decorating a node at the left edge
of a propositional boundary, i.e. as a separate
linked structure, or an unfixed node, (7). In
such uses, these provide the means of identify-
ing boundaries to propositional domains, either
in the projection of a separate tree, a linked struc-
ture, or to identify the initiation of a new propo-
sitional structure within which the term that they
serve to introduce will provide an update.

There are in addition so-called weak uses of
pronouns, which serve only as anaphoric de-
vices. Being by definition complementary to
the strong use of pronouns, this remainder of
the set of pronouns will not be associated with
those very structural devices which serve to iden-
tify some initiation of an emergent propositional
structure. Nevertheless, like their “strong” coun-
terparts, the positioning of these pronouns under
this use will be driven by relevance considera-
tions. That is, once an emergent propositional
structure is identified by someotherexpression,
we can expect weak pronouns to occur as closely
following as possible.11 With all pronouns, that

10The pronouns noted in (7) are taken by Adams 1994 to
be illustrative of an emphatic use “often marked by place-
ment of the pronoun at the head of its clause”(p.104).

11Following Sperber and Wilson 1995, if there are spe-
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is, the search within the context has to be mini-
mized by placing the pronoun as close to the con-
text within which its value is to be identified as is
commensurate with its function in that context.

3 Towards diachrony

We now have everything in place to explain why
clitic pronouns cluster at some early position in
a string. The weak pronouns of Latin occur as
close to the left-edge of a clause as possible, but
not quite at the edge. Rather, as noted above,
they follow those devices which define an emer-
gent propositional boundary, immediately fol-
lowing focussed elements, expressions contain-
ing a negative element, complementizers, rela-
tive pronouns, subordinate temporal adverbials,
and verbs, these having in common their identi-
fication of some emergent edge of a new propo-
sitional domain:

(8) quae
whichneut,pl

tibi
youdat

nulla
noneut,pl

debetur
is owed

‘nothing of which is owed to you.’
[relative-pronoun+pronoun]

(9) Nihil
nothing

me
meacc

aliud
otherneut,sg,nom

consolatur
it consoles

Nothing else gives me comfort.
[negative-quantifier+pronoun]

(10) Magno
greatneut,abl

me
meacc

metu
fearabl

liberaveris
you will have freed

‘You will have released me from great
fear.’

[split part+pronoun]

(11) rogo
I ask

ut
that

mi
medat?

mittas
you send

dalabram
mattock

‘I ask you to send to me a mattock.’
[complementiser+pronoun]

cific inferential effects to justify commensurate enlarge-
ment of the context to be searched, this would explain the
lack of tightness of fit that Adams 1994 notes of weak pro-
noun positioning in Latin, even assuming that the effects
are clause by clause (or “colon” by “colon”).

(12) et
and

non
not

eum
himacc/it

uendedi
I sold

‘and I did not sell him’
[negation+pronoun]

(13) delectarunt
delighted

me
me

tuae
your

litterae
letter

‘I was delighted with your letter.’
FAM.IX.16.1

[verb+pronoun]

In the subsequent Medieval Spanish system
the clitic pronouns share this distribution:

(14) Esto
this

es
is

el
the

pan
bread

de
of

Dios
God

que
that

vos
CL

da
he-gives

a
to

comer
eat

‘This is the bread of God that he gives you
to eat.’Granberg, 1988: 35

[rel-pro+pronoun]

(15) E
them

non
there

los
found.3sg

hi fallo. and

not

And he did not find them there.(XIII)
[negation+pronoun]

(16) Dixo
said.3sg

la
the

mugier:
woman:

Quien
who

te
you

fizo
made.3sg

rey?
king

‘The woman said: Who made you king?’
(XIII)

[WH+pronoun]

(17) e
and

dizie
he-said

que
that

lo
CL-DO

tenie
he-had

del
of-the

prior
prior

de
of

Sancti
Saint

Johannis
Johan

‘and he said that he got it from the prior of
Saint John.’ [XIII; Granberg 1988]

[complementiser+pronoun]

(18) e
and

todo
all

lo
CL-DO

metieron
they-put

a
to

espada
sword

que....
that...
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‘and he said that he got it from the prior of
Saint John.’ [XII Granberg 1988]

[quantifier+pronoun]

(19) Connociola
recognised.3sg-her

Jacob.
Jacob

‘Jacob recognised her.’ (XIII)
[verb+pronoun]

Such left-peripheral items may however be a
sequence of NPs (Devine and Stephens 2006):

(20) caseum
cheese

per
through

cribrum
sieve

facito
make2nd.sg.imp

transeat
go-through3rd.sg.subjunct.

in
in

mortarium
bowl

‘Make the cheese go through the sieve into
the bowl.’ Cato 76.3

[scrambled NP pair]

And this pattern recurs in medieval Spanish, at
that later point in time associated specifically
with clitic pronouns:

(21) Et
And

los
the

dioses
gods

me
CL

quisieron
want3pl

mal
harm

e
and

me
CL

lo
CL

quieren
want3pl

‘and the gods wanted to harm me and they
still want to.’

(XIII; cited by Granberg 1988: 235-236)

Thus the proclisis and enclisis effects in finite
clauses for the weak pronouns of Latin and the
clitic pronouns of medieval Spanish, can be de-
scribed by a single generalization as a minimiz-
ing of context search, given the new introduction
of an appropriate-sized domain.

4 Alignment, routinization and Change

Without an explanation of the change, this is
not yet the full diachronic account; but dialogue
effects go further than mere use of anaphoric
devices and alignment. Dialogue participants,
having having set up a parse sequence of ac-
tions may, over a very short time set up rou-
tines for retrieval of a stored sequence of actions

encompassing more than one word (Garrod and
Doherty 1994), yet another saving on cognitive
costs since it involves retrieval from the lexicon
of only one sequence of actions for a multiple
string. Production, storage, and language change
can now be seen as going hand in hand in the
shift from Latin in the development of Spanish.
One form of pronoun gets progressively phono-
logically reduced in virtue of predictability and
recoverability from context. Given increasing
phonological dissimilarity, separate clitic forms
get encoded, what at that later stage has be-
come an unstressable clitic being defined to fol-
low the set of triggers previously established
through pragmatically induced production con-
straints.12 This process constitutes a form of rou-
tinization, listing, as triggers, the environments
within which weak pronouns were construed as
dependent for a value on some immediately pre-
ceding context.

The first observable step of encoding this het-
erogeneous set of triggers is a step of econ-
omy that combines computational and lexical
actions as one lexical macro of actions. But
this involves a disjunction of triggers, such as
a negation feature, a subordinate marker induc-
ing a new proposition-requiring node (for sub-
ordinating complementisers) the transition from
a linked structure onto a decorated unfixed node
(for a relative pronoun), a WH term decorating
an unfixed node (forwh questions), and so on.
This is not only clumsy, but hard to learn. So
once the clitic is stored as a discretely encoded
form, its macro of actions is a natural candi-
date for further routinization effects. In all such
cases, much the commonest expression to im-
mediately follow the clitic(s) is the verb (Adams
1994 amongst others); and a natural subsequent
step of routinization, given the DS form of anal-
ysis, is to call up the actions associated with the
verb together with those of the clitic, again as a
further economy measure in reducing processing
effort. We achieve the effect of re-bracketing,

12The strong pronouns subsequently come in Modern
Spanish to be restricted to decorating linked structures, ne-
cessitating clitic doubling (see Cann et al 2005):

(i) le hablaron a ella
herDAT spoke3pl. to her [mod.Spanish]

‘They spoke to her.’
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often observed. With such routinization, restric-
tions on proclisis collapse, since the heteroge-
neous set of triggers defining the environment li-
censing construal of a clitic is not a property that
appropriately subclassifies the verbs with which
the clitics are stored; and we get the intermedi-
ate stage of Renaissance Spanish, when all con-
straints on pre-verbal positioning of the clitics
drop (see Bouzouita 2002, Bouzouita and Kemp-
son forthcoming, Bouzouita in preparation).

From this point in time, the Romance lan-
guages, with the disappearing free constructive
use of case, face the problem of confronting a
ban on more than one unfixed node at a time
on its NP construal. A variety of divergent
routinizations emerge to side-step the problem.
Some clitics directly induce the construction of
the requisite fixed structural relation (eg French
le). Others induce the building of a locally un-
derspecified tree relation, hence underspecified
with respect to the two discrete object construals
(eg. Frenchme, te, Castilian Spanishle). And
in some cases a phonologically distinct compos-
ite clitic form is introduced that induces a sin-
gle unfixed relation from which are constructed
two argument nodes (eg Italianglielo, Spanish
se lo). It is notable that each of these possibil-
ities corresponds to actions independently justi-
fied, albeit at this point in time stored as a lexi-
cal sequence of actions, the last alternative corre-
sponding to the sequence of actions earlier freely
available in licensing examples such as (20). The
framework thus can explain the idiosyncratic,
highly restricted templatic sequencing of cli-
tics, without introducing separate morphology-
specific vocabulary. Overall, the full range of id-
iosyncratic variation is expressible through the
simple assumption of building locally unfixed
nodes, with various ways in which routinized
conflation of macros can take place in the wake
of internalised morphological changes imposing
concomitant pressures for change.
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