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Abstract

In spatial dialog like in direction giv-
ing humans make frequent use of speech-
accompanying gestures. Some gestures
convey largely the same information as
speech while others complement speech.
This paper reports a study on how speakers
distribute meaning across speech and ges-
ture, and depending on what factors. Ut-
terance meaning and the wider dialog con-
text were tested by statistically analyzing
a corpus of direction-giving dialogs. Prob-
lems of speech production (as indicated by
discourse markers and disfluencies), the
communicative goals, and the information
status were found to be influential, while
feedback signals by the addressee do not
have any influence.

1 Introduction

In spatial dialog like in direction giving, humans
make frequent use of speech-accompanying ges-
tures. By ”gesture” we mean expressive move-
ments of the hands and arms while speaking. Ac-
cording to (McNeill, 2005) there are four semi-
otic dimensions within these gestures, as there are
iconicity, metaphoricity, deixis and temporal high-
lighting (beats). Iconic features of gestures present
visual information about concrete referents, while
metaphoric features refer in the same way to ab-
stract referents. Deictic features point to concrete
or abstract referents within the external space, and
beats are small and fast movements that structure
utterances. One often finds several of these fea-
tures mixed in the same gesture. This paper fo-
cuses on gestures that have their major dimen-
sionality in iconicity and deixis, and we present a

Figure 1: Gesture accompanying the utterance
”take a right” as an example for gestural redun-
dancy.

study that investigates how information is distrib-
uted across these gestures and their concomitant
speech.

Gestures are temporally coordinated with
speech as well as closely related to the content
of the verbal utterance they accompany (McNeill,
1992). The semantic synchrony of both modal-
ities can be thought of as a continuum of co-
expressivity, with gestures encoding completely
the same aspects of meaning as speech on one ex-
treme. Although both modalities express informa-
tion in their specific way, we refer to this asre-
dundancy. Figure 1 gives an example for redun-
dant meaning in speech and gesture. The utter-
ance ”take a right” contains an action (”take”) and
a direction (”right”). Both aspects are expressed as
well by the accompanying dynamic gesture made
to the right. That is, these two features are com-
municated redundantly by speech and gesture. At
the opposite extreme of the continuum there are
gestures encoding aspects that are not uttered ver-
bally, in other words these gesturescomplement
speech. In figure 2 an illustrating example for
complementarity is given. The direction giver
talks about an entrance and visualizes the entrance
by gesture. The major content conveyed by speech
is the existence and function of an entity, namely
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Figure 2: Gesture accompanying the utterance
”it’s the entrance” as an example for gestural com-
plementarity.

being the entrance. Without the accompanying
gesture the recipient’s mental representation of the
entrance could take different shapes, but the ges-
ture visualizes the arch-shaped architecture of this
specific entrance. So the specification of the en-
trance’s shape is a complementary feature of the
speech-accompanying gesture. Interestingly, there
seems to be a 50:50 distribution of redundant and
complementary gestures (Cassell et al., 2000; Cas-
sell and Prevost, 1996), and even the blind dis-
tribute semantic components across the modali-
ties (Iverson and Goldin-Meadow, 1998). The
question is when people gesture at all, how they
distribute information across speech and gesture.
What are the influencing factors? So far, research
has not been able to give any satisfying answers
on this. McNeill (1992) contends that represen-
tational gestures are more likely to be used for
newsworthy concepts. Cassell and Prevost (1996)
analyzed manner-of-motion verbs and accompa-
nying gestures using semantic features to distin-
guish between redundant and complementary ges-
tures. They found rhematic information with a fo-
cus marking newness or contrast resulting mainly
in complementary gestures, while thematic infor-
mation with a focus marking contrast is accom-
panied mainly by redundant gestures. Yan (2000)
studied gestures from a house description experi-
ment using semantic features to classify redundant
and complementary gestures. He developed a hi-
erarchy of rules that managed to predict 60% of
the gestures. His major findings are that the in-
troduction of single/multiple object(s) is accompa-
nied by complementary gestures, while redundant
gestures are used to localize objects. Bavelas et
al. (2002) report findings suggesting that gestures
are used to compensate for problems of verbal en-
codability. Kita andÖzyürek (2003) found cross-
linguistic variations in iconic gestures, indicating
that gestures are shaped simultaneously both by
spatial properties of the referents and the way the

spoken language packages information. Further-
more, Melinger and Levelt (2004) found first di-
rect evidence that the decision to gesture influ-
ences decisions about what is explicitly mentioned
in speech or is omitted.

The aim of this study is to find factors that can
explain the observed occurrence of redundant and
complementary gestures. For this purpose we have
included both, meaning itself and the wider dia-
log context in the analysis. A level for compar-
ing the semantics of speech and gesture has to
be established firstly. The following steps aim at
problems of verbal encodability as well as differ-
ent kinds of feedback that signal understanding or
non-understanding. Moreover, the particular com-
municative goals, as Denis (1997) identified them
in route directions, as well as the information sta-
tus might have an impact on the co-expressivity of
speech and gesture as well.

2 Method

Our corpus analysis takes place within the scope
of a study done at the Northwestern University in
Chicago (Kopp et al., 2004). In the following, this
study is described briefly, supplemented by a de-
scription of the annotation scheme developed for
our purpose.

2.1 Participants

28 undergraduates (11 males and 17 females) par-
ticipated in the experiment as direction givers. All
of them were native speakers of English. They
got the task to describe a route across Northwest-
ern University’s Campus to another person they
thought was unfamiliar with the campus.

2.2 Materials

Ten different routes existed, each of them starting
at the building where the experiment took place,
and connecting five locations on the campus.

2.3 Procedure

Each direction giver got a list of ten routes and
was asked to sort out those ones she/he did not
feel comfortable to give directions for. Among
the remaining routes one was selected randomly.
In order to guarantee comparable conditions, the
participant was instructed to make her-/himself fa-
miliar with the route by walking it. Afterwards
she/he was seated face-to-face with the direction
follower. They were instructed to make sure that
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the direction follower understood the directions
and would be able to find the way on her/his own.
Audio- and videotapes were taken of each dia-
log. For the videotape, four synchronized camera
views were recorded.

2.4 Coding

Some annotation has been done in the scope of
other studies (Kopp et al., 2004; Kopp, 2005).
This includes the transcription of the direction
giver’s words and the segmentation of the occur-
ing iconic and deictic gestures. Moreover, the ges-
ture morphology has been annotated, that ishand
shape, hand orientationandhand location. The
latter includes shape and extent of the trajectory,
which is used to judge the gesture’s semantics in
the following.

In the scope of our own corpus analysis a total
of 1508 gestures out of 10 different dialogs were
annotated by two coders using the toolPraat1

to transcribe the words of the direction follower,
and the multimodal annotation toolAnvil (Kipp,
2004). The following levels of annotation have
been added to the corpus: (1a) speech seman-
tics, (1b) gesture semantics (2) problems of ver-
bal encodability, (3) dialog acts, (4) communica-
tive goals, and (5) information status.

2.4.1 Semantics of speech and gesture

The central annotation levels are gesture and
speech semantics. In a first step, the lexical affili-
ate of each gesture, i.e. the word(s) deemed to cor-
respond most closely to a gesture in meaning, has
been determined (Schegloff, 1984). For each ut-
terance one or more semantic features (SFs) were
annotated both for the gesture and its lexical affil-
iate. Judging the semantics of speech and gesture
is not an easy task. Because of their underspecifity
gestures can not be interpreted without looking at
their verbal context. Therefore, the risk of circu-
larity is given, when gesture and speech semantics
are overhastily equated (McNeill, 2005). To de-
void this circularity, we first determined the idea
unit underlying the multimodal utterance. Based
on this, we judged the semantic contributions of
both modalities. An example of the procedure of
semantic interpretation is given in figure 3. The ut-
terance refers to ”Cook Hall”, and the underlying
idea unit encloses information about the appear-
ance and location of this entity. The information

1http://www.praat.org

Figure 3: Gesture accompanying the utterance
”you’re gonna see a big building to your right”
with additional information about the referent in
the form of map and photo.

that the referent is a building with a rectangular
front emerges from the photo, while a look at the
map reveals that ”Cook Hall” is on the right side
of the route being described. With this additional
information one can fasten down the distribution
of information: Verbally the direction giver intro-
duces an entity as ”big building” which is to the
”right”. According to this, we assign the follow-
ing SFs to the verbal utterance:ENTITY, SIZE and
RELATIVE POSITION. The accompanying gesture
visualizes the shape of the building. Additional
information about the relatively large extent of the
gesture is adopted from gesture morphology. Thus
we annotate the SF categoriesSHAPEandSIZE for
this gesture, not relative position since the gesture
is made in front of the speaker and not to his right.

For the overall set of SFs, semantic categories
developed by Jackendoff (1983) have been modi-
fied depending on the domain of spatial discourse.
The following categories adequately cover the se-
mantics of both speech and gesture in our corpus,
given with the rules used to annotate speech se-
mantics:

• ENTITY: Streets, paths, buildings, signs etc.

• RELATIVE POSITION: Prepositions charac-
terize information about the spatial position
of entities, e.g. ”on your left” or ”behind the
parking lot”.

• ACTION: Information about actions, verbally
conveyed by motion verbs like ”walk”, ”go”,
”head”, ”follow” etc.

• DIRECTION: Directional information
concerning actions is realized ver-
bally with adverbs like ”left/right” or
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”north/south/west/east”.

• PATH: There are three variants of paths: (1)
bounded paths, characterized by prepositions
like ”from” or ”to”, (2) paths along a ref-
erence object, characterized either by verbs
like ”pass” or by prepositions like ”along”,
”through” or ”around”, and (3) paths running
relative to a reference object, characterized
by verbs like ”follow” or by prepositions like
”on”.

• SHAPE: Words like ”circular” or ”zig-zaggy”
are annotated as shape.

• SIZE: Adjectives like ”huge” or ”small” are
coded as size.

• AMOUNT: An amount of entities can be ver-
balized by numerals or by words like ”sev-
eral” or multiple”.

• PROPERTY: Other properties of entities, ex-
cept size and shape.

Concerning the meaning of gestures the same
categories are used. The first decision to be made
is applied to the dynamics of each gesture. A ges-
ture can be either dynamic or static. Dynamic ges-
tures include a trajectory between starting point
and target point, while static gestures only consist
of a posture at a target position. In the latter case
eitherRELATIVE POSITION, SIZE or AMOUNT are
taken into consideration. Typically, positioning
gestures are done with one hand, while sizes are
visualized with both hands, but in case of doubt
the (verbal) context is decisive. If two entities are
localized,AMOUNT is annotated additionally. For
dynamic gestures there is a wider range of possi-
bilities. In a first step one has to distinguish ges-
tures referring to actions and gestures referring to
entities. For the latter ones the SFsSHAPE, SIZE,
AMOUNT andPROPERTYare considered. Support-
ive for the coder is a look at the gesture morphol-
ogy where gesture shapes may be found (Sowa,
2006). If the gesture conveys aSHAPE, typically
the trajectory or the inner sides of the hands form
it. SIZE can be found in a dynamic gesture as well,
because sometimes a ”scaling” movement refers
to the size of entities. Moreover, the morphology
clearly contains information about the extent. Typ-
ically, AMOUNT is assigned to a dynamic gesture
if it refers to more than two entities. In these cases

RELATIVE POSITION is annotated as well.PROP-
ERTY is used if any properties of entities except
the above ones are visualized, e.g. smoke out of a
chimney. If the gesture refers to an action, we an-
notated the SFACTION in either case. In addition,
either DIRECTION or PATH are conveyed. Direc-
tional gestures are pointing gestures, visualizing
the direction of an action, while paths are visual-
ized with a ”sweeping” movement of the hands.
Sometimes theSHAPE of the path is depicted ad-
ditionally.

2.4.2 Verbal encodability problems

We coded two different characteristics for prob-
lems of verbal encodability: discourse mark-
ers and disfluencies. Both kinds of character-
istics have been coded for their occurrence (ei-
ther within the particular gesture’s lexical affili-
ate, or directly before it). A special case of dis-
course markers are hedges, which are defined as
”words whose job it is to make things more or
less fuzzy” by Lakoff (1972). ”kind of”, ”sort
of”, ”somehow”, ”like” etc. are considered to be
more fuzzy hedges. Disfluencies reflect production
problems coming along with spontaneous speech.
According to Shriberg (1999) the following fea-
tures are coded as disfluencies: (1) filled pauses
(”uh”, ”um”), (2) repetitions (”the the”), (3) re-
pairs (”that’s called Cook Buil- Cook Hall”), and
(4) false starts (”and then you gonna may- once
you get to the end of the building”).

2.4.3 Dialog acts

Following the annotation scheme DAMSL (Di-
alog Act Markup on Several Layers) by Allen
and Core (1997), we analyzed how the co-
expressivity of speech and gesture is influenced
by (non-)understanding signals. In DAMSL, for-
ward looking functions state how an utterance
constrains the future actions or beliefs of the
hearer, and affects the discourse. We used the
utterance tagsStatement, Influencing-addressee-
future-actionand Info-request. Backward look-
ing functions indicate how the current utterance
relates to the previous dialog. We coded the ut-
terance tagsAcknowledge(”okay”, ”aha” etc.),
Repeat-Rephrase, andCompletionas understand-
ings signals, andAnswerreferring to the forward
looking info-requests.
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2.4.4 Communicative goals

In terms of the communicative function of a
dialog act, according to Denis (1997) two ma-
jor components can be identified, as there are
actions/instructions and striking points along the
route, so-called landmarks. Based on this, De-
nis develops several categories of communicative
goals that can be distinguished in route directions.
Our segmentation of these categories in the corpus
is based on the preceding annotation of forward
looking functions. Utterances tagged asState-
mentor Influencing-addressee-future-actionwere
assigned to the following categories:

• Reorientation: Instruction to change the ori-
entation, e.g. ”turn right”

• Locomotion: Instruction aimed to reduce the
distance between the actual position and the
destination, e.g. ”go straight on”

• Action+Landmark: Instruction combining
action and landmark, e.g. ”cross X”, ”turn
left at X”, ”go past X”

• Landmark: Reference to landmark without
localization or further description

• Landmark with spatial orientation: Localiza-
tion of a landmark, e.g. ”there’s a road in
front of you”

• Landmark description: Non-locating de-
scription of landmarks, e.g. ”it’s a big pink
colored building”

2.4.5 Information status

Finally, we coded the information status for
each SF using the following states:new for SFs
introduced in the dialog,evokedfor SFs already
given verbally andevoked by gesturefor SFs
already given only by gesture.

In general, annotation-based corpora depend on
subjective judgements of the coders, and reliabil-
ity of these judgements is mandatory. We reached
a mean Kappa value ofκ=0.774 (SD=0.101) in-
dicating substantial agreement among the two
coders on a test set of about 20% of the corpus.
Especially judging speech and gesture semantics
with a set of categories is always difficult and ap-
proximative, and one could imagine more or less
categories. We established our category set iter-
atively in order to adequately cover the relevant

Figure 4: Distribution of the different kinds of re-
dundant/complementary SFs.

meaning, while at the same time ensuring reliabil-
ity.

3 Results

In the course of judging the gesture semantics,
each gesture got assigned between one and five
SFs: 51,1% of the gestures have one SF, 31,8%
of them have two SFs, and 17,1% have three or
more SFs. Among these SFs, 48.63% are redun-
dant while 51.38% are complementary to the ac-
companying speech. This distribution supports
earlier findings by Yan (2000) and Cassell and
Prevost (1996) on a level of semantic features.
In terms of gesture-wise consideration, one finds
31.7% of the gestures being completely redundant,
that is they do not have any complementary SFs.
Another 38.9% of the gestures do not have any
redundant SFs and therefore are exclusively com-
plementary. Finally 29.7% of the gestures have
both redundant and complementary parts. Figure
4 summarizes the number of times that different
types of SFs occur in gestures.

The first analysis of the corporal data concerns
problems of verbal encoding that become apparent
in discourse markers and disfluencies. If there are
any discourse markers in speech, there is a signif-
icantly higher proportion of complementary SFs
in the accompanying gestures (χ2=13.625, df=2,
p=0.001). In addition, the frequency of redundant
SFs is decreased in these cases (χ2=24.279, df=2,
p<0.001). Concerning redundancy the same find-
ings hold for disfluencies. Gestures accompanying
disfluent utterances also have a significantly lower
proportion of redundant SFs (χ2=6.813, df=2,
p=0.033), while there is no correlation of dis-
fluencies and complementarity (χ2=2.128, df=2,
p=0.345). Compared to the overall temporal oc-
currence of gestures in our corpus, gestures ac-
companying discourse markers or disfluencies oc-
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cur more frequently before their lexical affiliate
(e.g. ”there is a [little... like...] kind of an alley”).

Further analysis has been done concerning the
influence of the direction follower’s feedback on
the distribution of information across the modali-
ties. This feedback manifests either in interposed
questions or in understanding signals. Regard-
ing interposed questions there is neither a signif-
icant relationship between the resulting answers
of the direction giver and redundancy in gestur-
ing (χ2=3.272, df=2, p=0.195), nor is there any in-
fluence of backward-looking utterances and com-
plementarity (χ2=1.604, df=2, p=0.448). Regard-
ing positive feedback of the direction follower,
the time passed since the last understanding sig-
nal may be relevant for judging the influence of
these signals on co-expressivity of speech and
gesture. The following time-intervalls have been
tested: 0-4.99s, 5.00-9.99s, 10.00-19.99s, 20.00-
29.99s and>30.00s. Across all intervall lengths,
we did not find any significant influence of utter-
ances tagged asAcknowledge, Repeat-Rephraseor
Completionon the number of redundant SFs of
speech-accompanying gestures (χ2=7.079, df=8,
p=0.528), nor on the frequency of complementary
SFs (χ2=8.325, df=8, p=0.402).

Furthermore, we analyzed the influence of com-
municative goals on the frequency of gesturing
in general. The majority of annotated commu-
nicative goals is accompanied by exactly one ges-
ture (76.3%), while 10.9% do not have any ac-
companying gestures, and 12.9% are accompanied
by two or more gestures. Nevertheless this dis-
tribution depends on the kind of communicative
goal (see figure 5). Descriptions of actions with-
out any reference to landmarks (Reorientation, Lo-
comotion) as well as utterances of the category
Landmarkdo have one accompanying gesture in
the majority of cases.Landmark descriptionsare
more often uttered without gesturing, whileland-
marks with spatial orientationtend to go with two
or more gestures.

In addition, we tested the influence of commu-
nicative goals on the co-expressivity of speech and
gesture inference-statistically.

• Reorientation: If the direction giver instructs
the direction follower to change the direc-
tion, the accompanying gestures are charac-
terized by a significantly higher proportion of
redundant SFs (χ2=227.998, df=2, p<0.001).
ACTION and DIRECTION are the types of

Figure 5: Frequency of gestures per communica-
tive goal.

SFs found in these gestures. The number of
complementary SFs is decreased in case of
reorientations (χ2=46.578, df=2, p<0.001).
PATH, DIRECTION andRELATIVE POSITION

are the kinds of SFs that are used comple-
mentarily.

• Locomotion: Concerning the number of re-
dundant SFs in speech-accompanying ges-
tures locomotions are similar to reorienta-
tions. The number of redundant SFs in
gestures accompanying utterances tagged as
Locomotionis significantly higher than ex-
pected (χ2=54.303, df=2, p<0.001). Again,
ACTION andDIRECTION are found to be used
most frequently. Regarding the influence
of locomotions on the number of comple-
mentary SFs in speech-accompanying ges-
tures, there is no significant relationship be-
tween those two variables (χ2=2.029, df=2,
p=0.363).

• Action+Landmark: Concerning the redun-
dancy in gestures accompanying utterances
of the kindAction+Direction, two or more re-
dundant SFs occur more often than expected
(χ2=98.904, df=2, p<0.001). They are usu-
ally of the kindsACTION andDIRECTION as
in the case of locomotions and reorientations,
but also of the kindsPATH andRELATIVE PO-
SITION. The proportion of complementary
SFs is increased in this category (χ2=26.179,
df=2, p<0.001). Especially one complemen-
tary SF is used relatively often.

• Landmark: In this category the frequency
of redundant SFs is significantly decreased,
(χ2=106.632, df=2, p<0.001), while the
number of complementary SFs is higher than
expected (χ2=46.423, df=2, p<0.001). REL-
ATIVE POSITION andSHAPEare found to oc-
cur most frequently in the gestures when the
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direction giver mentions a landmark.

• Landmark description: The same findings
as for landmarks hold for landmark descrip-
tions. The proportion of redundant SFs
in accompanying gestures is lower than ex-
pected (χ2=88.432, df=2, p=0.001) and the
proportion of complementary SFs is higher
than expected (χ2=33.582, df=2, p<0.001).
Moreover, the SFsRELATIVE POSITION and
SHAPEare also the ones used most often.

• Landmark with spatial orientation: In the
case of landmarks with spatial orientation
there is a large number of gestures withREL-
ATIVE POSITION as the only redundant SF
(χ2=110.852, df=2, p<0.001). Gestures with
more than one redundant SF occur rarely.
Concurrently, the frequency of complemen-
tary SFs is lower than expected (χ2=79.427,
df=2, p<0.001). If there are any complemen-
tary SFs they are of the kindRELATIVE PO-
SITION or SHAPE.

To sum up, one may say that actions are de-
scribed with speech-accompanying gestures that
have more redundant SFs, while the propor-
tion of redundant SFs is decreased when con-
veying information about landmarks. Concern-
ing complementarity there are more such SFs
than expected in gestures that belong to the cat-
egoriesLandmark, Landmark descriptionandAc-
tion+Landmark. Less complementary SFs can be
observed when referring to landmarks with spatial
orientation.
Concerning the influence of the information sta-
tus of the SFs, the only found correlation ex-
ists for the categoryENTITY. The redundancy
of gestures accompanying the introduction of en-
tities is decreased, while utterances referring to
evoked entities are accompanied by gestures with
a higher proportion of redundant SFs than ex-
pected (χ2=13.012, df=2, p=0.001). Moreover,
the frequency of complementary SFs is slightly in-
creased in case of new entities, while evoked en-
tities are accompanied by gestures with less com-
plementary SFs (χ2=4.480, df=2, p=0.106).

4 Discussion

To our knowledge, this study is the first one an-
alyzing the influence of dialog context and com-
municative goals on the distribution of informa-
tion across speech and gesture. Our analysis of

the direction giving dialogs reveals three major
factors influencing the co-expressivity of speech
and gesture, while others were found not to do
so. First, problems concerning verbal encoding
have an effect on the distribution of meaning,
leading to more complementary and less redun-
dant SFs in gestures. This goes together with
the results of Bavelas et al. (2002) who found
more non-redundant gestures when people had
to describe pictures that were hard to encode.
It seems as if people compensate for such ver-
bal problems by adding complementary informa-
tion to gestures. Second, the co-expressivity of
speech and gesture is influenced by communica-
tive goals. Instructions are accompanied by ges-
tures with more redundant SFs, while gestures re-
ferring to landmarks are characterized by more
complementary SFs. When giving directions, in-
structions are really important for the direction fol-
lower to find her/his way, especially reorientations
and actions referring to landmarks. For this rea-
son it would make sense to convey this informa-
tion redundantly. However, Beattie and Shovel-
ton (2006) recently found, that speakers tend to
convey salient information gesturally. One could
argue that at least in case of reorientations it would
be difficult to have complementary SFs beyond
ACTION andDIRECTION in gesture, but in fact we
found gestures withSHAPE, PATH or RELATIVE

POSITION as complementary SFs. Nevertheless,
the number of complementary SFs is decreased
significantly and information about actions, di-
rections and sometimes paths is conveyed redun-
dantly instead. Concerning the larger number of
complementary SFs when referring to landmarks,
one should think of the particular strengths and
weaknesses of both modalities. Shapes and posi-
tions can often be easier visualized with hands and
arms, than uttered verbally. In these cases the risk
going along with complementary meaning in ges-
ture, that is being overlooked by the dialog part-
ner, is accepted. In the categoryLandmark with
spatial orientationthe localization is conveyed by
speech, and in consequence there are less comple-
mentary SFs in the accompanying gestures. In the
same sense one can interpret the found relation-
ship between communicative goals and the use of
gestures in route directions in general. Actions
and landmarks have one accompanying gesture in
the majority of cases. Descriptions of landmarks
are not necessarily accompanied by any gesture.
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Within landmark descriptions there may be con-
tents, e.g. colors, that can not even be visualized.
In contrast, gestures occur more often when enti-
ties are set in relation to one another, as inLand-
marks with spatial orientation.

Third, the introduction of entities goes along
with slightly reduced redundancy and increased
complementarity in gesturing. So findings of
Yan (2000) are supported tendentiously, but the in-
fluence can only be observed for entities, not for
other kinds of SFs.

Finally, no influence could be found for feed-
back signals of the dialog partner, but there are at
least two aspects relativising these results. First,
the direction followers were not really unfamiliar
with the campus. So their interposed questions do
not reflect real understanding problems. In fact,
the questions were of the kind ”what is the color
of the building?” or ”how long does it take to get
from here to there?”. Second, and even more im-
portant is the fact that only verbal signals of un-
derstanding have been annotated. Because of the
video quality it was not possible to code nonverbal
signals of feedback, although there is no doubt that
such signals like head movements or facial mim-
ics are equally good for signaling understanding
or non-understanding.
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