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Zusammenfassung

Gashydrate sind kristalline Feststoffe bestehend aus Wasser und Gasmolekülen. Sie
sind stabil bei erhöhten Drücken und niedrigen Temperaturen. Natürliche Hy-
dratvorkommen treten daher an Kontinentalhängen, in Permafrostböden und in
tiefen Seen sowie Binnenmeeren auf. Bei der Hydratbildung orientieren sich die
Wassermoleküle neu und bilden sogenannte Käfigstrukturen, in die Gas eingelagert
werden kann. Aufgrund des hohen Drucks bei der Hydratbildung können große
Mengen an Gas in die Hydratstruktur eingebaut werden. Das Volumenverhältnis
von Wasser zu Gas kann dabei bis zu 1:172 bei 0◦C und Atmosphärendruck betra-
gen. Natürliche Gashydrate enthalten hauptsächlich Methan. Da Methan sowohl
ein Treibhausgas als auch ein Brenngas ist, stellen Gashydrate gleichermaßen eine
potentielle Energieressource sowie eine mögliche Quelle für Treibhausgase dar.
Diese Arbeit untersucht die physikalischen Eigenschaften von Methanhydrat gesät-
tigten Sedimentproben im Labormaßstab. Dazu wurde ein großer Reservoirsimu-
lator (LARS) mit einer eigens entwickelten elektrischen Widerstandstomographie
ausgerüstet, die das erste Mal an hydratgesättigten Sedimentproben unter kontrol-
lierten Temperatur-, Druck-, und Hydratsättigungsbedingungen im Labormaßstab
angewendet wurde. Üblicherweise ist der Porenraum von (marinen) Sedimenten
mit elektrisch gut leitendem Salzwasser gefüllt. Da Hydrate einen elektrischen Iso-
lator darstellen, ergeben sich große Kontraste hinsichtlich der elektrischen Eigen-
schaften im Porenraum während der Hydratbildung und -zersetzung. Durch wieder-
holte Messungen während der Hydraterzeugung ist es möglich die räumliche Wider-
standsverteilung in LARS aufzuzeichnen. Diese Daten bilden in der Folge die Grund-
lage für eine neue Auswerteroutine, welche die räumliche Widerstandsverteilung in
die räumliche Verteilung der Hydratsättigung überführt. Dadurch ist es möglich,
die sich ändernde Hydratsättigung sowohl räumlich als auch zeitlich hoch aufgelöst
während der gesamten Hydraterzeugungsphase zu verfolgen.
Diese Arbeit zeigt, dass die entwickelte Widerstandstomographie eine gute Daten-
qualität aufwies und selbst geringe Hydratsättigungen innerhalb der Sedimentprobe
detektiert werden konnten. Bei der Umrechnung der Widerstandsverteilung in lokale
Hydrat-Sättigungswerte wurden die besten Ergebnisse mit dem Archievar−phi Ansatz
erzielt, der die zunehmende Hydratphase dem Sedimentgerüst zuschreibt, was einer
Abnahme der Porosität gleichkommt. Die Widerstandsmessungen zeigten weiter-
hin, dass die schnelle Hydraterzeugung im Labor zur Ausbildung von kleinen Hy-
dratkristallen führte, die dazu neigten, zu rekristalliesieren.
Es wurden weiterhin Hydrat-Abbauversuche durchgeführt, bei denen die Hydrat-
phase über Druckerniedrigung in Anlehnung an den 2007/2008 Mallik Feldtest zer-
setzt wurde. Dabei konnte beobachtet werden, dass die Muster der Gas- und Wasser-
flussraten im Labor zum Teil gut nachgebildet werden konnten, jedoch auch auf-
baubedingte Abweichungen auftraten.
In zwei weiteren Langzeitversuchen wurde die Realisierbarkeit und das Verhalten
bei CO2-CH4-Hydrat Austauschversuchen in LARS untersucht. Das tomographi-
sche Messsystem wurde dabei genutzt um während der CH4 Hydrat Aufbauphase
die Hydratverteilung innerhalb der Sedimentprobe zu überwachen. Im Zuge der
anschließenden CO2-Injektion konnte mithilfe der Widerstandstomographie die sich
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ausbreitende CO2-Front überwacht und der Zeitpunkt des CO2 Durchbruchs iden-
tifiziert werden.
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Abstract

Gas hydrates are crystalline solids composed of water and gas molecules. They are
stable at elevated pressure and low temperatures. Therefore, natural gas hydrate
deposits occur at continental margins, permafrost areas, deep lakes, and deep in-
land seas. During hydrate formation, the water molecules rearrange to form cavities
which host gas molecules. Due to the high pressure during hydrate formation, sig-
nificant amounts of gas can be stored in hydrate structures. The water-gas ratio
hereby can reach up to 1:172 at 0◦C and atmospheric pressure. Natural gas hy-
drates predominantly contain methane. Because methane constitutes both a fuel
and a greenhouse gas, gas hydrates are a potential energy resource as well as a po-
tential source for greenhouse gas.
This study investigates the physical properties of methane hydrate bearing sedi-
ments on a laboratory scale. To do so, an electrical resistivity tomography (ERT)
array was developed and mounted in a large reservoir simulator (LARS). For the
first time, the ERT array was applied to hydrate saturated sediment samples under
controlled temperature, pressure, and hydrate saturation conditions on a laboratory
scale. Typically, the pore space of (marine) sediments is filled with electrically well
conductive brine. Because hydrates constitute an electrical isolator, significant con-
trasts regarding the electrical properties of the pore space emerge during hydrate
formation and dissociation. Frequent measurements during hydrate formation ex-
periments permit the recordings of the spatial resistivity distribution inside LARS.
Those data sets are used as input for a new data processing routine which transfers
the spatial resistivity distribution into the spatial distribution of hydrate saturation.
Thus, the changes of local hydrate saturation can be monitored with respect to space
and time.
This study shows that the developed tomography yielded good data quality and
resolved even small amounts of hydrate saturation inside the sediment sample. The
conversion algorithm transforming the spatial resistivity distribution into local hy-
drate saturation values yielded the best results using the Archievar−phi relation.
This approach considers the increasing hydrate phase as part of the sediment frame,
metaphorically reducing the sample’s porosity. In addition, the tomographical mea-
surements showed that fast lab based hydrate formation processes cause small crys-
tallites to form which tend to recrystallize.
Furthermore, hydrate dissociation experiments via depressurization were conducted
in order to mimic the 2007/2008 Mallik field trial. It was observed that some pat-
terns in gas and water flow could be reproduced, even though some setup related
limitations arose.
In two additional long-term experiments the feasibility and performance of CO2-
CH4 hydrate exchange reactions were studied in LARS. The tomographical system
was used to monitor the spatial hydrate distribution during the hydrate formation
stage. During the subsequent CO2 injection, the tomographical array allowed to
follow the CO2 migration front inside the sediment sample and helped to identify
the CO2 breakthrough.
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1. Introduction

1.1. Introduction on gas hydrates

Gas hydrates are ice-like crystalline solids composed of a three dimensional network
of water molecules enclosing small (< 1 nm) guest molecules [Von Stackelberg et al.
1947].
First evidences on the recognition of gas hydrates date back to 1778, when Joseph
Priestly performed experiments featuring water and SO2 during winter having the
window open [Sloan and Koh 2008]. The first documentation of gas hydrates was
given by Sir Humphrey Davy in 1810, who performed experiments on the chlorine-
water system [Faraday 1859]. The importance of gas hydrate research was boosted
by the recognition of the modern natural gas industry who found that ice-like plugs
can form in pipelines transporting pressurized natural hydrocarbon gases and con-
stitute a significant danger for safe operation. Hammerschmidt [1934] discovered
that those plugs were actually gas hydrates as they formed at temperatures above
the freezing point of water. It was from this point that the research on gas hydrate
systems moved into the focus of chemists and physicists. In the following decades,
much original research has been done on the general composition and on the stability
conditions of gas hydrates. It was found that hydrates of natural gases are generally
stable at relatively high pressure and low temperature and that gas hydrates can
contain several types of gases. In the 1960s the Russian scientist Yuri Makogon was
the first to prove the existence of natural gas hydrates in permafrost areas of Siberia
[Makogon 1966].

Today it is known that hydrates can form as long as all of the following requirements
are fulfilled:

• presence of sufficient amounts of water,

• presence of sufficient amounts of gas,

• low temperatures,

• elevated pressure.

Under the stated conditions, the water molecules align in regular orientations and
form cavities. Five different kind of cavities can be found in nature (Fig. 1.1):
the pentagonal dodecahedron (512), the tetrakaidecahedron (51262), the hexakaidec-
ahedron (51264), the irregular dodecahedron (435663), and the icosahedron (51268)
[Sloan and Koh 2008]. Those cavities (also referred to as host) get stabilized when
they are filled with gas molecules, which shield attractive forces between the water
molecules [Tse et al. 1993]. In naturally occurring gas hydrates those gas molecules



1. Introduction

Figure 1.1.: Naturally occuring hydrate cavities: pentagonal dodecahedron (512),
tetrakaidecahedron (51262), hexakaidecahedron (51264), icosahedron
(51268), and irregular dodecahedron (435663). Adapted from Luzi
[2012].

(also referred to as guest) are mainly methane (CH4), but higher hydrocarbons, car-
bon dioxide (CO2), hydrogen sulfide (H2S), and mixed gas hydrates can be found
as well [Milkov et al. 2005]. Because the water lattice completely encloses the guest
molecules, gas hydrates belong to the class of inclusion compounds or clathrates.
Depending on the guest molecules, the formed cavities arrange in unit cells creating
different crystal structures. So far, three different kinds of crystal structures were
identified in natural hydrates: cubic structure one (sI, composed of 2 x 512 and 6
x 51262 cages), cubic structure two (sII, composed of 16 x 512 and 8 x 51264 cages),
and hexagonal structure H (sH, composed of 3 x 512, 2 x 435663, and 1 x 51268 cages)
[McMullan and Jeffrey 1965; Mak and McMullan 1965; Ripmeester et al. 1987]. The
type of structure formed depends primarily on the size of the guest molecule; i.e.
methane fits into both the small and large cages of sI, whereas propane is too large
to fit into the large cage of sI but can fit into the large cage of sII and therefore
forms sII [Koh et al. 2011]. However, several large guest molecules can only be in-
corporated in sII and sH hydrate structures in the presence of a so called help-gas
(e.g. CH4) to stabilize the 512 and 435663 cages [Giavarini and Hester 2011]. The
most common guest molecules in nature and the corresponding hydrate structures
are presented in Tab. 1.1.

Table 1.1.: Guest molecules commonly found in gas hydrates

Guest Molecules Structural Formula Hydrate Structure Utilized Cavities

Methane CH4 sI 512 and 51262

Ethane C2H6 sI 51262

Propane C3H8 sII 51264

Butane1 C4H10 sII 51264

Methylcyclohexane C7H14 sH 51268

Carbon Dioxide CO2 sI 512 and 51262

Hydrogen Sulfide H2S sI 512 and 51262

1iso-butane and n-butan

2



1.1. Introduction on gas hydrates

Furthermore, the composition of mixed gas hydrates has a significant influence on
the thermodynamic stability of gas hydrates. Compared to pure methane hydrate,
the increasing concentration of higher hydrocarbons, carbon dioxide or hydrogen
sulfide shifts the hydrate stability towards higher temperatures and lower pressures
(Fig. 1.2).
Considering the clathrate geometry, enormous amounts of gas can be stored in hy-
drate structures. For a structure I methane hydrate, 1 m3 of hydrate can contain
up to 172 m3 of free CH4 gas at 0◦C and atmospheric pressure [Kvenvolden 1993].

Figure 1.2.: Hydrate stability curves for different guest molecule compositions.
Higher hydrocarbons, carbon dioxide, and hydrogen sulfide shift the
stability curve to lower pressures or higher temperatures, respectively.
Solid lines are modelled stability curves using CSMGem, symbols rep-
resent experimental data from Schicks and Luzi-Helbing [2015].

However, the crystallization process of hydrate formation is generally described as
a two stage process (e.g. Max et al. [2006]):

1. Nucleation, the actual production of a solid material

2. Particle growth, which enlarges the formed solid crystals

The process of hydrate nucleation is a microscopic phenomenon and difficult to
observe experimentally [Sloan and Koh 2008]. Two conceptual models of methane
hydrate nucleation can be found describing hydrate nucleation from the liquid phase
[Sloan and Koh 2008]. The labile cluster hypothesis of Christiansen and Sloan
[1994] bases on the assumption of pure water existing without guest molecules but
already including water molecules aligned to labile ring structures of pentamers and
hexamers. As soon as guest molecules are dissolved in water, those ring structures
start to form labile cluster around the guest molecules. Those cluster structures
are considered to provide an early stage hydrate cage. Subsequently, the clusters
agglomerate by sharing faces until they reach a critical size to permit crystall growth
to initiate. On the contrary, the nucleation at the interface hypothesis of Kvamme
[1996] suggests hydrate nucleation to be controlled by guest molecules in a vapour
phase. Guest molecules adsorb on the water surface and get incorporated in firstly

3



1. Introduction

partial, later complete hydrate cages. Additional clusters join until a critical size is
achieved to permit crystal growth to initiate.
Subsequent to the successful formation of a solid hydrate nuclei, hydrate growth
continues to increase the amount of formed hydrate. The process of hydrate growth
is mainly controlled by the intrinsic growth kinetics, limitations due to mass transfer,
and limitations due to heat transfer [Sloan and Koh 2008].

Once a solid hydrate structure is formed, it will remain stable as long as it is in
thermal, mechanical, and chemical equilibrium with the environment. Disturbing
only one of those three equilibria will immediately cause hydrate decomposition to
initiate. The economic production of CH4 is the main target for industrial hydrate
research. Hence, the mechanisms required for safe and economic hydrate dissociation
became of greater interest in the past two decades. A lot of efforts were made to
identify proper dissociation techniques and to finally test them in a small number
of field studies:

Thermal stimulation aims at disturbing the thermal equilibrium by rising the
formation temperature above the stability temperature of the solid hydrate
phase. The required heat to warm up the hydrate bearing sediment layer
is provided by either injecting hot fluids into the borehole or by in-situ
combustion. The injection of hot fluids was tested in the Mallik 2002 gas
hydrate production research well program in the Mackenzie Delta, Canada
[Dallimore et al. 2005]. Following the idea that a significant amount of heat
was getting lost in the borehole on the way to the target layer, Schicks et al.
[2011, 2013] developed a counter-current heat-exchange reactor to produce
heat in-situ in the target zone.

Depressurization aims at reducing the reservoir pressure below the hydrate sta-
bility pressure to disturb the mechanical equilibrium. By placing a pump
into the borehole and continuously producing formation fluids, the reservoir
pressure can be decreased to initiate hydrate dissociation. This technique
was tested on a field scale during the Mallik 2007/2008 research program
[Wright et al. 2011b] as well as offshore Japan in a marine setting in 2013
[Yamamoto 2014].

Chemical stimulation aims at disturbing the chemical equilibrium by offering other
guest molecules or by adding chemicals which shift the stability of gas hy-
drates. The most prominent example of guest molecule substitution is the
idea of replacing hydrate bonded methane gas by carbon dioxide in order
to sequestrate CO2. A field trial was realized in 2012 at the Alaska North
Slope to investigate the performance of the exchange reaction where a mix-
ture of carbon dioxide and nitrogen was injected into a methane hydrate
bearing formation [Lee and White 2014].

4



1.2. Natural gas hydrates and their global significance

Figure 1.3.: The three basic techniques to disturb the equilibrium state of gas hy-
drate and initiate hydrate decomposition.

1.2. Natural gas hydrates and their global
significance

Natural hydrate reservoirs

Natural gas hydrates occur in the subsurface, where the four requirements for hy-
drate formation are fulfilled. The pressure in the subsurface is provided by the
overlaying geological layers (overburden) and increases with increasing depth. In
the same manner the temperature increases with increasing depth, following a site
specific geothermal gradient. The changes of pressure (P) and temperature (T) in
the underground can create a window of PT conditions that permits hydrate for-
mation in the subsurface. This PT window is often referred to as the gas hydrate
stability zone (GHSZ).
Today it is known that many areas provide temperature and pressure conditions
allowing for hydrate formation, but do not contain any hydrates at all. In most
cases the reason is an insufficient gas supply [Giavarini and Hester 2011]. Methane
trapped in natural gas hydrates is either of thermogenic or biogenic origin. Ther-
mogenic gas is formed deep in the earth in the process of catagenesis [Giavarini
and Hester 2011]. While they are not typical in hydrates, thermogenic gases are
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more common in conventional natural gas reservoirs. The process of catagenesis is
characterized by high temperatures (>450 K), producing relatively large amounts of
ethane and higher hydrocarbons [Sloan and Koh 2008]. Because the required high
temperatures correspond to large depths (>1000 m), thermogenic methane is not
produced in the GHSZ. Due to diagenesis, compaction, and buoyancy, methane of
thermogenic origin migrates upwards until it enters geological layers which provide
temperature and pressure conditions allowing methane hydrates to form.
However, the methane in gas hydrates is dominantly generated by bacterial anaer-
obic degradation of organic matter in low-oxygen environments [Demirbas 2010],
also referred to as biogenic methane production. Biogenic methane production in
marine settings occurs in depths of tens to 1000 m below the seafloor [Sloan and
Koh 2008]. Because the depth of biogenic methane production is comparably low,
biogenic methane can be generated in-situ (in the GHSZ) and directly be consumed
in hydrate formation.
As long as methane is not biogenically formed in-situ, it compulsorily has to migrate
upwards until it enters the GHSZ to form hydrate. Depending on the methane con-
centration, methane can migrate either as a free gas phase (bubbles) or dissolved in
the pore water. However, it is assumed that only hydrate formation close to faults
(which act as pathways for fluids) and at the base of the GHSZ is driven by the
presence of free gas [Waite et al. 2009]. The more common process of hydrate for-
mation in sediments is rather assumed to utilize dissolved, aqueous phase methane
[Buffett and Zatsepina 2000; Waite et al. 2009]. In that case, gas hydrate can only
accumulate if the mass fraction of methane remains in excess to the local methane
solubility when the methane-loaded water migrates through the sediment [Xu and
Ruppel 1999].
On a global scale, the conditions required to allow for hydrate formation are fulfilled
in marine sediments at active and passive continental margins, in permafrost areas,
in deep inland seas, and in deep lakes [Sloan and Koh 2008]. Fig. 1.4 emphasizes
the distribution of proven and inferred gas hydrate reservoirs.

It is unknown how much methane is globally bonded in hydrates. Over the last
decades, numerous estimates tried to evaluate the global gas hydrate inventory.
Milkov [2004] gave a great review of published estimates showing that the estimates
varied be several orders of magnitude. The strong deviations among the different
estimates arise from the different approaches and data each estimate is based on.
The early estimates were derived from the assumptions of a homogeneous hydrate
distribution, hydrate saturation, and sediment porosity with hydrate being present
wherever the stability conditions of CH4 hydrate were given (e.g. Trofimuk et al.
[1973]: ≈3053 x 1015 m3). Recent estimates rather base on complex models con-
sidering thermodynamical, biochemical, and geophysical data to reflect the current
state of the art of gas hydrate research (e.g. Piñero et al. [2013]: ≈0.8 x 1015 m3).

Environmental aspects of gas hydrates

Generally, gas hydrate deposits have to be considered as a vulnerable hydrocarbon
reservoir because they are sensitive to temperature, pressure, and salinity changes.
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1.2. Natural gas hydrates and their global significance

Figure 1.4.: The global distribution of recovered and inferred gas hydrate deposits
(from: Hester and Brewer [2009]). Hydrate deposits can be clustered
in marine reservoirs, permafrost reservoirs, and deep inland sea reser-
voirs.

In that context, the issue of slope failure related to gas hydrate systems in marine
scenarios is one major topic of current gas hydrate research. The ongoing process
of global warming can increase the ocean bottom temperature of specific areas in
the future [Purkey and Johnson 2010], possibly shifting the GHSZ. In the context
of paleo climate changes, small changes in the ocean bottom temperature shifted
the gas hydrate stability zone (GHSZ) by several meters, causing severe methane
release. At the end of the Paleocene up to 2 trillion tons of carbon were released into
the atmosphere over 10.000 years. During that time, the ocean bottom temperature
increased by 6◦C, promoting further hydrate decomposition [Schweizer et al. 2007].
When it comes to the economic production of natural gas from hydrates, the decom-
position of the solid hydrate phase is required. Especially in marine environments,
where hydrates are commonly stable in unconsolidated sediment layers, removing a
solid phase from the sediment’s pore space may weaken the mechanical strength of
the respective geological layer. Because marine gas hydrate deposits typically occur
at continental margins, uncontrolled hydrate decomposition may cause slope failure,
possibly leading to tsunamis. One the largest submarine mass flows, the Storegga
slide offshore Norway, is strongly associated with the presence of gas hydrates and
might have been caused by uncontrolled hydrate dissociation due to paleo-climate
changes [Bünz et al. 2003; Mienert et al. 2005].
Yet another important fact is that methane is the second most important green-
house gas after carbon dioxide (CO2). According to the 2014 IPCC report, methane
contributed 16% to the overall anthropogenic greenhouse gas emissions (7.8 ± 1.6
GtCO2 eq/yr) in 2010 [Blanco et al. 2014]. In 2011, the total amount of atmospheric
methane was 1803.2 ppb [Hartmann et al. 2013]. Although significant amounts of
methane are assumed to be bound in hydrates, much methane from naturally dis-
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sociated gas hydrate may never reach the atmosphere. It rather may be converted
to carbon dioxide and sequestered by the hydro- and biosphere in the water column
before reaching the atmosphere [Kvenvolden 1999]. The current main emissions of
methane are mainly due to a wide range of anthropogenic activities such as the pro-
duction and transport of fossil fuels, livestock, and rice cultivation, and the decay
of organic waste in solid waste landfills [Blanco et al. 2014].

Hydrates as an energy resource

Ensuring continuous and safe flow in hydrocarbon streamlines (also referred to as
flow assurance) was the major driving force for industrial gas hydrate research over
the past decades. Ever since the amounts of methane bound in hydrates were per-
ceived, the idea of recovering natural gas from hydrates became another aspect of
industrial interest in gas hydrate deposits. With respect to the growing energy de-
mand worldwide, gas hydrate deposits have become of increasing interest for various
countries in the past decades. Demirbas [2010] even states that methane hydrates,
together with renewable energy and hydrogen, are the most important alternative
energy resources for the near future. Even though the primary product of gas hy-
drate production would be natural gas (mainly methane), which is a well known
material in conventional oil and gas industry for many years, the economic develop-
ment of gas hydrate deposits still raises fundamental questions.
From a natural gas market point of view, the landscape of availability and pricing of
natural gas is a very dynamic system. The most prominent example is given by the
United States of America and Canada. Importing natural gas for a long time, the
exploitation and production of shale gas beginning in 2009 started to have a huge
impact on the gas price in North America and the increased availability is about to
make former import countries exporting countries of natural gas [Makholm 2015].
Due to the increased availability in North America, gas prices consequently “fell to
much lower levels than had previously been thought possible” [Stern 2014] by 13.6%
from 2009 to 2013 in the U.S., whereas prices in Europe doubled up from 5.00 USD
to 10.55 USD in that timespan [Makholm 2015].
This example emphasizes that the exploitation of new or unconventional resources
can significantly affect global markets as well as a single country’s economy. For that
reason, the countries pushing gas hydrate research today are mainly countries which
have a vast energy demand, cannot access conventional hydrocarbon reservoirs on
their own territories, and strongly rely on imports. The large amounts of hydrocar-
bons stored in gas hydrates, thus, constitute a very attractive potential resource.
Walsh et al. [2009] investigated the economic viability of gas production from natural
hydrates and concluded that gas prices of 7.50 - 12.00 $CDN/Mscf would be required
to make the production process economically efficient. However, those prices only
give a rough impression and strongly depend on the hydrate reservoir type, the ge-
ological setting, additional infrastructure, and many more.
The greatest uncertainties evaluating gas hydrate reservoirs arise from unknown hy-
drate distribution and saturation. To evaluate the economic feasibility of a hydrate
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reservoir, it is crucial to know how much hydrate is in there, how it is distributed,
and how much can be produced. Those questions can only be answered having
a tremendous understanding of the reservoir geology and its thermodynamic and
physical properties.

1.3. Physical properties of hydrate bearing
sediments

The presence of gas hydrate in the pore space of any geological layer can have a
significant impact on its physical properties. The most affected physical properties
are the electrical conductivity, seismic velocities, and the hydraulic permeability
(e.g. Waite et al. [2009]; Shankar and Riedel [2011]).
The electrical conductivity σ, or its inverse electrical resistivity ρ, are commonly
used parameters to characterize electrical charge transport within a given medium.
Because most rock forming minerals are classed as insulators, the charge transport
in natural sediments and rocks is predominantly provided by conductive pore water
and a result of electrolytical conduction. To link the electrical properties of the rock
with the electrical properties of the pore fill, the formation resistivity factor F is
frequently used:

F =
ρ0

ρw
, (1.1)

where ρ0 is the electrical resistivity of the water saturated rock and ρw is the electrical
resistivity of the pore water.
The seismic velocities relate the elastic properties of a material to its density in
terms of the speed of elastic waves passing through a body of that material. Two
types of body waves can be distinguished: compressional (also referred to as P)
and shear (also referred to as S ) waves. Their propagation velocities Vp and Vs are
related with the compressional modulus K, the shear modulus µ and the density ρ
of the material as follows [Kirsch 2008]:

Vp =

√
K + 4

3
µ

ρ
Vs =

√
µ

ρ
(1.2)

The seismic velocities are a common tool to classify materials or to assess properties
of the pore fill.
The permeability characterizes the ability of a material to allow fluids to flow [Schön
2004]. The higher the permeability of a given medium, the easier a fluid can flow
through that material. A detailed description of the relevant petrophysical param-
eters is given in the appendix (A).
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Those properties are sensitive to the presence of gas hydrate because the solid hy-
drate phase constitutes an electrical insulator, can clog pore throats, and stiffens the
host sediment, increasing the seismic velocities [Waite et al. 2009]. To what extent
the physical properties are affected, depends on the amount and the distribution of
hydrate within the sediment’s pore space (also referred to as growth habit). In order
to analyse the mentioned properties, four different types of growth habits have to
be taken into account (see Fig. 1.5):

Figure 1.5.: The four different types of gas hydrate growth habits.

Pore Filling In a fully water saturated pore space, pore filling hydrates form
from methane dissolved in water in the center of the pores with-
out any contact to surrounding sediment grains. The solid hy-
drate phase is considered to be a part of the pore fill. The
seismic velocities and the electrical resistivity only increase grad-
ually with increasing hydrate saturation [Helgerud et al. 1999;
Spangenberg and Kulenkampff 2006], whereas the permeability
decreases [Kleinberg et al. 2003]. The interconnectivity of the
pore space remains maintained.

Load Bearing As hydrate saturation increases, measurements of electric resis-
tivity and seismic velocities indicate that pore filling hydrate
transforms into frame building/load bearing hydrate for pore
space saturations above 40% [Spangenberg and Kulenkampff 2006;
Priest et al. 2009]. As the formed hydrate cluster grows, it will
adjoin the surrounding sediment grains and increase the mechan-
ical strength of the sediment layer. Hydrates are considered to
be part of the sediment matrix, increasing the seismic velocities
much steeper compared to the pore filling growth habit [Helgerud
et al. 1999]. In the same manner, the interconnectivity of the
pore space is getting decreased with increasing hydrate satura-
tion, resulting in decreasing electric conductivity and hydraulic
permeability.

Grain Coating Grain coating hydrate forms in sediments which are not com-
pletely water saturated. The required water phase is only pro-
vided by wetting water directly attached to the sediment grains.
For initial water saturations less than ≈35%, hydrate tends to
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form a shell around the grains which can clog pore throats and
subsequently can cut of parts of the pore space from the intercon-
nected pore network [Kumar et al. 2010]. With increasing grain
coating hydrate saturation, the seismic velocities will quickly in-
crease because the solid hydrate phase strengthens the hydrate
bearing formation [Waite et al. 2009]. Grain coating hydrate de-
creases the hydraulic permeability - but to a lesser extent than
for pore filling growth habits because larger flow paths exist in
grain-coating hydrate [Dai et al. 2012]. The similar behaviour
can be observed for the electrical resistivity, which increases with
increasing grain coating hydrate saturation, but not as intensive
as for pore filling hydrate [Spangenberg 2001].

Cementing Cementing hydrate forms directly at grain contacts. Similar to
grain coating hydrate the required water phase is provided by
wetting water at sediment grains in the non-fully water satu-
rated pore space. Already small degrees of cementing hydrate
saturation significantly stiffen the sediment strength and rapidly
increase the seismic velocities [Dai et al. 2012]. Being a special
case of grain coating hydrate, cementing hydrate also decreases
the hydraulic permeability and the electrical conductivity but to
a lesser extent compared to pore filling hydrate.

Fig. 1.6 emphasizes how severe the physical properties of hydrate bearing sediments
can change for the very same sediment and degree of hydrate saturation, but for
different types of growth habits.

Figure 1.6.: Modelled changes of physical properties for different growth habits2.

2P-wave velocities modelled after Dvorkin and Nur [1996] and Helgerud et al. [1999]; formation
factor modelled after Spangenberg [2001]; permeability modelled after Kleinberg et al. [2003].
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Because most gas hydrate deposits are linked to recent or paleo marine settings,
it is commonly assumed that hydrate formation predominantly takes place in fully
water saturated environments. Hence, the majority of naturally formed hydrates
are considered to initially form pore filling hydrate [Buffett and Zatsepina 2000].

On a field scale, the changes of the seismic and electrical properties caused by the
presence of gas hydrates are commonly used to explore and map gas hydrate de-
posits. The transition from sediments containing water and free gas to sediments
containing water and hydrates is accompanied by a strong (negative) impedance con-
trast which causes significant seismic reflections (e.g. Berndt et al. [2004]). Those
seismic reflections typically cross-cut sedimentary strata and follow the topography
of the sea floor, which is why they are referred to as bottom simulating reflectors
(BSR). Today a lot of efforts are made to deploy ship-based seismic surveys in order
to explore and map gas hydrate deposits. Similar to seismic surveys, electric surveys
can be deployed in order to identify high resistivity areas caused by the presence of
electrically isolating gas hydrates (e.g. Schwalenberg et al. [2010]). It is important
to realize that those remote sensing methods are extremely useful to identify and
map gas hydrate deposits, but fail to provide volumetric estimates of the hydrate
phase in the pore space.

Table 1.2.: Seismic and electrical properties of materials commonly considererd in
gas hydrate reservoirs.

P-Wave S-Wave Density Resisitivity
Material velocity velocity

[m/s] [m/s] [kg/m3] [Ωm]

Methane Gas 412a 0a 90a →∞
Brine 1412b 0b 1005.1b 3.77b
Quartz 6040c 4120c 2650c 2x1014 d

Methane Hydrate (sI) 3766e 1957e 925e ≈2x104f

Ice 3769e 1942e 916.7g ≈4x103f

To investigate the physical properties of gas hydrate reservoirs on a laboratory scale,
studies are commonly kept simple by considering one homogeneous sediment mate-
rial. The most favoured sediment type is medium to coarse (quartz) sand because
this type of sediment is highly permeable and considered to permit the most promis-
ing gas production rates in the case of economic gas production from hydrate bearing

aData from Waite et al. [2009]
bCalculated for a Salinity of 3 wt% at 0◦C and 0.1 MPa. Calculation after Mavko et al. [2003]
cData from Helgerud et al. [1999]
dData from Schön [2004]
eCalculated at 0◦C and 0.1 MPa after Helgerud et al. [2009]
fData from Du Frane et al. [2011]
gData from Barrett [2003]
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sediments. Table 1.2 presents the mechanical and electrical properties of the con-
stituents in frequently considered quartz sand gas hydrate reservoir.

The different materials cover a wide range of each physical property. The huge con-
trasts among those properties allows to physically follow the process of both hydrate
formation and dissociation. An example evolution for the changes of the electrical
resistivity in marine environments is shown in Fig. 1.7. Initially, the sediment’s

Figure 1.7.: Schematic resistivity evolution during hydrate formation from
methane dissolved in brine and hydrate dissociation.

pore space is exclusively filled with methane loaded brine, which constitutes a very
good electrical conductor. Hydrates act as an electrical insulator. Thus, increasing
hydrate saturation during hydrate formation increases the electrical resistivity in
the pore space.
Due to hydrate decomposition, free gas is released acting as an additional electri-
cal insulator. The released gas phase expands into the pore network following the
local pressure gradients and pushing well conductive pore water out of the pores.
Subsequently, the onset of hydrate dissociation is marked by a small resistivity in-
crease until the produced gas is replaced by well conductive pore water, decreasing
the resistivity again. Because the elastic and seismic properties of the reservoir
constituents show similar contrasts, seismic methods are frequently used to follow
hydrate formation and dissociation experiments, as well.

For experimental purposes, it is important to realize that the general process of hy-
drate nucleation has to be understood as a stochastic process [Sloan and Koh 2008].
On a time scale, an induction period is frequently observed. During this period, the
PT conditions are already within the stability field of gas hydrate, but no hydrate
nucleation is observed. This time of metastability is suggested to be required by the
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liquid and gas phases to organize themselves into orderly solid hydrate structures
[Lederhos et al. 1996]. The site of hydrate nucleation might be determined more de-
terministic as long as hydrate formation is initiated in a multiphase (vapour-liquid,
liquid-liquid) environment. In such settings hydrate nucleation initiates at the phase
interface [Long and Sloan 1996].
Yet another important factor affecting hydrate formation is the type of sediment.
Whereas it is assumed that the sediment mineralogy and surface texture only play
a minor role, the grain and pore size distribution appear to be of increased impor-
tance for hydrate formation [Uchida et al. 2004]. The studies of Torres et al. [2008]
and Sun et al. [2014] conclude that hydrate preferentially forms in coarse-grained
sediments with large pores because the lower capillary pressures support hydrate
nucleation and mass transport. On the contrary, Heeschen et al. [2014] report to
increase the success rate of small scale hydrate formation experiments by decreas-
ing the sediments grain size. Kang et al. [2009] therefore suggest that there is an
optimum point of grain and pore diameter for the rate of hydrate formation.
However, for natural hydrate deposits which are supplied by methane dissolved in
water, the site of initial hydrate nucleation is stochastic. The ability to predict
where hydrate formation initiates and what the growth habit will be like is of emi-
nent importance when it comes to the design of experimental setups to investigate
the properties of gas hydrate bearing materials properly.

1.4. Structure and scope of this thesis

No matter whether gas hydrates are considered as a potential energy resource, a
trigger for geo-hazards, or as a source of greenhouse gases, it is crucial to answer the
question how much and where hydrate is located in any kind of reservoir. In that
context, the main emphasis of this work is laid on the physical properties of hydrate
bearing, sedimentary layers. In particular, the electrical, mechanical, and hydraulic
properties of hydrate bearing sediments were studied on a laboratory scale. To do
so, numerous experiments were carried out to investigate the physical properties of
hydrate bearing sediment samples mimicking naturally occurring, marine hydrate
deposits. A major focus in all experiments was laid on the technique of hydrate for-
mation. The LArge Reservoir Simulator (LARS, [Schicks et al. 2011, 2013; Priegnitz
et al. 2013]) was the primary experimental setup used throughout this thesis. The
LARS setup hosts a 210 litre sediment sample, which was circulated with methane
loaded brine. As reported by Spangenberg et al. [2005] hydrate formation will be
initiated by migrating fluids which transport dissolved methane into the gas hydrate
stability field, producing pore filling and load bearing hydrate, respectively.
During this work, four major research questions were addressed:

• Can the spatial hydrate distribution within LARS be resolved using remote
sensing methods?

The spatial hydrate distribution in the early LARS experiments [Schicks et al.
2011, 2013] was unknown. Because the spatial hydrate distribution is one crucial
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factor for proper reservoir characterization, the LARS setup was equipped with a
375 electrode electrical resistivity tomography (ERT) array [Priegnitz et al. 2013].
This system was used to monitor the electrical properties of the sediment sample
during hydrate formation and dissociation experiments.

• Can the spatial resistivity distribution be used to estimate and quantify the
spatial hydrate distribution?

The frequently recorded ERT data sets should be used as input data for a data-
processing routine aiming to convert the spatial resistivity distribution into a quan-
tified spatial hydrate distribution.

• Are the results obtained in LARS comparable and transferable to natural gas
hydrate deposits?

Whereas pore filling hydrate formation experiments last for several weeks, the for-
mation process of naturally formed hydrate can last for 105 - 107 years [Rempel
and Buffett 1997]. Even though particular attention was laid on the technique of
hydrate formation in order to mimic natural hydrate formation as good as possible
in LARS, the comparability of artificially formed hydrates to natural hydrates has
to be questioned.

• How do gas flow patterns of hydrate dissociation experiments in LARS com-
pare to field data?

Once the desired hydrate saturation is achieved in LARS, hydrate decomposition
can be initiated in different ways (see chapter 1.1). It was desired to perform at least
two hydrate dissociation experiments which were supposed to mimic the field tests
performed in 2007/2008 at the Mallik test site in the Mackenzie Delta, Canada (see.
e.g. Wright et al. [2011b]). Those experiments intended to investigate how the gas
and water flow patterns in our LARS experiments compare to field data. Special
focus was laid on the response of gas and water production for different pressure
stages and conceptual models of different transport behaviours in the pore space.

The main body of this thesis consists of four publications which intend to address
the questions above (see table 1.3). To investigate the formation of methane hy-
drates in LARS, an electrical resistivity tomography (ERT) array was developed.
The technical setup and the data quality of the ERT array are introduced in pub-
lication I. Publication II presents the experimental results obtained from the ERT
system while monitoring several hydrate formation and dissociation experiments
in LARS. In publication III the general appropriateness of comparing laboratory
formed hydrate reservoirs to natural deposits is investigated. The production per-
formance of released gas and water during depressurization experiments is presented
in publication IV.
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The LArge Reservoir Simulator (LARS) was developed to investigate various processes during gas
hydrate formation and dissociation under simulated in situ conditions of relatively high pressure
and low temperature (close to natural conditions). To monitor the spatial hydrate distribution dur-
ing hydrate formation and the mobility of the free gas phase generated during hydrate dissociation,
a cylindrical Electrical Resistivity Tomography (ERT) array was implemented into LARS. The ERT
contains 375 electrodes, arranged in 25 circular rings featuring 15 electrodes each. The electrodes
were attached to a neoprene jacket surrounding the sediment sample. Circular (2D) dipole-dipole
measurements are performed which can be extended with additional 3D cross measurements to pro-
vide supplemental data. The data quality is satisfactory, with the mean standard deviation due to
permanent background noise and data scattering found to be in the order of 2.12%. The measured
data are processed using the inversion software tool Boundless Electrical Resistivity Tomography
to solve the inverse problem. Here, we use data recorded in LARS to demonstrate the data quality,
sensitivity, and spatial resolution that can be obtained with this ERT array. © 2013 AIP Publishing
LLC. [http://dx.doi.org/10.1063/1.4825372]

I. INTRODUCTION

Gas hydrates are naturally occurring crystalline solids
formed from water and small gas molecules (< 1 nm). The
water molecules build a three-dimensional network of cavities
via hydrogen bonds. Those cavities are occupied by “guest”
gas molecules. Therefore, gas hydrates belong to a class of
compounds known as clathrates or inclusion compounds.1

Natural gas hydrates form, as long as all of the fol-
lowing four conditions are fulfilled: (1) elevated pressure,
(2) low temperature, (3) presence of sufficient amounts of wa-
ter, (4) presence of sufficient amounts of gas. Due to the origin
of natural gases, most gas hydrates feature methane as guest
molecule but higher hydrocarbons and other constituents can
be found as well (see, e.g., Sloan and Koh1). As the four for-
mation conditions are fulfilled at all active and passive con-
tinental margins, deep inland seas, and permafrost areas, gas
hydrates exist in quantities large enough to be considered as a
potential energy resource.

In the framework of the German national gas hydrate
project, SUGAR, the formation and dissociation of methane
hydrates within the LArge Reservoir Simulator (LARS) were
investigated. Methane hydrate has been formed successfully
from methane saturated saline water under simulated in situ
conditions while temperature and pressure profiles have been
recorded. Production tests, using thermal stimulation or pres-
sure reduction for the dissociation of hydrates were success-
fully performed (e.g., Schicks et al.2, 3). However, there was
no way to image the spatial distribution of hydrate crystals

a)mikep@gfz-potsdam.de

during hydrate formation and dissociation, nor could the free
methane gas phase released during hydrate dissociation be
tracked.

In geophysical aspects, the acoustic velocities and elec-
tric properties are more strongly affected by the presence of
gas hydrates within some material than other properties.4 On
a laboratory and numerical basis, much work has been pre-
viously done to investigate and model both the formation
and dissociation of gas hydrates in porous media. Klapproth
et al.5 investigated the formation of gas hydrates in gas sat-
urated sediments by transformation of liquid water. They in-
vestigated quartz and mixtures of quartz and montmorillonite
and kaolinite, respectively. The results show that each mineral
play individual interaction with water and gas hydrate. Since
the fraction of water was between 10% and 17%, the formed
hydrate appears between the quartz grains like cement. Priest
et al.6 also interpreted from their measurements of seismic
velocities on artificial hydrate-bearing sand samples and ce-
menting effect of hydrates. On the other hand, Spangenberg7

modelled the electrical resistivity of hydrate-bearing sed-
iments assuming that hydrate forms as a non-cementing
material in the pore space. The results of this modelling corre-
spond very well with the experimental results where hydrates
were formed from a methane saturated water phase in glass
bead sediments.8 Schicks et al.9 performed experiments under
simulated in situ conditions in a pressure cell. Under a micro-
scope, they also observed hydrate formation in pore spaces
without any contact to sediment grains.

Apparently, the role of formed hydrates differs and the
results investigating hydrate formation strongly depend on
the technical implementation. However, to mimic naturally
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occurring marine gas hydrate reservoirs, it seems to be reason-
able to assume hydrate formation from the dissolved phase,
where hydrates form uniformly distributed without preferred
grain contact in the completely fluid saturated pore space.

Hydrate dissociation scenarios within porous media were
simulated by Jang and Santamarina10 with respect to gas re-
covery and residual gas saturations. Kwon et al.11 modelled
the P-T evolution along the phase boundary during hydrate
dissociation and the effect of capillarity. They found that pore
fluid pressure generation is proportional to the initial hy-
drate fraction and the sediment bulk stiffness but inversely
proportional to the initial gas fraction and the gas solubility.

To better understand the mechanisms affecting hydrates
to form and dissociate, tomographic imaging techniques are
desirable. However, such tomographical systems to monitor
the evolution of gas hydrates within sediments are not yet
commonly established. On field scale, tomographical inves-
tigations have been done regarding the electromagnetic and
seismic properties of hydrate bearing sediments. For exam-
ple, Weitemeyer et al.12 carried out a controlled source elec-
tromagnetic (CSEM) survey to detect gas hydrates at Hydrate
Ridge, Oregon, USA. Bauer et al.13 performed cross-well
seismic tomography to investigate P-wave velocity, P-wave
anisotropy, and P-wave attenuation in hydrate bearing sedi-
ments at the Mallik 5L-38 gas hydrate production research
well.

On a laboratory scale, Kneafsey et al.14 performed ex-
periments in a pressure vessel on sand samples using X-ray
computed tomography (CT) to monitor local density changes
during the formation and dissociation of methane hydrates.
They observed significant water migration and possible shift-
ing of mineral grains in response to hydrate formation and
dissociation, respectively. Since X-ray CT relies on density
and the density of water and hydrate is very similar, X-ray CT
cannot capture hydrate formation from the dissolved phase.
Because this hydrate formation method is essential to mimic
nature, suitable laboratory experiments need to be done to-
gether with a geophysical monitoring of the evolution of the
hydrate content in porous sediment. However, to transform
the monitored distribution and evolution of physical proper-
ties into the distribution and evolution of hydrate saturation,
improved interpretation models are required.

Gas hydrate, like ice, is an electrical insulator. Similarly,
hydrate formation, like ice formation, consumes water but ex-
cludes dissolved salt ions, meaning the electrical conductivity
of the pore fluid increases with increasing hydrate saturation
when using brine as a pore fluid. This builds up a high resis-
tivity contrast between the forming hydrate crystals and the
remaining fluid within the pore space.

During the hydrate dissociation process, the stationary
electrically insulative gas hydrate converts into a mobile, high
resistivity free gas phase and liquid water. Therefore, huge
differences in the electrical properties within a specimen are
expected during both the hydrate formation and dissociation
processes, providing a strong signal that can be used for
further geoelectrical analyses.

Commonly, multi-electrode geoelectrics are carried out
using four electrodes. Two electrodes are used for cur-
rent injection and two electrodes record the corresponding

potential changes to gain information about the resistivity dis-
tribution within the investigated volume. This study presents
a multi-electrode system composed of 375 electrodes to per-
form a cylindrical Electrical Resistivity Tomography (ERT)
measurement to investigate the formation and dissociation of
gas hydrates on a laboratory scale.

II. EXPERIMENTAL SETUP

In the framework of the SUGAR project, LARS is in-
tended to provide experimental data relevant for testing inno-
vative methods and approaches for producing methane from
hydrate-bearing reservoirs. The ERT array was designed to
provide an imaging capability while remaining compatible
with existing LARS components and experimental condi-
tions. Here, we briefly summarize the LARS system, then
describe how the ERT is installed and operated.

A. LARS

To study the evolution of gas hydrates under simulated
conditions close to natural conditions, a LARS has been de-
veloped (Fig. 1). A key aspect of this system is that hydrate is
formed via the circulation of methane saturated water through
the sediment. As highlighted in the Introduction, during the
hydrate formation process, no free gas phase is present within
the pressure vessel. This dissolved-phase hydrate formation
technique fills the specimen pore space at rates in the order of
1%−2% per day.

Further details regarding LARS can be found in Schicks
et al.2

Subsequent to the description of Schicks et al.,2 the pres-
sure vessel was modified to include steel mesh-plates and
porous filter plates at the fluid in- and outlets of the pressure
vessel (Fig. 2). The mesh-plates are directly in front of the
inlet and outlet fluid capillaries to homogeneously distribute
fluid over the entire cross sectional area of the pressure ves-
sel. The porous filter plates are mounted on the specimen side
of the mesh-plates and serve as a mechanically constraining
fluid distributor. During both fluid injection and production,
no pressure gradients should develop within the porous filter
plates, as the fluid flow field only starts to change rapidly in
the mesh-plates. Hence, a homogeneous fluid flow field within
the sample is created.

Prior experiments considered temperature, pressure, and
properties of the pore fluid, specifically the pore fluid’s elec-
trical conductivity. Frequent pore fluid sampling transferred
the electrical conductivity increase into hydrate formed in
LARS considering the salinity increase of the remaining
water (Spangenberg and Kulenkampff15). This allowed the
amount of hydrate formed to be calculated, but did not al-
low researchers to exactly localize and determine the spa-
tial distribution of hydrate saturations within the sediment
sample. Because we have an inhomogeneous temperature
field during fluid circulation, hydrate formation rates are as-
sumed to be higher in the colder parts of the sample com-
pared to the warmer regions. To improve the determination
of local changes regarding hydrate saturation, an ERT was
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FIG. 1. Schematic of the five major components of LARS: (1) a pressure vessel (volume: 425 l) with a neoprene-jacketed sample and active cooling, (2) a
pressure generating system to set up various confining and pore fluid pressure levels, (3) a sample temperature controlling system being able to apply in situ
temperatures to the sample, (4) a pore fluid temperature control and gas charging system, (5) Electrical Resistivity Tomography (ERT).

implemented into the pressure vessel. The ERT serves as an
imaging technique to monitor the spatial distribution of gas
hydrates during hydrate formation. During hydrate dissocia-
tion, it might be possible to detect features related to gas re-
lease, as the produced free gas phase pushes pore fluid out
of the pores, possibly increasing the bulk resistivity of the af-
fected regions.

The ERT is attached to the neoprene jacket surrounding
the sample material and now constitutes the fifth main com-
ponent of LARS (5) (see Fig. 1). The ERT array contains 375
electrodes made of stainless steel, each with a sealing PEEK
(Polyetheretherketon) casing, attached to the neoprene jacket
(marked red in Fig. 1, shown separately in Fig. 3).

All electrodes had to be wired separately through the
feed-throughs of the top closure of the pressure vessel of

FIG. 3. Technical sketch of the electrodes. (1) Stainless steel M3×16 screw
as electrode in (2) a self-sealing PEEK casing. Shown assembly is plugged
into the neoprene jacket surrounding the sediment sample.

FIG. 2. Location and operation mode of the mesh- (gray) and porous filter plates (orange) in the pressure vessel of LARS.
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LARS to provide further linkage to the data acquisition
unit.

B. Inversion-boundless electrical resistivity
tomography (BERT)

As the mathematical solution of an ERT always involves
an inverse problem, the inversion software BERT16 is used.
In short, BERT uses a triple-grid inversion technique that
is based on unstructured finite element meshes for forward
calculation and parameter identification.16 By using triangles
(2D) and tetrahedrons (3D), BERT can follow arbitrary ge-
ometries. BERT is already well described and further details
can be found, e.g., in Günther et al.16

C. Electrode layout

Common cylindrical electrode geometries feature elec-
trode rings producing 2D slices. For multiple rings, the area
between two slices gets interpolated during the inversion pro-
cess. However, determining the optimum number of elec-
trodes composing one ring and the total number of electrode
rings is not trivial.

The data acquisition unit (see Sec. II E) limits the maxi-
mum number of ERT electrodes to 400. Since we defined to
use BERT for data processing, the electrode layout was cho-
sen to optimize the inversion quality in BERT. To find the
best combination of the number of rings and the number of
electrodes on each ring for 400 electrodes, four synthetic sce-
narios within LARS with a centred heat source were modelled
and inverted:

Scenario I: Initial hydrate formation (increasing resistiv-
ity) in the boundary regions

Scenario II: Homogeneous hydrate saturation (high
resistivity)

Scenario III: Initial hydrate dissociation at a centred heat
source

Scenario IV: Advanced hydrate dissociation around a
centred heat source.

Table I presents the inversion results with respect to the
number of iterations, the relative root mean square deviation
(rrms), and the χ2 misfit (weighted data functional per data).

Generally, the best inversion results were obtained with
the 40 × 10, 25 × 15, and 25 × 16 electrode geometries. Wor-
rying about the mechanical stability of the neoprene jacket,
the 40 × 10 geometry was eliminated. The next best model
results were obtained with the 25 × 15 electrode geometry,
and the 375 electrode design with 25 rings featuring 15 elec-
trodes each was chosen (Fig. 4). Choosing 375 electrodes on
the outer mantel instead of 400 also provides the future op-
tion of placing 25 electrodes at certain positions within the
sediment sample.

D. Electrode configuration

Given our chosen electrode geometry, circular 2D slices
are measured (Fig. 5(a)). A circular dipole-dipole config-
uration is chosen for practical reasons, as the required
measurement time is ≈ 1/3 of that required for a Wenner con-

TABLE I. Inversion results for different synthetic LARS scenarios with re-
spect to the electrode geometry (no. of rings × no. electrodes per ring); NaN
– Not a Number (not definable, aborted).

Electrode geometry No. of iter. rrms [%] χ2

Scenario I 10 × 40 7 1.95 2.35
16 × 25 13 1.13 0.98
15 × 25 12 1.08 0.89
20 × 20 NaN NaN NaN
25 × 15 5 0.99 0.89
25 × 16 NaN NaN NaN
40 × 10 5 0.87 0.72

Scenario II 10 × 40 NaN NaN NaN
16 × 25 7 2.95 8.71
15 × 25 7 2.56 6.53
20 × 20 NaN NaN NaN
25 × 15 11 1.17 1.36
25 × 16 6 1.35 1.83
40 × 10 5 0.96 0.92

Scenario III 10 × 40 9 2.74 7.63
16 × 25 8 2.60 6.77
15 × 25 7 2.66 7.07
20 × 20 6 1.79 3.20
25 × 15 7 1.21 1.48
25 × 16 6 1.33 1.77
40 × 10 7 0.87 0.75

Scenario IV 10 × 40 8 1.63 2.65
16 × 25 10 1.10 1.19
15 × 25 15 1.00 1.00
20 × 20 10 1.02 1.05
25 × 15 9 1.02 1.04
25 × 16 9 1.00 1.00
40 × 10 6 0.99 0.99

figuration, and the penetration depth is much bigger. The mea-
surement utilizes a fixed current injection dipole (electrodes
A and B), while the potential measuring dipole (electrodes M
and N) is shifted along the circular array (Fig. 5(b)). After six
pairings of the M and N electrodes, providing 180◦ coverage
(see Fig. 5(b)), the injection dipole is shifted by one electrode
along the circular array and the potential measurements are
repeated. This procedure is repeated until the injection dipole
has covered 360◦ of the circular array, resulting in 90 individ-
ual measurements per 2D slice. Applying this measurement
routine to all 25 circular 2D slices results in a total of 2250
individual measurements.

During data analysis, the volume between the measured
2D slices is inverted with respect to optimal model fitting.
Besides the circular 2D dipole-dipole measurements, many
other electrode configurations can be added to provide addi-
tional information. As the number of different electrode con-
figurations is so large and their choice depends on the focus of
investigation, other possible electrode configurations are not
discussed at this point.

E. Data acquisition unit

Electrical measurements were performed using the high
resolution multi-electrode multi-channel resistivity system

21



FIG. 4. Photograph of the specimen featuring the finalized 25 × 15 electrode
geometry. An overhead crane connects via the yellow hook to the LARS top
cap (silver) to support the specimen and lower it into the LARS pressure
vessel. The vertical spacing between two neighbouring electrode rings is set
to 45 mm and the horizontal spacing between two neighbouring electrodes is
set to 100 mm.

FIG. 5. Scheme of electrode configuration: (a) general electrode geometry
with 25 electrode rings featuring 15 electrodes each, (b) circular dipole-
dipole configuration with the current injection dipole at electrodes A and B,
and the potential measuring dipole at electrodes M and N.

GeoTomMK8E1000 RES/IP/SP by GEOLOG 2000 (Augs-
burg, Germany). This unit supports a maximum of 400 elec-
trodes and provides measurement resolutions down to 1 μV
with an accuracy of 0.5%. Furthermore, frequencies between
1.042 Hz and 25 Hz and input currents from 0.001 mA up to
200 mA can be applied.

Individual electrode sequences can be programmed
so that automatically scheduled measurements can be
performed.

F. Measurement parameters

Prior to the electrical measurements, parameters such as
applied frequency and input current have to be determined.

As no frequency-dependent effects regarding the elec-
trical resistivity are expected for frequencies smaller than
30 kHz (shown by Pearson et al.4 on tetrahydrofuran (THF)-
hydrate saturated samples), the measurement frequency was
set to the maximum value of 25 Hz to reduce the mea-
surement time as much as possible. A complete measure-
ment run at 25 Hz lasts approximately 35 min. Since the
measured pore space hydrate formation rates are in the or-
der of 1%–2% per day, we consider the measurements as
steady state during the required measurement time. As men-
tioned above, the pore water salinity increases with increas-
ing hydrate saturation within the pore space. Hence, the
promoting effect of electrolysis at the electrodes for high
pore fluid salinities (high hydrate saturation) has to be taken
into consideration when choosing the magnitude of the in-
put current. In water, electrolysis leads to the disintegra-
tion of water molecules into hydrogen and oxygen. The for-
mation of gas bubbles at the electrodes, distorting the pore
fluid properties and thus the ERT measurements, should be
avoided. For measurements using a pore fluid with an ini-
tial salinity of 2.7 g/l, it has been found that an input cur-
rent of 10 mA already causes small electrolysis effects at the
electrodes for hydrate saturations greater than 70% (corre-
sponding to a pore fluid conductivity of ≈12 mS/cm). Thus,
for comparable initial salinities, the input current has to be
1 mA or smaller when high hydrate saturation is desired.

III. DATA QUALITY AND PRELIMINARY RESULTS

A. Data quality: Noise and reproducibility

To quantify the permanent noise effects during the mea-
surements, a very simple scenario has been set up in LARS
and measured repeatedly every 6 h for more than six days (26
measurements in total). This scenario utilizes a homogeneous
sediment material and a predefined pore fluid of known salin-
ity. The sediment sample was chosen to be medium to coarse
quartz sand with a grain size distribution of ≈89% within
the interval of 1000–500 μm. The pore fluid is distilled wa-
ter with 3.68 g/l NaCl, resulting in a pore fluid conductivity
of 6.5 mS/cm. The boundary conditions such as surrounding
pressure (3 MPa) and temperature were kept constant (20 ◦C)
during the noise measurements, so that no significant changes
are expected during the measurements.

2. Publication I: A cylindrical electrical resistivity tomography array for three-dimensional
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FIG. 6. Evolution of the deviations during the 26 noise measurements (6 h
increment), blue line: deviation to the previous measurement, red line: devi-
ation to the first measurement. The vertical dashed line marks the first 24 h it
takes the system to reach thermal and chemical equilibrium at given pressure.

The deviation evaluation (Fig. 6) for the noise mea-
surements was estimated as follows: Every measurement run
featured 2250 individual dipole-dipole measurements. For the
blue line in Fig. 6, each dipole-dipole measurement was com-
pared with its prior value and the deviation was determined.
The 2250 deviation values thus obtained were summarized
to a mean value and plotted against the measurement num-
ber. Hence, the blue line displays the mean deviation of every
complete noise measurement to its prior value. The graph ap-
pears smooth and free of any trends, only fluctuating around
1.81%.

However, those deviations do not yield any information
on the total trend of the deviation. The observed deviations
of a noise measurement compared to its previous value could
either be caused by a continuous divergence, e.g., in terms
of a continuous deviation increase, or by a statistic distri-
bution around a mean value. The red line in Fig. 6 com-
pares the 2250 individual dipole-dipole measurements of all
26 noise measurements with the data from the very first mea-
surement run. This comparison considers the temporal de-
viation to a base measurement and thus yields information
on the total deviation trend. One observes that the red line
in Fig. 6 fluctuates around some value between 2.5% and
3.5% and seems to hover around a mean value. This indi-
cates that each dipole-dipole measurement appears to be sta-
tistically distributed around a mean value and one can as-
sume the standard deviation for all 2250 individual measure-
ments is caused by permanent background noise. Generally,
the most deviation variations are observed within the first 3–4
noise measurements, corresponding to the first 18–24 h. After
this period (marked by the vertical dashed line in Fig. 6), the
deviations appear much more stable. Hence, it seems like it
takes the entire system ≈24 h to reach thermal and chemical
equilibrium at given pressure.

Fig. 7 presents the standard deviation of all 2250
individual dipole-dipole measurements made during the
26 noise measurement runs. One observes the standard
deviation generally shows satisfactory values. 93.1% of the
dipole-dipole measurements display deviations smaller than
5% and 87% of the total data show deviations even smaller
than 3%. The mean standard deviation of all 2250 individual
dipole-dipole measurements was found to be 2.12%.

FIG. 7. Standard deviations of all 2250 dipole-dipole measurements deter-
mined with the 26 noise measurement runs.

The inverse problem of the data sets is solved during
the inversion process. According to the basic equations for
geoelectrical investigations formulated by Archie,17 the elec-
trical resistivity for fully saturated porous materials is given
by

ρs = a

φm
ρf l, (1)

where ρs denotes the formation resistivity of the sample ma-
terial fully saturated by the fluid of resistivity ρ f l, φ is the for-
mation porosity, and a and m are empirical parameters. Note,
that the inversion process is generally affected by numerous
inversion parameters (starting model, regularization, etc.) and
the inversion errors and deviations thus have to be considered
separately.

As Eq. (1) is composed of constant parameters for a given
sample material, the formation resistivity ρs is mainly influ-
enced by the resistivity ρfl of the pore filling material. To es-
timate the possible influences of the sediment material on the
pore fluid, four pore fluid specimens solutions were chemi-
cally analysed. Initially, all solutions featured only distilled
water and ≈3.6 g of NaCl. One solution has been circulated
through the LARS setup for several days, granting long term
contact with the quartz sand described above. The remaining
three solutions were prepared identically to the first, but sepa-
rately in the laboratory and analysed without being in contact
with the sediment at all. The results of the pore fluid analysis
are given in Table II.

The results show the pore fluid composition is strongly
influenced by the sediment contact. The ratio of Na to Ca,
K, and Mg differs: it turned out that the relative concentra-
tion of Ca, K, and Mg increases due to the sediment contact.

TABLE II. Pore fluid analysis, comparison of circulated pore fluid (long
term sediment contact) to similar prepared solutions without any sediment
contact (three separate attempts to make exactly the fluid circulated through
the specimen); values in mg/l.

Na Ca K Mg

Circulated pore fluid 1420 19 <20 2.9
Prepared solution I 1280 3.4 <10 0.64
Prepared solution II 1365 2.2 <10 0.44
Prepared solution III 1233 3.1 <10 0.50
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FIG. 8. Inversion results within LARS with a centred heat source for three states of hydrate formation. The horizontal gray lines mark the top and bottom bound
of the electrode array. Data beyond these lines constitute an extrapolation of the inversion algorithm. (a) An almost homogeneous resistivity distribution exists at
0% hydrate saturation. (b) For 10% pore space hydrate saturation, no significant changes are observed as the formed hydrates are assumed to be widely spread
within the reservoir and the resistivity increases homogeneously by ≈2 � m. Some localized hydrate formation near the top of the heat source can be seen,
however. (c) The first widespread high resistivity accumulation is observed in the top area for 21% hydrate saturation.

This indicates mineral and thus ion exchange during sediment
contact with the pore fluid, which may need to be considered
depending on the aim of the experiment. However, for the
ERT presented here, the ion exchange process does not
result in measurable fluid conductivity changes and can be
neglected.

B. Preliminary results

The ERT has been applied to a hydrate formation exper-
iment within LARS. The water saturated quartz sand speci-
men described above was set to P-T-conditions deep in the
stability field for methane hydrate (4 ◦C and 11.5 MPa). The
circulating water was sprayed through the gas headspace
in the gas-water-interface chamber to dissolve methane in
the circulating water. To avoid hydrate formation in the
gas-water-interface chamber, it is set to a temperature of
20 ◦C. The methane charged water enters the sample at a
temperature slightly above hydrate stability to avoid clog-
ging the fluid inlet. The water cools down as it migrates
through the cold sediment. As the fluid temperature drops,
the water cannot hold as much methane in the dissolved
phase. Excess methane comes out of solution to form hy-
drate. As hydrate formation consumes water but excludes
the salt ions, repeated electric conductivity measurements of
the pore fluid can be used to estimate the actual degree of
pore space hydrate saturation (see, e.g., Spangenberg and
Kulenkampff15). The inversion results (Fig. 8) show the ERT
is capable of monitoring the hydrate formation within the
specimen.

As the fluid flow direction in this case is from top to bot-
tom, the relative warm pore fluid enters the autoclave from the
top. The top and bottom 14.5 cm of the neoprene jacket are
not covered by electrodes and hence constitute an extrapola-
tion region during the inversion process. The low resistivity
areas at the top and bottom end faces can thus not be consid-
ered as actual measured phenomena. Moreover, the extrapola-

tion of both areas is considered to be influenced by insufficient
thermal insulation due to wiring and by massive metal influ-
ences from the top and bottom closures.

At the beginning of the experiment, the ERT results yield
an almost homogeneous resistivity distribution in the order of
≈9 � m. Assuming Archie’s17 equation with a saturation ex-
ponent of 2 (Fig. 9, blue line), or the to date only available
measured dependence of resistivity index I on saturation15

(Fig. 9, black circles)

I = ρt

ρ0
, (2)

where ρ t is the true measured resistivity and ρ0 is the resis-
tivity at 100% water saturation, we cannot expect a strong re-
sistivity increase in the ERT results at low hydrate saturations
(see Fig. 9). At a homogeneous hydrate saturation of about
10%, the resistivity is expected to increase by a factor of about
1.2 (see Fig. 9) which matches the data (resistivity increase of
≈2 � m) very well. The majority of the formed hydrates at
this stage can thus be assumed to be widely distributed within
the reservoir. Interestingly, the first small block of elevated

FIG. 9. Measured resistivity index evolution (black circles) versus water sat-
uration compared to Archie’s equation with a saturation exponent of 2 (blue
line), modified after Spangenberg and Kulenkampff.15
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resistivity appears to establish in the upper centre at the top of
the thermal heat source. This could be either caused by addi-
tional nucleation points provided by the thermal heat source
or by the enhanced thermal conductivity of the metal heat re-
actor, carrying the low temperatures fast into the specimen’s
centre. Since hydrate formation is considered a statistic pro-
cess, further measurements are required to prove if this phe-
nomenon is random or systematic. However, for hydrate sat-
urations greater than 20%, we see areas in the ERT images
where resistivity increased by a factor of about 2. From the
small centre block, hydrate formation appears to expand to the
boundary regions of the reservoir. The mentioned dependen-
cies (Fig. 9) suggest for such areas local hydrate saturations
between 30% and 40%.

Generally, active cooling from the surrounding is
assumed to promote hydrate formation especially in the
boundary regions, as the stability conditions are first fulfilled
where the temperatures are lowest. Therefore, high resistivity
methane hydrate accumulations are mainly expected in
the boundary regions of the autoclave during the hydrate
formation process.

IV. SUMMARY

The cylindrical ERT feature of LARS presented in this
study constitutes a remote-sensing method of monitoring the
gas hydrate evolution. The 375 electrode system yields satis-
fying, reproducible data quality, with a mean standard devi-
ation of 2.12%. Measuring the resistivity distribution within
the investigated volume can provide new insights into the spa-
tial distribution of forming hydrate crystals.

Unlike X-ray CT, the ERT is capable of monitoring hy-
drate formation from the dissolved phase. Measurements can
be performed under simulated in situ conditions, while rel-
atively short measurement times of ≈35 min provide ade-
quate time resolution. The spatial sensitivity of the ERT still
needs to be quantified, but appears to be in the region of
5–10 cm.
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S U M M A R Y
A LArge Reservoir Simulator (LARS) was equipped with an electrical resistivity tomography
(ERT) array to monitor hydrate formation and dissociation experiments. During two hydrate
formation experiments reaching 90 per cent bulk hydrate saturation, frequent measurements
of the electrical properties within the sediment sample were performed. Subsequently, several
common mixing rules, including two different interpretations of Archie’s law, were tested to
convert the obtained distribution of the electrical resistivity into the spatial distribution of
local hydrate saturation. It turned out that the best results estimating values of local hydrate
saturation were obtained using the Archievar–phi approach where the increasing hydrate phase
is interpreted as part of the sediment grain framework reducing the sample’s porosity. These
values of local hydrate saturation were used to determine local permeabilities by applying
the Carman-Kozeny relation. The formed hydrates were dissociated via depressurization. The
decomposition onset as well as areas featuring hydrates and free gas were inferred from the
ERT results. Supplemental consideration of temperature and pressure data granted information
on discrete areas of hydrate dissociation.

Key words: Tomography; Electrical properties; Gas and hydrate systems; Permeability and
porosity.

1 I N T RO D U C T I O N

Gas hydrates are ice-like crystalline solids composed of a 3-D net-
work of water molecules enclosing small (<1 nm) guest molecules
(Von Stackelberg et al. 1947). Naturally occurring gas hydrates
predominantly contain methane (CH4) as guest molecules, how-
ever, higher hydrocarbons and mixed hydrates can be found as
well (Milkov et al. 2005). Since hydrates are stable wherever suf-
ficient amounts of water, hydrate forming gas, elevated pressure,
and low temperatures are present, natural gas hydrates occur at ac-
tive and passive continental margins, permafrost areas and deep
inland seas (Sloan & Koh 2008). Global estimates of methane en-
capsulated in gas hydrates vary by several orders of magnitude.
Whereas Kvenvolden and Grantz (Kvenvolden & Grantz 1990) as-
sumed 1 × 1015 m3 of CH4, Klauda & Sandler (2005) estimated that
there is as much as 1.2 × 1017 m3 of methane gas globally bound
in gas hydrates. Thus, gas hydrate reservoirs have become of great
interest during the last decades, as the amounts of hydrate-bonded
carbon are considered to be a potential energy resource as well as a
source of greenhouse gases.

Recent efforts aim at conducting field tests to produce methane
from hydrate bearing sediments. Generally, gas hydrates can be de-
composed by disturbing their thermal equilibrium (heating), me-
chanical equilibrium (depressurization) or chemical equilibrium

(e.g. by injecting CO2). All of these production techniques have
been successfully tested on a field scale: in the winter of 2001/2002
the first ever gas production test directly from hydrate bearing sedi-
ments was carried out via thermal stimulation by injecting hot fluid
in the hydrate bearing sediment layers at the Mallik test site in the
Mackenzie Delta, Canada (e.g. Dallimore & Collett 2005). Later,
the decomposition of hydrates via depressurization was carried out
at the Mallik test site in 2007/2008 (e.g. Wright et al. 2011) and
in the Nankai Trough, Japan in 2013 (Yamamoto 2014). The appli-
cability of methane production via CO2–CH4 exchange was tested
in 2012 at the Alaska North Slope, known as Ignik Sikumi #1 Gas
Hydrate Field Trial (Lee & White 2014). Regardless of the decom-
position technique, a proper reservoir characterization is required
to successfully produce methane from hydrate bearing reservoirs.
Therefore, imaging techniques are deployed to natural gas hydrate
reservoirs to monitor essential reservoir parameters such as electri-
cal or seismic properties on a field scale.

Bauer et al. (2005) performed a cross-well tomography at the
Mallik 5L-38 gas hydrate production research well to monitor
the elastic parameters such as seismic velocities, attenuation and
anisotropy of the hydrate bearing sediment layers. Using marine
controlled source electromagnetics, Schwalenberg et al. (2010) in-
vestigated the electromagnetic properties on active ocean-continent
collision regions on the Hikurangi Margin, offshore New Zealand,

C© The Authors 2015. Published by Oxford University Press on behalf of The Royal Astronomical Society.
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to verify seismical and geochemical evidences for the presence of
gas hydrates.

Reducing the complexity of field experiments, the mechanisms
accompanying hydrate formation and dissociation still raise ques-
tions even on a pilot scale. The nucleation of hydrates strongly
depends on the type of hydrate formation (at a gas–water interface
or from the dissolved phase) and the sediment (Rydzy 2013). In
addition, gas migration during hydrate decomposition depends on
the specific spatial distribution of hydrates in the pore space and can
significantly differ each time. To better understand how and where
hydrates form and to detect the pathways of the produced free gas
phase, imaging techniques are essential at all scales, field tests as
well as laboratory experiments.

Ersland et al. (2009) monitored hydrate formation and subse-
quent CO2 injection in a high pressure cell using a magnetic res-
onance imaging (MRI) technique. Analysing these MRI data they
were able to determine the amount and the distribution of water,
free gas and methane hydrates in Bentheim sandstone core plugs.
Kneafsey et al. (2007) monitored local density changes in a pres-
sure vessel during hydrate formation and dissociation using X-ray
computed tomography (CT). They observed potential mineral grain
shifting as a response to hydrate formation and dissociation and
significant water migration. However, X-ray CT relies on density.
Since the densities of (sea)water and hydrate are very similar, X-ray
CT measurements are not sensitive to hydrate formation from a dis-
solved phase without a free gas phase. This problem can be avoided
by adding relatively heavy salt ions to the pore water increasing
the pore water’s density (Rydzy 2013), though one has to keep in
mind that dissolved salt ions reduce the CH4 solubility, thus altering
the hydrate equilibrium conditions. As it is assumed that hydrate
formation from methane dissolved in water more closely explains
the formation of natural, marine gas hydrates in sandy formations
(Buffett & Zatsepina 2000), efforts are required to develop exper-
iments allowing for geophysical monitoring of the formation of
hydrates from dissolved CH4 and their dissociation.

Therefore, a LArge Reservoir Simulator (LARS) has been devel-
oped in the framework of the German national gas hydrate project
SUGAR (Schicks et al. 2011, 2013). This reservoir simulator per-
mits the formation of gas hydrates from methane-loaded brine under
simulated in situ conditions mimicking marine scenarios. LARS is
equipped with a series of sensors: different types of instrumenta-
tion can be used allowing for live temperature monitoring within
the sediment sample. A cylindrical electrical resistivity tomogra-
phy (ERT) array composed of 375 electrodes is used to monitor the
formation and dissociation of gas hydrates within LARS. A good
ERT-resolution is granted by the large electrical contrasts in the
pore space, as the present phases of non-conducting sediment, well
conducting saline pore fluid, and poorly conducting hydrates cover
a wide range of electrical properties. During the respective hydrate
dissociation, the stationary high-resistive hydrate phase converts
into an isolating but mobile free gas phase. Thus, significant changes
of the sediment’s electrical properties are expected throughout the
entire hydrate evolution, suggesting the use of an ERT array.

This study presents data of three hydrate formation experiments.
In particular we focus on the ERT and temperature data of two hy-
drate formation experiments filling ≈90 per cent of the sediment’s
pore space (LARS RUNs 2 and 4) and the subsequent hydrate
dissociation experiments. The latter simulated the 2008 Mallik pro-
duction test, where the pressure was reduced in several steps. Fur-
thermore, we show how local hydrate saturation and permeability
changes during hydrate formation can be estimated using a data
processing routine based on commonly applied models.

Table 1. Summary of relevant parameters used for the
ERT measurements.

Electrode configuration: Circular dipole–dipole
Stacking 10 x
Input current 1 mA
Frequency 25 Hz
Measurement interval 4 h
Measurement duration 25–30 min

2 L A R S , E RT A N D E X P E R I M E N TA L
PA R A M E T E R S

To investigate the formation and dissociation of gas hydrates under
simulated in situ conditions, a LARS has been developed. Within
the LARS, hydrate is formed from methane-loaded saline water
circulating through a 210 litre sediment sample. Thus, no free gas
phase is present in the sediment sample until hydrate dissociation
is initiated. So far, hydrate dissociation in LARS has been initiated
by depressurization or thermal stimulation, using an implemented
counter-current heat-exchange reactor. For a detailed description of
both, LARS and the heat reactor, see Schicks et al. (2011, 2013).

A cylindrical ERT array has been installed in LARS to acquire
new knowledge on the spatial distribution of hydrate growth in
the sediment sample. The ERT features 375 electrodes arranged
in 25 circular rings with 15 electrodes in each ring. The tomo-
graphical array installed in LARS and its data quality are described
elsewhere (Priegnitz et al. 2013). As ERT measurements always
provide an inverse problem, the measured data has been processed
using the inversion software Boundless Electrical Resistivity To-
mography BERT (Günther et al. 2006). Table 1 lists the relevant
parameters used for the ERT measurements.

We performed three hydrate formation experiments in LARS
filling as much as 89.5 per cent (LARS RUN 2), 50 per cent (LARS
RUN 3) and 90 per cent (LARS RUN 4) of the sample’s pore space,
respectively. The sediment sample used for the experiments LARS
RUNs 2 and 3 was a medium to coarse quartz sand with a narrow
grain size distribution of ≈89 per cent within the interval of 500–
1000 µm. The corresponding initial porosity was 35 per cent. The
respective permeability at ambient conditions was determined to
be 673 ± 11 D. LARS RUN 4 featured a slightly coarser quartz
sediment sample with 98.5 per cent of the sand being in the interval
500–1000 µm. The corresponding porosity and permeability were
determined to be 39.2 per cent and 2030 D ± 23 D. The pore fluid
in all three experiments was a 3.68 g l−1 NaCl-water solution with
an initial conductivity of ≈6.5 mS cm−1. The saline pore fluid was
loaded with CH4 in a gas-water interface chamber and injected into
the sediment sample. To avoid clogging by hydrates at the fluid inlet,
the methane-loaded saline water entered the sample at a temperature
3–4 ◦C above the hydrate stability temperature for a given pressure.
This small temperature shift still allowed methane concentrations
close to saturation in the pore fluid (Spangenberg et al. 2015). Inside
the sediment sample hydrate stability conditions were achieved by
active cooling of the sample’s surrounding (Tconf = 4 ◦C). The
rapid temperature drop decreased the methane solubility of the pore
fluid. The resulting supersaturation (excess methane) was available
for hydrate formation. Waite & Spangenberg (2013) showed that
the degree of excess methane is in the order of 40 per cent of the
initial methane concentration. After migrating through the sediment
sample, the pore fluid was reloaded with CH4 and entered the sample
again. The pore pressure was held constant at 11 MPa throughout the
hydrate formation experiments. By circulating the methane-loaded

3. Publication II: Characterizing electrical properties and permeability changes of hydrate
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pore fluid through the sediment sample we were able to achieve
hydrate saturation rates of up to ≈2 per cent per day.

The LARS RUN 4 experiment was destined to examine the hy-
drate formation and dissociation patterns observed in LARS RUN 2
with a different sediment material as well as a different tempera-
ture sensing technique and to ideally proof the reproducibility of
our experiments. During LARS RUNs 2 and 3, the temperature
within the sediment sample was measured using 14 spatially dis-
tributed PT100 temperature sensors. PT100 sensors generally yield
very accurate temperature data, though they cover very little area.
Prior to LARS RUN 4 the spatially distributed PT100 sensors were
replaced by a distributed-temperature-sensing (DTS) coil. A total
length of ≈11 m DTS coil meandered throughout the specimen
allowing increased spatial coverage. However, the installed DTS
system yielded averaged temperature values for 0.5 m intervals,
reducing the spatial sensitivity.

The injection of relatively warm methane-loaded pore fluid pro-
duced an inhomogeneous temperature field in the sediment sample.
Because the electrical resistivity varies with temperature, the most
accurate results were obtained by stopping the circulation to pro-
duce a homogeneous temperature field for the ERT measurements.
Hence, methane saturated pore fluid was continuously circulated for
five days, increasing the specimen’s hydrate saturation by approxi-
mately 10 per cent (referred to as injection period). After this period
circulation was stopped to ensure thermal equilibrium within the
sediment sample. ERT measurements were performed every four
hours throughout the entire hydrate formation experiments, provid-
ing data for both thermal equilibrium and non-equilibrium states.

3 E S T I M AT I N G L O C A L H Y D R AT E
S AT U R AT I O N A N D P E R M E A B I L I T I E S

The inverted resistivity data obtained from ERT measurements serve
as an indirect measure of the hydrate content in the pore space.
Since the solid hydrate phase is directly related to the electrical and
hydraulic properties of the pore space, the resistivity distribution
can be converted into the distribution of hydrate saturation SH and
permeability K.

3.1 Hydrate saturation

The bulk hydrate saturation during the hydrate formation experi-
ments has been determined by frequent pore fluid sampling. During
hydrate formation only fresh water is consumed, while dissolved salt
ions accumulate in the residual pore fluid, increasing the electrical
conductivity. Following Spangenberg & Kulenkampff (2006), the
variations of pore fluid conductivity can be converted into the mass
of produced methane hydrate and hydrate pore space saturation as
follows: The NaCl concentration of the pore fluid is linked to the
electrical conductivity by

c = σ

�eq
(1)

where c is the NaCl concentration, σ is the measured electrical
conductivity of the pore fluid and �eq is the equivalent conductivity.
Considering the mass fraction of a solution with an initial NaCl
concentration c0, the mass of water consumed in hydrate formation
at a certain time t can be calculated using

mw−h(t) = mw0

(
1 − c0

c(t)

)
(2)

where mw−h is the mass of water consumed in hydrate formation at a
given time t, mw0 is the mass of water present at the very beginning
of the experiment, and c0 and c(t) are the NaCl concentrations at the
beginning of the experiment and at time t, respectively. Based on the
methane hydrate composition CH4•5.9H2O (Stern et al. 2003) and
the density of methane hydrate ρhydrate, the mass of produced hy-
drate mhydrate can be determined from the water consumption mw−h.
Additionally considering the sample’s pore volume Vpore allows to
calculate the bulk hydrate saturation

Shydrate = mhydrate

Vpore ∗ ρhydrate
(3)

For all LARS RUNs, these bulk hydrate saturation values served as
a reference baseline to verify the saturations gained from the ERT
data.

Converting the electrical resistivity distribution obtained from
the ERT data into the distribution of hydrate saturation requires an
eligible relation considering the electrical properties of the present
phases. During hydrate formation, the pore space is filled with two
coexisting phases: the pore fluid of high electrical conductivity
and hydrates, which can be considered to be an electrical insulator.
Commonly, Archie’s equations (Archie 1942) are used to determine
the effective electrical properties in a multiphase system where
the majority of the electrical charge transport is sustained by the
pore fluid. Though we tested several mixing rules (Garnett-Maxwell
1904; Lichtenecker 1926; Landauer 1952; Waff 1974), we decided
to use Archie’s equations for two reasons: (1) the obtained results in
our experimental setup should remain comparable to other published
data sets which typically used Archie’s equations; and (2) we found
that applying Archie’s equations yielded the most comprehensible
results.

Thereby, we investigate Archie’s equation in two different terms:

(i) Archievar−phi interprets the increasing hydrate phase as part
of the (also non-conductive) sediment grain framework resulting in
a decreasing porosity while hydrate saturation increases. The pore
space, however, is completely fluid-saturated at all stages of hydrate
saturation and the first Archie equation is used:

ρ = a

(�φ)m
ρfl (4)

where ρ is the bulk resistivity for a sample fully saturated with a
fluid of resistivity ρfl. a and m are empirical parameters and were set
to 1 and 1.5, respectively, according to the effective medium theory
(Sen et al. 1981). �φ is the varying porosity φ − φSH, depending
on the degree of hydrate saturation SH.

(ii) Archievar−sat interprets the increasing hydrate phase as a de-
crease of fluid saturation in the pore space. Thus, the porosity re-
mains constant whereas the water saturation varies with different
amounts of pore filling hydrate and the second Archie equation is
used:

ρ = a

φm Sn
ρfl (5)

with

S = φ − φSH

φ
= 1 − SH (6)

where S is the pore water saturation depending on the degree of
hydrate saturation and n is an empirical parameter (saturation ex-
ponent) set to 1.9386 (Pearson et al. 1983).

As the two Archie equations account for different parameters, the
corresponding resistivities governing the degree of hydrate satura-
tion differ as well. Fig. 1 shows the modelled resistivity evolution for
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Figure 1. Modelled resistivity evolution of the two Archie interpretations
Archievar−phi and Archievar−sat during hydrate saturation.

both Archie approaches within the experimentally covered hydrate
saturation interval of 0–90 per cent.

To apply both Archie equations to the ERT data, we established
the following data processing routine: In a first step, the inversion
created a mesh dividing the sample volume into a total of 41 840
volume cells. Subsequently the inversion algorithm yielded resistiv-
ity data for a temperature of TM = 4 ◦C for every single volume cell.
Since the electrical resistivity varies with temperature the resistivity
value of each cell was corrected against temperature to its reference
value at TRef = 20 ◦C. Rearranging both Archie approaches (eqs 4
and 5) for SH, we were able to apply those relations to every single
volume cell to estimate the local hydrate saturation.

The two Archie approaches were applied to the measured ERT
data. Because the most significant differences among those mix-
ing laws were expected at bulk hydrate saturation degrees of
>50 per cent (see Fig. 1), we compared the results applying the
different relations to the LARS RUN 2 data set of SH ≈ 90 per cent,
which equals the highest saturation value in this experiment. (Fig. 2).

Both Archie approaches yielded comprehensible results. How-
ever, Archievar−phi generated a maximum local hydrate saturation
value of 94.2 per cent, whereas Archievar−sat produced 88.9 per cent.
At all stages of bulk hydrate saturation, Archievar−phi resulted
in higher saturation values compared to those obtained with
Archievar−sat, with a difference always smaller than 10 per cent.
As the maximum local hydrate saturation value generated by
Archievar−sat was smaller than the reference bulk hydrate satura-
tion obtained from pore fluid sampling, we considered Archievar−phi

to yield the best results.

Figure 2. Application of the two Archie approaches to the final saturation
stage of SH ≈ 90 per cent. Hydrate distribution obtained by applying (a)
Archievar−phi and (b) Archievar−sat.

Figure 3. Illustration of pore filling, grain coating and cementing hydrate.

3.2 Permeability

The permeability as a material’s hydraulic property is hard to cap-
ture using non-hydraulic measurement techniques. Generally, fluid
flow is controlled by the interconnected pore space. In hydrate bear-
ing sediments hydrate can affect both, the geometry of pores (pore-
filling) and the interconnectivity of the sediments pore space, as
hydrates formed at grain contacts might clog pore throats (grain
coating, cementing) (Fig. 3).

Nevertheless, numerous approaches have been established to link
the permeability to flow-affecting petrophysical parameters such as
pore space geometry. The University of Tokyo introduced a very
simple but effective relation to evaluate the permeability of a hydrate
bearing sediment layer (Minagawa et al. 2005):

K (SH ) = K0(1 − SH )N (7)

with SH being the fractional degree of hydrate saturation, K0 the
initial permeability at SH = 0 and N being constant. Apart from
SH the only parameter affecting the permeability is the exponent N.
Reported values for N range from 2.5 to 15 (Minagawa et al. 2005;
Delli & Grozic 2013). It has been shown that values of N have to be
chosen carefully to match experimental data and strongly depend on
the investigated sediment. Since we do not have any experimental
permeability data of the LARS sediment for the different stages of
hydrate saturation, we are not able to identify a reasonable value for
N, necessitating an alternative relation.

Another common approach relating the hydraulic permeability
to petropysical parameters is the Carman-Kozeny (CK) relation
(Carman 1956). CK originally relates the permeability to a geomet-
ric factor B, the porosity φ, the tortuosity τ and the specific surface
area S (Mavko et al. 2003):

K = Bφ3

τ 2 S2
. (8)

The CK relation can also directly be related to the degree of hydrate
saturation (Kleinberg et al. 2003):

K (SH ) = K0
(1 − SH )n+2

(1 + √
SH )2

(9)

where n is the saturation exponent with n = 0.7SH + 0.3
(Spangenberg 2001; Delli & Grozic 2013). It should be noted that
eq. (9) is only valid for pore filling hydrate formation, but not for hy-
drates coating the sediment grains or clogging pore throats (Fig. 3)
(Kleinberg et al. 2003). Because the sediment’s pore space in our
experiments is completely water saturated at all times throughout
hydrate formation and hydrates are formed from methane dissolved
in the pore water, we assume to mimic the formation of natural, ma-
rine gas hydrates. Recent studies (Konno et al. 2015; Santamarina
et al. 2015) carried out on natural sediment cores obtained from a
methane hydrate reservoir in the Eastern Nankai Trough indicated
from permeability and velocity measurements that natural, marine
hydrates form and accumulate in the centre of the pores, justifying
the assumption made by eq. (9).

3. Publication II: Characterizing electrical properties and permeability changes of hydrate
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Figure 4. Illustration of the applied workflow to obtain the distribution of hydrate saturation and local permeability for a single measurement. (a) The inversion
yielded the resistivity distribution at a temperature of 4 ◦C. (b) For comparability, the initial resistivity values got corrected against temperature to their reference
value at 20 ◦C. (c) Those reference values were used to estimate local hydrate saturations SH using Archie. (d) The determined SH values were used as input
data to estimate local permeability values.

Since the highly permeable sediment volume is very large, we
unfortunately were not able to experimentally determine the initial
permeability K0 because the pressure gradients within the sediment
were in the error range for the installed pressure sensors at low and
intermediate bulk hydrate saturations. In a first order approxima-
tion, we therefore derived the initial permeability K0 by applying
empirical approaches considering the sample’s grain size distribu-
tion (Hazen 1893; Terzaghi 1955). As the resulting permeability
values covered several orders of magnitude, we chose to determine
the sediment’s K0 at ambient pressure and temperature by conduct-
ing a Darcy fluid flow experiment. The resulting permeability was
K0 = 673 ± 11 D. Since the experiments in LARS were run at a dif-
ferential pressure of 4 MPa, the sediment’s pore space experienced
compaction and grains possibly cracked. Taking this into account,
we set the initial permeability to K0 = 500 D.

Regarding the data structure, the permeability value of each vol-
ume cell was determined using the (previously obtained) SH value of
the respective volume cell (see Section 3.1) in eq. (9). The described
workflow is illustrated in Fig. 4.

4 R E S U LT S

4.1 Hydrate formation

During LARS RUN 2, a maximum bulk hydrate saturation of
≈90 per cent was reached at a constant pore pressure of 11 MPa.
The fourteen temperature sensors (11 operating, 3 broken) were
spatially distributed in the sediment sample to allow for the identi-
fication of the spatial extend of the hydrate stability zone within the
specimen. The positioning of the PT100 sensors is shown in Fig. 5.
We started the experiment by circulating the methane-loaded saline
pore fluid from top to bottom.

Fig. 5 shows the temperature profiles of the sensors T1–T4 for
the first four weeks of the hydrate formation experiment with the
dashed line marking the hydrate stability temperature of 13.3 ◦C
at given pressure. The Roman numbers mark the pore fluid injec-
tion periods. As long as no fluid was injected, the reservoir’s base-
temperature was defined by the confining temperature (Tconf = 4 ◦C).
The methane-loaded brine entered from the top of the sample at a
temperature slightly above hydrate stability conditions (≈16 ◦C)

Figure 5. Temperature profiles of the sensors T1–T4 during hydrate formation from downward fluid flow with a sketch of LARS and the positions of the
temperature sensors on the right. Roman numbers mark the intervals of pore fluid injection. The methane-loaded brine entered the sample at a temperature
of ≈16 ◦C and was cooled down due to active cooling from the surrounding (4 ◦C). The hydrate stability temperature of 13.3 ◦C at 11 MPa is marked with
the dashed line. The rapid temperature drops to 4 ◦C between two injection intervals were due to the stoppage of fluid circulation to let the sample thermally
equilibrate for ERT data processing.
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and cooled down until hydrate stability temperature was reached
while circulated through the sediment due to the active cooling
from the surrounding. During the first pore fluid injection period,
the highest temperatures (≈14 ◦C) were recorded at sensor T1, as
the injected pore fluid reached this sensor first. After each injection
period, the fluid circulation was stopped to let the sediment sam-
ple equilibrate thermally. During the second injection period, the
highest temperatures were recorded at sensor T2, indicating that the
comparably warm pore fluid did not reach sensor T1 as much as
before. The decrease in heat supply was caused by hydraulic con-
straints due to the formation of a solid hydrate phase at the very
top of the reservoir around sensor T1. During the third and fourth
injection period, sensor T1 displayed temperatures even lower than
T3, suggesting continuous hydrate formation at T1 while T3 was
located in the fluid path. The temperature sensor T4 almost contin-
uously recorded the lowest temperatures, as the injected pore fluid
was cooled down until it reached T4. Thus, the cooling from the
surrounding exceeded the heat supply from the pore fluid. As the
temperatures at T4 were always within the hydrate stability field,
the majority of the supplied methane is assumed to be bound in
hydrate before it could reach T4. Temperatures recorded at a sensor
located in the centre of the sample (T2) where higher at all times
and suggested that hydrates predominantly formed in the boundary
regions of the sample, where cooling was strongest. Following the
first injection period the temperatures recorded at T2 were continu-
ously higher than those recorded in the boundary regions (T1, T3,
T4), indicating an elevated heat supply from the injected pore fluid.
Whereas the elevated driving forces (lowest temperature) close to
the wall urged hydrate to form and to hydraulically constrain the
fluid pathways, the centre of the sample still experienced sufficient
heat supply to maintain pathways for the injected fluid.

Hydrate formation in the top boundary regions during down-
ward fluid circulation could be confirmed by ERT measurements.
Fig. 6 presents the evolution of spatial hydrate distribution and local
permeability changes for the entire hydrate formation experiment
applying the Archievar−phi and CK relation, respectively. It should
be noted that the top and bottom 15 cm in the ERT-figures are not
covered by electrodes and thus constitute an extrapolation of the in-
version algorithm. At the very beginning of the experiment uniform
hydrate saturations of 0–5 per cent were observed. During the fol-
lowing saturation stages, the majority of the hydrate phase formed
in the upper 60–70 cm of the sediment sample. At a bulk hydrate
saturation of 40 per cent calculated from the pore water conductivity
measurements, hydrate began to form in lower regions of the sample
while areas in the top of the reservoir showed hydrate saturations
in the order of ≈80 per cent. To avoid hydraulic clogging at the top
of the sample, the fluid circulation direction was switched from
downwards to upwards. This led to an immediate increase of local
hydrate saturation in the lower regions of the sample. Subsequently,
hydrate formation advanced until almost the entire sample showed
high saturation values. At the final saturation stage of 89.5 per cent
the fluid pathways in the sediment were almost clogged and the fluid
circulation was switched off.

Eq. (9) shows that the permeability is directly linked to the local
hydrate pore space saturation. Accordingly, the changes of local
permeability strongly correlate with the changes in local hydrate
saturation. At the beginning of the hydrate formation experiment
an almost homogeneously distributed permeability of 500 D was
observed, which is just the predefined K0. The subsequent hydrate
formation in the upper part of the reservoir reduced the permeability
in the respective areas. When we switched the pore fluid’s flow
direction at a bulk hydrate saturation of 40 per cent, permeabilities

were in the order of 101 D in the upper part of the reservoir. The re-
versed fluid flow increased hydrate pore space saturation in the lower
parts of the reservoir, further reducing the permeability of the
affected area. At the final stage of SH = 89.5 per cent the minimum
permeability value generated by applying CK was Kmin ≈ 28.8 mD.

During the LARS RUN 4 formation experiment we generally
observed similar formation patterns. By slightly increasing the pore
fluid injection velocity at the beginning of the experiment, the hy-
drate stability isotherm (again 13.3 ◦C at 11 MPa) was shifted
towards the centre of the specimen, so that initial hydrate forma-
tion was observed much more centric as in LARS RUN 2. Because
both experiments yielded very high bulk hydrate saturation values
at the final stage, the final hydrate distribution for both experiments
appeared very similar (Fig. 7).

4.2 Hydrate dissociation

During hydrate dissociation it is not possible to clearly identify all
present phases by only measuring the electrical properties, since
both, the emerging free gas phase and the remaining gas hydrates,
are electrically isolating. The ERT only discriminates between areas
of conductive and non-conductive pore space. Please note, that
the ERT images recorded during hydrate dissociation therefore do
not show the colour-coded hydrate saturation, but the electrical
resistivity in a log scale. For a detailed interpretation, it is therefore
necessary to include additional data such as temperature, pressure,
and fluid flow.

The hydrates formed in LARS RUN 2 (see Fig. 6) were dis-
sociated by pressure reduction in two stages: (1) simulating the
2008 production test in Mallik, Mackenzie Delta, Canada via de-
pressurization in three steps (e.g. Wright et al. 2011) at 7.0 MPa–
5.0 MPa–4.2 MPa (see Fig. 8) followed by (2) depressurization to
atmospheric pressure (see Fig. 9). To simulate the Mallik produc-
tion test, the surrounding temperature was set to 11 ◦C and reservoir
pressure was initially set to 11.5 MPa (Uddin et al. 2011). Notewor-
thy, what had been an active cooling (4 ◦C) from the surrounding
during hydrate formation turned into an active heating during hy-
drate dissociation.

The experiment started with P–T conditions deep within the hy-
drate stability field (at 11 ◦C Pstab = 8 MPa). The first pressure
reduction to 7 MPa induced an immediate temperature decrease of
≈1.6 ◦C due to endothermic gas hydrate dissociation (Fig. 8). The
resulting temperature of 9.4 ◦C already fell below the surrounding
temperature and corresponded to the hydrate stability temperature
at given pressure (7 MPa). After the second depressurization to
5 MPa (≈3 hr), the temperature profile of T0 clearly displayed
temperatures outside the hydrate stability field (Tstab = 6.1 ◦C at
P = 5 MPa) indicating complete hydrate dissociation at the top of
the reservoir. Unfortunately, the ERT inversion results did not yield
reliable information about this specific area as the top 15 cm of the
sample are not covered by electrodes. All other temperature pro-
files dropped to the hydrate stability temperature at given pressure,
suggesting that the front of hydrate decomposition was initiated at
the top end face of the sediment sample. During the third pressure
reduction (4.2 MPa) the temperature close to the neoprene jacket
(T11) increased (Fig. 8). This temperature increase indicated that
the endothermic process of hydrate dissociation could not compen-
sate the heat supply from the surrounding (11 ◦C) anymore. Due to
the decreased hydrate content hydrate decomposition declined. The
ERT inversion results of the regions close to the neoprene jacket
after 6 h showed areas of considerably lower resistivity. As both,
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Figure 6. Results estimating the local hydrate saturation and permeability in the sediment sample applying Archievar−phi and CK to the ERT data. At a bulk
hydrate saturation of 40 per cent, the pore fluid flow direction was switched to avoid clogging of the fluid flow paths as local hydrate saturations in the upper
part of the reservoir reached 80 per cent. Generally, permeability decreases as hydrate saturation increases. At the stage of maximum bulk hydrate saturation, a
minimum permeability value of Kmin ≈ 28.8 mD was found.

hydrate and free gas, increase the electrical resistivity, the low resis-
tivity values suggested completed hydrate dissociation and methane
gas depletion in these regions (Fig. 8).

After 8 hr, the outlet was closed overnight. The reservoir temper-
ature slowly adjusted to the surrounding temperature and the reser-
voir pressure increased to reach the hydrate equilibrium pressure
of ≈8 MPa at 11 ◦C. Though the system was closed for 16 hours,
the time was not enough for the reservoir to reach the equilibrium
temperature of 11 ◦C. Due to the heat supply from the surrounding,
hydrates continued to dissociate. Whereas the released gas phase
increased the reservoir pressure, the endothermic nature of hydrate
dissociation cooled the sample from the interior. Because hydrate
dissociation continued as long as the PT conditions within the reser-
voir fell below the stability conditions of ≈8 MPa at 11 ◦C, the
continuing cooling from the sample’s interior delayed the tempera-

ture increase of the reservoir. The depressurization to atmospheric
pressure was conducted from 24 hr onwards (Fig. 9).

The rapid pressure drop to 0.1 MPa set the entire sediment sample
out of the hydrate stability field. This was followed by a significant
temperature drop due to rapid hydrate dissociation, leading to tem-
peratures below the freezing point in the centre of the sample. Both,
the ERT inversion results and the corresponding temperature pro-
files of T4, T9 and T12 showed the formation of ice in the centre
of the sample (Fig. 9). Subsequently, the temperatures at all sensors
continuously increased to adjust with the surrounding temperature
of 11 ◦C. After ≈35 hr all temperatures were above the freezing
point, suggesting that only water and free gas remained in the pore
space. Thus, the remaining high resistivity areas in the ERT in-
version results were caused by free gas trapped in of the sediment
sample.
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Figure 7. Final hydrate distributions at the end of the hydrate formation experiments of LARS RUNs 2 and 4.

Figure 8. Overview of the first 8 hr of LARS RUN 2 depressurization. The conducted pressure levels are shown in the lower chart. The corresponding temperature
profiles are shown in the upper chart and a sketch of LARS including the positions of the temperature sensors is given on the right. Depressurization was
initialized by pressure reduction at the reservoir’s top outlet. The temperature increase at T0 from the end of the first pressure step (≈2 hr) onwards indicates
that hydrates at the very top were dissociated. From ≈4 hr onwards, the temperature at T11 starts to increase, indicating that the heat supply from the
surrounding exceeded the energy loss caused by endothermic hydrate dissociation. The corresponding ERT inversion results also suggest hydrate dissociation
in the boundary regions (black ellipses).

The hydrate phase formed during LARS RUN 4 was decomposed
via depressurization as well, applying the same surrounding tem-
perature (11 ◦C) and pressure levels as in LARS RUN 2 with an
additional 3 MPa pressure level (Stage 1: 7.0 MPa–5.0 MPa–4.2
MPa–3 MPa; Stage 2: to Patm). Because the experimental setup of
LARS RUN 4 featured optical temperature measurements using a
meandering DTS coil within the sediment sample, the number of
temperature measurement points was significantly increased. How-
ever, as each data point provided by the DTS system constituted
a mean temperature value for a 0.5 m interval it was necessary to
evaluate the accuracy of the obtained DTS data. Therefore, three
PT100 sensors were additionally placed on the cylindrical heat re-
actor in the centre of the sample. To investigate the comparability
of both measurement techniques it was reasonable to evaluate the
temperature data recorded during the decomposition experiments,
as the various pressure drops induced much more significant tem-
perature changes compared to those during the hydrate formation
experiments. Fig. 10 presents the temperature data recorded at the

PT100 sensor at the bottom of the heat exchange reactor (T0, blue)
together with the DTS data obtained by the measurement interval
corresponding to DTS point 19 (red) for the first 16 hr of the dissoci-
ation experiment. Because the measurement interval of DTS point
19 radial symmetrically surrounded the T0 sensor, the measured
temperatures at those two points should be similar. With a recorded
maximum deviation of 0.3 ◦C (in Fig. 10 at ≈3 hr) we considered
the DTS data to give a good reflection of the temperature distribu-
tion within the sediment sample. Based on the obtained DTS data it
was possible to extensively display the temperature evolution in the
sediment sample during the LARS RUN 4 dissociation experiment.

At the first depressurization stage with the applied pressure levels
of 7, 5, 4.2 and 3 MPa both the ERT and the temperature record-
ings yielded very similar dissociation patterns as observed in LARS
RUN 2. Hydrate dissociation initiated at the top and in the bound-
ary regions, where the pressure and temperature gradients were the
highest. Subsequently, the dissociation front migrated towards the
centre of the sample. Each pressure drop was accompanied by a
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Figure 9. Continuation of LARS RUN 2 depressurization. During overnight valve closure, the reservoir pressure increased to the equilibrium pressure at
11 ◦C of 8 MPa. The depressurization was conducted to atmospheric pressure. Starting after ≈25 hr, the temperature profiles and ERT inversion results show
that the centre of the sediment sample was frozen due to the rapid pressure drop accompanied by significant cooling. At this state, the boundary regions seem
to be completely free hydrate and gas. At the final stage (38 hr), P–T conditions in the entire sediment sample were out of the hydrate stability field. The
remaining high-resistivity areas in the ERT inversion results were caused by free gas which remained trapped in the upper parts of the sediment sample.

Figure 10. Comparison of the temperature data recorded by the PT100 sensor placed at the button on the heat exchange reactor (blue) in the centre of the
sample and the DTS data obtained by the respective measurement interval of DTS point 19 (red).

temperature drop into the respective hydrate stability temperature.
This can be seen, for example, on the temperature distribution of
the 5 MPa pressure level in both LARS RUNs 2 (Fig. 8) and 4
(Fig. 11), having a hydrate stability temperature of ≈6.1 ◦C. Simi-
lar to the observations made in LARS RUN 2 the boundary regions
of the sample appear to be almost completely free of any hydrate
or free gas phase after 8 hr (Fig. 11). After the first 8 hours of the
dissociation experiment the outlet was closed overnight again. Dur-
ing that time the temperature within the sediment sample started
to adjust to the surrounding temperature of 11 ◦C, accompanied
by a respective pressure increase. The LARS RUN 4 depressuriza-
tion to atmospheric pressure was conducted from 27 hr onwards.
Approximately three hours later, the endothermic nature of hy-
drate decomposition cooled the centre of the sample to tempera-
tures below the freezing point again, resulting in ice formation in
the respective areas (Fig. 12). After ≈36 hr all recorded temper-
atures were above the freezing point suggesting that all hydrates
were dissociated and only water and free gas remained in the pore
space.

5 D I S C U S S I O N

5.1 Mixing laws

The choice of a proper mixing rule is a crucial point in our data pro-
cessing routine. It turned out that the evaluation of proper mixing
rule is a trial-and-error procedure. The suitability of a mixing rule
not only depends on quantitatively matching the reference bulk sat-
uration values, but also on qualitatively producing comprehensible
hydrate distributions (e.g. in terms of saturation-heterogeneities). To
test the different mixing rules it was necessary to apply them all to
the measured ERT data and validate both their quantitative and qual-
itative appropriateness. In doing so the best results were obtained
using Archie approaches. While Archievar−phi and Archievar−sat were
very consistent, the highest local saturation values generated by
Archievar−sat still fell below the bulk hydrate saturation obtained
from pore fluid sampling.

During the hydrate formation experiments, the reference bulk hy-
drate saturation was determined by frequent pore fluid analysis (see
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Figure 11. First 8 hr of LARS RUN 4 depressurization. The applied pressure drops to 7, 5, 4.2 and 3 MPa were accompanied by temperature drops to the
respective stability temperature at given pressure (left in each balloon). Hydrate dissociation initiated at the top and the boundary regions of the sample. The
latter appear to be methane-depleted after 8 hr.

Figure 12. Continuation of LARS RUN 4 depressurization. During overnight valve closure, the reservoir temperature and pressure increased to adjust to the
stability conditions at 11 ◦C. Due to the endothermic nature of hydrate decomposition, the depressurization to atmospheric pressure cooled parts of the sample
to temperatures below freezing point again, resulting in ice formation.

paragraph 3.1). Since we applied Archievar−phi to the ERT data to de-
termine local hydrate saturations, we could also determine values of
bulk hydrate saturation from the ERT data. For this purpose the local
hydrate content of all volume cells was summarized and related to
the sediment’s porosity. Comparing the bulk hydrate saturation val-
ues determined by pore fluid sampling and our ERT data processing
routine was used to evaluate the quantitative eligibility of a mixing
rule. Fig. 13 illustrates the evolution of the bulk hydrate satura-
tion determined by applying Archievar−phi to the ERT data of LARS
RUNs 2, 3 and 4 (solid lines) in relation to the reference values

determined by pore fluid sampling (dashed line). It is evident that
bulk saturations obtained by ERT data initially overestimated the
reference bulk saturation by up to ≈10 per cent. Because the local
saturation values were determined based on the measured resistivity
distribution, the overestimated hydrate saturation had to be caused
by increased resistivities obtained from the ERT. Closely looking
on the initial hydrate distribution (0 per cent) in Fig. 6 shows that
the majority of generated hydrate saturation is located right at the
top and bottom of the implemented heat exchange reactor. Because
the reactor was already fixed to the top cap of the pressure vessel
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Figure 13. Comparison of bulk hydrate saturations determined by pore
fluid sampling (blue dashed line) and bulk hydrate saturations obtained by
applying Archievar−phi to the ERT data of LARS RUNs 2, 3 and 4 (solid
black, green and red lines). The bulk hydrate saturation determined by pore
fluid sampling is plotted on the x-axis and the bulk saturation determined
for each method (pore fluid sampling and from ERT data) is plotted on the
y-axis.

during the installation process, we therefore suggest that those ar-
eas experienced severe compaction during mounting. As a result,
the porosity in the respective areas is suggested to be decreased,
increasing the measured electrical resistivity and, thus, generated
hydrate saturation in the ERT data.

For reference bulk saturation values exceeding 40 per cent, the
bulk saturations obtained from ERT data of LARS RUNs 2 and 4
approximate the reference baseline. The LARS RUN 2 and 4 curves
finally fell below the reference baseline at ≈70 per cent. Having such
high degrees of bulk hydrate saturation, the possibility of hydrate
forming hydraulic caps has to be considered. In such a case some
water volume would be trapped and cut off from the circulation. The
remaining water used for pore fluid sampling would subsequently
overestimate the salinity within the sample, producing higher pore
fluid sampling saturation values. In that case, the bulk saturation
obtained from pore fluid sampling only yields an upper bound for a
heterogeneous salinity distribution.

However, areas comprising a stable hydraulic sealing and trap-
ping water should have been detectable in the ERT data, as the
electrical properties in those areas would barely change over time.
As visible in Fig. 6, such areas could not be identified. We as-
sume that hydraulic caps might form during our hydrate formation
experiments, but would last only for a relatively short time. The
measured salinities during our formation experiments yielded an
irregular increasing trend, giving evidences for the temporary exis-
tence of hydraulic sealings (Schicks et al. 2011). Spangenberg et al.
(2015) emphasized that hydrates formed at high formation rates in
LARS undergo recrystallization. If some areas were cut off from the
circulation and, thus, from methane supply by solid hydrate caps,
recrystallization is likely to re-establish the connection to the fluid
circulation.

The underestimated saturation values obtained from the applied
ERT data processing routine at high degrees of bulk hydrate satura-
tion are therefore most likely caused by applying the Archievar−phi

relation to the ERT resistivity data. Following eq. (4), a constant
value for the exponent m (also referred to as cementation exponent)
was used throughout all saturation stages. Because Archievar−phi

interprets the increasing hydrate phase as part of the grain frame-
work, a wide range of porosities are covered during our hydrate
formation experiments. Since numerous studies considered m to
be porosity dependent (e.g. Neustaedter 1968), efforts are required

for future work to quantitatively determine appropriate Archie pa-
rameters throughout the entire range of bulk saturation achieved
in our experiments. The same would be true for Archievar−sat, be-
cause the saturation exponent might not be constant over the full
saturation range, but depend on saturation (e.g. Spangenberg 2001;
Spangenberg & Kulenkampff 2006).

However, since the saturation values determined by applying
Archievar−phi qualitatively and quantitatively produced comprehen-
sible results we consider them to follow the real distribution of local
hydrate saturation, though the exact saturation values may differ by
several percent.

5.2 Permeability

Based on the workflow presented in Fig. 4, local permeability
changes could be estimated from the ERT data. The obtained resis-
tivity distribution was converted into the spatial hydrate distribution,
which served as input data for the CK relation (eq. 9). To evaluate
the permeability estimates based on the ERT data, we averaged all
local permeability values obtained during LARS RUNs 2 and 3 and
compared them with modelled data derived from the CK equation
(red dashed in Fig. 14). The LARS RUN 4 permeability data could
not directly be related to the LARS RUNs 2 and 3 data sets since a
different sediment sample with a much higher initial permeability
K0 was used. It is therefore not plotted in Fig. 14. The modelled
permeability evolution of the CK relation yields a satisfactory fit
for bulk hydrate saturations smaller 30 per cent. For bulk hydrate
saturations exceeding 30 per cent, the permeability evolution ob-
tained from the ERT data workflow increasingly overestimated the
modelled permeability evolution. Unfortunately it was not possi-
ble to verify the estimated permeability distribution with measured
values. Since the highly permeable sediment volume is very large,
the pressure gradients within the sediment were in the error range
for the installed pressure sensors at low and intermediate bulk hy-
drate saturations, so that it was not possible to directly measure
the hydraulic bulk permeability during the experiments in LARS.
Only one bulk permeability measurement could be carried out at
the final stage of LARS RUN 2 (SH = 89.5 per cent) with kmin = 5
mD (green cross in Fig. 14). At this stage the obtained permeability
overestimated the modelled CK relation by 2 orders of magnitude
and the single measured data point by 3 orders of magnitude. Those
deviations are most probably due to several reasons:

(i) The modified CK equation (eq. 9, red dash in Fig. 14) used
in our workflow is a very simple equation which only considers

Figure 14. Comparison of modelled permeability (dashed line) and mean
bulk permeabilities obtained during LARS RUNs 2 and 3 (solid brown and
black lines) applying the introduced workflow.
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the degree of hydrate saturation and neglects all sediment specific
parameters. Subsequently, a homogeneous sediment sample as well
as a homogeneous hydrate distribution are assumed, which is not
the case in the LARS experiments (Fig. 6). Furthermore, deviations
from ERT based SH estimates consequently caused deviations in the
permeability estimates, as SH was the only input parameter in the
CK relation.

(ii) Averaging anisotropic, heterogeneous data has to be carried
out carefully. To pay tribute to direction-dependencies the single
values can be interpreted as ‘parallel connection’ as well as ‘series
connection’ requiring either the arithmetic or the harmonic mean.
Furthermore the style of averaging significantly affects the resulting
permeability evolution. For simplicity we averaged the obtained
permeability data as a series connection by using arithmetic mean
values. Using, for instance, harmonic mean values would cause the
estimated permeability evolution to significantly underestimate the
CK relation. Because the bulk hydrate saturation yielded by the ERT
data workflow already underestimated the bulk saturation obtained
from pore fluid sampling (see Fig. 13), this is most likely not the
case.

(iii) The measured data point at SH = 89.5 per cent constitutes
the lower bound of the bulk permeability at this saturation stage.
The experimentally obtained bulk permeability was determined by
considering the differential pressure between the fluid inlet and
outlet (at the sample’s top and bottom). Thus, the experimentally
measured permeability value was much more sensitive to plugging
(due to sediment input and/or gas hydrate) in the capillaries, which
generally reduces the measured permeability.

Though the estimated permeability values might show signifi-
cant deviations, this information is valuable to qualitatively follow
the permeability distribution during the formation experiments. Fur-
thermore the obtained permeability distribution constitutes a helpful
tool to adjust dissociation experiments.

5.3 ERT monitoring of hydrate formation
and dissociation

Hydrate formation and dissociation were successfully monitored
using ERT. The large contrasts in electrical properties between the
coexisting pore filling phases granted hydrate localization even at
low saturation.

During hydrate formation, ERT imaging and the recorded tem-
perature profiles indicated that hydrate formed quickly within the
sediment sample after reaching hydrate stability conditions. We
modelled the temperature field within the sediment sample assum-
ing an undisturbed fluid flow field (no hydrates present) using COM-
SOL Multiphysics (V. 4.3b) to identify the initial spatial extent of
the hydrate stability field (Fig. 15). Fig. 15 shows the LARS RUN
2 resistivity distribution at a bulk hydrate saturation of 40 per cent
(left) with the modelling results (right). The most significant re-
sistivity increase occurred just after the injected pore fluid enters
the hydrate stability field at a temperature of 13.3 ◦C. Evidently,
the majority of the injected methane was consumed within hydrate
formation as soon as it migrated into the hydrate stability field. The
geometry and the spatial extent of the hydrate stability field thereby
depend on the flow velocity and the temperature of the injected
methane-loaded brine. However, by changing the flow velocity of
the injected fluid and thus by shifting the hydrate stability temper-
ature during the hydrate formation experiment of LARS RUN 4,
the ERT and temperature recordings suggested that we have great

Figure 15. Comparison of measured resistivity distribution during LARS
RUN 2 at a bulk hydrate saturation of 40 per cent (left) and the modelled
temperature field resulting from active cooling from the surrounding (4 ◦C)
and injection at the top end face of relatively warm pore fluid (≈16 ◦C).
The isotherm of 13.3 ◦C marks the boundary of the hydrate stability field at
11 MPa.

control of the spatial extent of the hydrate stability field within the
sediment sample.

Capturing the spatial distribution of remaining hydrates and free
gas during hydrate dissociation is difficult. Both phases appear as
electrically non-conductive, and therefore cannot be distinguished
by only measuring the electrical properties of the pore filling. How-
ever, adding temperature and pressure data enables advanced inter-
pretation of hydrate dissociation experiments in LARS.

Hydrate dissociation initialized at the top of the sediment sample,
where the pressure gradient was highest. Subsequent hydrate disso-
ciation was predominantly measured at the boundary regions of the
sample, where the heat supply from the surrounding led to tempera-
tures exceeding the hydrate stability temperature at given pressure.
The ERT data identified the high-resistivity areas filled with hydrate
and/or gas. We observed considerable resistivity increases in areas
featuring active hydrate dissociation and, thus, gas release compared
to areas exclusively filled with gas hydrate (Fig. 16). For pore filling
hydrates, a water shell adsorbed at the sediment grain remains for
SH < 1 (Spangenberg 2001; Kuhs et al. 2014). The expanding free
gas phase arising due to hydrate dissociation pushed this remain-
ing pore water out of the pores, increasing the electrical resistivity.
Thus, electrical measurements also enable to identify the onset of
hydrate decomposition in the sediment’s pore space.

6 S U M M A RY A N D C O N C LU S I O N

The electrical properties of methane-hydrate bearing sediments
were investigated during hydrate formation and dissociation experi-
ments using an ERT array in the large reservoir simulator LARS. For
the first time, it was possible to qualitatively visualize the occurring
hydrate phase during hydrate formation experiments in LARS. The
ERT measurements showed that hydrate formation started as soon
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Figure 16. Horizontal resistivity profiles (grey line in left picture) for dif-
ferent states of hydrate dissociation. Top: initial resistivities before hydrate
dissociation (only hydrate, no gas present). Middle: occurring hydrate dis-
sociation. Emerging free gas phase increases resistivities along the profile
(hydrate and gas present). Bottom: resistivities in the boundary region de-
crease again, indicating completed hydrate dissociation and advancing gas
depletion (no hydrate, only gas present).

as the super saturated pore water entered the hydrate stability field
in terms of P–T conditions. This leads to the conclusion that the
residence time of dissolved methane in gas hydrate stability zones
is short until it is consumed in hydrate formation.

Furthermore, we introduced a data processing routine which al-
lowed the quantification of local changes of hydrate saturation and
hydraulic permeability by measuring the electrical properties of the
sediment sample. The spatial resistivity distribution obtained from
the ERT data was converted into a quantitative spatial distribution
of hydrate saturation by applying the Archievar−phi relation. The re-
sulting information about the hydrate distribution can subsequently
serve as input data for numerical simulations, for example, mod-
elling production scenarios and history matching of experiments in
LARS, or to adjust future dissociation experiments in LARS with
respect to the obtained hydrate distribution.

The values of local hydrate saturation were used to estimate the
local changes of hydraulic permeability within the sediment sam-
ple using the pore filling CK relation. The estimated permeability
evolution yields helpful information in terms of understanding the
changes of the sediment’s hydraulic properties. Future plans involve
additional experimental efforts to support the applied models with
experimental permeability data.

During hydrate dissociation it could be shown that the gas and hy-
drate phases can qualitatively be monitored and tracked using ERT
data. After setting the P–T conditions outside of the hydrate stabil-
ity field, areas of increased electrical resistivity marked initialized
hydrate decomposition, as the emerged free gas phase displaced
remaining pore water of the respective areas. Supplemental temper-
ature and pressure data allowed for advanced interpretation in terms
of identifying areas of active hydrate dissociation as well as areas
completely free of non-dissolved hydrocarbons.

The general alikeness of the data recorded during LARS RUNs
2 and 4 indicates that the results of our hydrate formation and
dissociation experiments in LARS are reproducible.
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ABSTRACT: The intensive study of hydrate-bearing sandy sediments, a possible source of 

fossil energy for future generations, leads to an accumulation of information from field studies, 

laboratory studies, and modeling. This information is used to create conceptual models for 

hydrate deposit genesis helping to assess the value of laboratory experimental studies on 

artificially formed hydrate-bearing sediments. We present an experimental example on the 

simulation of hydrate formation from methane dissolved in water, which is assumed to be the 

most likely natural process for the genesis of highly concentrated hydrate in sandy sediments. 

Measurements of the concentration of dissolved methane, temperature, and electrical resistivity 

tomography are used to describe and characterize the hydrate formation process. It could be 

shown that the way in which hydrate forms in this laboratory experiment corresponds to the 

procedure assumed for natural scenarios. The main difference to nature is probably the high 
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crystal growth rate which seems to result in an increased water-hydrate interface and a 

subsequent “aging” or recrystallization process affecting certain physical properties.   

 

 

1. INDRODUCTION  

Gas hydrates are nonstoichiometric crystalline solids composed of low molecular weight gases 

that are encased in a lattice of hydrogen-bonded water molecules.
1
 Hydrates are stable under 

conditions of elevated pressure and low temperature given appropriate gas concentrations and 

water supply. In natural environments, they preferentially occur as methane hydrate in seafloor 

sediments and beneath the permafrost in arctic regions.
2,3

 Since a number of estimates suggest 

that large amounts of carbon are stored in naturally occurring methane hydrates,
4,5

 these deposits 

have attracted interest as a possible future energy resource.
6,7,8

 Hydrates occur primarily as 

massive solid bodies in association with gas venting,
9
 as grain-displacing aggregations (nodules 

and veins) in poorly compacted fine-grained sediments,
10,11

 and as pore-filling gas hydrates with 

hydrate saturations less than 10 % in fine-grained sediments and much higher saturations (50 % 

to 90 %) in coarser materials such as coarse silts and sands (see Boswell et al. and references 

therein).
12

 An explanation for the different hydrate morphologies found in natural water saturated 

hydrate systems can be provided by particle-level force analysis. The hydrate morphology is 

governed by skeleton and capillary forces, which depend on the burial depth and grain size of the 

host sediment.
13

 Although current estimates suggest that only 10 % or even less of the gas bound 

to methane hydrate can be found in sand/sandstone formations,
14

 this type of reservoir is in the 

focus of exploration for hydrates as energy resource. The high permeability of sands compared to 

that of the fine-grained sediments is very likely the reason that hydrate can accumulate to 
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concentrations up to 90 % of the available pore volume.
14,15,16

 Furthermore, if the hydrate is 

destabilized by pressure reduction, heating, or injection of chemicals, the pores become free and 

permeable to access further regions of the reservoir and to produce the released gas via the well 

bore with the existing technology of oil and gas industry. Reservoir delineation, general reservoir 

properties, and migration pathways can be identified using geophysical methods such as seismic 

or electromagnetic surveys.
17,18,19

 These mapping technologies rely on the influence that hydrate 

exerts on the sediment physical properties relative to hydrate-free sediments.
20

 The resistivity 

increases with increasing hydrate content due to the fact that hydrate as a non-conducting phase 

replaces the conductive pore water. Modelling results show that the way in which hydrate 

influences the electrical properties depends on the hydrate habit and the location where the 

hydrate forms in the pore space.
21

 The influences of nodular, layered, cementing and non-

cementing pore-filling hydrate habits on the electrical properties were studied in detail. For non-

cementing pore-filling hydrate the model predicts a dependence of resistivity on hydrate 

saturation and grain-size. This influence on grain size becomes apparent for hydrate saturations 

higher than 60 %. This dependency results from the change of free water dominated conduction 

to bound water dominated conduction at higher hydrate concentrations and from the fact, that the 

bound water to free water ratio depends on grain-size. Laboratory experiments seem to show 

such an effect already for lower hydrate concentrations.
22

 However, these models are not 

practical for the estimation of hydrate saturation from resistivity measurements. Hence, Archie’s 

equation
23

 is used to interpret electrical field measurements in coarse grained sediments, where 

the contribution from surface conductivity is negligible.
24

  

For the seismic properties the situation is similar. Generally seismic velocities (p- and s-wave) 

increase with increasing hydrate content. How strong seismic velocities increase with hydrate 
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saturation depends on the location where the hydrate forms in the pores. Generally three habits 

are distinguished for pore space hydrate in sands (see Waite et al. and references therein):
20

 (1) 

non-cementing pore-filling, (2) load bearing and (3) cementing hydrate, which can be subdivided 

into grain-contact cementation and grain-coating cementation. Non-cementing pore-filling 

hydrate grows freely in the pore space without contact to the sediment grains. At a certain 

hydrate saturation (25 % - 40 %),
25,26

 it starts to build bridges between neighboring grains and 

becomes load-bearing and grain-supporting respectively. Another modeling approach avoids the 

consideration of different hydrate habits using the patchy saturation concept
27

 to estimate the 

influence of hydrate saturation on physical rock properties.
13

 Dai et al.
13

 argue that in mature 

coarse grained hydrate systems Oswald ripening
28

 of pore filling hydrate will result in “patchy 

hydrate saturation” where patches containing 100 % hydrate in the pores are embedded in a 

hydrate-free water saturated sand. For a detailed description of the modeling methodology see 

Dai et al.
13

 and references therein.  

However, there are a number of theoretical and semi-empirical models that relate physical 

properties to hydrate saturation while accounting for different hydrate pore habits (e.g. Dvorkin 

et al. and Chand et al.).
29,30

 The application of the existing rock physical models on field data 

does not fully meet the requirements. Dai et al.
17

 state: “More work should be done to further 

refine the existing rock models as we access data from offshore regions. Controlled laboratory 

experiments will also add value, provided care is taken to simulate in the experiments the 

environment of the naturally occurring hydrates.” This expresses the demand of geophysical 

exploration on petrophysics. Tackling this problem requires a better understanding of the 

geological controls on hydrate formation in porous systems, which can only be achieved by 
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combining all sources of information: drilling, coring, logging, laboratory experiments, and 

modelling.  

This paper aims to combine the increased knowledge available on hydrate bearing reservoirs 

from field studies, numerical studies on field scenarios, and conceptual models with laboratory 

measurements and observations on artificial hydrate-bearing sediment samples. The goal is an 

assessment of the value of laboratory studies with artificial samples to natural hydrate 

occurrences. Since concentrated hydrates in sands and coarse silts are moved into the focus of 

interest
14

 and it is assumed that these reservoirs formed from dissolved-phase methane,
20,31

 we 

will concentrate on formation mechanism of hydrate from dissolved-phase methane in artificial 

laboratory samples. This will allow us to outline the experience gained with this method during 

the past few years. 

 

2. CONCEPTUAL MODELS 

2.1. The formation of hydrate-bearing sandy reservoirs 

At the Mallik 38 L, 2L and 5L research and production wells hydrate has been found down to a 

depth of about 1100 m.
16 

Based on hydrate stability calculations, the depth of the methane 

hydrate zone (MHZ) coincides with the base of gas hydrate stability (BGHS – defined by 

temperature and pressure), thus, the migrating pore water must be methane saturated when 

entering the BGHS (Fig. 1A, green dotted arrow). Pore water with lower methane concentrations 

(dotted black arrow) would only become saturated at shallower depths leading to a shallower 

MHZ compared to the BGHS. Higher methane concentrations would then result in a free gas 

zone (FGZ) directly below the BGHS. At a certain depth the pore water would reach saturation 

(dotted black arrow; the dotted signature represents single phase flow). With further decreasing 
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depth a gas phase would evolve and migrate with the water as two-phase flow (dot-dashed black 

arrow; the dot-dash signature represents two phase flow). Despite very high gas hydrate 

saturations of up to 90 % in sands just above the BGHS (1107 m),
16

 no free-gas-bearing 

sediment has been confirmed by well-log-analysis below the BGHS.
32

 

In the Ulleung Basin the variation of methane solubility with depth is much stronger due to the 

high geothermal gradient (Fig. 1B). It even has a local minimum below the BGHS at a depth of 

about 2700 m. As before, the left green dotted arrow marks the maximum CH4 concentration 

which does not exceed the solubility limit before the water migrates into the BGHS. In this 

situation the dotted green arrow strikes the solubility limit inside the stability field, slightly 

above the BGHS. Water with a methane concentration of about 0.15 mol/kg, migrates along the 

right green arrow. The water crosses the solubility curve below its local minimum and a free gas 

phase will evolve and migrate together with the water (the green dot-dashed arrow marks the 

range of two-phase flow). For methane concentrations in between both green arrows (0.13 

mol/kg < CCH4 < 0.15 mol/kg) the upward migrating water crosses the solubility curve twice. For 

the first time at a depth below 2700 m the water becomes oversaturated and free gas will form 

and, for the second time, at a depth below the BGHS, where the water will start to dissolve the 

gas again. Theoretically, between the green arrows, the water could dissolve the available free 

gas completely and reach the BGHS as a methane-saturated single liquid phase. Depending on 

the relation between mass transport and dissolution kinetics, some free gas might reach the 

BGHS. In any case, a free gas zone (FGH) exists below the BGHS, although the top of the FGZ 

might be separated by a certain distance from the BGHS (black arrow between the green arrows). 

Right from the second green arrow a free gas zone exists directly beneath the BGHS (right black 

arrow). Ryu et al.
33

 reported BSR’s in some locations in the western deep water Ulleung Basin 
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characterized by a sharp velocity increase above and a strong velocity decrease below the BGHS. 

The observed velocity decrease is a strong argument for the existence of free gas underlying the 

hydrates. For a more general view on methane transport into the hydrate stability zone see 

Rempel and Buffett
34 

and Xu and Ruppel.
35

 

 

Figure 1. Solubility of methane in brine as a function of depth based on prevailing conditions at 

A) the Mallik test site and B) the Ulleung Basin (see text). The blue and red curves are the 

methane solubility curves in the absence (blue) and presence (red) of gas hydrate. They are based 

on equations published by Duan & Mao
36 

and Sloan,
1
 respectively. The arrows indicate 

advecting fluids with different methane concentrations, which become oversaturated when 

crossing the solubility curve (blue line) and migrate then as two phase system (dotted – liquid; 

dot-dashed – liquid + gas). FGZ: Free gas zone; MHZ: Methane hydrate zone; BGHS: Base of 

gas hydrate stability zone, w: water, h: hydrate, g: gas 

4. Publication III: Are laboratory-formed hydrate-bearing systems analogous to those in
nature?

48



  

 

Despite this conceptual model being rather simplified, it satisfies the derivation of different 

scenarios of methane transport into the MHZ and the resulting different hydrate formation 

mechanisms leading to different hydrate habits. To satisfy the high variability of natural systems, 

gas migration due to enhanced methane production, gas reservoirs, adsorption processes in clay-

rich sediments or other chromatographic separation of gases would need to be taken into account 

to explain features such as the missing free gas zone directly below the BGHS at the Mallik test 

site. An under-saturation of methane is not to be expected at this site from the concentration-

depth function only since there is a conventional natural gas reservoir at greater depth,
37

 which is 

assumed to be the source for the formation of the gas hydrate reservoirs above.   

If methane is produced outside the stability field and migrates into the zone of hydrate 

stability, we can distinguish the following scenarios: 

 

2.2. Scenario 1: Dissolved phase methane transport into the MHZ 

If the migrating methane-laden pore water is under-saturated when entering the BGHS, it 

advects into colder regions before the solubility in the presence of gas hydrates is exceeded, 

which in turn leads to the growth of pore filling hydrates directly from the dissolved phase. The 

bottom of the MHZ would be located above the BGHS. If the saturation limit for dissolved 

methane was reached directly at the BGHS (see green dashed line in Figure 1A), hydrate would 

start to form directly at the BGHS which is then the bottom of the MHZ.  

Figure 1 shows that the change of methane solubility with depth is strongest directly at the 

BGHS and slowly decreases with decreasing depth into the MHZ. Once hydrate is formed, it can 

be assumed that the highest hydrate formation rate and concentration occur directly above the 
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bottom of the MHZ and both; rate and concentration, decreases with depth, since the change of 

solubility decreases (see explanation in section 3.3). 

 

2.3. Scenario 2: Gas phase methane transport to the BGHS 

If the methane concentration exceeds solubility before the pore water reaches the BGHS, 

methane gas bubbles will form in the pores. Small bubbles might be transported upward with the 

advecting pore water and grow due to the decreasing methane solubility and the decreasing 

pressure until they get trapped at grain surfaces and pore throats by capillary forces. They 

possibly form larger patches of gas filled pores before moving again, controlled by capillary 

effects involving interfacial tension, wettability of the solid surface, and the geometric structure 

of the interfaces.
38,39,40

 Because the induction time for initial hydrate nucleation can be neglected 

on a geological time scale (see section 3.2 and 3.3) the free gas phase reaching the BGHS, will 

immediately form hydrate at the gas-water interface and start sealing the BGHS (Figure 2 and 

Figure 3). If there is a two- phase flow of methane gas and water towards the BGHS, the 

migrating water is generally methane saturated and hydrate will form from gaseous and 

dissolved methane. 
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Figure 2. Sketch of a two phase flow of methane-laden pore water and free methane gas into the 

MHZ. Hydrate forms at the water-gas interface and from dissolved methane in the MHZ as it 

was observed in the laboratory experiments (see below).   

 

2.4. Scenario 3: Depth shift of stability conditions due to sea level or climate changes     

The formation of methane hydrate can also result from the shift of the BGHS towards greater 

depths where sediments have substantial accumulations of free methane gas. This might result 

from a pressure increase due to a sea level rise
41

or a temperature decrease e.g. in conjunction 

with a progression of permafrost.
42

 

If a sediment layer containing a high concentration of free methane gas is shifted into the MHZ 

by one of the above described processes, hydrate formation from methane gas and pore water 

would occur throughout the gas-bearing sediment unit (Figure 3) and would not be restricted to 

the BGHS as in scenario 1. A high concentration of free gas in this scenario implies that the gas 

forms a continuous phase throughout the pore network over a large spatial area. The hydrate 

formation from methane gas and water would occur directly at the gas-water interface forming a 

“seal” that restricts the phase exchange to gas diffusion through the hydrate structure and 

temporary water leakage into the gas patch. Three phases would be present in the MHZ: liquid, 

gas, and gas hydrate.  

In smaller isolated gas saturated patches the pressure will decrease when the gas is consumed 

in the hydrate formation process. Due to the pressure difference over the “hydrate seal”, water 

may leak into the patch until the gas is consumed. The life span of such an isolated patch 

depends on the volume of entrapped gas. In addition to such isolated gas compartments, gas-

bearing areas might exist which are still connected to the free gas zone below the BGHS, e.g., in 
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conduits. These areas may be fed with methane gas from greater depth and could build up 

considerable overpressure across the hydrate barrier. The overpressure might lead to fracture 

formation and further gas invasion into or through the MHZ. For a detailed description of these 

processes see Fauria and Rempel.
40

  

 

Figure 3. Free gas below the original BGHS (a) is shifted into the MHZ when the BGHS moves 

downwards (b). At the gas-water interface grain-bridging hydrate and grain-aligning hydrate is 

formed, where non-cementing pore-filling hydrate crystallizes from dissolved methane in the 

water filled pores and from microscopic gas bubbles.  

The residual water trapped inside the gas zones would be depleted due to hydrate formation 

until the increasing salinity shifts the system to the three phase equilibrium.
4
 The coexistence of 
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gas hydrate and water with free gas in the MHZ is used as an explanation for the “wipe-out 

zones” observed in seismic surveys.
43

 

If a sediment layer is shifted into the MHZ with a concentration of free gas too low to form a 

continuous gas phase, the gas occurs as microscopic bubbles in the pores, and will be consumed 

in hydrate formation as it enters the stability field. Another important aspect is the formation of 

various forms of gas hydrates such as non-cementing pore-filling in the water saturated areas as 

well as grain-coating and grain-bridging hydrate in the gas compartments. 

If the methane is formed by microbial activity inside the hydrate stability field, hydrate would 

form from methane dissolved in pore water. Microbial methane production generally is bound to 

organic rich fine-grained sediments where a certain amount of “supersaturation” with respect to 

hydrate stability may occur due to the fact that hydrate formation is inhibited in small pores.
44

 

The dissolved methane might diffuse into neighboring sandy sediments and form pore filling 

hydrate.
45

   

 

3. EXPERIMENTAL RESULTS AND DISCUSSION 

3.1. Laboratory observations regarding the specific habitus of gas hydrates from different 

formation scenarios  

The visual observations from hydrate formation in laboratory studies (see Figure 4) support the 

following conception of the hydrate formation and growth process: 

• Hydrate formation from gaseous methane is preferred at the gas-water interface (Figure 

4: 1a-1c and 2a-2c). The specific shape of the gas-water interface results from the wetting 

properties, surface tension and the pore space structure (grain shape and grain size distribution). 
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• A hydrate film develops along the water-methane interface forming hydrate bridges in the 

pore throats between the grains and a shell of grain-aligning hydrate at the interface between the 

methane gas and the bound-water that wets the sediment grains (Figure 4: 1a-1c; also see Freer et 

al.
46

). However, the hydrate formation at the gas-water-grain interface leads to barriers that could 

trap gas and restrict methane transport to diffusion through the hydrate barrier. Small gas bubbles 

might be dissolved and feed the growth of the hydrate around larger bubbles (Figure 4: 2a-2c). 

• Methane saturated water migrates into the hydrate stability zone where it cools down and 

hydrate crystals nucleate and grow from the excess methane and water since the methane 

solubility decreases with temperature (Figure 4: 3a-3c).   
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Figure 4. Images of hydrate growing from water and free methane gas (1-2) and from methane 

dissolved in water (3). The procedure to gain these photographs is described in detail in 

Spangenberg et al.
47

 1a) Glass beads, water, and methane situated outside the hydrate stability. 

1b) Hydrate growing at the gas-water interface forming a bridge between neighboring grains. 1c) 

Water, wetting the glass beads is finally transformed into hydrate and the grain surface is 

covered with grain aligning hydrate. 2a) Methane bubbles in water outside the hydrate stability 

field. 2b) Within the hydrate stability field hydrate starts to form around the bubbles. 2c) Large 

bubbles are transformed to hydrate (some with a gas inclusion inside), whereas smaller bubbles 

disappear due to dissolution and hydrate formation (see ellipse in 2a and 2b). 3a) Hydrate formed 

from methane dissolved in water without a free gas phase crystallizes in the pore water. 3b) To 

date there is no evidence that hydrate crystals grow at grain surfaces. We could only observe 

hydrate flooding in the pore water. 3c) An SEM-image of glass beads embedded in a matrix of 

almost pure methane hydrate (ice to hydrate ratio is 17% : 83%).
15

 

The grain-bridging and grain-coating hydrate habit shown in Figure 4: 1b and 1c result, if 

hydrate is formed with sufficient gas to consume the available pore water completely. 

Transforming the water into hydrate by continuous gas supply to partially water saturated 

sediment samples is used in a number of laboratory experimental studies.
48,49,50

 This method, 

called “excess gas method”, forms grain-cementing hydrate.
51

 Laboratory formed hydrate-

bearing sediment samples of this type very likely reflect physical properties similar to hydrate-

bearing sediments directly at the BGHS with underlying gas (scenario 2) and gas saturated areas 

within the MHZ (scenario 3).  

Measurements show that only 5 % to 10 % hydrate saturation with cementing hydrate 

increases the seismic p-wave velocity as about 40 % of pore-filling hydrate.
51

 Transferring this 
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finding to scenario 2 would explain that strong BSR’s could exist at a gas underlain BGHS even 

if the hydrate saturation is low.  

Figure 4: 2a to 2c show that microscopic gas bubbles are transformed into hydrate with time, if 

sufficient water is supplied. This is probably the way hydrates form in the “excess water 

method”.
51

 In this method, a known value of methane gas is injected into the specimen before 

water is injected until the target pore pressure is reached. The sample is cooled into the stability 

field and the pore pressure is held constant during hydrate formation by water injection.
51

 This 

method results in a load-bearing or grain-supporting and pore-filling hydrate habit. This is 

probably what we can expect in scenarios 2 and 3, if the gas saturation in the sediments is low 

and the gas occurs as small bubbles in pores rather than as continuous phase throughout the pore 

network before entering the hydrate stability field. 

Figure 4: 3 shows non-cementing pore-filling hydrate formed from methane dissolved in 

water. Because methane solubility is low, hydrate formation from dissolved-phase methane in 

the laboratory is a slow and long-lasting process.
15,52,53

 However, because it is assumed that this 

process forms the high hydrate concentrations in sands and coarse silts,
31,20 

the method should be 

improved in order to provide information and data that are valuable for the interpretation of 

geophysical field and borehole measurements and the general understanding of this type of 

hydrate-bearing reservoirs. This formation process corresponds to scenario 1. 

 

3.2. Formation of laboratory hydrate-bearing samples from dissolved-phase methane: 

Experimental System and Hydrate Formation Procedure: A major drawback of the 

experimental system used for the generation of hydrate bearing samples in the studies of 2005 – 

2007
15,47 

was the small sample size. The sediment sample cell of this system was 50 mm in both, 
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diameter and length. In this small setup, it was difficult to exactly control the temperature right at 

the fluid inlet which made the system very susceptible to hydraulic clogging. Based on this 

methodological concept, a large reservoir simulator (LARS) was developed. Because great 

importance was placed on the temperature control directly at the fluid inlet, clogging can be 

avoided and hydrate can form in porous sediments from dissolved phase methane on a routine 

base.
52

 The main 5 components of LARS are shown in Figure 5. Here we will focus on the 

formation mechanism rather than on the technical details which can be found in Schicks et al.
52

 

and Priegnitz et al.
54

  

 

Figure 5. The 5 components of LARS. 1) Temperature controlled pressure vessel with sediment 

sample; 2) Pressure generation system with the pumps for the confining pressure and gas and 

water pore fluid pressure pumps; 3) Temperature control system for the pressure vessel with 

chiller, heat exchanger and circulation pump for the confining pressure transfer fluid; 4) 

Temperature controlled gas charging pressure vessel with pore water circulation pump; 5) 

Electrical resistivity tomography system   
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The sediment sample with a diameter of 460 mm and a length of about 1300 mm can be set 

under simulated in situ conditions in the pressure vessel (1). The pore fluid pressure and 

confining pressure simulating the overburden is provided by syringe pumps (2). The sample 

temperature is controlled by tempering and circulating the confining pressure fluid through a 

head exchanger (3). A crucial component is the gas charging vessel (4). This is a temperature 

controlled pressure vessel containing a methane headspace over pore water which is circulated 

through the sediment sample. The water is pumped from the sediment sample through a spray 

nozzle into the gas charging vessel. To avoid hydrate formation at the nozzle, the water is heated 

to a temperature slightly above hydrate stability (about 2 °C above the stability temperature for a 

given pressure) before it enters the gas charging vessel. The mist dissolves methane from the 

methane headspace and precipitates at the water surface. The methane-charged water flows back 

to the pressure vessel and enters the sediment sample with a temperature of about 1°C to 2 °C 

above the hydrate stability. In the sediment sample, the water cools down to temperature 

conditions within the hydrate stability field and hydrate starts to form. Because the density of 

hydrate is lower than that of water, hydrate formation leads to a volume increase and therefore, a 

decrease of the methane headspace in the gas charging vessel. To account for that, water is 

withdrawn at certain time intervals from the system. Since dissolved salt ions are not 

incorporated into the hydrate structure during hydrate formation, the salt (NaCl) concentration of 

the remaining pore fluid increases with increasing hydrate saturation. From the corresponding 

electrical conductivity increase of withdrawn fluid samples, the amount of water fixed in the 

hydrate structure and the overall hydrate saturation can be determined.
15,22

 The pore pressure is 

kept constant by continuous methane supply from methane cylinder via the methane pump.  
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The temperature measurements of the circulating fluid directly at the fluid inlet, outlet, and a 

number of different positions within the sample give an idea of the temperature field and its 

changes with increasing hydrate content. The assumption that the hydrate saturations in the 

sample are higher where the temperatures are the lowest and, thus, the driving force for hydrate 

growth is the highest, has not been supported by the first hydrate destabilization and methane 

production test carried out in this system.  

The initial hydrate nucleation will very likely occur where the driving force or methane super-

saturation respectively is highest and, therefore, the induction time is lowest.
55,56,57,58

 But the 

subsequent hydrate growth process obviously is shifted along the gradient in methane 

concentration, against the flow direction, towards the stability boundary in the sediment sample. 

This hypothesis would explain that we observed high hydrate concentrations in the warmer parts 

of the sample and not as expected in the coldest areas. 

In order to prove this hypothesis and to get a better understanding of the hydrate distribution 

within the sample the electrical resistivity tomography system (ERT) (5) with 375 electrodes was 

installed and used.
54

 ERT does not provide the high spatial resolution of X-ray and NMR 

tomography, but these highly resolving methods are not practicable for a pressure system with a 

sample volume of more than 200 l. Ultrasonic velocity tomography would have been another 

alternative but for technical and budget reasons it could not realized in our system yet.   

 

3.3. Controls on hydrate saturation distribution 

The ERT provides images of the resistivity distribution inside the sediment sample, which can 

be transferred into a hydrate distribution using Archie’s equation.
23

 The ERT has been proved to 

be a very useful tool in an experiment aimed to simulate the 2008 depressurization experiment at 

Mallik.
16

 In order to provide conditions close to that of the tested hydrate zone at Mallik, a 
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hydrate saturation of about 90 % had to be produced in the sediment sample prior to the 

production test.
16

 To realize such high hydrate saturation within a short time, it is important to 

maintain fluid circulation on high flow rates and low pressure gradients.  Based on the ERT 

measurements we were able to assess where areas of high hydrate saturation start to form 

permeability barriers and could adjust the experimental conditions to avoid blockage. Figure 6 

shows that we changed flow direction at a total hydrate saturation of about 40 % because hydrate 

was only accumulating in the upper third of the sample, which could be seen from the increasing 

resistivity. 

  

Figure 6. Evolution of the electrical resistivity distribution in the sediment sample during the 

hydrate formation phase. Areas with orange to red color represent high resistivity due to high 

concentration of pore space hydrate. At an overall hydrate concentration of 40 % the flow 
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direction was changed from downwards to upwards in order to maintain fluid circulation with a 

low pore pressure gradient over the sample. 

The methane supply is another important issue producing high hydrate concentrations within a 

reasonable time. However, the performance of these hydrate formation systems mainly depends 

on the reached level of dissolved methane concentration.
53

 In order to assess the performance of 

the system during this test, a commercial methane sensor was installed to measure the 

concentration of dissolved methane at the out- and inlet of the gas charging vessel. Figure 7 

shows that the dissolved methane concentration is close to saturation when leaving the gas 

charging vessel, which is held at a temperature of 18 °C. The pore fluid is slightly oversaturated 

with respect to the lowest temperature in the sample when leaving the sediment at the fluid 

outlet.  

 

Figure 7.  Methane solubility and change of methane solubility (dCmethane/dT) with temperature 

at constant pressure of 11.5 MPa (calculations are based on equations published by Duan & 

Mao)
36

. The red triangles represent methane concentration measurements of the water when it 

leaves the gas water charging vessel before it enters the sample (inlet) and after leaving the 

sample (outlet). 
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The change of methane concentration with temperature (dCmethane/dT) is highest directly when 

the water reaches the hydrate stability and decreases with decreasing temperatures in the hydrate 

stability field. For flow velocities low enough for the hydrate formation process to consume all 

the available dissolved methane for the corresponding temperature, the highest hydrate 

concentrations should be observed directly in those areas of the sample where the water reaches 

the hydrate stability temperature. Almost all of the available, dissolved methane was consumed 

via hydrate formation within the time span the water percolates through the sediment. This 

information together with the observed saturation distribution from ERT and the temperature 

measurements inside the sediment sample (see Figure 8) proved that the hydrate concentration in 

the sediment is the highest where the change of methane concentration with temperature is the 

strongest. This is as one would expect, if the hydrate growth kinetics is not limiting the process 

but methane supply is the restricting factor.
53

 Figure 8 shows that during the downwards fluid 

flow about 60 % of the available methane should be consumed before reaching the temperature 

level of T4 in the upper third of the sample. About 30 % of the methane will be consumed in the 

remaining two thirds of the sample. The ERT image at about 40 % total hydrate saturation 

supports the fact that the highest hydrate concentrations occur directly where the water enters the 

hydrate stability field slightly below temperature sensor T2. The bottom up flow changed the 

temperature field inside the sample because the warm water from the gas charging vessel now 

entered the system from the bottom. As a consequence this area was outside the hydrate stability 

field. At the position of T12, however, the pore water was already deep in the stability field and 

at the position of T6 more than 70 % of the available methane should be consumed due to 

hydrate formation. The ERT image taken at a hydrate saturation of about 89 % shows that we 
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have the highest resistivities in the lower part of the upper third from the downwards flow phase 

and in the upper part of the lower third from the upwards flow phase. The resistivities in the 

middle part of the sample are a little bit lower.     

 

  

Figure 8. ERT images when flow direction was changed from top down to bottom up at an 

overall hydrate saturation of 40 % (left) and when the hydrate production phase was stopped at 

an overall hydrate saturation of 89 % (right). Switching the pore fluid flow direction changes the 

temperature field inside the sample which is shown in the diagrams for some selected 

temperature sensors. The upper diagram shows that about 60 % of the available methane should 

be consumed when reaching the temperature measured at position T4 in the lower part of the 
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upper third. The lower diagram shows that about 70 % of the available methane is consumed 

before the temperature of T6 in the middle of the sample is reached. 

The experiment shows clearly, that even on a short “lab-time-scale” hydrate forms with respect 

to the methane concentration along the stability curve as one would expect on a geological time 

scale in a natural hydrate system. Certainly, the nucleation starts somewhere deeper in the 

stability field. Since the water circulation causes high temperature gradients in the sample the 

initial super-saturation will vary depending on the location. Figure 8 reveals the possible level of 

super-saturation in relation to the temperature at different positions in the sample. Depending on 

the super-saturation and the corresponding induction time it is very likely that multiple 

nucleation occurs in the large sample volume. In a highly resolving NMR system such as NESSI 

used by Kossel et al.
59

 the hydrate growth from the location of nucleation towards the direction 

of methane supply can be visualized.
60

 However, we cannot resolve locations of nucleation with 

ERT in our experiment. Hydrate forms already according to the equilibrium stability conditions, 

when its concentration is high enough to produce a clear resistivity signature in the ERT-images. 

The hydrate growth along the concentration gradient towards the stability boundary is even on a 

lab-time-scale not a “slow” process. 

 

3.4. Recrystallization and aging 

The extremely fast growth of pore space hydrate in the lab experiments compared to the 

natural scenarios very likely results in different crystal sizes and specific surfaces between the 

hydrate phase and the remaining pore water. Investigations on ice cores
61 

showed that a clear 

correlation exists between crystal size and the age of the ice core, indicating that even under 

natural conditions recrystallization is a process that needs to be considered. Klapp et al.
62
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presented a study on the hydrate crystallite size distribution determined at six samples from the 

Gulf of Mexico and Hydrate Ridge. They report an increase of mean crystallite size with depth, 

possibly indicating a difference in the formation age. However, in our early experiments
15

 we 

have clear evidence that recrystallization occurs as a time dependent process. Figure 9 shows, for 

water saturations below 10 %, a slight but clear decrease of the electrical resistivity or the 

resistivity index with time and decreasing hydrate formation rate. The resistivity index here is 

simply the ratio of the electrical resistivites of the sample at certain hydrate saturation ρ(Sh) and 

complete water saturation ρ0 (I = ρ(Sh) / ρ0). At very high hydrate saturations (Sh > 90 %), the 

hydrate formation rate strongly slows down due to the decline of methane supply by water 

circulation. At this stage the resistivity index starts to decrease, although there still is a slight 

increase in hydrate saturation. We interpret this decrease as the result of a recrystallization due to 

Oswald ripening and a general equilibration of methane concentration gradients in the sample. 

The recrystallization process results in a “smoothing” of the fluid hydrate interface. The 

expression “smoothing” is used here as synonym for the reduction of the specific surface of the 

hydrate structure, the amount of micro pores between hydrate crystals, the tortuosity, and the 

constrictions in the remaining fluid pathways. This, in turn, decreases the resistance to hydrated 

ion transport and so the electrical resistivity of the hydrate bearing sediment.  

The change of resistivity index from the maximum value of I = 72.6 to the last measured value 

of I = 67 is about 8 % in 13 days. 
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Figure 9. Increase of resistivity index and hydrate saturation (Sh = 1 - Sw) with time. The 

decrease of resistivity index with time for water saturations below 10% is due to recrystallization 

processes of the pore filling hydrate.  

Figure 10 shows that such a resistivity decrease due to recrystallization after hydrate formation 

was stopped could be confirmed in the LARS sample which has a volume that is 2200 times 

larger than the sample in the old system. Furthermore, the tomographic image shows that the 

effect is strongest where the resistivity and, therefore, the hydrate concentration is highest.  

 

Figure 10. Tomographic resistivity images of a sample with 50 % hydrate saturation when the 

formation process was finished (tstop) , 4 days later (tstop + 4 days) and the resulting differences in 

resistivity. 
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Figure 11. Pore models to explain the influence of recrystallization of fast grown hydrate 

crystallites on electrical resistivity. A detailed explanation is given in the text. 

Figure 11 shows very simplified models of a cylindrical pores containing pore filling hydrate 

in a coaxial arrangement to explain the observations and support our interpretation. The first of 

the three models shows a cylindrical pore containing a cylindrical hydrate core in the center. The 

hydrate core already underwent recrystallization. It is overgrown by small hydrate crystals 

forming a micro-porous layer that increases the surface of the water-hydrate interface. This 

micro-porous layer has the resistance Rmp. The free pore water annulus around the micro-porous 

hydrate layer has the resistance Ra. Since both resisters are in parallel, the resistance of the pore 

channel is mainly determined by the lower resistance of the fluid annulus at low hydrate 

saturation. For increasing hydrate saturation the influence of Rmp increases. The second model 

shows the situation at very high hydrate saturation where the free fluid annulus is vanished. The 

resistance of the pore channel is then Rmp which can be described by the Archie-equation as  

      
 

  
 

 
 .   (1) 

A is the cross sectional area of micro-porous layer, L is the length of the pore channel,  is the 

porosity of the micro-porous layer, and ρf is the fluid resistivity. In the third model we consider 

that recrystallization results in a smooth pore-free hydrate layer on the hydrate core. The 

resistance of the pore channel is  

     
 

  
.  (2) 
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If we assume a micro-porosity of 0.5 and a standard cementation exponent of m = 2 the 

recrystallization from model 2 to model 3 would result in a resistance Rs of the smoothed 

system, which is the half of the original system with the resistance Rmp.       

These models explain that “smoothing” can significantly decrease resistivity and support the 

observation that the effect is as stronger as higher the hydrate saturation is. 

 

4. CONCLUSION 

The presented conceptual models for hydrate formation in sandy reservoirs suggest that all 

hydrate habits that we know from laboratory investigations on artificial hydrate-bearing samples 

occur in nature. However, the occurrence of cementing hydrate is probably restricted to:  

1) the BGHS in settings which are underlain by formations containing high methane gas 

concentrations and  

2) reservoirs that contain free gas within the hydrate stability field, e.g. in areas with very 

high methane fluxes.  

The main mechanism forming high concentrations of methane hydrate in sandy reservoirs is 

most likely from dissolved phase methane. The study of this hydrate formation process in the 

laboratory reveals that even under the very high formation rates compared to nature, this process 

is limited by methane supply rather than reaction kinetics.  

The main differences to the natural systems result from the following facts: 

1) The hydrate formation rate is speeded up from about 1 % hydrate saturation increase in 

about 10
5
 years according to the assumptions made in Rempel and Buffett

34
 for natural scenarios 

to 1 to 2 % per day in the lab. This means that the time scale in nature is up to 5 10
7
 times larger 

than that in the lab. The high hydrate formation rate is a result of the fast methane supply by fluid 
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circulation. The Darcy-velocity of the circulating water is in the order of 1 mm/min (0.5 km/yr) 

compared to 0.3 mm/yr to 2 mm/yr for natural systems.
35

 

2) Temperature gradients in laboratory systems are orders of magnitude higher than that in 

natural systems. During the Mallik-2008 simulation in LARS, the fluid enters the sample at a 

temperature of about 13 °C and leaves it at about 5 °C. This corresponds to a temperature 

gradient of about 6 °C/m, which is more than 220 times higher than that in, e.g., Mallik
63

 (27 

°C/km). In other words, the decrease in methane concentration that we observe over our sample 

occurs in Mallik at a depth interval of about 220 m within the hydrate stability field.  

3) The high temperature and methane concentration gradients in the lab sample result in 

high local hydrate growth rates, very likely producing a large number of small sized hydrate 

crystallites that tend to recrystallize with time. From the observation of decreasing resistivities 

close to the end of the hydrate formation process we conclude a “smoothing” of the fluid- 

hydrate interface reducing the amount of pores between hydrate crystals, the tortuosity, and the 

constrictions of the charge carrier transport path ways. However, when the circulation is stopped 

at the end of an experiment, the system starts to equilibrate and the temperature and 

concentration gradients will decrease with time. Under equilibrated conditions Oswald ripening, 

driven by the concentration differences around crystals of different size, will be the main process 

of recrystallization in our lab-system. If Oswald ripening would finally result in patchy hydrate 

saturation as proposed by Dai et al.,
13

 with patches containing 100 % hydrate in the pores 

embedded in hydrate-free water saturated sand, we can neither confirm nor refute based on our 

observations.  

The recrystallization or “aging” effect requires more attention in future lab studies in order to 

assess its influence on the relationships between hydrate saturation and petrophysical sediment 
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properties. Highly resolving visualization methods could be useful tools to study the 

recrystallization of pore filling hydrate. Kuhs et al.
64 

report on a study based on Synchrotron 

Radiation X-ray Cryo-Tomography Microscopy (SRXCTM) by which the nucleation and growth 

process of gas hydrate were observed in the presence of quartz grains and glass beads. SRXCTM 

under in-situ conditions allow for the study of hydrate formation with a resolution, sufficient to 

observe details of the interfaces involved in the recrystallization processes.      
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Methane production from natural gas hydrate deposits is in the test phase, models are developed to  

describe the data, and laboratory experiments are carried out to test the rationale of the conceptual  

models. The experimental challenges include: I) the simulation of a natural three-phase system of  

sand-hydrate-liquid with known and high hydrate saturations and II) the simulation of transport  

behavior as deduced from field data. The GFZ’s large scale reservoir simulator (LARS; 210 L sample)  

allowed for the first simulation of the gas production test from permafrost hydrates at the Mallik drill  

site (Canada) via multistage depressurization. At the starting position hydrate saturation was as high as  

90% formed from dissolved methane only. While gas hydrate dissociation determined the flow  

patterns in the early pressure stages, the importance of different transport behaviors increased at lower  

pressure stages and increasing water content. Flow patterns as observed in Mallik were recorded.  

While the conceptual model in LARS is different at high gas production, it does agree with the model  

proposed for Mallik at moderate and low gas production showing the value but also the limits of pilot  

scale tests.  

  

Keywords: gas hydrates; depressurization; methane production, Mallik, pressure vessel,  

gas flow  

  

1. Introduction  
  

Gas hydrates are ice-like crystalline solids that form from water and guest molecules such as  

methane (CH4), the dominant guest molecule in natural gas hydrates.
1-3

. They form at elevated  

pressure, low temperatures and in the presence of sufficient amounts of water and gas within the  

sediment package forming nodes, veins, layers or filling the pores.
4-7

 The major occurrences are to be  

found in sediments along the continental margins and permafrost regions.
1,8
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Despite the large variation in the total estimate of carbon bound in gas hydrates of 100 Gt to  

400000 Gt 
9-12

 there is a consensus that this natural gas reservoir is a large source of energy and  

worthwhile exploring.
13

 The permafrost gas hydrates only account for only about 3% of this inventory.  

14
 However, they are easily accessible and were the target of the first field tests for methane production  

from gas hydrates at the Mallik site, North West Territories, Canada.
15-17

 The tests used thermal  

stimulation (2001) and depressurization via hydraulic stimulations technics (2002, 2007/08). A very  

recent test took place in the Nankai Trough, Japan (March 2013) applying depressurization over 6 days  

and producing a total of 120.000 m³ of gas. 
18

 In the gas hydrate field trail at Igik Sikumi on the Alaska  

North Slope carbon dioxide was injected to exchange methane hydrates by carbon dioxide hydrates  

and subsequent depressurization.
19

  

.  

The gas and water flow patterns observed at Mallik in 2008 were described and modelled, e.g.,  

by Uddin et al.
20-22

 As their history match using the original version of the numerical reservoir  

simulator CMG-STARS failed to fit the data, Uddin et al. 
21, 22

 developed a new set of equations to  

model the unconventional flow observed during the Mallik production test 2008. Tunable parameters  

for gas hydrate dissociation and different gas bubble transport models were added. They led to  

reasonable fits of the gas flow rates and to a lesser extend with the water production. This conceptual  

and numerical model is inspired by the “foamy oil flow” 
21

 developed in oil industry for solution gas  

drive reservoirs without an initial continuous gas phase. 
23, 24

 During depressurization early and small  

gas bubbles are transported within the oil/water in a “two-phase” or rather “pseudo-single” flow before  

the size of the single bubbles due to pressure decrease or coalescence exceeds those of the pore throats.  

At that point bubbles get trapped and gas production declines rapidly before progressive growth forms  

a continuous gas phase that allows increasing gas transport.  

  

While a number of one stage depressurization tests have been carried out in smaller (< 10 L) 
25-

 

27
 or larger pressure vessels (70 – 120 L) 

28, 29
, the above mentioned model has not been examined  

experimentally. In the named experiments the formation of gas hydrates was from a gas phase and  

water producing ≤30% of cementing gas hydrates and residual free gas. In Mallik gas hydrate saturated  

roughly 80% of the pore volume, was likely of porefilling character with little free gas been present. 
15 

 

,30
 Uddin et al.

22
 themselves cited micromodel studies on bubble formation 

31
 or degassing experiments  

using CT-scans 
32

 to support parts of their proposed process chain.  

  

Based on its large volume and the possibility to form gas hydrate saturations up to 90%, the  

GFZ’s LArge scale Reservoir Simulator, LARS, allows for the simulation of the 2008 Mallik gas  
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production test via a number of depressurization steps and review the foamy oil approach on laboratory  

scale under controlled conditions.  

  

2. Geological Setting: Gas production test from gas hydrates at the Mallik test site  

  

The Mallik gas hydrate field in the Canadian Arctic (Beaufort Mackenzie Delta) is characterized by  

640 m of permafrost in deltaic sediments deposited since the Mesozoic Era. 
15, 33

 They are composed of  

interlayers of sandstone and shale. Gas hydrates occur in three discrete zones below the permafrost at  

892 – 930 m (D), 942 – 993 m (B), and 1070 – 1107 m (A) with the deepest gas hydrates coinciding  

with the lower boundary of the gas hydrate stability zone. Zone A includes two gas hydrate  

occurrences with saturations of 80 – 90% in unconsolidated to weakly cemented Oligocene sandstones  

separated by gas hydrate-free siltstones and terminated by a clay layer at the upper boundary. The gas  

hydrates are underlain with water (class II gas hydrates).
34

  See Table 1 for details.  

  

Zone A was the target area for the gas production test at the Mallik drill site 2L-38 in 2007/2008.
16

  

Over a period of 6.75 days gas was produced from gas hydrates via depressurization in three pressure  

stages (I – III): 7.1 MPa – 5.0 MPa – 4.2 MPa. The pore pressure was reduced by pumping water and  

the perforated zone was at 1093-1105 m just above the lower boarder of gas hydrate layer A.
35

 During  

the first pressure stage technical issues frequently interrupted gas flow patterns. Therefore, the  

interpretation of the observed gas flow pattern is based on pressure stages 4.2 and 5.0 MPa. It was  

characterized by a strong decrease shortly after the onset of a vigorous gas production followed by a  

renewed and moderate rise. A conventional two-phase flow would decrease in a moderate fashion after  

the initial rise. The total production amounted to 12278 m
3
 of gas and 66.9 m

3
 of water.  

  

3. Methods   

  

To simulate the depressurization procedure of the Mallik field test two repeated experiments have been  

carried out in LARS. This section gives a short introduction to LARS and the experimental procedure.  

For details on LARS see Schicks et al.
36

  and Priegnitz et al. 
37

.  

  

3.1.  Large Scale Reservoir Simulator (LARS)  

  

LARS was developed to investigate the formation and dissociation of gas hydrates in sediments under  

simulated in situ conditions. It holds a sample at pressures up to 25 MPa and temperatures of -40 to  

20°C. There are five core elements to LARS (Fig. 1).  
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In LARS, confining pressure and temperature are controlled via a confining fluid, which is present in  

the interspace between the pressure vessel and the neoprene jacket sealing the sample (Fig. 1, right  

panel). While during formation it acts as a cooling agent (4°C), heat is transported into the sample  

from the surrounding confining fluid during depressurization to simulate field conditions (11.0°C).  

This results in the largest heat transport along the sample’s boarders.  

  

In experiment A the spatial temperature measurements in LARS have been carried out using 13  

spatially distributed Pt100 temperature sensors (platinum resistance thermometers, PRTs; nominal  

resistance: 100 ohm at 0°C). The sensors were mounted on a plastic mesh within the sample (Fig. 1).  

In experiment B a fibre-optic distributed temperature sensing (DTS) cable was installed on the plastic  

mesh as were two additional temperature sensors. The DTS-cable recorded an average temperature  

over a given distance of 0.5 m with an accuracy of 0.3°C.
38

 In total 12 m of this cable were installed.  

  

 

 
  

Figure 1:  Major components of LARS as listed in the middle: 1) pressure generation system: high-precision pressure  

syringe pumps (TELEDYNE ISCO) controlling the confining fluid (glycol-water mixture) and the CH4 pressure for the gas  

charging system; the porewater pressure was controlled by an additional back pressure valve mounted at the upper outlet of  

the pressure vessel (B,D); 2) Sample temperature control system: tempers the circulating confining pressure fluid; a heat  

exchanger is connected to a UNISTAT 510 W circulation thermostat; cooling power: 5kW at 0°C; 3) temperature  

controlled gas charging system: in a closed loop CH4 saturated brine enters the sample via a filter plate (A). CH4 is  

consumed in hydrate formation. The CH4-depleted brine exits the sample and re-enters the gas charging vessel; 4)  

temperature controlled pressure vessel holds with a sediment sample 460 mm in diameter and 1300 mm long (210 L)  

surrounded by a neoprene jacket (D); a plastic mesh allows for the positioning of temperature sensors in the sample (A, B);  

5) Electrical Resistance Tomography (ERT) (375 electrodes mounted in the neoprene jacket; 25 rings; A, C); monitors the  

resistivity distribution in the specimen, which is altered in the presence of gas hydrate or free gas.   
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While confining and pore pressure were controlled using TELEDYNE ISCO pumps during the hydrate  

formation process, the pore pressure was regulated via a backpressure valve during depressurization.  

The valve was mounted at the top outlet of LARS and allowed for high flow rates at constant pressure.  

In experiment A the back-pressure valve broke due to the large and short-term changes in fluid flow  

and pressure had to be controlled by hand. This led to significant pressure variations of up to 0.5 MPa,  

which in turn led to repeated transitions between gas hydrate stability and instability. All pressure data  

in this paper originate from recordings of the ISCO Pump’s pressure sensor with an error of 3 – 4 bar  

throughout the duration of the experiment because of drift.  

  

A circulating methane-saturated brine allows for gas hydrate formation from dissolved CH4, which is  

supposed to be the gas hydrate formation process in natural sediments.
39, 40

 No free gas is present. To  

avoid early hydrate formation and plugging, the temperature within the charging system is just above  

the equilibrium temperature at given pressure while conditions in LARS are within the stability field,  

thus, cooling the brine in the sediment. The bulk hydrate saturations can reach up to 90% of the pore  

space and can be determined by two methods: a) repeated water sampling and measuring of the  

electrical conductivity (WTW LF 340; error: 0.5%) as an measurement for the hydrate saturation 
41, 42

;  

b) the ERT data, which can be transferred into a spatial hydrate distribution using a processing routine  

based on Archie’s equations.
37, 43

  

  

The decomposition of the hydrate phase in LARS can be initialized by different production scenarios:  

depressurization, thermal stimulation using a counter current heat exchange reactor
44

, or by  

introducing chemical substances such as CO2.
45

 During hydrate dissociation, water and gas are  

produced and separated using a water trap. While the water quantity is irregularly measured by  

weighing discrete samples, the gas flow is continually quantified using an OMEGA mass flowmeter  

with a measuring range of 0 - 75 L/min calibrated for methane at 2.5 MPa (FMA 1842-CH4-25BAR).  

  

Currently LARS is getting equipped with a “model-borehole” allowing for different flow pathways and  

fracking tests in gas hydrate saturated sands.  

  

3.2.  Experimental Parameters  

  

The production of gas from methane hydrates was carried out via depressurization with pressure stages  

similar to those of the Mallik production field test: 7.0 - 5.0 - 4.2 MPa with additional pressure stages  

at 9.0 and 3.0 MPa in experiment B. These pressure stages are termed 7.0, 5.0, 4.2, and 3.0. The  

duration of each pressure stage was 2 - 3 hours with a total of 9 hours for the Mallik simulation test.  
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Subsequently, the backpressure valve was closed and later set to atmospheric conditions (see Priegnitz  

et al.
43

 for details). For details on the experimental parameters see Table 1.  

  

The starting hydrate saturation was formed within 3 month time and determined to be in the range of  

90% (conductivity) and 80% (ERT), respectively 
43

, which is in good agreement considering the error  

of both methods to be roughly ±10%. The actual volume of gas hydrate was slightly different in the  

two experiments caused by variations in porosity. The void permeabilities were determined by  

applying Darcy flow experiments at ambient conditions. Due to the compaction in LARS the  

permeability will be slightly smaller and was estimated to be 500 D and 1500 D, respectively. The  

effective permeability at maximum hydrate saturation was measured in situ using the fluid flow at the  

inlet and outlet at given pressure. They were 2 and 5 mD, respectively.  

  
Table 1 Parameter of the Mallik production test and the two experiments mimicking the production test via  
depressurization in LARS  

 Mallik Test site* Experiment A Experiment B 

Sediment Quartz with ~ 10 % 
clay 

Quartz sand  Quartz sand 

Grain size  0.01 – 2mm 0.2 – 1 mm 

Gas hydrate saturation (Conductivity) 80 – 90% 89.5% 90% 

Gas hydrate saturation (ERT-System)  80% 80% 

Initial NaCl load  4 g/L 4.5 g/L 

Salinity at 90% saturation  3.5 g/L 9.25 g/L 10.5 g/L 

Porosity 0.32 – 0.45 0.35 0.392 

Total pore volume does not apply 73.5 L 82.3 L 

Pore fluid volume  7.7 L 8.2 L 

Initial permeability (0%Sh)*
1
  673±11  D (500 D)*

2
 2030±28  D (1500 D) *

2
 

Effective permeability (measured) 2 mD [80 - 90%Sh] 2 mD [90%Sh] 5 mD [90%Sh] 

Effective permeability (calculated) 
(Carmen-Kozeny equation) 

 0.2 mD [90%Sh] 
15 mD [80% Sh] (ck6) 

0.7 mD [90%Sh] 
47 mD [80%] (ck6) 

Pore pressure (initial) 10.9 MPa 11.5 MPa 11.5 MPa 

Temperature  12.2 °C 11 °C 11 °C 

Depressurization stages [MPa] 7.1 - 5.0 - 4.2  7.0 - 5.0 - 4.2  9.0 - 7.0 - 5.0 - 4.2 – 3.0  

Volume gas hydrate [dm
3
]  65.78 74.09  

Gas in gas hydrate [m³] 
*2

  10.79 12.15 

Volume of pore fluid at 90% hydrate  
saturation [dm

3
] *

3
 

 7.71 
8.23 
 

*data from 
16

  
*

1 
Sh = hydrate saturation

 
  

*
2
 164 m³ gas/ 1m³ gas hydrate sI 

3
  

*
3 

Numbers in brackets
 
are estimates based on the assumption, that the compaction decreased permeability  

  

The initial porewater salinity (A: 4 g NaCl/L (A), B: 4.5 g NaCl/L) in LARS was only slightly higher  

than in the Mallik drill site but rose during hydrate formation to concentrations of 9.25 g/L (A) and  
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10.5 g/L (B), respectively. Due to the inhibiting effect of inorganic salts on the hydrate formation, the  

stability field decreased slightly in accordance with the increasing salt content.
3
  

  

3.3.  Gas flow measurements  

  

Whereas the qualitative gas flow pattern was resolved by the gas flow meter, the quantitative  

measurements were insufficient. In experiment A the flow rate repeatedly exceeded the upper detection  

limit of 4.5 m
3
/h during gas surges. In experiment B the temporal resolution of the recorded data of 60  

s (5 s in experiment A) was insufficient especially during short gas surges. Thus, in the discussion we  

will focus on the gas flow patterns.  

  

4. Results and Discussion   

  

The main goal of this paper is to compare gas flow patterns in LARS experiments with observations  

during the Mallik production test. To do so, we first present and discuss the temperature evolution and  

effects on the gas hydrate stability within the specimen at given pressure conditions. Here we focus on  

experiment A. In the second part we present the observed gas and water flow and discuss drivers in the  

laboratory tests compared to the Mallik field test mainly based on experiment B. For a detailed  

discussion on the gas hydrate distribution as interpreted from the ERT dataset see Priegnitz et al.
43

  

  

4.1 Temperature  

During the depressurization the temperature is controlled by a) heat transport from the confining fluid  

(11°C) and b) the endothermic gas hydrate dissociation.  

  

Experiment A  

Strong changes in temperature throughout the specimen followed the onset of each of the three  

depressurization stages (Fig. 2a). Whereas the first drop from 11°C to 9.3°C was smallest (7 MPa), the  

second drop of 3.1°C was largest (5 MPa). These temperature decreases were immediate for those  

sensors located in the upper quarter of the specimen (T0, T1, T2, T3) while the signal of other sensors  

was slightly delayed (T7, T9, T12), expressed in a slight curvature in Fig. 2a. This differentiation also  

appeared during stage 7.0 when the upper sensors only showed variations in accordance to pressure  

changes. In stage 5.0 the topmost temperature (T0; Fig. 2) rose right after the initial decrease. While at  

all other sites the temperature decreased after an intermittent pressure drop, temperatures at T0  

increased. This increase was shortly interrupted at the next pressure drop (4.2. MPa) but not changed.  

At all other sensors this pressure drop induced an immediate temperature decrease of 2.3°C.  
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Subsequently, the temperature rose throughout the specimen with the largest increase at sensors T0,  

T1, and T11 at the top and the border of the sample.  

 

 
A 

 

 
B 

 

 

C  

 

 

D  

  
Figure 2 A) Progress of pressure (upper panel) and temperature (lower panel) during experiment A. For the location of the  

temperature sensors see upper left corner of figure 2c; B) likewise for experiment B with sensor  distribution in figure 2d);  

C) P-T-paths as recorded during experiment A in comparison to calculated methane hydrate stability curves at 9.5g/L NaCl  

(using CSMGem software)
3
. The red arrows indicate the induced pressure steps and the dashed blue lines the  

accompanying average temperature changes. The processes are numbered consecutive; D) likewise for experiment B. The  

spacing of the data is 5 s and 60 s in experiment A and B, respectively.  

Experiment B  

While the overall courses were similar to experiment A, both, pressure and temperature developments  

had a smoother outline (Fig. 2b). The variations during pressure stages were significantly smaller and  

pressure gradients less steep as were the accompanying temperature changes. In addition, the data  

points using a DTS cable were averages over a length of 50 cm. This likely caused slight differences in  

temperatures between experiment A and B. In test B the average temperatures were: 8.8°C during  

stage 7.0, 5.6°C in stage 5.0, and 4.0°C in stage 4.2. The pressure drop 5.0 to 4.2 MPa was executed in  

two steps as was reflected in the temperature profile. An increase in temperature only occurred at stage  
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3.0 after the three “Mallik pressure stages”. Here the temperature differences within the specimen  

became significant (0 – 2°C).   

4.2 Evaluation of the pressure-temperature development    

  

The temperature profile is closely coupled with the pressure development via the stability field of  

methane hydrate (Fig. 2c-d). External pore pressure reductions leading to conditions outside the  

stability field are followed by subsequent endothermic gas hydrate dissociation until reestablishment of  

pressure-temperature (p-T) stability conditions. Subsequently, minor gas hydrate dissociation  

compensates for heat transfer from the confining fluid (11°C) allowing p-T conditions in the sample to  

remain at the hydrate phase equilibrium (Fig. 2c-d). The height of any temperature drop is determined  

by the deviation from the p-T stability curve. Whether or not stability conditions can be regained  

depends on the local amount of gas hydrate. The periods of comparably stable p-T conditions  

throughout the pressure stages are represented by a large number of data at the stability curve in  

Figures 2 c-d with a slight offset due to the drift in pressure measurements by the ISCO pump. The  

stronger (external) pressure regulations in experiment A are clearly visible in the greater variance of  

the data. This effect is enhanced by the reduced spatial resolution of the measurements in experiment  

B.  

  

The short delay in temperature changes in the lower half of the sample (Fig. 2a) is caused by short- 

termed pressure gradients between the upper and central area of the specimen occurring during the fast  

pressure drops of stages 7.0 and 5.0 (experiment A) when effective permeabilities are low in the  

center. Since in LARS there is only one recorded pressure measurement at the outlet valve, the  

pressure gradient is expressed as a strong deviation from the hydrate equilibrium curve for T4-T12,  

whereas paths T0-T3 in the upper part follow the equilibrium curve as expected (Fig. 2c; arrows 1 - 4).  

  

Data from the ERT at the beginning of the experiment showed a comparably even distribution of gas  

hydrate in the center of the sample (Fig. 3). Next to the enhanced heat transfer at all boundaries, this  

explains the earlier temperature increase at sensors T0 and T1 located at the top, where p-T conditions  

are constantly outside the stability conditions early in stages 5.0 and 4.2. This is followed by an  

increase in T11 situated close to the sample’s border (Fig. 2a, 2c). Likewise observations on heat  

transfer and resistivity changes were reported by Li et al.
27

 in a one stage degassing experiment using a  

6 L pressure vessel.  
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11.5 MPa                         7.0 MPa                           4.2 MPa                           3.0 MPa           Experiment B 

  
Figure 3 Resistivity distributions in LARS from ERT measurements before and during Mallik pressure stages 7.0, 4.2, and  

3.0. Please note that the upper and lower 15 cm of the 137 cm long column are interpolated as there are no electrodes.
37

 In  

addition, the steal lid at bottom and top of the specimen act as good conductors, thus, altering the resistivity in these areas.  

Before the production the central area shows a uniform and increased resistivity caused by homogenous gas hydrate  

distribution. In the following, gas production increases the resistivity, whereas water decreases the resistivity. Water  

pathways along the border are well represented in these ERT measurements.  

  

4.3 Gas and Water Flow   

  

Figure 4 gives an overview of the observed gas and water flow rates and budgets in LARS. While the  

accuracy of the total gas budgets was insufficient in both experiments (see methods), the gas flow  

patterns could be resolved. Both, gas and water flow rates had an intermittent and irregular pattern  

with higher short-termed water flow rates commonly bound to the pressure drops. The production of  

water was high in stages 7.0 and 5.0 but decreased significantly after this. The spikes in gas flow rates  

were irregular in timing and duration. While they always occurred just after the increased water  

production at the pressure drops, they also occur irregularly during the pressure stages particularly of  

experiment A.  

  

Figure 5 compares the gas flow rates with the concurrent temperature deviation from the methane  

hydrate equilibrium curve throughout the specimen. There is a close linkage between gas flow and  

conditions of hydrate instability. While for a short time after each pressure drop gas hydrates are  

unstable throughout the specimen, the stability conditions are often quick to be re-established by  

endothermal hydrate dissociation. Flow rates decrease. The areas of maximum deviation, i.e., regions  
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with higher heat transfer and less gas hydrate volumes take about twice as long to regain equilibrium.  

These are areas close to the top and boundaries of the specimen (T0, T1, T11) where gas hydrate  

volumes decrease faster and permeability increases.  

  
Figure 4  Production rates of gas and water (top panel), cumulative (cum.) gas and water productions (middle  

panel) and the pressure change over time (lower panel) of the experiments A and B. The numbers in the middle panel name  

the amount of cumulative gas (A: blue, B: red) and water (grey) per pressure stage  

  

Once equilibrium is regained additional short-term peaks in gas production are induced by pressure  

variations within the accuracy range of the back pressure valve, which was significantly larger in  

experiment A as was the gas production during the “constant” pressure stages. Here flow patterns are  

continuously disturbed by short periods of hydrate dissociastion in regions with maximum deviation  

(Fig. 5). In experiment B continuous changes in gas flow occur in stage 5.0 despite equilibrium  

conditions. The interrupted gas flow can result from local gas blockage and accumulation inducing  

local pressure build-up, which causes subsequent fracturing due to the limited permeability for gas  

released in areas of high gas hydrate saturation. This process is detected as a sudden pressure release  

by the pressure sensor located in the outlet tubing. Pressure variations are significantly smaller in later  

stages when permeability has increased. On a small scale the steady progression of hydrate  

dissociation and the corresponding gas flow in periods of constant pressure is further altered by the  

changes in the chemical potential that opposes other drivers if the brine is oversaturated with methane  
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and gas transport is blogged. In experiment A these processes are masked by external pressure  

changes.  

  

During the early stages of the experiment (7.0 and 5.0) small gas release rates are compensated by  

higher water flow rates (Fig. 4). This is especially true for experiment B where pressure drops where  

more gradual and gas supply for the formation of a continuous gas phase less vigorous. At these low  

permeabilities gas bubbles rather are attached to the gas hydrate or blogged at pore throats where they  

expand. They replace the pore-filling water until a continuous gas phase is formed.   

  

In stages 4.2 and 3.0 the water flow is reduced and gas flow patterns in experiment B are different.  

Here pressure is stable after the actual pressure drop and a small minimum occurs after the early gas  

surge and before the continuous gas flow increases again in a moderate fashion (Fig. 5).  

 

 

  
 

 
Figure 5 Deviations from the gas hydrate stability calculated by the subtraction of calculated data using CSMGem

3
  and  

those deduced from p-T measurements in LARS (upper panels), measured gas production rates (middle panels) and  

reservoir pressure (lower panel) over time in LARS during experiment A (left) and B (right). The figure shows minimum,  

maximum and average deviations in °C using all temperature data enclosed in Fig. 6. For experiment A the maximum  

deviation (red dashed line) is subdivided further by excluding those sensors that show an early increase in temperature due  

to the absence of gas hydrates. No gas flow occurred during stage 7.0 in experiment B (see Fig. 4).  

4.4 Lessons learned: Comparison with gas flow patterns of the Mallik production test  
  

In the 2008 Mallik production test gas flow patterns were investigated for stages 5.0 and 4.2.
20-22,46

 The  

observed unconventional gas flow behavior was characterized by an initial peak followed by a rapid  

decline and a subsequent modest rise (Fig. 6)
46

. As pointed out in the introduction this pattern was  

explained referring to the “foamy oil flow”.
20-22,46
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Like solution gas drive reservoirs, gas hydrate reservoirs do not contain a free gas phase but gas  

bubbles need to nucleate, grow and coalesce before it is being established. Referring to Uddin et al.
21

,  

the initial gas surges at the pressure drop of the Mallik production test are based on the transport of  

microbubbles within the water once they nucleated and until they get trapped due to their increasing  

size. As a consequence the gas flow decreases and a consecutive delay in gas production is expressed  

as a minimum in the time-flow plot (Fig. 6). The following increase occurs once a continuous gas  

phase has developed due to coalescing bubbles. The absence of free gas and gas hydrate saturations up  

to 90% in LARS allow for an experimental representation of the Mallik field test unlike other small 
26, 

 

27
 and larger scale one-stage laboratory production tests

28, 29
, which contain a free gas phase to start  

with.  

  

The gas flow behavior in the LARS tests was unconventional showing two patterns: 1) a pattern with  

an early gas surge followed by an irregular pattern of spikes in gas flow 2) a pattern similar to the  

Mallik test with a large gas surge at the beginning followed by a fast decline and a subsequent  

moderate increase. While the first pattern prevailed throughout all of test A and stage 5.0 of test B, the  

latter was observed in stages 4.2 and 3.0 of test B. Once equilibrium is reached, the difference in basic  

flow patterns is based on the length of the gas transport, the permeability/gas hydrate saturation, and  

the amount of water present in the reservoir, i.e., the importance of transport behavior over hydrate  

dissociation.  

  

Both stages 7.0 and 5.0 have a high water production despite the differences in gas flow. Up to this  

point the gas hydrate saturation is particularly high and blocking the specimen's center but is less  

profound in the upper part of the specimen (Fig. 3). Here, pathways to the perforated upper boundary  

are short but filled with porewater. Growing gas bubbles need to form a continuous gas phase before  

being produced. They displace pore-filling water before coalescing and forming pathways for gas flow.  

The volume of water produced early in stages 7.0 and 5.0 accounts for as much as 20% of the total  

initial pore space in LARS. Thus, most porewater is lost from the upper part of the specimen where  

areas of gas-filled pore spaces develop next to residual water. This process might be supported by the  

migration of water into areas of higher gas hydrate occupancy where capillary pressures are higher  

owing to the smaller pores. 
32

 Once gas pathways are established the transport behavior is of minor  

importance for the gas production compared to gas hydrate dissociation – a phenomena pointed out  

earlier 
26, 27, 29

 for depressurization experiments using a four-phase system of gas-brine-hydrate- 

sediment. However, in the proposed “foamy oil effect” model for Mallik gas transport behavior is an  
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essential parameter
21

; particularly the change in transport behavior during the course of a pressure  

stage including the pressure decrease and the period of stable pressure conditions.  

  

While in experiment A the equilibrium could not be accomplished and rapid gas supply has  

overprinted patterns based on gas transport behavior, the pressure regulation was successful in  

experiment B. Here gas flow patterns in stages 3.0 and 4.2 are similar to Mallik pressure stages 5.0 and  

4.2. In both cases the flow behavior has a significant influence; however, the transport mechanisms are  

different during times of deviation from the equilibrium. While Uddin and coworkers 
21, 46

 developed a  

model of microbubble transport to cause the early gas surges, it is the immediate formation of a  

continuous gas phase that causes the large gas surges in LARS. See Figure 6 for the conceptual model.  

  

  

  
Figure 6 left:  Sketch of the hydraulic signal of classical (dotted line) and unconventional reservoir response (solid line)  

after Wright et al 
46

; right: conceptual model of the degassing in LARS during the depressurization stages 4.0 and 3.0 in  

experiment B; water: blue, sediment: light gray; gas: white; gas hydrate: red.   

  

The reason for both, similarities and differences, lies in the amount of water being present and being  

produced, respectively. In the Mallik stages 5.0 and 4.2 water flow rates before and after the early gas  

surge were high but gas:water ratios settled at roughly 150 – 250 (5.0) and 100 – 170 (4.2) once gas  

flow started to settle. In LARS water production was high only before the gas surge and the trend of  

the gas:water ratio was reversed: water production lessened severely while gas production continued to  

be high in stages 4.2 and 3.0. The total production ratios of gas:water were below 60 during stages 7.0  

and 5.0 and increased to 250 – 800. Water from the dissociating gas hydrate remained in the reservoir.  

In LARS there is no external water supply as there is in Mallik where gas hydrates are underlain by  

free water and water production is the means by which the pressure is reduced within the borehole. If  

not the sediment, the borehole is filled with water or a water-gas mixture rather than a free gas phase.  

93



  

 

 

In LARS test B a total of 15 L water was produced in the early pressure stages and only 4.5 L in the  

later. A total of 54 L remained in the sample, an equivalent of 2/3 of the total pore space. While there  

is not enough water to produce a gas surge from a microbubble-water phase, there is enough remaining  

water to interfere with the gas transport in the sediment.  

  

In stages 4.2 and 3.0 water is accumulating and filling pore spaces. Once gas hydrate dissociation is  

reduced due to the re-establishment of hydrate stability conditions in large parts of the sample, gas  

production decreases and single rising bubbles formed by the residual dissociation grow until they are  

too large to pass the pore throats (Fig.6); just as proposed for the Mallik production test. With time  

bubbles coalesce to form a continuous gas phase allowing for moderate increase in gas flow. A slight  

difference between lab and field data is expressed in the depth of the gas flow minimum (Fig. 6) that is  

less pronounced in the lab data. This is due to part of the remaining gas hydrate being closer to the top  

of the specimen where transport pathways are short. The major dissociation in stages 4.2 and 3.0,  

however, is happening at the center and bottom of the reservoir, where water is accumulating due to  

gravity and higher capillary forces. 
32

 The permeability is less of a factor compared to stages 7.0 and  

5.0 where gas hydrate volumes are still very high.  

  

Experiments in LARS, where there is no free gas at the beginning, initial gas hydrate concentrations  

are high, and volumes are large allows for the simulation of a multistage methane production scenario  

from class II gas hydrates with no free gas being present. Some limitations still apply including a  

possible shift in pressure levels (Mallik 5.0 and 4.2 relate to LARS 4.2 and 3.0), the different amounts  

of water being present or delivered from deeper layers, and the different length of the pathways  

including the water-filled borehole. These differences in water households may lead to a buffering  

effect in Mallik that we do not see in LARS. However, the importance of the transport mechanism is  

accounted for in both tests. Whether or not microbubbles account for the gas surge during the pressure  

drops in Mallik could neither be declined nor supported. In LARS the model does not apply despite the  

gas flow patterns being similar; unlike the water flow.   
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6. Conclusion

With this study I contribute to the general scientific understanding of the physical
properties of hydrate bearing sediments during hydrate formation and dissociation
cycles. In order to answer the research questions formulated in section 1.4, this
chapter intends to summarize and discuss the main conclusions which can be drawn
from the studies presented in chapters 2-5.

6.1. Discussion

To form pore filling hydrates from methane dissolved in water, methane-loaded brine
is circulated through a sediment sample. To avoid hydrate-plugging within the fluid
flow capillaries it is necessary to keep the temperature within the tubings above
the hydrate stability temperature at given pressure. The temperature inside the
sediment sample, however, has to be within the gas hydrate stability field to permit
hydrate formation to initiate. This procedure requires a significant size of any ex-
perimental setup to allow for the establishment of temperature gradients from the
inlet fluid flow capillaries into the sediment.
The experimental setup LARS is a worldwide unique setup to investigate formation
and production scenarios on a large laboratory scale. Unlike in smaller experimental
devices (e.g. Spangenberg et al. [2005]) the size of LARS enables to establish and
control temperature gradients on a regular and reliable basis. In early LARS ex-
periments those features were already used to create pore filling hydrate saturated
sediment samples [Schicks et al. 2011, 2013]. In order to properly analyse hydrate
formation and dissociation experiments, those experiments lacked of information on
the spatial hydrate distribution resulting in the first important research question:

• Can the spatial hydrate distribution within LARS be resolved using remote
sensing methods?

A self-made electrical resistivity tomography (ERT) array composed of 375 elec-
trodes was successfully developed. With 93.1% of the measured data satisfying the
required data quality, the developed instrumentation yields very good data qual-
ity. For the very first time it became possible to monitor and visualize the spatial
hydrate distribution during hydrate formation experiments. To assess the spatial
resolution of the developed ERT array, a smaller scale replica setup was designed. A
sewer pipe was equipped with 375 electrodes simulating the LARS ERT in a scale of
1:2 (Fig. 6.1, left). This setup allowed for ERT measurements at ambient conditions
and offered the opportunity to place test bodies in the sediment sample. Conductive



6. Conclusion

aluminium and isolating plexiglass plugs having a dimater of 2.5 cm and lengths of
3, 5, and 10 cm, respectively, were used as test bodies (Fig. 6.1, middle). ERT
measurements were performed for the conductive and for the isolating case. The
resulting ERT results were upscaled to estimate the spatial resistivity of the ERT
array installed in LARS (Fig. 6.1, right). Given the inversion parameters chosen
throughout all applications in this thesis, the spatial resolution was found to be in
the order of 5 - 10 cm. Though the spatial resolution of the ERT cannot resolve
processes on a microscopical scale, it resolves heterogeneous hydrate distribution on
a reliable basis. Due to the significant contrast of brine and hydrate conductivity,

Figure 6.1.: Replica ERT setup to estimate the spatial resolution of the LARS
ERT array. A: Photograph of LARS and replica ERT setups. B:
Scetch of the cylindrical test bodies placed in the sediment sample.
Size of the test bodies from the top to the bottom [cm]: 2.5 x 6, 2.5 x
10, 2.5 x 3. C: Resulting ERT image for isolating plexiglass plugs.

the changes in electrical resistivity caused by the presence of hydrates permit the
detection of even small amounts of gas hydrate. The used measurement unit allowed
a maximum measurement frequency of 25 Hz, resulting in an overall duration of ≈35
minutes for one complete measurement run. This measurement duration is sufficient
in order to monitor the changes of electrical resistivity during hydrate formation ex-
periments. With hydrate formation rates of ≈2% per day the hydrate formation
process in LARS is sufficiently slow to permit very good temporal resolution. On
the contrary, changes due to hydrate decomposition processes can occur very fast (in
the order of seconds to minutes). Hydrate dissociation experiments can thus not be
monitored with a satisfying temporal resolution. However, constant pressure stages
in depressurization experiments can be recorded to obtain a qualitative impression
of the resistivity distribution within the sediment sample.
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6.1. Discussion

Though the monitored changes of electrical resistivity already provide a great qual-
itative impression on the changing hydrate content within the sediment sample, the
second research question arose from the previous findings:

• Can the spatial resistivity distribution be used to estimate and quantify the
spatial hydrate distribution?

I created a data processing routine that transfers the electrical resistivity distribu-
tion into the spatial distribution of hydrate saturation. As a result, this routine not
only gives a qualitative impression of the spatial hydrate distribution, but allows
to follow the local changes of hydrate saturation throughout the sediment sample.
This kind of data is extremely useful as it can subsequently serve as input data for
numeric modelling approaches in order to history-match the experiments in LARS.
The data processing routine is based on Archie’s equations. The best results were
obtained using the Archievar−phi approach which interprets the increasing hydrate
phase as part of the sediment grain framework, ultimately reducing the sample’s
porosity. Applying this routine to the recorded ERT data provided valuable in-
sights on where and how hydrate formation initiated and progressed (see chapter 3).
As the required methane supply depends on mass transport, the spatial hydrate
distribution inside the sample is controlled by the hydrologic flow in addition to the
host sediment [Weinberger et al. 2005]. To learn more about the fluid flow changes
during hydrate formation I extended the data processing routine in order to provide
estimates of local permeability changes throughout the sediment sample. To do so,
the prior determined values of local hydrate saturation were used as input data for
the pore filling Carman-Kozeny equation [Carman 1956; Kleinberg et al. 2003]. It
turned out that the results of this calculation only provide a very rough estimate of
the permeability distribution inside the sediment. Nevertheless, those results give
a good qualitative impression of the hydraulic changes which can subsequently be
used to design specific decomposition experiments.

Compared to smaller scale, high resolution measurement systems (e.g. Kossel et al.
[2013]), sites of hydrate nucleation cannot be resolved using the ERT array in LARS.
However, the changes of electrical resistivity throughout the sediment sample provide
an indication where hydrate formation initiates. Figure 6.2 visualizes the resistiv-
ity changes in the first 24 hours of the formation experiment inside the specimen
(methane loaded brine was injected from the top). Even though the changes are only
in the order of several Ωm, it can be seen that resistivity changes occur in discrete
areas. Generally, not one but several areas displayed increased resistivities due to
hydrate formation and seem to be randomly distributed. This is in good agreement
with the studies of Linga et al. [2009] who observed several hydrate nucleation events
in their small scale apparatus. The majority of the resistivity changes was observed
in the boundary regions of the specimen where the driving forces were biggest due
to active cooling from the surrounding. Figure 6.3 shows the spatial resistivity
distribution as hydrate formation continues. The ERT images revealed that with
increasing hydrate saturation, however, methane hydrate started to accumulate in
the upper parts of the sample. In order to assess the position of the observed hydrate
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Figure 6.2.: Electrical resistivity changes during the first 24 hours of the hydrate
formation experiment. Methane loaded brine is injected from the top.
Areas of increased resistivity indicate sites of initiating hydrate forma-
tion.

accumulations compared to the spatial extent of the GHSZ, the temperature inside
the sample got modelled based on the fluid flow velocities and temperatures applied
in the experiments. The boundary of the GHSZ is marked by the 13.3◦C isotherm
at given pressure in figure 6.3 (right), showing that the areas of increased resistivity
correspond to the boundary of the gas hydrate stability field. While initial hydrate
formation was observed at a number of randomly distributed sites within the sample,
the specific accumulation close to the boundary of the GHSZ is suggested to be due
to two reasons: the limited amounts of methane available in the lower parts of the
reservoir and the decreased methane solubility in the presence of hydrate. While the
methane loaded brine was circulated from the top to the bottom of the specimen,
methane was consumed in hydrate formation. Thus, the methane concentration in
the pore fluid was significantly lower in the lower parts of the reservoir compared to
areas close to the fluid inlet [Waite and Spangenberg 2013]. Furthermore, the solu-
bility of methane decreases in the presence of hydrate [Waite et al. 2009]. Therefore,
the methane concentration in the liquid phase decreased as soon as first hydrates
formed in the upper parts of the reservoir. The released gas got incorporated in
further hydrate formation, suggesting increasing hydrate accumulations along the
concentration gradient towards the boundary of the GHSZ.
Because the theoretical boundary of the spatial hydrate stability field corresponded
very well to the areas of increased hydrate saturation, the ERT results suggest that
we have great control on the vertical position where hydrates accumulate within the
sediment sample. This is a valuable finding because it shows that future experiments
can be adjusted in order to mimic specific scenarios properly.

Up to this point, it was possible to visualize and quantify the artificially formed
hydrate phase within our experimental setup LARS. However, the following research
question remained in order to evaluate the obtained results:
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Figure 6.3.: ERT results monitoring ongoing hydrate formation. The electrical re-
sistivity increased in the upper parts of the reservoir indicating se-
vere hydrate accumulations. For a bulk hydrate saturation of 40%,
the resistivity distribution is compared to modelled temperature data
(right), showing that the hydrate distribution corresponds to the up-
per boundary of the GHSZ. The hydrate stability temperature at
given pressure is 13.3◦C.

• Are the results obtained in LARS comparable and transferable to natural gas
hydrate deposits?

Chapter 4 presented conceptual models of hydrate formation which suggest that the
different kinds of hydrate growth habits (see section 1.3) can be found in natural
hydrate deposits. The occurrence of a specific growth habit, however, is controlled
by the state of methane. If the methane concentration exceeds the methane solu-
bility of the pore water during its migration towards the GHSZ, or for gas hydrate
deposits underlain by mobile gas, both a methane gas phase and water are present
in the GHSZ. If sufficient amounts of gas are present within the GHSZ, the available
pore water can be consumed in hydrate formation, creating partially water-saturated
layers. As a result, hydrate would form in a grain-coating/cementing manner [Waite
et al. 2004].
However, it is assumed that most natural hydrate deposits form from methane dis-
solved in water in the absence of free methane gas [Buffett and Zatsepina 2000].
For such scenarios, methane loaded pore water is undersaturated until it enters the
GHSZ. Inside the GHSZ, the methane concentration exceeds the methane solubility
resulting in pore filling hydrate formation (e.g. Spangenberg et al. [2005]).
Because the experiments performed in LARS aimed on simulating natural hydrate
deposits, pore filling hydrate from methane dissolved in water was generated in all
experiments throughout this thesis. In addition, medium to coarse quartz sand
was used in all LARS experiments. Hence, the artificially created sediment sample
showed permeabilities of several hundreds of Darcys [Priegnitz et al. 2015] which
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is up to two orders of magnitude higher than permeabilities observed in natural
hydrate bearing sediments. As a consequence, the fluid flow rates inside the LARS
sediment are very high, resulting in unrealistic rates of methane supply. The in-
creased mass transport directly affects the observed hydrate formation rates. The
hydrate formation rates of 1-2% per day in LARS are ≈5x107 times faster than the
formation rates assumed to occur in nature Rempel and Buffett [1997]. Those high
growth rates in hydrate formation experiments are suggested to produce small crys-
tallites, as Klapp et al. [2007] showed that the grain size distribution of synthetic
hydrate can be up to one order of magnitude smaller compared to naturally formed
hydrate crystallites. Furthermore, they indicated that crystallite sizes of natural
hydrates possibly increase with depth, which would suggest a correlation between
crystallite size and age. Since evidences of hydrate recrystallization were observed
in earlier experiments [Spangenberg et al. 2005], the ERT data was used in order
to assess the influence of hydrate recrystallization on the electrical properties of the
sediment. After the hydrate formation experiment was finished, the fluid circulation
was stopped and the specimen was held at a constant temperature. The ERT mea-
surements were subsequently continued for 4 days to monitor the resistivity changes
throughout the specimen. The ERT results revealed that the resistivity decreased
by several Ωm in the areas of significant hydrate saturation. This finding demon-
strates that results of hydrate decomposition experiments might become blurred if
they were started right after finishing the hydrate formation process. To avoid any
blurring effects in the following dissociation experiments, the entire LARS was shut
at given PT conditions for at least one week after finishing the hydrate formation
process.

After that period it was possible to perform depressurization experiments to answer
the following research question:

• How do gas flow patterns of hydrate dissociation experiments in LARS com-
pare to field data?

The results investigating the production behaviour of a hydrate saturated sediment
sample in two hydrate dissociation experiments were presented in chapter 5. In
both experiments hydrate decomposition was initiated by pressure reduction follow-
ing the pressure levels applied in the 2007/2008 Mallik field test [Dallimore et al.
2012]. Each pressure drop was accompanied by an immediate temperature drop
throughout the entire sample due to the physical temperature-pressure relationship
and the endothermic nature of gas hydrate dissociation. Furthermore, each pressure
drop induced a massive peak in gas flow, which tended to decline with increasing
time. The first two pressure stages also caused significant amounts of water to be
produced: As long as very limited hydrate free pore space was available, the released
amounts of free gas pushed water towards the pressure gradient to the production
site. As hydrate decomposition continued, hydrate free and partly gas filled pore
space became available and allowed the remaining water to migrate into lower parts
of the reservoir following gravity.
As the produced amounts of water were not re-injected in the performed exper-
iments, the fully water saturated sample turned into a partially water saturated
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sample with an increase of gas saturation from the bottom to the top. For the
simulation of hydrate deposits underlain with water (class II, according to the hy-
drate deposit classification of Moridis and Collett [2003]) this aspect constitutes
a limitation because the flow patterns might become blurred as soon as the sedi-
ment sample turns water partially saturated. During the 2007/2008 Mallik (class
II reservoir) field test some unconventional gas flow patterns were observed, which
Wright et al. [2011a] suggested to originate from microbubble transport in the liquid
phase. Even though flow patterns were identified in the LARS experiments which
appeared very similar to the patterns observed in the 2007/2008 Mallik field test, the
microbubble - hypothesis could neither be confirmed nor declined throughout the
entire production experiment in LARS. Even if microbubble transport mechanisms
affect the gas flow rate in the fully water saturated parts of the sample, the resulting
effects might have become buffered in the gas saturated parts of the hydrate-free
pore space.
I therefore suggest the performed production experiments to rather simulate class
III hydrate deposits, which are characterized by the absence of an underlying zone
of mobile fluids. However, the production of class III hydrate deposits is little stud-
ied and strongly depends on the effective permeability of the hydrate bearing layer.
The absence of hydrate free (permeable) zones underneath or inside the hydrate
bearing layer of class III deposits may reduce the attractiveness of depressurization
[Moridis 2008]. In contrast, thermal stimulation is considered to be much more
promising in class III deposits compared to other deposit classes [Moridis and Col-
lett 2003]. Complementary to the performed dissociation experiments, studies using
the counter-current heat-exchange reactor developed by Schicks et al. [2013] could
provide a deeper understanding on the performance of gas production from class III
deposits. The re-injection of produced water would allow to mimic class II deposits
in LARS and to investigate the performance of depressurization, thermal stimula-
tion, or a combination of both of them. The experimental setup LARS can therefore
provide valuable data in order to understand the mechanisms for safe gas production
from different classes of hydrate deposits.

6.2. Outlook

In collaboration with colleagues from the GEOMAR Helmholtz Centre for Ocean
Research Kiel, Germany, we performed two experiments in LARS to investigate the
feasibility and performance of CO2 - CH4 hydrate exchange reactions. To do so,
a bulk CH4 hydrate saturation of SH = 50% was initially generated. The formed
hydrate phase was predominantly distributed in the lower parts of the sediment
sample. A channel of low hydrate saturation was left in the centre among mas-
sive hydrate blocks to maintain flow paths and avoid clogging of the sample (Fig.
6.4, left). Subsequently, liquid CO2 was injected stepwise from the bottom of the
specimen in 10 kg/day steps over 5 days. After ≈4h of continuous CO2 injection,
the pumps were stopped for ≈20h to give the exchange process time and to let the
system equilibrate.
Because solid hydrates, gaseous CH4, gaseous CO2, and the injected liquid CO2
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constitute an electrical isolator, the ERT fails to identify the present phases inside
the sediment sample. However, the increase of electrical resistivity caused by the
injected CO2 overprints the high resistivity areas due to hydrates in the pore space.
Thus, monitoring the resistivity changes during the exchange experiment allows to
follow the CO2 migration front inside the sample (Fig. 6.4, right). First preliminary
results suggest that the ERT results match other data sets like gas flow rates and gas
chromatography very well as the moment of CO2 breakthrough at the production
site (top) are in good accordance with each other. Nevertheless, data processing
is still under progress and a publication presenting the results of the CO2 - CH4

hydrate exchange experiments is currently in preparation.

Figure 6.4.: ERT monitoring of CO2 - CH4 hydrate exchange reaction in LARS. A
bulk hydrate saturation of SH = 50% was generated prior to the CO2

injection (left). The resistivity increase caused by the injected CO2

overprints high resistivity areas due to hydrates in the pore space, al-
lowing to follow the CO2 migration front throughout the experiment
(right).

The studies presented in chapter 3 demonstrated that the developed ERT array
provides deep insights into the hydrate formation process in LARS. Not only the
spatial distribution of formed hydrate could be monitored, but the local changes of
hydrate saturation could get quantified as well. However, it was evident that the
ERT array only provides a proper data basis during hydrate formation experiments.
During hydrate dissociation experiments the ERT could only identify areas of ele-
vated resistivity. Because gas hydrate, the released gas phase, and ice formed due
to cooling as a result of hydrate decomposition constitute an electrical resistor, the
ERT array failed to identify the present phases within the reservoir. Nevertheless,
this kind of information would be very helpful in terms of getting in visual impres-
sion of the progress of hydrate decomposition as well as on the creation of specific
flow paths for either gas or water. To solve this problem the next step is to add a
seismic tomography array to the LARS setup. The contrast of the elastic properties
of the present phases (Tab. 1.2) should allow to subsequently identify the present
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phases within the sediment.

Due to the limited solubility of methane in water, the formation of pore filling hy-
drate from methane dissolved in water is a very slow process. Within the LARS
setup hydrate formation rates of ≈2% per day were achieved. Because natural gas
hydrate reservoirs can reach hydrate saturations up to SH≈90% [Dallimore et al.
2005], laboratory hydrate synthesization from methane dissolved in water can last
for several months until characteristic saturation stages are achieved.
We currently study an alternative approach to assess the dependencies of rock phys-
ical sediment properties on the pore filling hydrate saturation in a significantly
quicker way. This approach bases on the generation of well defined pore filling ice
fractions using H2O-KCl-NaCl solutions of different salinities. Based on the data
of Hall et al. [1988], who studied the freezing point depression of H2O-NaCl-KCl
solutions, it is possible to create a dependency of the generated ice fraction on the
surrounding temperature for a given salinity. In a first proof-of-concept, Seyberth
[2015] could show that measured seismic velocities for ice fractions formed from salt
solutions correspond to velocities of non-cementing hydrate. Optionally, the formed
ice fraction could finally get converted into methane hydrate using the technique of
Stern et al. [1996].
To create a data baseline for the planned seismic tomography array and the ERT
array in LARS, I currently investigate the changes of the seismic and electrical prop-
erties of the LARS sediment with respect to the formed ice fraction. Whereas the
measured P-wave velocities follow the modelled velocity changes of pore filling hy-
drate for ice saturation values smaller ≈35%, the velocities suggest the solid phase
to become load bearing for higher saturation values (Fig. 6.5). This is in good
agreement with the studies of Spangenberg and Kulenkampff [2006] and Priest et al.
[2009], who reported that pore filling hydrate transforms into frame building/load
bearing hydrate for pore space saturations above 40%. Thus, the preliminary re-
sults suggest that the generation of defined ice fractions using the freezing point
depression of H2O-NaCl-KCl solutions constitutes a good proxy to non-cementing
hydrate formed from methane dissolved in water. However, experiments and data
processing are still under progress and a publication is currently in preparation.

To deepen the general understanding of lab-based hydrate formation from methane
dissolved in water, further attention has to be paid to the altering and recrystalliza-
tion processes mentioned in chapter 4. High resolution studies on artificially formed
hydrates are required to properly understand to what extend the physical properties
of hydrate bearing sediments are subjected to effects caused by recrystallization and
how the crystallite sizes of artificially formed hydrates compare to those of naturally
formed hydrates [Klapp et al. 2010]. Microscopic changes could be investigated us-
ing synchrotron radiation X-ray cryo-tomography microscopy (SRXCTM) which is
reported to resolve the nucleation and growth of hydrate [Kuhs et al. 2014]. On a
macroscopic scale the changes of physical properties could be resolved by monitoring
e.g. the electrical resistivity over time to gain an impression on the extent and the
kinetic of recrystallization.
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Figure 6.5.: Measured P-wave velocities vs. ice fractions formed from a set of KCl-
H2O solutions (symbols). Solid lines represent modelled data following
the calculations of Dvorkin and Nur [1996] and Helgerud et al. [1999]
for pore filling and load bearing hydrate, respectively.

Chapter 5 concluded that open questions remain in order to properly evaluate pro-
duction rates of both water and gas during hydrate dissociation experiments. Even
though it could be shown that valuable lessons can be learned from hydrate decom-
position experiments in LARS, the applicability of the obtained results to field data
can be improved. Producing water and gas over the entire area of the sediment’s top
lead to effects which not necessarily occur on a field scale (e.g. settlement of water
in the bottom of the sediment, unrealistic migration of the hydrate decomposition
front). To better mimic natural production scenarios it is therefore planned to install
a model borehole into the top closure of LARS providing more realistic flow regimes
within the sediment sample. Furthermore, efforts are required to properly balance
the water and gas budgets. In order to evaluate the efficiency of different hydrate
dissociation techniques it is of eminent importance to have accurate knowledge of
the amounts of produced and remaining gas over time. This issue will be solved
with improved production flow instrumentation attached to the new borehole.
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A. Petrophysical background

This chapter intends to give an introduction on the most relevant petrophysical
parameters stressed throughout this thesis.

A.1. Porosity and density

Porosity φ is defined as the fraction of rock volume V that is not occupied by solid
matter [Guéguen and Palciauskas 1994] and can be expressed as:

φ =
V − Vm
V

=
Vp
V

(A.1)

where

φ - porosity

V - bulk/total volume

Vm - volume of solid material/matrix

Vp - pore volume.

Pores are local enlargements in a pore-space system that provides most of the volume
available for fluid storage. Pore throats are the smaller connecting spaces linking
pores and providing the more significant restrictions to fluid flow [Schön 2004].
However, one can observe two materials with identical porosities but to have com-
pletely different physical properties. Thus, the definition given in equation A.1 is
not sufficient to describe the pore-space system of a material in practical terms.
Subsequently, additional definitions of porosity are required:

Total porosity φ As defined in equation A.1, the total porosity is
related to the entire pore-space of the rock.

Interconnected porosity φcon Single pores can be isolated within the rock matrix
or connected. The interconnected porosity only
relates to pores which are connected to each other.
Those pores constitute the basic requirement to
permit fluid flow in rocks. It is:

φcon ≤ φ (A.2)



A.2. Electrical properties

Effective porosity φeff The effective porosity is only related to the pore
space which gives fluid the possibility to flow. Be-
cause the interconnected porosity can contain sig-
nificant values of dead-end pores, which do not
contribute to fluid flow, isolated and dead-end pores
are not included in the effective porosity. It is:

φeff ≤ φcon ≤ φ (A.3)

Those different kinds of porosity are the reason why materials of identical porosities
can display significant differences in their physical properties.

The density ρ is defined as the quotient of the mass m and the volume V of a
material [Schön 2004]:

ρ =
m

V
(A.4)

Both porosity and density are strongly linked to each other, thus porosity can be
expressed as:

φ =
ρm − ρ
ρm − ρfl

(A.5)

where

ρm - matrix density, only considering the solid components

ρfl - mean density of the pore filling fluids.

A.2. Electrical properties

The electrical properties are a common tool to classify rocks and sedimentary bodies.
The electrical resistivity ρ and its inverse the electrical conductivity σ are quantities
which are frequently used to characterize charge transport [Guéguen and Palciauskas
1994; Schön 2004].
The basis of electrical measurements in geophysics is given by Ohm’s law. When a
static electric field E is applied to an isotropic material, an electric current density
J is established due to charge transport following the linear relation [Guéguen and
Palciauskas 1994]:

J = σE =
1

ρ
E (A.6)

where

σ - electric conductivity
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A. Petrophysical background

ρ - electrical resistivity of the material.

The electric resistivity ρ of the material is linked to the electrical resistance R. The
electrical resistance depends on geometry and is given by:

R = ρ
l

A
(A.7)

where

R - electric resistance

l - length of the conductor

A - cross sectional area of the conductor.

Furthermore, the electrical resistance R is defined by the ratio of applied potential
to the resulting electrical current:

R =
U

I
(A.8)

where

U - electric potential

I - electric current.

Combining equation A.8 and A.7 and rearranging it for ρs yields:

ρs =
U

I

A

l
(A.9)

It is important to realize that this equation is exclusively valid for cylindrical conduc-
tors. In this particular case the length l and the cross sectional area A are sufficient
to describe the geometry of the conductor. Because in geophysics usually bodies
of a more complex geometry are investigated, the more general geometry factor is
introduced in equation A.9:

ρs = K ·R = K
U

I
(A.10)

where

K - geometry factor.

Equation A.10 already presents the main principle of geo-electrical measurements
on both field and lab scale: Two electrodes are used to inject an electrical current
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I into a geological body and two electrodes are used to measure the corresponding
potential difference U . The actual number of the electrodes and the respective
geometry factor K hereby depend on the electrode layout.
For electrical conduction in rocks and minerals three different types of conduction
are important [Guéguen and Palciauskas 1994; Lowrie 2007]:

electronical conduction The charge transport is provided by free electrons
following Ohm’s law.

dielectrical conduction Electric current propagation in isolators or very
low conductive materials containing no free elec-
trons.

electrolytical conduction Ions in the water (electrolyte water) filling the pore
space are the charge carriers.

Most rock forming minerals have very high resistivities (< 109 Ωm) and are classed
as insulators [Schön 2004]. Thus, charge transport in natural sediments and rocks is
predominantly provided by conductive pore water and a result of electrolytical con-
duction. The conductivity of the pore water mainly depends on ion concentration,
ion mobility, ion charge number, and temperature.
For most geoelectrical applications detailed information on the pore microstructure
are not present. For that reason, one usually relies on empirical relations. In 1942
Archie [1942] suggested that the resistivity of a water saturated rock is proportional
to the water resistivity [Schön 2004], which lead to the expression:

ρ0 = F · ρw (A.11)

where

ρ0 - electrical resistivity of the water saturated rock

F - formation resistivity factor

ρw - electrical resistivity of the pore water.

The formation resistivity factor F thus links the electrical properties of the rock and
the pore fill. In addition, F contains information on the pore space as it correlates
with the porosity:

F =
a

φm
(A.12)

where

φ - porosity

a, m - empirical parameter.
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Combining equations A.11 and A.12 yields the frequently used 1st Archie equa-
tion:

ρ0 =
a · ρw
φm

(A.13)

However, equations A.11 - A.13 are valid for scenarios featuring a fully water sat-
urated pore space. In the case of partial water saturation, the degree of water
saturation Sw has to be considered. The resulting relation is commonly referred to
as the 2nd Archie equation:

ρt =
a

φmSnw
ρw (A.14)

where

ρt - true resistivity of the rock with saturation Sw

Sw - degree of fluid saturation

n - empirical parameter.

The parameters a and m are the fitting parameters which originate from relating
the formation resistivity factor F with the porosity φ. The empirical parameter m
as the porosity exponent can be understood as a weighting of the porosity. This
parameter is mainly controlled by the pore space geometry and interconnectivity.
Originally, values for m were thought to increase with increasing grain cementation
which is the reason whym is sometimes also referred to as cementation factor. Com-
monly used values for unconsolidated sediments are a≈1 and m=1.3 - 1.4 [Fricke
and Schön 1999]. The parameter n is frequently referred to as saturation exponent.
Even though Spangenberg [2001] showed that values for n can vary from 0.5 to 4, a
mean value of n≈2 is frequently used [Fricke and Schön 1999].
It is Archie’s equations that are commonly used in petrophysics for well log inter-
pretation in order to evaluate porosity or pore fill quantities.

A.3. Theory of elasticity and seismic velocities

The theory of elasticity is the fundamental basis for the description of elastic wave
propagation [Schön 2004]. The basic parameters are stress σ and strain ε. Stress
is the force per unit area that is applied to a body [Telford et al. 1990]. When an
elastic body is subjected to stresses, changes is shape and dimensions will occur.
These changes are called strains [Telford et al. 1990].

σ =
F

A
ε =

∆l

l
(A.15)
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where

σ - stress

F - applied force

A - area

ε - strain

∆l - change of shape

l - original shape.

For infinitesimal small deformations and a linear stress-strain relation, stress and
strain can be related for ideal elastic three dimensional bodies using Hooke’s Law:

σij = Cijklεkl (A.16)

where

i, j, k, l - x, y, z coordinates.

The proportionality factor Cijkl introduced in equation A.16 provides a direct link
of strain to stress. Mathematically spoken it is a tensor of rank four containing 81
components which is composed by the elastic moduli. However, assuming symmetry
of stress and strain and the elastic body to be isotropic, the number of elastic
constants in Cijkl gets reduced to two (one specific strain results from one specific
stress). To describe this dependence the two Lamé constants λ and µ are introduced,
reducing the complexity of Cijkl to [Atanackovic and Guran 2000]:

Cijkl =


λ+ 2µ λ λ 0 0 0
λ λ+ 2µ λ 0 0 0
λ λ λ+ 2µ 0 0 0
0 0 0 µ 0 0
0 0 0 0 µ 0
0 0 0 0 0 µ

 (A.17)

where

λ, µ - Lamé constants.

Introducing A.17 in A.16 yields:

σij = λθδij + 2µεij (A.18)

where
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θ -
∑

i εij

δij −

{
1, if i = j

0, if i 6= j

To find an expression for the corresponding strain, equation A.18 is rearranged to:

εij =
σij
2µ
− λθδij

2µ(3λ+ 2µ)
(A.19)

Typically one dimensional ratios of stress and strain (ij = kl) are considered1. In
that case Cijkl in equation A.16 equals the Young’s modulus E (also referred to as
modulus of elasticity):

Cijkl =
σij
εkl

=
σ11
ε11

=
µ(3λ+ 2µ)

λ+ µ
= E (A.20)

where

E - Young’s modulus.

However, two different states of stress can be distinguished [Guéguen and Palciauskas
1994]:

hydrostatic compression Stress is applied equally from all directions (σx = σy
= σz = −p) and the change of volume ∆V

V
= εij is

considered.

σij =

−p 0 0
0 −p 0
0 0 −p

 |σ|
3

= −p (A.21)

where

p - hydrostatic pressure.

According to equation A.19 and A.20, the modulus
of elasticity thus becomes:

Cijkl =
σij
εij

= λ+
2

3
µ = K (A.22)

where
1It is convention to indicate the spatial direction of the biggest stress with 11. Hence, one

dimensional stress and strain imply σ22 = σ33 = 0.
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K - bulk modulus.

Hence, the bulk modulus K yields information about
how much hydrostatic pressure is needed to obtain a
specific change of volume.

shear deformation The applied stress causes a shear deformation and the
modulus of elasticity E becomes the shear modulus
µ with

Cijkl = 2µ εij =
σij
2µ

(A.23)

where

µ - shear modulus.

As direct result of stress and strain, particle motion will occur in a solid body. This
particle motion is described with the one dimensional general dynamic equilibrium
equation of motion [Lowrie 2007]:

δσxx
δx

= ρ
δ2ux
δt2

(A.24)

where
δσxx
δx

- stress variation in x-direction

ρ - density of the body
δ2ux
δt2

- particle acceleration.

For longitudinal (compressional) body waves particle motion occurs as a series of
dilatations and compressions. In that particular case equation A.24 becomes:

δ2u

δt2
= V 2

p

δ2u

δx2
(A.25)

where

Vp - velocity of a compressional wave.

Rearranging equation A.25 for Vp yields the equation of the P-wave velocity:

Vp =

√
λ+ 2µ

ρ
=

√
K + 4

3
µ

ρ
(A.26)
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For shear waves the particle motion is parallel to the wave front and transverse to
the direction of propagation. For shear waves equation A.24 has to be adjusted and
becomes [Lowrie 2007]:

δσxz
δx

= ρ
δ2ux
δt2

(A.27)

Subsequently on finds for the shear wave velocity:

Vs =

√
µ

ρ
(A.28)

where

Vs - velocity of a shear wave.

A.4. Permeability

The permeability characterizes the ability of a material to allow fluids to flow. De-
tailed knowledge of a rock’s permeability is of eminent importance in order to eval-
uate any potential or proven reservoir rock. The permeability mainly depends on
effective porosity, pore space geometry, and is generally a tensor [Schön 2004]. Lam-
inar fluid of a viscous fluid through a porous medium is defined according to Darcy’s
law:

u = −k
η
· ∇p (A.29)

where

u - volume flow density

k - permeability

η - dynamic viscosity

∇p - fluid pressure gradient.

The volume flow density u can also be expressed as the flow rate per cross section
area. Rearranging equation A.29 thus yields for the permeability:

k = − η ·Q
∇p · A

(A.30)

where
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Q - flow rate

A - cross section area.

The definition of the permeability given in equation A.30 describes the laminar flow
of an incompressible viscous fluid and is valid for isotropic porous media.
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Nomenclature

η dynamic viscosity [ kg
m·s ]

λ, µ Lamé constants

µ shear modulus [ Pa ]

φ porosity [ - ]

ρ density [ kg
m3 ]

ρ electrical resistivity [ Ωm ]

σ electric conductivity [ S
m

]

σ stress [ Pa ]

ε strain [ - ]

A area [ m2 ]

E Young’s modulus [ Pa ]

E electric field strength [ V
m

]

F applied force [ N ]

F formation resistivity factor [ - ]

I electric current [ A ]

J electric current density [ A
m2 ]

K bulk modulus [ Pa ]

K geometry factor [ m ]

k permeability [ D = 1012m2 ]



A.4. Permeability

l length [ m ]

m mass [ kg ]

R electric resistance [ Ω ]

S degree of saturation [ - ]

U electric potential [ V ]

V volume [ m3 ]

Vp/s P-/S-wave velocity [ m
s
]
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