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1. Introduction

[T]he study of mathematics is, if an unprofitable, a perfectly
harmless and innocent occupation.

G. H. Hardy, A Mathematician’s Apology, p. 74

This thesis is a study of existence and optimality of the Hardy inequality on graphs
which can be seen as a part of discrete quasi-linear potential theory. The first analysis of
such an inequality goes back a little bit more than hundred years when Hardy found an
elegant and simple proof of Hilbert’s double series theorem, see [Har20]. Although it is
not mentioned explicitly, the paper contains the essential argument for his then famous
inequality, see [KMP06] for a detailed historical survey about the origins of Hardy’s
inequality.

It was then Landau who proved (in a letter to Hardy, [Lan21]) that the following
inequality is true and the constant is sharp: For all p ∈ (1,∞), and all compactly
supported functions ϕ ∈ Cc(N) with ϕ(0) = 0 we have

∞∑
n=1

|ϕ(n)− ϕ(n − 1)|p ≥
∞∑
n=1

wH(n)|ϕ(n)|p,

where

wH(n) =

(
p − 1
p

)p 1
np
, n ∈ N.

This inequality was first highlighted in [HLP34] and is referred to as a p-Hardy
inequality on N with p-Hardy weight wH. Since then various proofs of this inequality
were given, where short and elegant ones are due to Elliott [Ell26] and Ingham, see
[HLP34, p. 243] and by Lefèvre [Lef19; Lef20] (see also [Hua23b] for an improvement
of the latter). For p = 2, other nice proofs (and, in fact, improvements) were found
recently by Huang in [Hua21] and by Keller, Pinchover, and Pogorzelski in [KPP18a].

As a consequence of one of the main results in thesis, we can show that the classical
p-Hardy weight can be improved. To be more precise, we can prove the following:
Theorem 1.1 Let p ∈ (1,∞). Then, for all ϕ ∈ Cc(N) with ϕ(0) = 0,

∞∑
n=1

|ϕ(n)− ϕ(n − 1)|p ≥
∞∑
n=1

w(n) |ϕ(n)|p ,

where wp is a strictly positive function given by

w(n) =

(
1−

(
1−
1

n

) p−1
p

)p−1
−

((
1 +
1

n

) p−1
p

− 1

)p−1
.
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2 Chapter 1. Introduction

Furthermore, wp is optimal (see Chapter 2 for the definition), and we have for all n ∈ N

w(n) > wH(n).

Moreover, for integer p ≥ 2, we have w(n) =
∑
k∈2N0 ckn

−k−p with ck > 0.

A proof is given in Appendix A.1. Note that c0 = ((p − 1)/p)p is the famous p-Hardy
constant.

The original Hardy inequality was generalised to various contexts. In an abstract way,
it can be stated as

E ≥ W,

where E is an energy functional associated with a non-negative (non-linear) operator, and
W is the canonically obtained non-negative functional from a positive weight function
w . The classical choice for W is the p-th power of the ℓp-norm with weight w . For a
detailed analysis in the continuum, we refer to the monographs [BEL15; KPS17; OK90;
RS19], and references therein. In the continuum, the domain of E and W is usually the
set of smooth and compactly supported functions, and in the discrete, the domain is the
set of finitely supported functions.

The two leading questions in this thesis are the following.

• When do we have such an abstract inequality for a sufficiently large class of func-
tions? This leads to various characterisations and is known as criticality theory,
see Chapter 9 and Chapter 10.

• In the case of existence of a Hardy inequality: How “large” can we make w , i.e.,
how do we get an optimal w? This question was proposed first in [Agm82, page 6],
and an answer is given in Chapter 12. The corresponding theory is called optimality
theory.

This thesis is by far not the first paper addressing these two questions, and the main
novelty is the quite general non-linear and non-local setting together with Schrödinger
operators with arbitrary potentials. On general graphs beyond the locally finite setting, we
are only aware of results on the free p-Laplacian in [GHJ21; HM15; KM16; MS23; Mug13;
SY93a], and we are not aware of any result on general p-Schrödinger operators. Moreover,
the cited papers do not deal with optimality theory, and only [SY93a] contributed to
criticality theory.

Especially, the first question is rather old and many people have contributed to its
solution in various underlying settings, see here a discussion of linear settings in the
notes of [KLW21, Chapter 6]. In the last two decades, criticality theory of local energy
functionals associated with quasi-linear Schrödinger operators with not necessarily non-
negative potential part was studied and many characterisations of criticality in this local
but non-linear setting where shown, see [DD14; DP16; HPR24; PP16; PR15; PT08;
PT09; PTT08]. In this thesis, we show the non-local counterparts to these results, see
Theorem 10.1. It generalises the known results associated with quasi-linear standard
Laplacians on locally finite graphs and networks in [KY84; NY76; MY92; Pra04; SY93b;
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Yam77; Yam86] and on almost locally finite graphs and networks in [SY93a]. The proof
of Theorem 10.1 can be seen as a profound application of the ground state representation
formula (see Chapter 4) and comparison principles (see Chapter 7).

Answers to the second question are relatively new and rare in comparison. One reason
is that for a long time only the constant in front of the classical Hardy weight was studied
in detail. The most important contributions here are [DFP14] for the local linear setting,
and [DP16; Ver23] for the local quasi-linear setting. Our main result on optimal p-Hardy
weights can be seen as a counterpart of the main result in [Ver23], see Theorem 12.1.
Moreover, it is a quasi-linear generalisation of the seminal work [KPP18b] in the linear
setting on locally summable graphs.

In [DFP14], an optimal Hardy weight w associated with a linear Schrödinger operator
on domains in Rd (or on non-compact Riemannian manifolds) was defined first. Roughly
speaking, w is optimal if

• w is critical, i.e., for all w̃ ⪈ w the Hardy inequality fails,

• w is null-critical, i.e., the corresponding ground state is not an eigenfunction, and

• w is optimal near infinity, i.e., for any λ > 0, the Hardy inequality outside of any
compact set fails for the weight (1 + λ)w .

In [DFP14] also a way of obtaining optimal Hardy weights was given. Using a different
approach, the main result and definition of optimality of [DFP14] were generalised to p-
Laplacians, p ∈ (1,∞), on Riemannian manifolds in [DP16]. Recently, for a large class of
potentials (including non-positive potentials), optimal Hardy weights for p-Schrödinger
operators were constructed in [Ver23].

On weighted locally finite graphs, inspired by the approaches from [DFP14; DP16],
a way of obtaining optimal Hardy weights for linear Schrödinger operators with arbitrary
potential parts was given in [KPP18b].

In the present thesis, we show in Theorem 12.1 how to obtain optimal Hardy weights
for p-Schrödinger operators with arbitrary potential term on weighted locally finite graphs
with locally summable boundary, following partially the approaches in [DP16; KPP18b;
Ver23]. To be more specific, we evolve discrete quasi-linear versions of them, to prove
criticality and null-criticality. The main tools in these proofs in [DP16; KPP18b; Ver23]
were a coarea formula and the ground state representation formula. Corresponding dis-
crete quasi-linear versions of both will also be of fundamental importance here.

For proving optimality near infinity, we establish instead discrete versions of results in
[KP20], Theorem 11.1 and Theorem 11.2. Specifically, Theorem 11.1 states a necessary
decay condition of Hardy weights in terms of a certain ℓ1-summability with respect to
weights which are related to positive superharmonic functions. These results are also
valid for arbitrary potential parts.

By a supersolution construction technique, we show how to obtain optimal Hardy
weights for p-Schrödinger operators. This can be seen as a discrete version of results
in [Ver23]. The results in the continuum made use of the chain rule, which does not
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hold on graphs in general. We use instead the mean value theorem to circumvent the
problem.

The main tools towards the main results, Theorem 10.1 and Theorem 12.1, are

• the ground state representation formula (Theorem 4.1),

• the Agmon-Allegretto-Piepenbrink theorem (Theorem 6.1),

• the weak comparison principle (Proposition 7.3), and

• the coarea formula (Proposition 12.10).

In the local theory, the ground state representation is of fundamental importance, see
e.g. [BEL15; DP16; HPR24; PP16; PR15; PT09; PTT08] for applications. This repre-
sentation is an equivalence between functionals. It states that the p-energy functional
associated with a p-Schrödinger operator is equivalent to a simplified energy functional
consisting of non-negative terms only. For non-local p-Schrödinger operators in the Eu-
clidean space, which includes graphs as a special case, only a one-sided inequality for
p ≥ 2 was known, see [FS08].

The novelty here is that we show a ground state representation formula for non-
local p-Schrödinger operators for all p > 1 in terms of an equivalence between the
corresponding p-energy functional and the simplified energy. We show this statement on
graphs in Theorem 4.1 and Corollary 4.2.

In the statement and corresponding proof, we focus on graphs but since the fun-
damental methods are based on pointwise estimates, also corresponding results in other
non-local settings are valid. To be more specific, our results can also be extended to non-
local p-Schrödinger operators on the Euclidean space in the spirit of [FS08], confer also
with [And+08; And+09; BF14; CMS18; DKP16; KMS15]. We chose graphs because
they do not have local regularity issues and therefore the presentation is less technical
than, e.g., for non-local p-Schrödinger operators on Rd , and fits in the remaining setting
of the thesis.

As a second main tool, we prove an Agmon-Allegretto-Piepenbrink-type theorem, see
Theorem 6.1. It states that the energy functional is non-negative if and only if there is a
positive superharmonic function. Since our p-Hardy weights should be positive weights,
the non-negativity of the energy functional is a natural standing assumption. See [All74;
Pie74; Sul87] for a linear version in the continuum, [Dod84; KPP20b] for a linear version
in the discrete setting, [PP16] for a recent non-linear version in the continuum, and
[LSV09] for a corresponding result on strongly local Dirichlet forms.

For the proof of the Agmon-Allegretto-Piepenbrink theorem, we need to show the
following basic results on finite subsets of the infinite graph: a local Harnack principle,
a Picone-type inequality, an Anane-Díaz-Saá-type inequality, the existence of a principal
eigenvalue, the existence and uniqueness of solutions to the Poisson-Dirichlet problem,
characterisations of the maximum principle. While these results are known on finite
graphs (see [Amg08; BH09; CL11; HS97a; HS97b; PC11; PKC09]), some adaption is
needed to deal with the possibly infinite boundaries, and so we included these methods for
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convenience. These tools are folklore in the linear case, and they are also well understood
in the quasi-linear but local case (see here [HPR24; PP16; PR15; PT08; PT09]).

The third main toolbox is the weak comparison principle, meaning that for two nice
functions u, v , we have u ≤ v outside and Hu ≤ Hv inside a given set V implies that
also u ≤ v inside V . Here H denotes the operator of interest. In the linear setting,
this is equivalent to the weak maximum principle. For non-negative potentials, the weak
comparison principle holds under very mild assumptions on arbitrary subsets of the graph,
see Lemma 7.1, which can be seen as a generalisation of results in [HS97a; KLW21;
Pra04]. However, relaxing the assumption on the potential to possibly negative or sign-
changing potentials seems to tighten the assumption on subsets to compact subsets.
This, however, has also been observed in the local case, see [GS98; PP16].

The fourth main tool is the coarea formula which is a standard tool from geometric
analysis. It relates the weighted p-energy of a function to a weighted integral over
the boundary of the level sets, see [KLW21; KPP18b; KPP20a] for linear Schrödinger
operators on graphs. It seems to be new on graphs in the non-linear case p ̸= 2.

The main parts of the thesis can also be found in [Fis22; Fis23; Fis24; FKP23]. More
specifically,

• in [FKP23], an optimal p-Hardy weight on the line graph N is computed and it is
shown that it is strictly larger than the classical p-Hardy weight. This corresponds
mainly to Theorem 1.1, and Appendix A.1;

• in [Fis23], the ground state representation formula and some characterisations of
p-criticality are obtained. This corresponds mainly to Chapter 4 and Chapter 10;

• in [Fis22], an Agmon-Allegretto-Piepenbrink-type theorem, comparison principles
and the (non-)existence of Green’s functions are discussed. This corresponds mainly
to Chapter 5, Chapter 7, Chapter 9 and Chapter 10;

• in [Fis24], the decay and optimality of p-Hardy weights are discussed. This corre-
sponds mainly to Chapter 11 and Chapter 12.

We also want to highlight that this thesis is not a simple collection of the four paper
[Fis22; Fis23; Fis24; FKP23]. In fact the possibility of rewriting and reorganising is used
in several ways. The main changes and additions can be summarised as follows:

• Whereas the mentioned paper state results for the whole graph, we usually show
here the results on subgraphs.

• To make the ideas and statements more accessible and vivid we included a large
number of examples, most of them have not been discussed before in the non-
linear setting. For comparison, we often state the corresponding results from the
continuum.

• Whereas capacities have only be studied for singletons, we state the results here
for arbitrary sets.
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• Whereas Green’s potentials have only be studied for delta charges, that is, Green’s
functions, we state the results here for arbitrary compactly supported charges.

• We added some more characterisations of criticality in Theorem 10.1. This lead
also to an improvement of Theorem 11.1.

• Chapter 13 about Rellich-type inequalities is new.

Moreover, for some examples we make use of very recent results in [AFS24]. This
text, however, is only focussing on non-negative or trivial potentials, and is not included
in this thesis, which exclusively discusses the possibility of having sign changing or non-
positive potentials. A lot more can be derived (and usually in a much simpler way) if one
is only interested in non-negative potentials. A good example for the arising difficulties
are the comparison principles in Chapter 7.

Every author has a typical reader in mind when preparing and writing a manuscript.
This thesis is written for graduate students who are new to the subject and have only
basic knowledge of functional analysis. Some standard techniques (as e.g. the application
of the comparison principle) are worked out in detail multiple times. The phrases “here
are the details” and “indeed” are used to signalise experts that the techniques in the
corresponding proof have been used before and remaining part of the proof might be
skipped.

The thesis is organised as follows: In Chapter 2, we introduce all necessary definitions
to follow the remaining parts. Thereafter, we explain briefly the leading examples of quasi-
linear Schrödinger operators and graphs. The next four chapters can be interpreted as
the toolbox chapters. Some of the results might be seen as folklore but all of them are
new in our setting and the proofs usually differ from those in the classical linear case.
The toolbox chapters include the ground state representation formula (Chapter 4), the
Harnack inequality and principle, existence and uniqueness of solution to certain Poisson
problem, characterisations of the maximum principle on finite subsets (all Chapter 5),
the Agmon-Allegretto-Piepenbrink theorem (Chapter 6), and weak comparison principles
(Chapter 7). Thereafter, we study the variational p-capacity in detail in Chapter 8. Then,
Green’s functions are constructed in Chapter 9 which is the last step before we proof
our first main result about characterisation of criticality in Chapter 10. In Chapter 11,
we have a closer look on decay properties of p-Hardy weights. Using the results of the
two previous chapters, we are finally in a position to show the second main result about
optimal p-Hardy weights in Chapter 12. In Chapter 13, an application in terms of a
Rellich inequality is given. In an appendix we prove a number of elementary estimates
which would have disturbed the flow of reading in the main part. Some open problem
are attached in the main part as well.



2. Preliminaries

Is mathematics ‘unprofitable’? In some ways, plainly, it is not; for
example, it gives great pleasure to quite a large number of people.
[...] Is mathematics ‘useful’, directly useful, as other sciences [...]
are? [...] I shall ultimately say No, though some mathematicians and
most outsiders, would no doubt say Yes. And is mathematics
‘harmless’? Again the answer is not obvious, and the question is one
which I should have in some ways preferred to avoid.

G. H. Hardy, A Mathematician’s Apology, p. 75

In this chapter, we start by introducing graphs. Thereafter, we define quasi-linear
Schrödinger operators on graphs. We end this part by introducing p-energy functionals
and showing a connection to p-Schrödinger operators via Green’s formula.

This chapter contains all definitions which are necessary to understand the main
results of this thesis. However, non-standard definitions will be recalled before use in
later chapters.

2.1 Graphs and Schrödinger Operators
Let an infinite set X equipped with the discrete topology and a symmetric function
b : X × X → [0,∞) with zero diagonal be given such that b is locally summable, i.e.,
the vertex degree deg: X → [0,∞] satisfies

deg(x) :=
∑
y∈X

b(x, y) <∞, x ∈ X.

We refer to b as a graph over X and elements of X are called vertices.
Two vertices x, y are called connected (or neighbours) with respect to the graph b if

b(x, y) > 0, in terms x ∼ y . A subset V ⊆ X is called connected with respect to b, if for
every two vertices x, y ∈ V there are vertices x0, . . . , xn ∈ V , such that x = x0, y = xn
and xi−1 ∼ xi for all i ∈ {1, . . . , n − 1}. Let denote by ∂V = {y ∈ X \ V : y ∼ z ∈ V }
the exterior boundary of V . Throughout this paper we will always assume that

X is connected with respect to the graph b.

An important class of examples are the locally finite graphs. Here, a graph b on X
is called locally finite on V if for all x ∈ V

# {y ∈ X : y ∼ x} <∞.

We now turn to functions: Let S be some arbitrary set. A function f : S → R is
called non-negative, positive, or strictly positive on I ⊆ S, if f ≥ 0, f ⪈ 0, f > 0 on I,

7
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respectively. We denote the positive and negative part of f by f+ and f−, respectively;
i.e., f+ = f ∨ 0 and f− = −f ∨ 0. If for two non-negative functions f1, f2 : S → R there
exists a constant C > 0 such that C−1f1 ≤ f2 ≤ Cf1 on I ⊂ S, we write

f1 ≍ f2 on I,

and call them equivalent on I. Equivalent functions play an important role in Chapter 4.
A function f ∈ C(X) that is positive on V ⊆ X is called almost proper on V if

f −1(I) ∩ V is a finite set for any compact set I ⊆ (0,∞). Note that this definition
differs slightly from standard definitions of a proper function as we allow u to vanish
infinitely often on V . Moreover, a strictly positive and almost proper function on V is
called proper on V . If f is a proper function on V , then 0 and ∞ are the only possible
accumulation points of f |V , and if V is also infinite at least one of them is always an
accumulation point.

Moreover, f ∈ C(X) is called of bounded oscillation on V if

sup
x,y∈V,x∼y

|f (x)/f (y)| <∞.

In particular, such a function cannot vanish on V .
Proper functions of bounded oscillation play an important role in Chapter 11 and

Chapter 12.

Remark 2.1 (Locally finiteness) If there exists an almost proper function of bounded
oscillation on V ∪ ∂V ⊆ X (where ∂V might be empty), then the graph is locally finite
on V .

This can be seen as follows: Assume that f is such a function. First note that f > 0
on V ∪ ∂V since f is of bounded oscillation. Then, being proper on V ∪ ∂V implies
that 0 or ∞ are the only accumulation points of f |V ∪∂V . Being of bounded oscillation
implies that neighbouring vertices never reach an accumulation point. Thus, there exists
a compact set in (0,∞) containing all the images of f |V ∪∂V of neighbours of a vertex and
by the properness this implies that any vertex can only have finitely many neighbours,
i.e., the graph is locally finite on V .

The space of real valued functions on V ⊆ X is denoted by C(V ) and is a subspace
of C(X) by extending the functions of C(V ) by zero on X \ V . The space of functions
with compact support in V is denoted by Cc(V ). Sometimes it is convenient to speak of
the support of a function f ∈ C(X); this is defined via

supp(f ) := {x ∈ X : f (x) ̸= 0} .

Note that supp(f ) ⊆ V if and only if f ∈ C(V ).
A strictly positive function m ∈ C(X) extends to a measure with full support via

m(V ) =
∑
x∈V m(x) for V ⊆ X. To emphasise the measure on the vertices, we will

sometimes also speak of a graph as a triple (X, b,m), or as a graph b over (X,m).
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The next fundamental definition is the one of the p-Laplacian. But first, we have to
introduce some notation. For showing the connection to the counterpart in the contin-
uum, we introduce the difference operator ∇ on C(X ×X) via

∇x,y f := f (x)− f (y), x, y ∈ X.

Let p ∈ [1,∞). For V ⊆ X, let the formal space F (V ) = Fb,p(V ) be given by

F (V ) := {f ∈ C(X) :
∑
y∈X

b(x, y) |∇x,y f |p−1 <∞ for all x ∈ V }.

Note that F (V ) ⊆ F (W ) for W ⊆ V ⊆ X, but C(W ) ⊆ C(V ). If V = X we also
write F = F (X).

For 1 ≤ p < 2 we make the convention that |t|p−2 t = 0 if t = 0, i.e., ∞ · 0 = 0.
Then, we can write for all p ≥ 1,

(t)⟨p−1⟩ := |t|p−1 sgn(t) = |t|p−2t, t ∈ R.

Here, sgn: R → {−1, 0, 1} is the sign function, that is sgn(t) = 1 for all t > 0,
sgn(t) = −1 for all t < 0, and sgn(0) = 0. We remark that F (V ) = C(X) if p = 1, by
the local summability assumption on the graph.

Next, we show a basic lemma, which states an alternative representation for the
formal space. There (and for various other estimates in the preceding chapters), we need
the following elementary inequality : we have for all p ≥ 0 that

|α+ β|p ≤ 2p(|α|p + |β|p), α, β ∈ R. (2.1)

This follows from |α+ β|p ≤ (2max {|α| , |β|})p ≤ 2p(|α|p + |β|p). The constant can
be improved to 2p−1 if p ≥ 1.

We set
ℓ∞(V ) :=

{
f ∈ C(X) : sup

x∈V
|f (x)| <∞

}
.

The last two statements of the following lemma appeared first in [MS23, Lemma 4.1].

Lemma 2.2 (Properties of the formal space) Let V ⊆ X and p ≥ 1. Moreover, set
F (V ) = Fb,p(V ). Then,

F (V ) = {f ∈ C(X) :
∑
y∈X

b(x, y) |f (y)|p−1 <∞ for all x ∈ V }.

In particular, Cc(X) ⊆ ℓ∞(V ) ⊆ F (V ). If f ∈ F (V ) and q ∈ [1,∞) then f 1/q ∈ F (V ).
Moreover, if q ∈ [p,∞), then Fb,q(V ) ⊆ F (V ). If f ∈ C(X) is of bounded oscillation
on V , then f ∈ F (V ).
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Proof. The case p = 1 is trivial. Let p > 1, and denote the set on the right-hand side
by F̂ (V ). We obviously have that Cc(V ) ⊆ ℓ∞(V ) ⊆ F̂ (V ). Furthermore, let f ∈ F̂ (V ).
Then, using the elementary inequality (2.1), we get for any x ∈ V that∑

y∈X
b(x, y) |∇x,y f |p−1 ≤ 2p−1

(
|f (x)|p−1

∑
y∈X

b(x, y) +
∑
y∈X

b(x, y) |f (y)|p−1
)
.

The first sum on the right-hand side is finite by the local summability property of the
graph b. The second sum is finite since f ∈ F̂ (V ). This shows f ∈ F (V ).

Moreover, if f ∈ F (V ) we obtain f ∈ F̂ (V ) since for all x ∈ V∑
y∈X

b(x, y) |f (y)|p−1 ≤ 2p−1
(
|f (x)|p−1

∑
y∈X

b(x, y) +
∑
y∈X

b(x, y) |∇x,y f |p−1
)
<∞.

The last three statements follow from Hölder’s inequality and the summability condition
on the graph b. □

Now, we are in a position to define the Laplacian: Let m be a measure on X. Then, the
p-Laplace operator L = Lb,m,p : F (V )→ C(V ) is defined via

Lf (x) :=
1

m(x)

∑
y∈X

b(x, y) (∇x,y f )⟨p−1⟩ , x ∈ V.

Let p ≥ 1. If we have additionally m = 1, b(X × X) ⊆ {0, 1}, then L is called
standard p-Laplacian.

Remark 2.3 Following [Mug13; Pra04; Tak03], there is the following analogy to p-
Laplacians in the continuum: A vector field (or flow) v is a function in C(X × X) such
that v(x, y) = −v(y , x), x, y ∈ X. Moreover, define div on the space of absolutely
summable vector fields in the second entry via

(div v)(x) =
1

m(x)

∑
y∈X

v(x, y).

Then, for all f ∈ F , and p ≥ 1,

Lf (x) = div(b |∇f |p−2∇f )(x), x ∈ X.

This shows that our Laplacian is a discrete analogue to weighted pseudo p-Laplace-type
operators on manifolds (see e.g. [BK04]). Note that for p = 2, this is just a weighted
Laplace-Beltrami operator. However, unless otherwise stated, we will usually compare
our theory with results concerning the classical p-Laplacian (see e.g. [Lin19]). See also
[TZ24] for a recent discussion on the two operators on locally finite graphs.

Remark 2.4 The definition of the action of the p-Laplacian to vanish outside of V ⊆ X
is an arbitrary choice. It evolves from Theorem 4.1, where we are taking test functions
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only from Cc(V ). This choice implies that the functions u in Theorem 4.1 can be taken
from the largest possible set, namely F (V ), and that the action of the p-Laplacian outside
of V does not matter. If we enlarge the set of test functions then we need to be more
careful with the definition of the action of the p-Laplacian outside of V . Then, we might
also reconsider to define the p-Laplacian only weakly. A larger set of test functions
would on the other hand result in a smaller set of functions u to which we can apply our
main results. Since Theorem 4.1 is proven by summing up pointwise estimates, similar
results hold mutatis mutandis when considering other sets of test functions and related
p-Laplacians, see [HM15; Mug13] for definitions of Dirichlet and Neumann p-Laplacians.

Finally, we can define Schrödinger operators as follows: Let c ∈ C(X). Then the
p-Schrödinger operator H = Hb,c,m,p : F (V )→ C(V ) is given by

Hf (x) := Lf (x) +
c(x)

m(x)
(f (x))⟨p−1⟩ , x ∈ V.

The function c is then usually called the potential of H. If c is non-negative, then
H is called p-Laplace-type operator. If c = 0, then H is called free p-Laplacian.

A function u ∈ F (V ) is said to be a (p-)solution, ((p-)supersolution, (p-)sub-solution)
on V ⊆ X with respect to H and g ∈ C(V ) if

Hu = g (Hu ≥ g, Hu ≤ g) on V.

If g = 0 we speak of (p-)harmonic, ((p-)superharmonic, (p-)subharmonic) functions on
V . If a function is superharmonic but not harmonic in V , we call it strictly superharmonic
in V . If V = X we only speak of super-/sub-/harmonic functions, respectively super-
/sub-/solutions with respect to g.

A function u ∈ F (V ), u ̸= 0, is said to be a (generalised p-)eigenfunction to the
(generalised p-)eigenvalue λ ∈ R on V with respect to H if

Hu = λ (u)⟨p−1⟩ on V.

If u > 0 is an eigenfunction to λ ∈ R on V , then λ is called (generalised) principal
(p-)eigenvalue on V with respect to H.

We also need the following definitions which seem to be new on graphs in this
generality but have a long history in the continuum: Let V ⊆ X be connected and
K ⊆ V be finite. By M(V \ K) ⊆ F (V \ K), we denote the set of strictly positive
functions u which are p-harmonic on V \ K, and which have the following minimal
growth property: for any finite and connected subset K ⊆ V with K ⊆ K, and any
positive function v ∈ F (V \ K) which is p-superharmonic in V \ K, we have

u ≤ v on K implies u ≤ v in V \ K.

A function u ∈ M(V \ K) is called positive p-harmonic function of minimal growth at
infinity in V with respect to K.
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If u ∈ M(V ), then u is called a global minimal positive p-harmonic function in
V , or an Agmon ground state. We will see in Chapter 10 that if we have an Agmon
ground state then it is unique up to multiplication with a positive constant, and thus we
sometimes speak of the Agmon ground state.

A function go ∈ M(V \ {o}) ∩ F (V ) which is not p-harmonic in some fixed vertex
o ∈ V is called a (minimal positive) Green’s function in V at o. If, in addition to that,
go satisfies Hgo = 1o on V , then a Green’s function go in V at o is called normalised.

Positive harmonic function of minimal growth at infinity play an important role in
Chapter 9 and Chapter 10. For p = 2, Agmon ground states and minimal positive Green’s
functions for Schrödinger operators on locally summable graphs have been discussed in
[KPP20b].

Remark 2.5 (φ-Laplacians and other generalisations) The here presented p-Schrö-
dinger operator is a natural quasi-linear generalisation of the classical linear Schrödinger
operator on graphs. However, this is of course not the only interesting choice of a general-
isation. The most popular alternative generalisation might be the fractional Schrödinger
operator, see e.g. [KN23].

We also want to mention, that generalisations of the p-Laplacian have been studied
in the continuum in the past years. Here, the so-called ϕ-Laplacian seems to be the most
popular. Here, ϕ is the derivative of a Young function, and introductions to this topic
can be found in [CSS21; HS01; PRS02; PRS05; PS14]. It would be very interesting to
see if similar results can also be obtained for ϕ-Laplacians on graphs. Our unweighted
case corresponds to the choice ϕ(t) = (t)⟨p−1⟩ , p > 1.

Another popular generalisation is the A-Laplacian as defined in the monograph
[HKM06], see also [HPR24]. This operator has also not been touched in the discrete
setting. Here, for our setting, A([x, y ], t) ≍ b(x, y) (t)⟨p−1⟩ , p > 1. To consider the
A-Laplacian might be a first step towards the weighted ϕ-Laplacian.

2.2 Energy Functionals Associated with Graphs

The p-energy functional h = hb,c,p : Cc(X)→ R is defined via

h(f ) :=
1

2

∑
x,y∈X

b(x, y) |∇x,y f |p +
∑
x∈X

c(x) |f (x)|p .

If p = 2, then the corresponding energy functional is a quadratic form, and called
Schrödinger form.

Remark 2.6 (D) Another natural choice of a domain for h is the set of functions of
finite energy D = Db,c,p, which is given by

D :=
{
f ∈ C(X) :

1

2

∑
x,y∈X

b(x, y) |∇x,y f |p +
∑
x∈X
|c(x)| |f (x)|p <∞

}
.
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Note that Cc(X) ⊆ Db,c,p ⊆ Db,c+,p ⊆ Db,0,p ⊆ F , where the last inclusion follows
from Hölder’s inequality and the local summability of the graph.

We are mainly interested in estimating h on the set of compactly supported functions,
since the theory presented here does not require specific Banach space techniques and
Cc(X) is dense in C(X). This gives also more flexibility for future applications. Nev-
ertheless, if h is non-negative on Cc(X), then a Fatou-type argument shows that h(f )
consists of absolutely converging sums also for f ∈ Db,c+,p. The space Db,c+,p can be
equipped with a norm naturally, see also Remark 2.13. A first analysis of this space on
graphs can be found in [DKP24]. In the continuum, it has been studied in [DP23].

However, we want to remark that some of the results for h do not only hold in Cc(X)
but also for larger domains like D. For instance, in Lemma 2.8, ϕ can also be in D.

As in the continuum or the linear case on graphs, there exists a so-called Green’s
formula (or integration by parts formula) which shows a connection between H and h
on Cc(X). The Green’s formula seems to be folklore in both worlds. However, for the
convenience of the reader we include a proof here. A similar proof of the Green’s formula
for the normalised p-Laplacian, that is m = deg and c = 0, is given in [Tak03].

Let V ⊆ X. To shorten notation, we define a weighted bracket ⟨·, ·⟩V on C(X) ×
Cc(X) via

⟨f , ϕ⟩V :=
∑
x∈V

f (x)ϕ(x)m(x), f ∈ C(X), ϕ ∈ Cc(X).

Lemma 2.7 (Green’s formula) Let p ≥ 1 and V ⊆ X. Let f ∈ F (V ) and ϕ ∈ Cc(X).
Then all of the following sums converge absolutely and

⟨Hf , ϕ⟩V =
1

2

∑
x,y∈V

b(x, y) (∇x,y f )⟨p−1⟩ (∇x,yϕ) +
∑
x∈V

c(x) (f (x))⟨p−1⟩ ϕ(x)

+
∑

x∈V,y∈∂V
b(x, y) (∇x,y f )⟨p−1⟩ ϕ(x).

In particular, the formula can be applied to f ∈ Cc(X), and

h(ϕ) = ⟨Hϕ,ϕ⟩V , ϕ ∈ Cc(V ).

Proof. Since ϕ ∈ Cc(X), the absolute convergence follows from∑
x∈V
|Lf (x)ϕ(x)|m(x) ≤

∑
x∈V
|ϕ(x)|

∑
y∈X

b(x, y) |∇x,y f |p−1 <∞,

for any f ∈ F (V ). Applying Fubini’s theorem, using the absolute convergence of the
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sums and the symmetry of b, we get∑
x∈V

Lf (x)ϕ(x)m(x) =
∑

x∈V,y∈X
b(x, y) (∇x,y f )⟨p−1⟩ ϕ(x)

=
1

2

∑
x,y∈V

b(x, y) (∇x,y f )⟨p−1⟩ ϕ(x)−
1

2

∑
x̂ ,ŷ∈V

b(x̂ , ŷ)
(
∇x̂ ,ŷ f

)⟨p−1⟩
ϕ(ŷ)

+
∑

x∈V,y∈∂V
b(x, y) (∇x,y f )⟨p−1⟩ ϕ(x)

=
1

2

∑
x,y∈V

b(x, y) (∇x,y f )⟨p−1⟩∇x,yϕ+
∑

x∈V,y∈∂V
b(x, y) (∇x,y f )⟨p−1⟩ ϕ(x).

The assertions for the Schrödinger operator H follow now easily. □

Green’s formula is sometimes taken to define a p-Schrödinger operator weakly. By taking
the test function ϕ = 1z for z ∈ V ⊆ X, we see that the action of a weakly defined
operator agrees with the action of our (strongly) defined p-Schrödinger operator on V .

Moreover, another nice connection between h and H is that p · H is the Gâteaux
derivative of h on Cc(X), and since we will use this observation later several times, we
include the proof here.

Lemma 2.8 (Gâteaux derivative) Let p ≥ 1. For all ϕ,ψ ∈ Cc(X) we have that
ϕ+ ψ ∈ Cc(X) and

d

d t
h(ϕ+ t ψ)

∣∣∣
t=0
= p ⟨Hϕ,ψ⟩X .

Proof. The formula follows easily via Green’s formula, Lemma 2.7,

d

d t
h(ϕ+ t ψ)

∣∣∣
t=0
=
p

2

∑
x,y∈X

b(x, y) (∇x,yϕ)⟨p−1⟩
(
∇x,yψ

)
+ p⟨c/m, (ϕ)⟨p−1⟩ ψ⟩X

= p
∑
x∈X

Hϕ(x)ψ(x)m(x) = p⟨Hϕ,ψ⟩X . □

Because of Lemma 2.7 (or Lemma 2.8), it is convenient to define

h(ϕ,ψ) := ⟨Hϕ,ψ⟩X , ϕ, ψ ∈ Cc(X),

see e.g. [SW04] for a discussion for the p-Laplacian and associated energy on the Sier-
pinski gasket. However, we will not explicitly need off-diagonal entries of the energy, and
thus, stay in the following with the one-entry definition.

If the functional h is non-negative on Cc(V ), V ⊆ X, then h is called (p-)subcritical
in V if the (p-)Hardy inequality holds true, that is, there exists a positive function
w ∈ C(V ) such that

h ≥ ∥·∥pp,w on Cc(V ).
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Here,

∥ϕ∥p,w :=
(∑
x∈X
|ϕ(x)|p w(x)

)1/p
, ϕ ∈ Cc(X).

If such a w does not exist, then h is called (p-)critical in V . Moreover, h is called
(p-)supercritical in V if h is not non-negative on V .

Remark 2.9 (History) This classification of energy functionals in terms of sub-/super-
/critical goes back to [Sim80], see also [Mur84; Mur86; Pin88], and is motivated from
the analysis of the energy functional h.

In the special case of non-negative potentials and p = 2, a graph is usually called
transient if h is subcritical in X, and recurrent otherwise, see e.g. [KLW21]. This notation
has its origin in probability theory, see e.g. [Woe09], and goes back at least to [Pól21].
It is also common when studying Dirichlet forms, see e.g. [FOT11; Stu94], whereas
subcritical and critical is used for Schrödinger forms, see [Tak14; Tak16; Tak23; TU23;
Miu23; Sch22]. In a hand waving way, recurrence means that the associated random
walker returns almost surely, and transience means that the random walker escapes any
finite set with positive probability.

Moreover, if c = 0, then a graph is sometimes called p-hyperbolic if h is p-subcritical
in X, and p-parabolic otherwise. This notation has its origin in the geometry of sur-
faces, see here e.g. [AFS24; Gri99; KY84; MR22; MR24a; MR24b; PRS05; PS14; Shi21;
SY93a; SY93b; Tro00; Tro99; Yam77]. By the celebrated uniformisation theorem of
Klein, Koebe and Poincaré in the linear (p = 2)-case, any simply connected Riemann
surface is conformally equivalent to either the sphere (surface of elliptic type), the Eu-
clidean plane (surface of parabolic type) or the hyperbolic plane (surface of hyperbolic
type). Since the sphere is the only one with compact surface, the type problem is to
decide whether a surface is of hyperbolic or of parabolic type. Surprisingly, it could be
shown in the linear case that the recurrence of Brownian motion is equivalent to the
parabolicity of the Riemann surface. Important contributions are here [Ahl52; AS60;
CY75; Den70; Hun54; Kak53; Nev40; Roy52; Var83].

Remark 2.10 In the literature, there are many closely related Hardy-type inequalities.
We will name two prominent ones.

The first are so-called weighted p-Hardy-type inequalities where one is typically in-
terested in optimising weights on the p-energy functional and p-norm simultaneously, see
here e.g. [Mic99; SRA21] for results on N and Muckenhoupt bounds, or to visualise the
impact of a weight on the p-energy functional, see here [HY24] for locally finite graphs
with a special focus on Zd . A future goal might be to generalise the main results of this
thesis in the weighted setting of [HY24] for locally summable graphs.

Secondly, there are also alternative generalisations of the (p = 2)-energy functional.
Important here are the Sobolev-Bregman forms, also known as p-forms. For p-Hardy-type
inequalities in this context see [Bog+22] and references therein. There, the divergence
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part of the p-energy functional is replaced by
1

2

∑
x,y∈X

b(x, y) (∇x,yϕ)
(
∇x,y (ϕ)⟨p−1⟩

)
, ϕ ∈ Cc(X).

We continue with definitions. Closely connected to criticality is the following defini-
tion: A sequence (en) in Cc(V ), V ⊆ X, of non-negative functions is called null-sequence
in V if there exists o ∈ V and α > 0 such that en(o) = α and h(en)→ 0 as n →∞.

It will be shown in Chapter 10, that h is p-critical on connected V ⊆ X if and only
if there exists a unique positive p-superharmonic function (up to multiplies) on V . This
function is p-harmonic on V and the Agmon ground state of h.

Let h be a p-critical energy functional. We call h (p-)null-critical on V with respect to
the non-negative function w if the Agmon ground state is not in ℓp(V, w), and otherwise
we call it (p-)positive-critical on V with respect to w . Clearly, if V is finite, than any
p-critical energy functional is p-positive critical on V with respect to any w ≥ 0.

Here, for all 1 ≤ p <∞, V ⊆ X and non-negative functions w on V , we define

ℓp(V, w) :=
{
f ∈ C(X) :

∑
x∈V
|f (x)|p w(x) <∞

}
.

Note that (ℓp(X,w), ∥·∥p,w ) is a reflexive Banach space for p ∈ (1,∞), and a Banach
space for p = 1.

During the thesis the following two quantities will be of fundamental interest: Let
V ⊆ X, and define λ0(V ) = λ0(V,H) via

λ0(V ) := inf
ϕ∈Cc(V ),ϕ̸=0

h(ϕ)

∥ϕ∥pp,m
= inf
ϕ∈Cc(V ),∥ϕ∥pp,m=1

h(ϕ), (2.2)

furthermore, the (variational p-)capacity is defined as follows: For all K ⊆ V , K finite,
we set

caph(K, V ) := inf
0≤ϕ∈Cc(V ),ϕ=1 on K

h(ϕ).

These numbers play an important role in Chapters 5, 8 and 10. With a slight abuse of no-
tation λ0(V ) is sometimes called (generalised) principal eigenvalue even though we have
not shown explicitly the existence of a non-trivial positive generalised p-eigenfunction.
However, in Proposition 5.17 and Theorem 10.1, we will see conditions when this is
indeed the case.

The focus of this thesis is on estimates of functionals. It is therefore comfortable to
use the following notation: Any function w ∈ C(X) gives rise to a canonical p-functional
wp on Cc(X) via

wp(ϕ) :=
∑
x∈X
|ϕ(x)|p w(x), ϕ ∈ Cc(X).

The p-Hardy inequality then reads as h − wp ≥ 0 on Cc(X) for some w ⪈ 0 on X. If
it is clear that we mean the functional wp and not the function w , we sometimes simply
write w instead of wp.
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We also need the definition of an optimal p-Hardy weight, confer [KPP18b] in the
discrete (p = 2)-setting and [DP16] in the continuum.

The function w ⪈ 0 is called an optimal p-Hardy weight on V for the p-energy
functional h in X if

(i) h − wp is p-critical in V ,

(ii) h − wp is p-null-critical with respect to w in V ,

(iii) h−wp ≥ λwp fails to hold on Cc(V \K) for all λ > 0 and finite K ⊆ V , in which
case we say w is optimal near infinity for h.

Optimal p-Hardy weights play an important role in Chapter 12.

Remark 2.11 The definition of optimality evolved historically, see [DFP14; DP16]. It is
natural to ask whether there is a connection between optimality near infinity and null-
criticality. In the continuum, it is shown in [KP20, Corollary 3.4], that indeed, (ii) implies
(iii). Moreover, [DP16, Remark 1.3] states an example that the other implication ‘(iii)
=⇒ (ii)’ fails in general.

On graphs associated with linear Schrödinger operators with compactly supported
potential part it is shown in [KPP18b], that (ii) implies (iii) for a special Hardy weight.

Here, we will show in Theorem 11.2, that (ii) implies (iii) for all p > 1, and all possible
potentials if an Agmon ground state is of bounded oscillation and in ℓp(V, b(x, ·)) for all
x ∈ V .

If not stated otherwise, we will always assume that

p ∈ (1,∞).

Remark 2.12 (The borderline cases) The cases p ∈ {1,∞} are usually of very differ-
ent nature in comparison to p ∈ (1,∞), and mainly not covered in this thesis. Some-
times we explicitly mention the difficulties which usually arise from the fact that |·|p is
not strictly convex for p ∈ {1,∞}. To understand the two borderline cases will be a
future investigation.

By an exhaustion of V ⊆ X, we mean a sequence (Vn) of subsets of X such that
Vn ⊆ Vn+1 ⊆ V , n ∈ N, and ∪n∈NVn = V .

Remark 2.13 (Potentials) Our main goal is to allow negative values for c . As a byprod-
uct we are usually not able to use standard convexity arguments or methods for monotone
operators. A workaround will very often be the method of approximating the graph by
an exhaustion of X with finite sets and an analysis of the corresponding limit.

Note that assuming c ≥ 0 allows the usage of standard functional analytic tools
which are very similar to the continuous case. For example, if c ≥ 0, then we can use
[Sho97, Proposition 7.6] and get that the subdifferential of h on W 1,p(X) is a singelton
containing only the p-Laplace-type operator. Here,

W 1,p(X) = ℓp(X,m) ∩D
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is equipped with the norm

∥f ∥1,p,m =
(
∥f ∥pp,m + h(f )

)1/p
.

For more information on such spaces on locally summable or locally finite graphs, see
the recent preprints [MS23; SYZ23; TZ24].

We always explicitly mention the extra assumption that the underlying graph is locally
finite on some V ⊆ X.



3. Examples

What we do may be small, but it has a certain character of
permanence; and to have produced anything of slightest permanent
interest, whether it be a copy of verses or a geometrical theorem, is
to have done something utterly beyond the powers of the vast
majority of men.

G. H. Hardy, A Mathematician’s Apology, p. 76

The main concepts and results of this thesis will be made approachable via examples.
Most of the examples are not part of the underlying papers [Fis23; Fis22; Fis24].

We separate the examples into two categories: examples of Schrödinger operators,
and examples of graphs. The most fundamental example will be the free p-Laplacian on
the line graph N0.

3.1 Examples of Quasi-linear Schrödinger Operators
Here we list three examples of Schrödinger operators – all of them have a significantly
different potential part.

Example 3.1 (Free p-Laplacian) The most important example of a quasi-linear Schrö-
dinger operator is the free p-Laplacian, meaning that c = 0. In other words,

Hu(x) = Lu(x) =
1

m(x)

∑
x,y∈X

b(x, y) (∇x,yu)⟨p−1⟩ , u ∈ F, x ∈ X.

If we take b(X × X) ⊆ {0, 1} and m = 1, we call it standard p-Laplacian. Explicit
calculations for this operator will appear on various graphs.

Next, we state an example of a p-Laplace-type operator.

Example 3.2 (Generalised harmonic oscillator) One of the most prominent examples
is the model of a harmonic oscillator which has many applications in mechanics. A
possible generalisation to the quasi-linear setting is given by the Schrödinger operator
H with potential part given by c(x) = Cpdp(x, o) ≥ 0, x ∈ X, where d(x, o) denotes
some distance between x and o, and Cp > 0 is some positive constant depending only
on p. Hence,

Hu(x) =
1

m(x)

∑
x,y∈X

b(x, y) (∇x,yu)⟨p−1⟩ + Cp
dp(x, o)

m(x)
(u(x))⟨p−1⟩ , u ∈ F, x ∈ X.

The following example is about a Schrödinger operator with a negative potential.

19
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Example 3.3 (Generalised hydrogen atom) There are models of the hydrogen atom
via (linear) Schrödinger operators, see e.g. [RS72, p. 304] or [Cyc+87, p. 41]. A possible
generalisation to the quasi-linear setting is given by the potential c(x) = −Cp/dp−1(x, o)
for x ∈ X \ {o}, where d denotes some distance function and Cp > 0 is a positive
constant. This defines a Schrödinger operator on X \ {o}, i.e., for all x ∈ X \ {o} and
u ∈ F (X \ {o})

Hu(x) =
1

m(x)

∑
x,y∈X

b(x, y) (∇x,yu)⟨p−1⟩ −
Cp

m(x)dp−1(x, o)
(u(x))⟨p−1⟩ .

There are many interesting examples left, like having a-/periodic potentials or a quasi-
linear version of the Laguerre operator (see [Kos21] for the linear Laguerre operator).
Unfortunately, we cannot treat all of them here.

3.2 Examples of Graphs
Here, we state our leading examples of graphs.

Example 3.4 (Standard line graph N0) The line graph on X = N0 = {0, 1, . . .} is
defined for all x, y ∈ N0 via b(x, y) = 1 if ∥x − y∥1 = 1 and b(x, y) = 0 otherwise.
The p-Laplacian is then given by

Lf (n) =

{
(∇0,1f )⟨p−1⟩

m(0) , n = 0
1

m(n)

(
(∇n,n−1f )⟨p−1⟩ + (∇n,n+1f )⟨p−1⟩

)
, n > 0

,

for every f ∈ F = C(N0), and the corresponding p-energy functional is given by

h(ϕ) =
∑
n∈N0

|∇n,n+1f |p +
∑
n∈N0

c(n) |f (n)|p , ϕ ∈ Cc(N0).

Moreover, we often set m = 1.

The standard counterpart in the continuum to the line graph on N0 is obviously the
interval (0,∞).

Example 3.5 (Euclidean lattice Zd, d ≥ 1) The d-dimensional Euclidean lattice is
given by X = Zd with b(x, y) = 1 if ∥x − y∥1 = 1 and b(x, y) = 0 otherwise for
all x, y ∈ Zd , d ∈ N. If (ei)di=1 is the standard base of Zd , then

Lu(x) =
1

m(x)

d∑
i=1

(
∇x,x±ei )f

)⟨p−1⟩
, f ∈ F.

The standard counterpart in the continuum to the Euclidean lattice is the Euclidean space
Rd . However, keep in mind that Rd is radial but Zd is not. This makes computation on
Zd often much more technical.
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We turn to a large class of examples which share some radial symmetry as well,
the model graphs. Thereafter, we pick two important representatives of this class: ho-
mogeneous trees and anti-trees. Model graphs are special cases of weakly spherically
symmetric graphs (where the reference set is just a singleton) which are discussed in
detail in the linear setting in [KLW21].

We need some notation first: The function d : X × X → [0,∞) is called combina-
torial graph distance, if its value is the least number of edges of a path connecting two
given vertices. On model graphs, the underlying distance function will always be the
combinatorial graph distance. Moreover, for some fixed vertex o ∈ X we set

Br (o) := {x ∈ X : d(x, o) ≤ r} , and Sr (o) := {x ∈ X : d(x, o) = r} .

The inner curvature k− : X → [0,∞) and outer curvature k+ : X → [0,∞) are defined
via

k±(x) =
1

m(x)

∑
y∈Sr±1(o)

b(x, y), x ∈ Sr (o), k−(o) = 0.

Example 3.6 (Model graph) Let us fix o ∈ X. A graph (X, b,m) with potential c is
called model graph with respect to o if k± and c/m are spherically symmetric functions,
i.e., k±(x) = k±(y) and c(x)/m(x) = c(y)/m(y) for all x, y ∈ Sr (o) and all r ≥ 0.
The vertex o is also called root. The p-Laplacian of spherically symmetric function
f = f (r) is given by

Lf (0) = k+(0) (∇0,1f )⟨p−1⟩ ,

and
Lf (r) = k+(r) (∇r,r+1f )⟨p−1⟩ + k−(r) (∇r,r−1f )⟨p−1⟩ , r ≥ 1.

We remark that if m ≥ Cr > 0 on Sr (o) for all r ≥ 0, then the graph is locally finite,
see [KLW21, p. 380].

The standard counterpart in the continuum to model graphs are model manifolds or also
harmonic manifolds, see [FP23] for details on harmonic manifolds.

Example 3.7 (Homogeneous regular tree Td+1, d ≥ 2) Let us fix o ∈ X. A model
graph is a homogeneous (d + 1)-regular trees, denoted by Td+1, d ≥ 2, if b(X ×
X) = {0, 1}, m = 1, k+(x) = d for all x ∈ X, k−(x) = 1 for all x ̸= o, and
b(Sr (o)× Sr (o)) = {0} for all r ≥ 0.

The standard counterpart in the continuum to these trees are hyperbolic spaces or also
Damek-Ricci spaces, see [FP23] for details on Damek-Ricci spaces.

Example 3.8 (Anti-tree) Let us fix o ∈ X, and set s(r) = #Sr (o) for all r ≥ 0.
A model graph is an anti-tree of sphere size s, if b(X × X) = {0, 1}, m = 1, and
k±(x) = s(r) for all x ∈ Sr∓1(o).

For anti-trees, we do not know of a standard example in the continuum but as they
are special model graphs, the suggestions above should fit here as well.

The following graph is the standard example of a locally infinite graph.
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Example 3.9 (Star graph) A graph (N0, b,m) such that for all n, k ∈ N0 we have
b(n, k) > 0 if and only if either n = 0 or k = 0, is called star graph with centre 0. Then,
for all u ∈ F and n ∈ N we have

Lu(n) =
b(n, 0)

m(n)
(∇n,0u)⟨p−1⟩ , as well as Lu(0) =

1

m(0)

∞∑
n=1

b(0, n) (∇0,nu)⟨p−1⟩ .

Hence, for any k ∈ N0,

Lu(k) = −
∞∑
n ̸=k

m(n)

m(k)
Lu(n).

To the best of our knowledge, locally infinite graphs do not have standard counterparts
in the continuum, at least not in the Riemannian sense.

We stick to these examples with the knowledge that many remain untouched in this
work (bipartite graphs, latter graphs, . . .). However, too many examples would take the
focus from the general theory, and are left for the interested reader.



4. Ground State Representation

Here, on the level sand,
Between the sea and land,
What shall I build or write
Against the fall of night?

Tell me of runes to grave
That hold the bursting wave,
Or bastions to design
For longer date than mine.

A. E. Housman cited by Hardy, A Mathematician’s Apology, p. 77

In the classical linear case, ground state representations are transformations which
use a superharmonic function to turn a quadratic energy form associated with a linear
Schrödinger operator into a quadratic energy form associated with a linear Laplace op-
erator, see e.g. [KPP20b, Proposition 4.8] for such a statement on graphs (or also e.g.
[FLW14; HK11; KLW21]), and e.g. [Dav89, p. 109] for a counterpart in the continuum.
In the linear non-local case, the ground state representation is basically a smart rear-
rangement of summands. It turns out that the situation is way more complicated in the
non-linear case.

In the non-linear (p ̸= 2)-case, we do not have an equality via a transformation be-
tween functionals anymore. But instead, we achieve an equivalence between functionals,
providing that a positive p-superharmonic function exists. The equivalent functional has
the property that it consists of non-negative terms only.

Our representations in Theorem 4.1 and Corollary 4.2 can be seen as the non-
local analogues to the local and non-linear representations in [PR15; PTT08], where
p-Schrödinger operators on domains in Rd are discussed.

Applications of our representations are given in Chapter 6, Chapter 10, Chapter 11,
Chapter 12 and Chapter 13.

23
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4.1 The Formula

Let p > 1, and 0 ≤ u ∈ F (V ) for some V ⊆ X. The simplified energy (functional) hu
of h with respect to u on Cc(V ) be given by

hu(ϕ) :=
∑
x,y∈X

b(x, y)u(x)u(y)(∇x,yϕ)2

·
((
u(x)u(y)

)1/2 |∇x,yϕ|+ |ϕ(x)|+ |ϕ(y)|
2

|∇x,yu|
)p−2

=
∑
x,y∈X

b(x, y)
(
u(x)u(y)

)p/2 |∇x,yϕ|p ·(1 + |ϕ(x)|+ |ϕ(y)|
2 |∇x,yϕ|

|∇x,yu|(
u(x)u(y)

)1/2
)p−2

,

where we set 0 · ∞ = 0 if 1 < p < 2.
We state now the main result of this chapter. We call Equation 4.1 ground state rep-

resentation formula, even though it is actually a two-sided estimate. However, this name
was used before in the quasi-linear literature, see [FS08], and shows the connection to
the linear (p = 2)-case, where the representation can be interpreted as a transformation,
see [KPP20b, Section 4.2].

Theorem 4.1 (Ground state representation) Let p > 1 and 0 ≤ u ∈ F (V ) for some
V ⊆ X. Then, we have

h(uϕ)− ⟨Hu, u |ϕ|p⟩V ≍ hu(ϕ), ϕ ∈ Cc(V ). (4.1)

The constants in the equivalence only depend on p. Furthermore, the equivalence be-
comes an equality if p = 2.

Later, if u is p-superharmonic we also often use the functional notation, i.e., we write
(muHu)p(ϕ) = ⟨Hu, u |ϕ|p⟩V .

In many applications the function u is assumed to be p-harmonic in V ⊆ X. In this
case the representation in (4.1) reduces to

h(uϕ) ≍ hu(ϕ), ϕ ∈ Cc(V ).

A further consequence of (4.1) is, that the corresponding left-hand side is non-
negative, i.e,

h(uϕ) ≥ ⟨Hu, u |ϕ|p⟩V , ϕ ∈ Cc(V ).

This inequality is known as Picone’s inequality, see [AH98; AM16; Amg08; BF14; Fis22;
FS08; MS23; PKC09; Pic10; PTT08] for applications of this inequality in various con-
texts. Picone’s inequality is relevant in Chapter 5 and Chapter 6.

From the inequalities in Theorem 4.1, we get as consequences estimates between the
energy associated with the Schrödinger operator and other functionals, which are usually
also referred to as simplified energies (see e.g. [DP16; PTT08]). They all are called
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simplified, because they consist of non-negative terms only, and the difference operator
∇ applies either to u or ϕ but not to the product u · ϕ.

We set on Cc(V ),

hu,1(ϕ) :=
∑
x,y∈X

b(x, y)(u(x)u(y))p/2 |∇x,yϕ|p ,

and for p ≥ 2, we define on Cc(V )

hu,2(ϕ) :=
∑
x,y∈X

b(x, y)u(x)u(y) |∇x,yu|p−2
(
|ϕ(x)|+ |ϕ(y)|

2

)p−2
|∇x,yϕ|2 .

Note that hu,2 is not a p-energy functional. We discuss this more in detail in Remark 4.7.
The following corollary is an immediate consequence of Theorem 4.1.

Corollary 4.2 Let p > 1. If 1 < p ≤ 2, then there is a positive constant cp such that
for all 0 ≤ u ∈ F (V )

h(uϕ)− ⟨Hu, u |ϕ|p⟩V ≤ cphu,1(ϕ), ϕ ∈ Cc(V ), (4.2)

and if p ≥ 2 the reversed inequality in (4.2) holds true, i.e.,

h(uϕ)− ⟨Hu, u |ϕ|p⟩V ≥ cphu,1(ϕ), ϕ ∈ Cc(V ). (4.3)

Furthermore, both inequalities become equalities if p = 2.
Moreover, if p ≥ 2, we have for all 0 ≤ u ∈ F (V ),

h(uϕ)− ⟨Hu, u |ϕ|p⟩V ≍ hu,1(ϕ) + hu,2(ϕ), ϕ ∈ Cc(V ). (4.4)

The statements in Theorem 4.1 and Corollary 4.2 will follow mainly by pointwise in-
equalities without summation. Then, we will sum over X × X and use Green’s formula
to obtain the results. The elementary inequalities are basically given in the upcoming
lemma, Lemma 4.8.

The proof does not include the case p = 1. This is because we use a quantification
of the strict convexity of the mapping x 7→ |x |p, p > 1.

4.2 Some Remarks on the Representation
Remark 4.3 (Comparison with a local non-linear analogue) Let us compare our
ground state representation formula with results in [PTT08]. Similar results associated
with weighted p-Schrödinger operators can be found in [PR15].

Fix p ∈ (1,∞) and a domain Ω ⊆ Rd . Let u ∈ W 1,ploc (Ω) and let ∆(u) :=
− div(|∇u|p−2∇u) be the p-Laplacian on Ω. Furthermore, let V ∈ L∞loc(Ω). The
corresponding energy functional to the Schrödinger operator ∆ + V is given by

Q(ϕ) :=

∫
Ω

|∇ϕ|p + V |ϕ|p dx, ϕ ∈ C∞c (Ω).
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Then, by [PTT08, Lemma 2.2], we have the following: If u is a positive p-harmonic
function of ∆+ V in the weak sense, i.e.,

∫
Ω |∇u|

p−2∇u · ∇ϕ+ V |u|p−2 uϕdx = 0 for
all ϕ ∈ C∞c (Ω), then

Q(uϕ) ≍
∫
Ω

u2 |∇ϕ|2
(
u |∇ϕ|+ ϕ |∇u|

)p−2
dx, 0 ≤ ϕ ∈ C1c (Ω). (4.5)

In particular, for p > 2, we have

Q(uϕ) ≍
∫
Ω

up |∇ϕ|p + u2 |∇u|p−2 ϕp−2 |∇ϕ|2 dx, 0 ≤ ϕ ∈ C1c (Ω). (4.6)

In the case of 1 < p < 2, we have by [PTT08, Remark 1.12] that∫
Ω

u2 |∇ϕ|2
(
u |∇ϕ|+ ϕ |∇u|

)p−2
dx ≤

∫
Ω

up |∇ϕ|p dx. (4.7)

Now, we do the comparison: In the continuum, domains of Rd are considered. On
graphs, we can take any subset of the graph.

Recall that u is p-harmonic. It is very easy to compare hu(ϕ) with the right-hand
side in (4.5), see Table 4.1.

Table 4.1: Comparison of the terms in the right-hand side (RHS) of (4.5) with hu(ϕ).

RHS of (4.5) hu(ϕ)

u2 |∇ϕ|2 u(x)u(y) |∇x,yϕ|2

u |∇ϕ|+ ϕ |∇u| (u(x)u(y))1/2 |∇x,yϕ|+ 12(|ϕ(x)|+ |ϕ(y)|) |∇x,yu|

This motivates to call the simplified energy hu the analogue to the simplified energy
in the local non-linear case. Note that in the continuum, we only consider non-negative
compactly supported functions ϕ, whereas on graphs, we allow ϕ to take negative values.
Thus, the version in the continuum contains hidden moduli of ϕ.

Furthermore, we see that the equivalence (4.6) has the same structure as the equiv-
alence (4.4). For a comparison of hu,1(ϕ)+hu,2(ϕ) with the right-hand side in (4.6) see
Table 4.2.

Table 4.2: Comparison of the terms in the right-hand side (RHS) of (4.6) with hu,1(ϕ) + hu,2(ϕ).

RHS of (4.6) hu,1(ϕ) + hu,2(ϕ)

up |∇ϕ|p (u(x)u(y))p/2 |∇x,yϕ|p

u2 |∇u|p−2 ϕp−2 |∇ϕ|2 u(x)u(y) |∇x,yu|p−2
(
1
2(|ϕ(x)|+ |ϕ(y)|)

)p−2 |∇x,yϕ|2
Furthermore, we see that the estimate in (4.7) together with (4.5) has the same

structure as the upper bound (4.2).
It should be mentioned that the strategy to prove the ground state representation

in [PTT08] and here are similar. There, an elementary equivalence is the key ingredient
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and then a Picone identity is used. Here, we use different elementary equivalences and
the Green’s formula. However, the proof of the elementary equivalences in the discrete is
technically much harder than the proof of the corresponding one in the continuum. Thus,
the differences above might come from the fact that in the continuum we have a Picone
identity (see [PTT08, Section 2]) which is established via the chain rule. Whereas in the
discrete, we only have a one-sided Picone inequality. A general version of this one-sided
Picone inequality is discussed in the next chapter, see also [BF14; Fis22].

Moreover, in [PTT08, Proposition 5.1] it was shown that for p > 2 both summands
in the integral in (4.6) are needed in general for an upper bound. We expect that the
same holds true on graphs, i.e., we expect that both hu,1 and hu,2 are needed in general
for an upper bound of h.

Remark 4.4 (Discussion of the constants) First of all, let us mention that the con-
stants in Theorem 4.1 and Corollary 4.2 only depend on p.

By comparing Theorem 4.1 with [FS08, Proposition 2.3] and Lemma 4.8 (the lemma
below) with [FS08, Lemma 2.6], we see that cp in (4.3) can be stated explicitly as a
minimiser, i.e., for p ≥ 2

cp = min
t∈(0,1/2)

(
(1− t)p − tp + ptp−1

)
∈ (0, 1].

Note that c2 = 1. By comparison, the constant Cp = maxt∈(0,1/2)
(
(1 − t)p − tp +

ptp−1
)
∈ [1, 2) is also the best upper bound in (4.2). Moreover, we expect that the best

constants in Theorem 4.1 are between 0 and 2.

Example 4.5 (Free p-Laplacian on N) Here, we calculate the representation for one
of the simplest cases: for the line graph on N from Example 3.4.

It is not difficult to see that u ∈ F defined via u(n) = n(p−1)/p is a positive p-
superharmonic function such that Lu = wup−1, where w is the improved p-Hardy weight
from Theorem 1.1. Let q := p/(p − 1) and α(n) := (1 − 1/n)1/q, n ∈ N. Then, the
equivalence (4.1) reads as follows: for all ϕ ∈ Cc(N), we have
∞∑
n=1

|∇n,n−1ϕ|p − w(n) |ϕ(n)|p

≍
∞∑
n=2

1

αp−1(n)

(
α(n)ϕ(n)− ϕ(n − 1)

)2
·
(
α1/2(n) |α(n)ϕ(n)− ϕ(n − 1)|+

α(n) |ϕ(n)|+ |ϕ(n − 1)|
2

(
1− α(n)

))p−2
.

If p = 2, then the equivalence is an equality and gives exactly the result of [KŠ22,
Theorem 1].

Moreover, Inequality (4.3) (p ≥ 2) in Corollary 4.2 is here
∞∑
n=1

|∇n,n−1ϕ|p − w(n) |ϕ(n)|p ≥ cp
∞∑
n=2

1

αp/2(n)
|α(n)ϕ(n)− ϕ(n − 1)|p
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for all ϕ ∈ Cc(N). By (4.2), the reversed inequality holds for 1 < p ≤ 2.

Remark 4.6 (Alternative Representation) By redoing the proof of Theorem 4.1, we
see that also the following alternative representation is true: Let p > 1, and f > 0 in
some V ⊆ X. Then, we have

h(ψf )− ⟨Hψ,ψf p⟩V ≍ hψ(f ), 0 ≤ ψ ∈ Cc(V ). (4.8)

This will be used in Chapter 13.

Remark 4.7 (Simplified Energy Functionals) In the linear case, an application of the
ground state representation formula is to get from Schrödinger forms h with arbitrary
potential part via an equality to a new Schrödinger form hu + ⟨uHu, |·|2⟩ with non-
negative potential part. This new form corresponds then to the graph bu given by
bu(x, y) := b(x, y)u(x)u(y), x, y ∈ X, where u is a positive superharmonic function with
respect to the Schrödinger operator associated with h, and has the potential cu := uHu,
see [KPP18b; KPP21]. An advantage of Schrödinger forms with non-negative potential
part is that they are Markovian.

For p ̸= 2, the simplified energy hu is not a p-energy functional anymore and the
described method from the linear situation cannot be applied directly. However, there is
a partial workaround via hu,1. By applying Corollary 4.2 for some fixed positive super-
harmonic u in X, we see that there is a positive constant cp such that

h(uϕ) ≤ cphu,1(ϕ) + ⟨uHu, |ϕ|p⟩ ϕ ∈ Cc(X), p ∈ (1, 2].

The right-hand side is a p-energy functional associated with the graph bu given by
bu(x, y) := cpb(x, y)(u(x)u(y))

p/2, x, y ∈ X, and has the non-negative potential cu :=
uHu.

In the case of p > 2, the situation is more complicated because the right-hand side
gets additionally the functional hu,2, which is not a p-energy functional. Nevertheless,
the following observation has proven to be useful (see [DP16; Fis24]): applying Hölder’s
inequality to hu,2, we get the existence of a positive constant Cp such that

h(uϕ) ≤ Cp
(
hu,1(ϕ) +

(
hu,1(ϕ)

hu,3(ϕ)

)2/p
hu,3(ϕ)

)
+ ⟨uHu, |ϕ|p⟩, p > 2. (4.9)

where
hu,3(ϕ) :=

∑
x,y∈X

b(x, y)

(
|ϕ(x)|+ |ϕ(y)|

2

)p
|∇x,yu|p ,

which can be interpreted as a p-energy functional on F for some fixed ϕ ∈ Cc(X). We
will use this estimate frequently in Chapter 12.

Let us close this section with an open problem: It would be very interesting to see
if also other means than our particular choice in the definition of hu of geometric and
arithmetic mean are possible. In particular, having twice the same mean in the formula
would be a possibly future goal.
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4.3 Elementary Inequalities and Equivalences
The next lemma is the most important tool in order to derive the ground state represen-
tations, Theorem 4.1 and Corollary 4.2. It provides us with pointwise estimates which
result in the desired estimates of the energy functionals by summing over all vertices.
Lemma 4.8 (Fundamental inequalities and equivalences) Let a ∈ R, 0 ≤ t ≤ 1,
and p > 1. Then we have

|a − t|p − (1− t)p−1(|a|p − t) ≍ t |a − 1|2 (|a − t|+ 1− t)p−2, (4.10)
where the right-hand side is understood to be zero if 1 < p < 2 and a = t = 1.

Moreover, we have

|a − t|+ 1− t ≍ t1/2 |a − 1|+ (1− t)
|a|+ 1
2

, (4.11)

where the right-hand side is an upper bound with optimal constant c = 2, and it is a
lower bound with optimal constant c = 1/2.

Furthermore, if 1 < p ≤ 2, then

t |a − 1|2 ≤ tp/2 |a − 1|p (|a − t|+ 1− t)2−p, (4.12)
and for p ≥ 2, the reserved inequality holds, i.e.,

t |a − 1|2 (|a − t|+ 1− t)p−2 ≥ tp/2 |a − 1|p . (4.13)
Moreover, we have the following refinement of the elementary inequality (2.1): for

all p ≥ 0, we have

αp + βp ≍ (α+ β)p, α, β ≥ 0, (4.14)
where the right-hand side is an upper bound with optimal constant cp = 21−p if 0 ≤
p ≤ 1 and cp = 1 if p ≥ 1, and it is a lower bound with optimal constant cp = 1 for
0 ≤ p ≤ 1 and cp = 21−p for p ≥ 1.

A proof is given in Appendix A.2.
We do not claim that the constants we get in (4.10) are optimal. We expect that

they can be improved and that the best constants should be either on the boundary of
[0, 1] × R, or at (t, 0), (t, t), (t, 1), t ∈ [0, 1]. Moreover, we expect that the optimal
constants are between 0 and 2.

Also note that the inequalities (4.10) and (4.13) show that we improved an elementary
one-sided result in [FS08] for p > 2.

Moreover, in the case of 1 < p < 2, the “≥”-inequality in (4.10) was proven in
[AM16, Lemma 3.3]. However, the basic strategy to prove the remaining inequalities in
(4.10) up to a certain point will be the similar, i.e., we start the proof with the same
substitution and then use the same Taylor-Maclaurin formula (confer this also with the
proof of [Lin90, Lemma 4.2]).

Furthermore, note that (4.10) is false for p = 1 as the left-hand side vanishes for
a > 1 ≥ t > 0 but the right-hand side does not. A similar argument can also be made
for (4.12).
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4.4 Proof of Theorem 4.1
Now we prove our main results of this chapter, Theorem 4.1 and Corollary 4.2. The basic
strategy is to use the pointwise equivalences and estimates from Lemma 4.8 and then
sum over all vertices.

Proof (of Theorem 4.1). Let ϕ ∈ Cc(V ) and 0 ≤ u ∈ F (V ) for some V ⊆ X. If either
u(x) = 0 or u(y) = 0 for some x, y ∈ V ∪ ∂V , then

|∇x,y (uϕ)|p − (∇x,yu)⟨p−1⟩∇x,y (u |ϕ|p) = 0.

Moreover, u(x)u(y)(∇x,yϕ)2 = 0. Thus, it remains in the following to consider the case
u(x), u(y) > 0.

Firstly, let u(x) ≥ u(y) > 0 for some fixed x, y ∈ V ∪ ∂V . Moreover, assume that
ϕ(y) ̸= 0. Then, setting t = u(y)/u(x) and a = ϕ(x)/ϕ(y) in (4.10) combined with
(4.11) results in

|∇x,y (uϕ)|p − (∇x,yu)p−1∇x,y (u |ϕ|p)

≍ u(x)u(y)(∇x,yϕ)2
(
(u(x)u(y))1/2 |∇x,yϕ|+

|ϕ(x)|+ |ϕ(y)|
2

∇x,yu
)p−2

.

If ϕ(y) = 0, then we get the equivalence above if we can show that

1− (1− t)p−1 ≍ t(t1/2 + (1− t)/2)p−2, t = u(y)/u(x) ∈ (0, 1].

Using (4.11) with a = 0, we see that t1/2+(1− t)/2 ≍ 1. Moreover, the left-hand side
lies between t 7→ (p − 1)t and the identity on (0, 1]. This shows the claim.

By a symmetry argument, we also get for all x, y ∈ V ∪∂V such that u(y) ≥ u(x) >
0,

|∇x,y (uϕ)|p − (∇y,xu)p−1∇y,x(u |ϕ|p)

≍ u(x)u(y)(∇x,yϕ)2
(
(u(x)u(y))1/2 |∇x,yϕ|+

|ϕ(x)|+ |ϕ(y)|
2

∇y,xu
)p−2

.

Note that by Green’s formula, Lemma 2.7 for the p-Laplacian L,∑
x,y∈V ∪∂V

b(x, y) (∇x,yu)⟨p−1⟩∇x,y (u |ϕ|p) = 2
∑
x∈V

u(x)Lu(x) |ϕ(x)|pm(x).

Summing over all x, y ∈ X with respect to b and using the calculation above yields
then (4.1). □

Now, we can directly continue with proving Corollary 4.2.

Proof (of Corollary 4.2). The proof of (4.2) and (4.3) can simply be read off (4.1).
The inequalities in (4.4) follow easily from (4.1) and (4.14). □

Alternatively, one can also deduce (4.2) and (4.3) from (4.13), (4.12) and (4.10). The
proof can then be mimicked from the proof of Theorem 4.1.



5. General Principles and Inequali-
ties

There are many highly respectable motives which may lead men to
prosecute research but three which are much more important than
the rest. The first [...] is intellectual curiosity, desire to know the
truth. Then, professional pride, anxiety to be satisfied with one’s
performance, the shame that overcomes any self-respecting
craftsman when his work is unworthy of his talent. Finally, ambition,
desire for reputation, even the power or the money, which it brings.
[...] So if a mathematician [...] were to tell me that the driving force
in his work had been the desire to benefit humanity, then I should
not believe him.

G. H. Hardy, A Mathematician’s Apology, p. 79

Here, we introduce the necessary toolbox to achieve global results as e.g. the Agmon-
Allegretto-Piepenbrink theorem. This will be done by showing a variety of local results.
The actual proofs of the main results will then follow often by a limiting process. To be
more specific, in this chapter we show

• a local Harnack-type inequality and principle,

• a Picone-type inequality,

• an Anane-Díaz-Saá-type inequality,

• the existence of a principal eigenvalue on finite subsets,

• the existence and uniqueness of solutions to the Poisson-Dirichlet problem on finite
subsets,

• characterisations of the maximum principle on finite subsets.

5.1 Local Harnack Inequality and Harnack Principle
Next we show that locally, i.e., on finite and connected sets, our graphs fulfil a so-called
Harnack inequality for non-negative supersolutions. This inequality implies that non-
negative supersolutions are either strictly positive or the zero function, and they do not
tend to infinity in the interior of the graph.

There is a long list of proofs of various Harnack-type inequalities for the p-Laplacian,
see for instance for metric spaces [BB11, Theorem 8.12] where a p-Poincaré inequality

31
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is assumed. The corresponding analogue for linear Schrödinger operators on locally
summable graphs can be found in [KPP20b]. The basic idea of the following proof of the
local Harnack inequality can also be found in [Pra04], where the standard p-Laplacian
on locally finite graphs without potential (i.e., c = 0) is considered, and [HS97a], where
the standard p-Laplacian on finite graphs without potential, is considered.

Thereafter, we show a Harnack-type principle, which is a consequence of the local
Harnack inequality. Note that here, we explicitly use that p ̸= 1. The application of the
Harnack inequality and principle in the main results is also a reason for an exclusion of
the case p = 1.

Lemma 5.1 (Local Harnack inequality) Let p > 1, V ⊆ X be connected and f ∈
C(X). Let u ∈ F (V ) be non-negative on V ∪ ∂V such that Hu ≥ f up−1 on V . Then,
for any x ∈ V and y ∼ x we have

u(y) ≤
((deg(x) + c(x)− f (x)m(x)

b(x, y)

) 1
p−1
+ 1

)
u(x).

In particular, we have deg+c ≥ f m on V . Furthermore, if u(x) = 0 for some x ∈ V ,
then u(x) = 0 for all x ∈ V ∪ ∂V . In other words, any function which is positive on
V ∪ ∂V and p-superharmonic on V is strictly positive on V .

If V is also finite, then there exists a positive constant CV,H,f depending only on V ,
H and f , such that

max
V
u ≤ CV,H,f min

V
u.

The constant CV,H,f can be chosen to be monotonous in the sense that if f ≤ g ∈ C(X)
then CV,H,f ≥ CV,H,g.

Proof. Let V ⊆ X be connected and let u ∈ F (V ) be such that u ≥ 0 on V ∪ ∂V and
Hu ≥ f up−1 on V for some f ∈ C(X).

If u(x0) = 0 for some x0 ∈ V , then we have

0 = f (x0)u
p−1(x0)m(x0) ≤ Hu(x0)m(x0) = −

∑
y∈X

b(x0, y)u(y)
p−1 ≤ 0.

Thus, for all x ∼ x0, we have u(x) = 0 and since V is connected we infer by induction
that u(x) = 0 for all x ∈ V ∪ ∂V .

Hence, we can assume that u > 0 on V . Because of Hu ≥ f up−1 on V , we have∑
y∈X,∇x,yu≤0

b(x, y)
(u(y)
u(x)

− 1
)p−1

≤
∑

y∈X,∇x,yu>0
b(x, y)

(
1−

u(y)

u(x)

)p−1
+ c(x)− f (x)m(x)

for any x ∈ V . The right-hand side can be estimated as follows:

. . . ≤
∑

y∈X,∇x,yu>0
b(x, y) + c(x)− f (x)m(x) ≤ deg(x) + c(x)− f (x)m(x).
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Let df := deg+c − f m. The previous calculations imply that df ≥ 0 on V . Now
assume that there is a vertex y0 ∼ x such that u(x) ≤ u(y0). Then the previous
calculations also imply

b(x, y0)
(u(y0)
u(x)

− 1
)p−1

≤ df (x), i.e., u(y0) ≤
(( df (x)

b(x, y0)

) 1
p−1
+ 1

)
u(x).

Hence, for all y ∼ x we have

u(y) ≤
(( df (x)

b(x, y)

) 1
p−1
+ 1

)
u(x).

Let x ∈ V and y ∈ V ∪ ∂V . Since V is connected, there is a path x1 ∼ . . . ∼ xn in
V such that x1 ∼ x0 := y and xn = x . Then we derive

u(y) ≤
n−1∏
i=0

((
df (xi)

b(xi , xi+1)

) 1
p−1
+ 1

)
u(x).

Note that the obtained product does not only depend on V , H and f but also on x and
y , and the chosen path. The dependence on the path can be overcome by considering
all possible paths in V such that the starting vertex is connected to y . Taking then the
infimum of all resulting products, we get a function CV,H,f : V × V ∪ ∂V → [1,∞) which
is still dependent on the vertices but independent of a specific path. As we would like to
get a unifying constant for all vertices, one possibility is to simply take the supremum of
CV,H,f (x, y) over all x ∈ V, y ∈ V ∪ ∂V . However, this supremum might not be finite.
A way to ensure finiteness is to assume additionally that V is finite and x, y ∈ V . Then,
CV,H,f := maxx,y∈V CV,H,f (x, y) < ∞ which yields the desired statement. Moreover, if
f ≤ g ∈ C(X) then df ≥ dg and hence CK,H,f ≥ CK,H,g. □

Now, we want to prove the Harnack principle. We do this by dividing the statement
into two partial results, Lemma 5.2 and Proposition 5.5. The technical part is extracted in
the following lemma. This lemma has many analogues in other settings, see e.g. [BB11;
GP23; KLW21; KPP20b; KMM07], and is a standard statement in potential theory.

Let V ⊆ X and o ∈ V be a fixed reference point. Then, define S+o (V ) = S+o (V,H)
as follows

S+o (V ) := {u ∈ F (V ) : u(o) = 1, Hu ≥ 0 on V, u ≥ 0 on V ∪ ∂V } .

Lemma 5.2 (Harnack Principle) Let V ⊆ X be connected, and (Vn) be an increasing
exhaustion of V with connected subsets. Let fn ∈ C(Vn) such that fn → f ∈ C(V )
pointwise. Let (un) be a sequence of non-negative functions such that Hun ≥ fnu

p−1
n

on Vn, and which converges pointwise on X to some extended function u. Then either
u(x) =∞ for all x ∈ V or u is non-negative on X and Hu ≥ f up−1 on V .

Moreover, the set S+o (V ) is compact with respect to the topology of pointwise con-
vergence.
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Proof. Let (un) be a sequence of non-negative functions such that Hun = fnup−1n in Vn.
We divide the proof into several cases.

If limn→∞ un(x) =∞ for some x ∈ V . Then, by the Harnack inequality, Lemma 5.1,
we have limn→∞ un(x) =∞ for all x ∈ V ∪ ∂V .

If limn→∞ un(x) = 0 for some x ∈ V . Then, again by the Harnack inequality,
Lemma 5.1, we have limn→∞ un(x) = 0 for all x ∈ V ∪ ∂V . This is, however, a non-
negative harmonic function on V .

Now, let us assume that there exists u ∈ C(X) such that limn→∞ un(x) = u(x) ∈
(0,∞) for all x ∈ V . By the Harnack inequality, we have u(x) ∈ [0,∞) for all x ∈ ∂V .
Without loss of generality, we can assume that un > 0 on Vn.

Moreover, assuming Hun ≥ fnup−1n on Vn is equivalent to∑
y∈X,∇x,yun<0

b(x, y)(∇y,xun)p−1

≤
∑

y∈X,∇x,yun>0
b(x, y)(∇x,yun)p−1 +

(
c(x)− fn(x)m(x)

)
un(x)

p−1

for any x ∈ Vn. Furthermore, since un > 0 on Vn

0 ≤
∑

y∈X,∇x,yun<0
b(x, y)

(un(y)
un(x)

− 1
)p−1

≤
∑

y∈X,∇x,yun>0
b(x, y)

(
1−

un(y)

un(x)

)p−1
+ c(x)− fn(x)m(x)

≤
∑

y∈X,∇x,yun>0
b(x, y) + c(x)− fn(x)m(x)

≤ deg(x) + c(x)− fn(x)m(x)
→ deg(x) + c(x)− f (x)m(x) <∞.

Since (1 − un(y)/un(x))
p−11{y :∇x,yun>0} is dominated by the constant and b(x, ·)-

integrable function 1, we can use the lim inf-lim sup formula of Fatou’s lemma for the
divergence part and get for any x ∈ Vn

∑
y∈X,∇x,yu<0

b(x, y)
(u(y)
u(x)

− 1
)p−1

≤ lim inf
n∈N

∑
y∈X,∇x,yun<0

b(x, y)
(un(y)
un(x)

− 1
)p−1

≤ lim sup
n∈N

∑
y∈X,∇x,yun>0

b(x, y)
(
1−

un(y)

un(x)

)p−1
+ c(x)− fn(x)m(x)

≤
∑

y∈X,∇x,yu>0
b(x, y)

(
1−

u(y)

u(x)

)p−1
+ c(x)− f (x)m(x).

Multiplying both sides with up−1(x), dividing by m(x) and rearranging yields in a non-
negative function such that Hu ≥ f up−1 on any Vn for n large enough. Since (Vn) is an
increasing exhaustion of connected sets, we get Hu = f up−1 on V .
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We now turn to the statements for S = S+o (V ). By the pointwise convergence it
follows from the previous investigations that we get u ∈ S if even (un)n is in S.

Furthermore, note that V is connected, so for all x ∈ V there exists a path x0 ∼
. . . ∼ xn such that x0 = o and xn = x . Let V = {x0, . . . , xn} then we can apply
Lemma 5.1 to some u ∈ S and get that there exists a constant Cx > 0 such that
C−1x ≤ u(x) ≤ Cx . Hence S is included in the product space

∏
x∈X [C

−1
x , Cx ] which is

compact due to Tychonoff’s theorem. By the previous part, S is closed and thus, it is
also compact. □

Next, we show that one cannot expect in general that the pointwise limit of positive
p-harmonic functions is also p-harmonic, confer with Lemma 5.2.

Example 5.3 (Harmonic sequence but strictly superharmonic limit) Let us take a
star graph (N0, b,m), see Example 3.9, and let us assume that c > 0 on N0. We
will see later that this implies the existence of strictly positive p-harmonic functions on
all finite and connected subsets of N0, confer Proposition 5.17, and the existence of a
p-superharmonic function on the whole graph, confer Theorem 6.1 and the examples
thereafter.

Hence take a sequence (un) of positive functions with un(0) = 1, and Hun = 0

on {0, . . . , n}. By the Harnack inequality, Lemma 5.1, this sequence has a convergent
subsequence with limit u > 0. But if u would be p-harmonic, then for any k ∈ N0

0 > −
c(k)

m(k)
up−1(k) = Lu(k) = −

∑
n ̸=k

m(n)

m(k)
Lu(n) =

∑
n ̸=k

c(n)

m(k)
up−1(n) > 0.

This is a contradiction, and thus u has to be strictly p-superharmonic.

We continue with a result which seems to be true in every quasi-linear potential
theory. It states that the set of non-negative supersolutions is downwards directed, i.e.,
it is ∧-stable.

Corollary 5.4 Let p ≥ 1, V ⊆ X be connected and let S be a family of functions
s ∈ F (V ) which are non-negative on V ∪ ∂V and Hs ≥ f (s)⟨p−1⟩ on V for some
f ∈ C(X). Then, the pointwise infimum u of functions in S is also in F (V ), non-
negative on V ∪ ∂V , and Hu ≥ f (u)⟨p−1⟩ on V . Furthermore, if u(x) = 0 for some
x ∈ V , then u = 0 on V ∪ ∂V .

Proof. Apply Lemma 5.2. For a direct proof see [Fis24]. □

From Lemma 5.2 another principle will follow easily (which is sometimes also called
Harnack principle). The corresponding analogue for linear Schrödinger operators on our
general graphs can again be found in [KPP20b].

Proposition 5.5 (Convergence of Solutions) Let V ⊆ X be connected, C > 0 and
o ∈ V . Assume that we have a sequence (un)n in S+o (V ). Then there exists a subsequence
(unk )k that converges pointwise to a function u ∈ S+o (V ). Furthermore, assume that
either
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(a) the graph is locally finite on V ∪ ∂V , or

(b) the subsequence (∇x,yunk )k is monotone for all x ∈ V and y ∼ x , or

(c) there exists a function f ∈ F (V ) such that for all k ∈ N we have ∇x,yunk ≤ ∇x,y f
for all x ∈ V and y ∼ x , or

(d) we have unk ≤ u in V ∪ ∂V .

Then Hunk → Hu pointwise on V as nk →∞ .

Proof. By the previous lemma, Lemma 5.2, the first statement follows easily. Now let
(unk ) be a subsequence that converges pointwise to a function u ∈ S+o (V ).

Ad (a): If the graph is locally finite we have

lim
k→∞

Lunk (x) = lim
k→∞

1

m(x)

∑
y∈X

b(x, y)
(
∇x,yunk

)⟨p−1⟩
=

1

m(x)

∑
y∈X

b(x, y) lim
k→∞

(
∇x,yunk

)⟨p−1⟩
= Lu(x),

since we sum over a finite number of elements. The assertion for the Schrödinger operator
follows now easily.

Ad (b): If (∇x,yunk )k is monotone for all x ∈ V and y ∼ x , then we can use the
dominated convergence theorem to interchange summation and limit as above. Note
that (·)⟨p−1⟩ : R→ R is monotone increasing.

Ad (c): If ∇x,yunk ≤ ∇x,y f for all x ∈ V , y ∼ x , and for all k ∈ N for some f ∈ F .
Then we can use again the dominated convergence theorem to interchange summation
and limit.

Ad (d): Set vk := u − unk , k ∈ N. Since u, unk ∈ S+o (V ), we have vk ∈ F (V ).
Moreover, unk ≤ u in V ∪ ∂V implies ∇x,yunk ≤ ∇x,yu + vk(y) for all x ∈ V, y ∼ x .
Since vk → 0, we can use dominated convergence and get limk Hunk (x) ≤ Hu(x) for all
x ∈ V . For the other inequality, note that ∇x,yu ≤ ∇x,yunk + vk(x) for all x ∈ V, y ∼ x .
Similarly as before, we get Hu(x) ≤ limk Hunk (x). □

5.2 Picone and Anane-Díaz-Saá Inequalities
Here, we show an inequality which has many applications, one of them will lead the way
to the desired Agmon-Allegretto-Piepenbrink theorem.

For non-local p-Laplacians on graphs and on Rd , Picone’s inequality is a consequence
of the ground state representation, see Theorem 4.1. However, this inequality is only a
special case of the representation and and can also be achieved more directly, see [FS08,
Proof of Proposition 2.2] or [AM16, Lemma 2.3]. For the sake of being self-contained,
we show an alternative proof here.
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For p-Schrödinger operators on finite graphs a corresponding inequality is given in
[PKC09, Theorem 4.1] or see [Amg08, Lemma 6.2] for the case of the standard p-
Laplacian. Here, we show a Picone-type inequality generalising the techniques on finite
graphs to infinite graphs.

In the continuum, there exists a so-called (pointwise) Picone identity for the p-
Laplacian, see e.g. [AH98; BF14; PTT08]. Both proofs of Picone’s, the local and the
non-local case, use a pointwise identity resp. inequality. Here, we employ the following
result which also shows, why we cannot hope for an identity in the non-local case in
general (without adding a remainder term). In the local case, one has an identity because
of an application of the chain rule.

Lemma 5.6 (Lemma 4.1 in [PKC09]) Let
f : R3 → R be such that

f (a, b, c) = |a − b|p + |a|p (c − 1)⟨p−1⟩ + |b|p (1/c − 1)⟨p−1⟩ .

Then f ≥ 0 on
{
(a, b, c) ∈ R3 : a, b ≥ 0, c > 0

}
. Furthermore, f = 0 if and only if

b = ac .

Now we can show easily the following statement, the Picone inequality.

Lemma 5.7 (Picone-type inequality) Let u, v ∈ C(X) such that v(x), v(y) > 0 for
some x, y ∈ X. Then, the following pointwise Picone-type inequality holds,

|∇x,yu|p ≥ (∇x,yv)⟨p−1⟩
(
∇x,y

|u|p

vp−1
)
.

Let V ⊆ X, and assume that v > 0 on V . Then for all x ∈ V the following integrated
Picone-type inequality holds,∑

y∈V
b(x, y)

(
|∇x,yu|p − (∇x,yv)⟨p−1⟩

(
∇x,y

|u|p

vp−1
))
≥ 0,

where we allow the sum to be ∞.
If V is connected and u ≥ 0, then equality in the inequality above implies u = C v

on V for some constant C > 0.
Moreover, u = C v on V for some constant C > 0 implies that we have equality in

the inequality above.
In particular, we get for all ϕ ∈ Cc(V ) and 0 < v ∈ F (V ) the following Picone-type

inequality for the divergence part of the p-energy functional,

1

2

∑
x,y∈X

b(x, y) |∇x,yϕ|p ≥ ⟨Lv,
|ϕ|p

vp−1
⟩V .

Proof. Firstly, we consider u ≥ 0: Applying Lemma 5.6 with a = u(x), b = u(y) and
c = v(y)/v(x) yields the first pointwise inequality. Hence, every summand is non-
negative which gives the second inequality.
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Moreover, if we assume equality and u ≥ 0, then again by Lemma 5.6 this implies
that every summand vanishes. Thus, for a fixed o ∈ V we get for all y ∈ V, y ∼ o, that
u(y) = u(o)v(y)/v(o). Set C = u(o)/v(o). Since V is connected we get u = C v on
V .

Furthermore, if u = C v for some C > 0 then we clearly have equality.
For arbitrary u ∈ C(X), substitute u by |u| and use the reverse triangle inequality.
The latter statement of the lemma follows from Green’s formula, Lemma 2.7. □

Remark 5.8 Another proof of Lemma 5.7 can be obtained as follows. By [FS08,
Lemma 2.6] (or using the refinement (4.10)), we have for all p ∈ [1,∞), t ∈ [0, 1]
and a ∈ R that

|a − t|p ≥ (1− t)p−1(|a|p − t).

For p > 1, this inequality is strict unless a = 1 or t = 0.
Using this inequality and defining a and t properly, we get the desired pointwise

estimate to prove Lemma 5.7. Indeed, first of all note that if u(y) = 0 for some y ∈ V ,
then without loss of generality, we can assume that u(x) > 0, x ∈ X, and we get the
pointwise estimate using the inequality

1 ≥ |1− α|p−2 (1− α), α ≥ 0.

We turn to u(y) > 0 for all y ∈ V . Then, assume that v(x) ≥ v(y) (and by a symmetry
argument we get the other case). Then, set t = v(y)/v(x) and a = u(x)/u(y) and
apply the inequality. This yields in

|∇x,y (uv)|p ≥ |∇x,yv |p−1∇x,y (|u|p v).

Setting ψ = uv , we get the Picone inequality.

The following first consequence of Picone’s inequality is a discrete version of [PP16,
Lemma 3.3], see also [DS87, Lemme 2] and [Ana87]. See also [GS98, Lemma 4] and
[PR15, Lemma 3.5] for special cases of this inequality in the continuum. It is an extension
of [PKC09, Corollary 4.1] to infinite graphs.

The following Anane-Díaz-Saá-type inequality will be used to prove characterisations
of the maximum principle on finite subsets, Proposition 5.17.

Proposition 5.9 (Anane-Díaz-Saá-type inequality) Let K ⊆ X be finite. Let ui ∈
F (K), ui > 0 on K, i = 1, 2. Then,

⟨
Lu1

up−11
−
Lu2

up−12
, up1 − u

p
2⟩K ≥∑

x∈K,y∈∂K
b(x, y)

(
up1(x)− u

p
2(x)

)((
1−

u1(y)

u1(x)

)⟨p−1⟩
−
(
1−

u2(y)

u2(x)

)⟨p−1⟩)
.

(5.1)

Furthermore, if K is connected, then equality implies u1 = Cu2 on K for some constant
C > 0. Moreover, if u1 = Cu2 on K ∪ ∂K, then we have equality, and the sums are
non-negative.
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The right-hand side in (5.1) is non-negative if for each pair (x, y) ∈ K × ∂K one of
the following holds true:

(a) u1(x) = u2(x), or

(b) u1(x)u2(y) = u1(y)u2(x), or

(c) u1(x) > u2(x), and u1(x)u2(y) < u1(y)u2(x), or

(d) u1(x) < u2(x), and u1(x)u2(y) > u1(y)u2(x).

In particular, if ϕ,ψ ∈ C(K), ϕ,ψ > 0 on K, i.e., ϕ = ψ = 0 on X \K. Then,

⟨Lϕ,
ϕp − ψp

ϕp−1
⟩K + ⟨Lψ,

ψp − ϕp

ψp−1
⟩K ≥ 0. (5.2)

If K is connected, then equality implies ϕ = C ψ for some C > 0. Moreover, if ϕ = C ψ
for some C > 0, then we have equality.

Proof. Set for all x ∈ X

ψ1(x) := 1K(x)
up1(x)− u

p
2(x)

up−11 (x)
, ψ2(x) := 1K(x)

up2(x)− u
p
1(x)

up−12 (x)
.

Note that the finiteness of K implies that the following sums are all absolutely converging.
Thus, we calculate using Green’s formula, Lemma 2.7,∑

x∈K

(
Lu1(x)ψ1(x) + Lu2(x)ψ2(x)

)
m(x)

=
1

2

∑
x,y∈K

b(x, y)
(
(∇x,yu1)⟨p−1⟩∇x,yψ1 + (∇x,yu2)⟨p−1⟩∇x,yψ2

)
+

∑
x∈K,y∈∂K

b(x, y)
(
(∇x,yu1)⟨p−1⟩ ψ1(x) + (∇x,yu2)⟨p−1⟩ ψ2(x)

)
=
1

2

∑
x,y∈K

b(x, y)

(
|∇x,yu1|p − (∇x,yu2)⟨p−1⟩∇x,y

up1

up−12

)

+
1

2

∑
x,y∈K

b(x, y)

(
|∇x,yu2|p − (∇x,yu1)⟨p−1⟩∇x,y

up2

up−11

)
+

∑
x∈K,y∈∂K

b(x, y)
(
(∇x,yu1)⟨p−1⟩ ψ1(x) + (∇x,yu2)⟨p−1⟩ ψ2(x)

)
.

Using Picone’s inequality, Lemma 5.7, yields in

. . . ≥
∑

x∈K,y∈∂K
b(x, y)

(
(∇x,yu1)⟨p−1⟩ ψ1(x) + (∇x,yu2)⟨p−1⟩ ψ2(x)

)
=

∑
x∈K,y∈∂K

b(x, y)
(
up1(x)− u

p
2(x)

)((
1−

u1(y)

u1(x)

)⟨p−1⟩
−
(
1−

u2(y)

u2(x)

)⟨p−1⟩)
.
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This shows the first statement. Now we turn to the equality: We have used an inequality,
which might be an equality, Picone’s. Thus, we can read of Lemma 5.7 that if K is
connected, we have u1 = Cu2 on K for some C > 0.

Since x 7→ xp, x ≥ 0, is strictly monotone increasing and x 7→ (1− x)⟨p−1⟩ , x ∈ R,
is strictly monotone decreasing for p > 1, we get the desired non-negativity of the sum
in the left-hand side in (5.1) if (a)-(d) are fulfilled. Especially, the left-hand side is
non-negative if (a) and (b) are satisfied, which is fulfilled for u1 = Cu2 on K ∪ ∂K.

Now we turn to the last assertion of the statement. Since ϕ = 0 = ψ on ∂K, (b) is
fulfilled on K ∪ ∂K. Thus, we have an equality in (5.1). This gives the desired result.□

Remark 5.10 The statement before can be generalised in the flavour of Lemma 3.3 in
[PP16] for shifts of ui , i.e., for functions ui + α where α is a fixed constant. Since we
do not need this generalisation here, we omit it.

5.3 Principal Eigenvalues on Finite Subsets
In this section, we have a closer look on finite subsets of X. Since X can be exhausted
by increasing but finite subsets, the following results can be seen as a toolbox.

Let V ⊆ X, and recall that λ0(V ) = λ0(V,H) is defined via

λ0(V ) := inf
ϕ∈Cc(V ),ϕ ̸=0

h(ϕ)

∥ϕ∥pp,m
= inf
ϕ∈Cc(V ),∥ϕ∥pp,m=1

h(ϕ). (5.3)

The following proposition collects and slightly generalises various results in [PKC09,
Section 3] and [PC11, Section 4]. There, only finite graphs are considered. Confer [PP16,
Theorem 3.9] for an analogue in the continuum. On finite graphs associated with linear
Laplace-type operator such a result is also known as a Perron-Frobenius-type theorem,
see [KLW21, Theorem 0.55].

Proposition 5.11 (Variational characterisation of the principal eigenvalue) Let
the set K ⊆ X be finite. Then there exists a positive function ϕ0 ∈ C(K), i.e., ϕ0 = 0
on X \K and ϕ0 ⪈ 0 on K, such that

Hϕ0 = λ0(K) (ϕ0)
⟨p−1⟩ on K.

The function ϕ0 is a minimiser of (5.3).
Moreover, assume additionally that K is connected. Then, λ0(K) is a generalised

principal eigenvalue on K, that is, there exists a strictly positive generalised p-eigenfunc-
tion ϕ0 ∈ C(K) to λ0(K) on K. Furthermore, λ0(K) is simple and any generalised
p-eigenvalue λ > λ0(K) of H on K does only have eigenfunctions which change sign.

Proof. Let λ0 = λ0(K). The set {ϕ ∈ C(K) : ∥ϕ∥pp,m = 1} is compact since C(K)
is finite dimensional. Hence, there exists a non-trivial minimiser ϕ0 ∈ C(K) of h with
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∥ϕ0∥p,m = 1. Let t ∈ (−1, 1) and consider ϕt,z = ϕ0 + t 1z for some fixed z ∈ K.
Then ∥ϕt,z∥p,m ̸= 0 and λ0 ≤ h(ϕt,z)/ ∥ϕt,z∥pp,m, i.e.,

0 ≤ h(ϕt,z)− λ0 ∥ϕt,z∥pp,m ,

where the right-hand side has a minimum in t = 0. Hence, using Lemma 2.8,

0 =
d

dt
h(ϕt,z)− λ0 ∥ϕt,z∥pp,m

∣∣∣
t=0
= pHϕ0(z)m(z)− λ0p (ϕ0(z))⟨p−1⟩m(z).

Thus, Hϕ0 = λ0 (ϕ0)⟨p−1⟩ on K.
Now we show that ϕ0 can in fact be chosen to be non-negative on K. By the

reverse triangle inequality, h(ϕ0) ≥ h(|ϕ0|), and ∥ϕ0∥p,m = ∥|ϕ0|∥p,m. Hence, λ0 ≥
h(|ϕ0|)/ ∥|ϕ0|∥pp,m. Clearly, we have by the definition of λ0 that λ0 ≤ h(|ϕ0|)/ ∥|ϕ0|∥pp,m.
Thus, the non-negative function |ϕ0| ∈ C(K) solves the desired equation.

Now, we assume for the rest of the proof that K is connected. Since ϕ0 is non-trivial
there exists o ∈ K such that |ϕ0(o)| > 0. Thus, by the Harnack inequality, Lemma 5.1,
we get that |ϕ0| > 0 on K.

We show that λ0 is simple: We have seen that if ϕ0 is an eigenfunction to λ0 on K,
then so is |ϕ0|. Hence, h(ϕ0) = h(|ϕ0|), which is equivalent to∑

x,y∈K
b(x, y) |∇x,yϕ0|p =

∑
x,y∈K

b(x, y) |∇x,y |ϕ0||p .

By the reverse triangle inequality we have |∇x,yϕ0| ≥ |∇x,y |ϕ0|| for all x ∼ y in K.
This implies that

|∇x,yϕ0| = |∇x,y |ϕ0|| , x ∼ y in K,
which yields either ϕ0 = |ϕ0| on K or ϕ0 = − |ϕ0| on K. Altogether, any eigenfunction
to λ0 has constant sign.

Let ϕ1 be another eigenfunction to λ0 on K. By the previous consideration, we can
assume without loss of generality that ϕ0, ϕ1 > 0 on K. Then,

⟨Lϕ0,
ϕp0 − ϕ

p
1

ϕp−10
⟩K + ⟨Lϕ1,

ϕp1 − ϕ
p
0

ϕp−11
⟩K

= ⟨(λ0 −
c

m
)ϕp−10 ,

ϕp0 − ϕ
p
1

ϕp−10
⟩K + ⟨(λ0 −

c

m
)ϕp−11 ,

ϕp1 − ϕ
p
0

ϕp−11
⟩K

= 0.

By the Anane-Díaz-Saá inequality (5.2), this implies that ϕ0 = C ϕ1 for some C > 0

and hence, λ0(K) is simple.
We still have to show that any eigenvalue λ > λ0(K) of H on C(K) can only have

eigenfunctions which switch sign. Let ε > 0 and assume that 0 < ϕλ ∈ C(K) is an
eigenfunction to λ. Then by the Anane-Díaz-Saá inequality (5.2), we have

0 ≤ ⟨Lϕ0,
ϕp0 − εpϕ

p
λ

ϕp−10
⟩K + ⟨Lϕλ,

εpϕpλ − ϕ
p
0

ϕp−1λ

⟩K = ⟨λ0 − λ,ϕp0 − ε
pϕpλ⟩K .

Choosing ε small enough leads to a contradiction. □
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A consequence of the previous proposition is the following statement. For a counter-
part in the continuum see [PR15, Lemma 5.1].

Corollary 5.12 Let V ⊆ X be connected and K ⊊ V be finite and connected. If
λ0(V ) ≥ 0, then λ0(K) > 0.

In particular, if h is non-negative on Cc(V ), then the principal eigenvalue is strictly
positive on any finite and connected proper subset of V .

Proof. Since V ̸= K there exists a finite and connected subset K ⊆ V such that K ⊊ K.
We clearly have λ0(K) ≥ λ0(K) ≥ λ0(V ). So, it remains to show that the first inequality
is strict.

By the previous statement, Proposition 5.11, there exist strictly positive eigenfunc-
tions ϕ ∈ C(K) and ϕ̃ ∈ C(K) to the principal eigenvalues λ0(K) and λ0(K), respec-
tively. Furthermore, we have

(λ0(K)− λ0(K)) ∥ϕ∥pp,m = h(ϕ)− λ0(K) ∥ϕ∥
p
p,m

=
1

2

∑
x,y∈X

b(x, y) |∇x,yϕ|p + ⟨
( c
m
− λ0(K)

)
ϕ̃p−1,

ϕp

ϕ̃p−1
⟩K

=
1

2

∑
x,y∈X

b(x, y) |∇x,yϕ|p − ⟨Lϕ̃,
ϕp

ϕ̃p−1
⟩K .

Assume that λ0(K) = λ0(K), then the calculation above yields

1

2

∑
x,y∈X

b(x, y) |∇x,yϕ|p = ⟨Lϕ̃,
ϕp

ϕ̃p−1
⟩K . (5.4)

By Green’s formula, Lemma 2.7, we have for the right-hand side

⟨Lϕ̃,
ϕp

ϕ̃p−1
⟩K =

1

2

∑
x,y∈K

b(x, y) (∇x,y ϕ̃)⟨p−1⟩∇x,y
ϕp

ϕ̃p−1

+
∑

x∈K,y∈∂K
b(x, y) (∇x,y ϕ̃)⟨p−1⟩

ϕp(x)

ϕ̃p−1(x)
.

For all y ∈ ∂K and x ∈ K, we have

|∇x,yϕ|p − (∇x,y ϕ̃)⟨p−1⟩
ϕp(x)

ϕ̃p−1(x)
= ϕ(x)p − ϕ̃(x)p−1

ϕp(x)

ϕ̃p−1(x)
= 0. (5.5)

Thus, we have equality in (5.4) for the summands outside of K ×K.
By the pointwise Picone inequality, Lemma 5.6, with a = ϕ(x), b = ϕ(y) and

c = ϕ̃(y)/ϕ̃(x), we infer that

|∇x,yϕ|p − (∇x,y ϕ̃)⟨p−1⟩∇x,y
ϕp

ϕ̃p−1
≥ 0, x, y ∈ K. (5.6)
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Hence, by (5.5), we have equality in (5.4) if and only if we have equality in (5.6). By
Lemma 5.6, we have equality in (5.6) if and only if ϕ = Cϕ̃ on K for some constant
C > 0. But since ϕ = 0 on K \ K ̸= ∅, we get a contradiction to the positivity of ϕ̃ in
K. Hence, λ0(K) > λ0(K). □

As a simple consequence, we can show an alternative proof of parts of the local
Harnack inequality, Lemma 5.1.
Corollary 5.13 Let h is non-negative on Cc(V ), V ⊆ X connected with at least two
elements. Then, deg+c > 0 on V .

Proof. By Corollary 5.12 and since V is not a singleton, we have λ0({o}) > λ0(V ) ≥ 0
for all vertices o ∈ V . Moreover, m(o)λo({o}) = h(1o) = deg(o) + c(o). □

Remark 5.14 (λ1) After this short investigation on λ0, it is natural to ask for similar
results on the next eigenvalue λ1. For the free p-Laplacian, λ1 has been discussed on
finite graphs in [BH09; Ber+17b] and on locally summable graphs in [GHJ21; KM16],
and it would be very interesting to see if this can be generalised to our quasi-linear
Schrödinger operator on locally summable graphs. For results on compact Riemannian
manifolds associated with the free p-Laplacian confer [Val12a; Val12b].

5.4 Poisson-Dirichlet Problems on Finite Subsets
Under the additional assumption that h is positive on specific subsets, we can show the
existence of solutions to certain Poisson-Dirichlet problems. This is done next and the
following lemma is a discrete analogue of [PP16, Proposition 3.6 and Proposition 3.7].
The following lemma is needed e.g. in characterisations of the maximum principle on
finite subsets, Proposition 5.17. See also [PKC09] for finite graphs.
Lemma 5.15 (Solutions of Poisson-Dirichlet problems) Let K be finite. Let g ∈
C(K), and f ∈ Cc(X \K). Furthermore, define

Kf = {ϕ ∈ C(X) : ϕ = f on X \K} ⊆ Cc(X).

Assume that h(ϕ) > 0 for all ϕ ∈ Kf . Then the functional j = jg : D → R defined via

j(ϕ) = h(ϕ)− p⟨g, ϕ⟩K , ϕ ∈ D,

attends a minimum in Kf . Moreover, any minimiser of j on Kf solves the Poisson-
Dirichlet problem {

Hu = g on K
u = f on X \K.

Furthermore, if f ≥ 0 on ∂K or g ≥ 0 on K then there exist minimiser which are
non-negative on K.

In particular, if also K is connected, then g ⪈ 0 on K and f ≥ 0 on ∂K, or g ≥ 0
on K, supp f ∩ ∂K = {x0} and f (x0) > 0, imply that the minimiser is unique.
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Proof. For all ϕ ∈ Kf with ∥ϕ∥p,m = 1 we have for any C > 0,

j(C ϕ) = Cph(ϕ)− C p⟨g, ϕ⟩K .

Since h(ϕ) > 0, we have j(C ϕ) → ∞ as C → ∞, i.e., j is coercive. In particular, if
(ϕn) is a minimising sequence of j , it is bounded. Thus, on the closed subset Kf of
the finite dimensional space C(K ∪ supp f ), (ϕn) has a convergent subsequence which
converges to some ϕ0 ∈ Kf .

Moreover, since K is finite, ψ 7→ p⟨g, ψ⟩K is a bounded linear functional on C(K)
and thus, continuous. Moreover, also h is lower semi-continuous. Altogether, j is lower
semi-continuous. Hence, −∞ < j(ϕ0) ≤ limnk→∞ j(ϕnk ) = infϕ∈Kf j(ϕ).

Now, we show that any minimiser of j on Kf solves the Poisson-Dirichlet problem.
Let ϕ be such a minimiser. Since for any z ∈ K we have ϕ+ t 1z ∈ Kf ⊆ Cc(X) where
t ∈ R, we calculate using Lemma 2.8,

0 =
d

dt
j(ϕ+ t 1z)

∣∣
t=0
= pHϕ(z)m(z)− pg(z)m(z),

which shows that ϕ solves the corresponding Poisson-Dirichlet problem.
Let now assume that f , g ≥ 0. For all ψ ∈ Kf we get by the reverse triangle

inequality, that h(ψ) ≥ h(|ψ|). Since f is non-negative, we have ψ = |ψ| = f on X \K,
and |ψ| ∈ Kf . Since g is non-negative, we also get j(ψ) ≥ j(|ψ|). Thus, there exist
minimiser which are non-negative on K.

The uniqueness follows from the Anane-Díaz-Saá inequality, Proposition 5.9. Here
are the details: Let u, v be such that Hu = Hv = g ≥ 0 on K and u = v = f ≥ 0 on
∂K. By either g ⪈ 0 on K or f (x0) > 0 for some x0 ∈ ∂K, we get u ̸= 0 ̸= v . By the
Harnack inequality, we get that u, v > 0 on K. Then, (5.1) is fulfilled and we can apply
Proposition 5.9. This gives

0 ≤ ⟨g −
c

m
up−1,

up − vp

up−1
⟩K + ⟨g −

c

m
vp−1,

vp − up

vp−1
⟩K

= ⟨g(vp−1 − up−1),
up − vp

up−1vp−1
⟩K ≤ 0.

Again by Proposition 5.9, this implies that u = C v on K for some C > 0. If g(x) > 0
for some x ∈ K, then we get immediately from the calculation above that that C = 1
and u = v on K. Thus, assume that g = 0 on K and supp f ∩∂K = {x0}. Now Hv = 0

on K, and v = f ≥ 0 on ∂K, can be rewritten for all x ∈ K as∑
y∈K

b(x, y) (∇x,yv)⟨p−1⟩ + c(x)vp−1(x) =
∑
y∈∂K

b(x, y) (v(x)− f (y))⟨p−1⟩

= b(x, x0) (v(x)− f (x0))⟨p−1⟩ .
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On the other side, u = Cv , Hu = 0 and u = f ≥ 0 on ∂K, implies∑
y∈K

b(x, y) (∇x,yv)⟨p−1⟩ + c(x)vp−1(x) =
∑
y∈∂K

b(x, y)

(
v(x)−

f (y)

C

)⟨p−1⟩
= b(x, x0)

(
v(x)−

f (x0)

C

)⟨p−1⟩
.

By the monotony of x 7→ (x)⟨p−1⟩ on R, we get C = 1. □

Remark 5.16 If we assume in the statement above that K is infinite but c ⪈ 0 on Kf
and c ≥ 0 on X, then we can mimic the argumentation in Lemma 5.15 on Sobolev-type
spaces on graphs. Since they are reflexive Banach spaces, and j is lower semi-continuous
and coercive on Kf , we can use [Str08, Theorem 1.2] which yields the existence of a
minimiser.

In the case p ≥ 2, the existence of a solution of the Poisson-Dirichlet problem in
Lemma 5.15 can also be proven differently: One might use the non-linear Fredholm
alternative, see [ADV04, Theorem 12.10], which yields that the restriction of H to any
compact set is surjective. Hence, the Poisson-Dirchlet problem can be solved.

Moreover, note that the lemma can be generalised slightly by considering the set

Kf ,≥ = {ϕ ∈ Cc(X) : ϕ ≥ f on X \K}

instead of Kf . Since we do not need it in the following, we stay with the special case.

5.5 Characterisations of the Maximum Principle on Finite
Subsets

The basic strategy to prove the Agmon-Allegretto-Piepenbrink theorem, Theorem 6.1,
the existence of Green’s functions and potentials, Theorem 9.4 and Theorem 10.1 or
the existence of increasing null-sequences, also part of Theorem 10.1, will be to analyse
increasing exhaustions of finite and connected subsets of X. Adding on every such subset
a potential that decreases as the exhaustion increases, and analysing the corresponding
limit will then yield the proof. Thus, we have to study properties of energy functionals
which are not only non-negative, but strictly positive on a finite and connected subset K,
i.e., λ0(K) > 0. We show here that this is equivalent to the existence of non-negative
superharmonic functions in C(K). Moreover, λ0(K) > 0 is also equivalent to the validity
of the maximum principle on K.

For the following proposition confer also [PKC09, Theorem 4.2] for finite graphs.
Confer [GS98, Theorem 5] and [PP16, Theorem 3.10] for analogue results in the con-
tinuum. Moreover, we refer to the monograph [PS07] for details and history of the
maximum principle in the continuum.

Let us define what we actually mean by the maximum principle: Let V ⊆ X. We say
that H satisfies
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• the weak maximum principle on V if for any function s ∈ F (V ) such that Hs ≥ 0
on V and s ≥ 0 on ∂V we have s ≥ 0 on V , and

• the strong maximum principle on V if for any function s ∈ F (V ) such that Hs ≥ 0
on V and s ≥ 0 on ∂V we have either s > 0 or s = 0 on V .

Proposition 5.17 (Characterisations of the maximum principle) Let K ⊆ X be fi-
nite. Consider the following assertions:

(i) H satisfies the weak maximum principle on K.

(ii) H satisfies the strong maximum principle on K.

(iii) The principal eigenvalue on K is positive, i.e., λ0(K) > 0.

(iv) For any non-negative function g ∈ C(K) there exists a non-negative function
u ∈ C(K) such that Hu = g on K. This function is a minimiser of the functional
jg defined in Lemma 5.15 on C(K). The minimiser is unique for g = 0, and can
be chosen to be strictly positive on K if g ⪈ 0.

(v) For any non-negative function g ∈ C(K) there exists a unique non-negative func-
tion u ∈ C(K) such that Hu = g on K, which is strictly positive on K if g ̸= 0.

If K is additionally connected, then all assertions are equivalent.
If K is only finite, then (ii) ⇐⇒ (iii) =⇒ (iv), (ii) =⇒ (i), and (v) =⇒ (iv).

Proof. We set λ0 = λ0(K).
(ii) =⇒ (i), and (v) =⇒ (iv) are trivial.
(ii) =⇒ (iii): We prove the contraposition, therefore let us assume that λ0 ≤ 0. By

Proposition 5.11, λ0 is an eigenvalue of H on K with positive eigenfunction ϕ0 ∈ C(K).
Let ψ0 = −ϕ0. Then,

Hψ0 = λ0 (ψ0)
⟨p−1⟩ ≥ 0 on K,

and ψ0 ≤ 0 on K. This contradicts (ii).
(iii) =⇒ (ii): We prove the contraposition. Therefore let v ∈ F (K) such that

Hv ≥ 0 on K, v ≥ 0 on ∂K and v(xm) ≤ 0 for some xm ∈ K. Let ϕ ∈ Cc(K) = C(K)
be defined via ϕ = v ∧ 0 on K. Then, ϕ ≤ 0 and ϕHv ≤ 0 on X. Moreover,∑

x∈X
c(x) (v(x))⟨p−1⟩ ϕ(x) =

∑
x∈K

c(x) |ϕ(x)|p .

Furthermore, for all x ∈ X and y ∼ x we have

(∇x,yv)⟨p−1⟩ ϕ(x) ≥ (∇x,yϕ)⟨p−1⟩ ϕ(x),

which implies that ∑
x∈X

Hv(x)ϕ(x) ≥
∑
x∈X

Hϕ(x)ϕ(x).
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Altogether, h(ϕ) ≤ 0 which gives λ0 ≤ 0.
(ii) & (iii) =⇒ (iv): Firstly, the existence follows from Lemma 5.15 which is

applicable due to (iii) (note that here f = 0).
Secondly, we show the uniqueness for g = 0: Let 0 ≤ u, v ∈ C(K) be such that

Hu = Hv = g on K. By (ii), we get that these solutions are either strictly positive or
zero on K. If u = 0 then we must have g = 0. If there would be v ̸= 0 such that
Hv = 0, then this would imply λ0 ≤ 0 which contradicts the assumption λ0 > 0, i.e.,
(iii). Hence, we have uniqueness for g = 0.

Thirdly, if g ⪈ 0, then by the discussion before and (ii), we get u > 0 on K for any
0 ≤ u ∈ C(K) such that Hu = g on K.

Now, we additionally assume that K is connected.
(i) =⇒ (ii): This is a direct consequence of the Harnack inequality, Lemma 5.1.
(iii) & (iv) =⇒ (v): The existence is ensured by (iv) as well as the uniqueness for

g = 0. Since K is connected, we get the uniqueness for g ⪈ 0 by Lemma 5.15 which is
applicable because of (iii).

(v) =⇒ (iii): By (v), we can assume that 0 < u ∈ C(K) and 0 ⪇ g ∈ C(K) be such
that Hu = g on K. Let ϕ0 be an eigenfunction to λ0 on K. Since K is connected, we
have by Lemma 5.11 that ϕ0 > 0 on K. Let C = maxx∈K u(x)/ϕ0(x), then u ≤ Cϕ0
on K and by Proposition 5.9

0 ≤ ⟨Lu,
up − Cpϕp0
up−1

⟩K + ⟨L(Cϕ0),
Cpϕp0 − up

Cp−1ϕp−10
⟩K

≤ ⟨
c

m
,Cpϕp0 − u

p⟩K + ⟨λ0 −
c

m
,Cpϕp0 − u

p⟩K

= ⟨λ0, Cpϕp0 − u
p⟩K .

Assume that λ0 ≤ 0. This implies that we have equality in the calculation before and by
Proposition 5.9, we get that ϕ0 = C̃u for some C̃ > 0. Hence,

0 ≥ λ0C̃p−1ϕp−10 = H(C̃ϕ0) = Hu = g ≥ 0 on K.

This contradicts the assumption g ̸= 0 and thus λ0 > 0. □

If λ0(K) > 0 for a connected and finite set K ⊆ X, then Proposition 5.17 implies
the existence of local Green’s functions on K, i.e., if λ0(K) > 0, then for any y ∈ K
there exists a function GKy : K → (0,∞) such that

HGKy = 1y on K.

One of the next tasks is to give a criterion for having a Green’s function globally on
the whole graph. We will later see that a global Green’s function exists at all x ∈ X if
and only if h is a subcritical energy functional in X.

However, in the next section we do not turn to subcriticality but to non-negativity
and show that the non-negativity of energy functionals is equivalent to the existence of
a globally positive p-superharmonic function.





6. The Agmon-Allegretto-Piepenbrink
Theorem

A mathematician, on the other hand, has no material to work with
but ideas, and so his patterns are likely to last longer, since ideas
wear less with time than words.
The mathematician’s pattern, like the painter’s or poet’s, must be
beautiful ; the ideas, like the colours or the words, must fit together
in a harmonious way.

G. H. Hardy, A Mathematician’s Apology, p. 84

In this chapter, we turn again to global results and show our next main result (after
Theorem 4.1): a discrete non-linear version of the Agmon-Allegretto-Piepenbrink theorem
for non-negative p-energy functionals associated with p-Schrödinger operators on X.

Agmon-Allegretto-Piepenbrink-type theorems usually state that the non-negativity of
an energy functional is equivalent to the existence of a strictly positive superharmonic
function with respect to the corresponding Schrödinger operator.

Since in [All74; Pie74] such results were proven first, many versions and applications
of this theorem have been established. We note [PP16, Theorem 4.3] for a recent
generalisation in the continuum, [LSV09] for a corresponding result on strongly local
Dirichlet forms and [KPP20b, Theorem 4.2] for a corresponding version for linear (p = 2)-
Schrödinger operators on graphs. We generalise the result in [KPP20b] to p ∈ (1,∞)
and to subsets of X.

Theorem 6.1 (Agmon-Allegretto-Piepenbrink-type theorem) Let p > 1 and V ⊆
X. Then the following assertions are equivalent:

(i) The p-energy functional h is non-negative on Cc(V );

(ii) there exists a function which is strictly positive in V , vanishes in X \ V , and is
p-superharmonic in V ;

(iii) there exists a function which is strictly positive in V and is p-superharmonic in V .

Moreover, if the graph is locally finite on the infinite set V , then the above is also
equivalent to following assertions:

(iv) there exists a function which is strictly positive in V , vanishes in X \ V , and is
p-harmonic in V ;

(v) there exists a function which is strictly positive in V and is p-harmonic in V .
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Clearly, if the graph is finite, that is, X is finite, then the non-negativity of the energy
does not imply the existence of a positive harmonic function, see [KLW21, Corollary 0.56]
for p = 2 and confer also Proposition 5.17. It is natural to ask whether the implication
(i) =⇒ (v) in Theorem 6.1 does also hold for infinite graphs which are not locally finite.
The following two examples show that this is in general not the case. The examples are
motivated by an example for p = 2 in [HK11, p. 185].
Example 6.2 (Star graph and free p-Laplacian) Recall the star graph introduced in
Example 3.9: Let (X, b,m) be a graph on X = N0 such that for all n, k ∈ N0 we have
b(n, k) > 0 if and only if either n = 0 or k = 0. Moreover, set c = 0. Thus, h is
non-negative on Cc(N0). For any function u ∈ F , we have for all k ∈ N0

Lu(k) = −
∞∑
n ̸=k

m(n)

m(k)
Lu(n).

Hence, every p-superharmonic function is p-harmonic. This shows that there are graphs
which are not locally finite and for which we have (i) ⇐⇒ (v).

Example 6.3 (Star graph and strictly positive or negative potentials) Consider a-
gain the star graph from Example 3.9, but this time we add a potential c ∈ C(N0) with
fixed sign, i.e. c is strictly positive or strictly negative on N0. For any non-negative
p-harmonic function u ∈ F , we have for any k ∈ N0

up−1(k) = −
∞∑
n ̸=k

c(n)

c(k)
up−1(n),

which implies that u = 0. In particular, the generalised hydrogen atom and the gener-
alised harmonic oscillator on a star graph can only have non-negative strictly p-super-
harmonic functions apart from the trivial function. Moreover, in the case of the gen-
eralised hydrogen atom, we do not have a non-negative p-energy functional and thus,
no positive p-superharmonic function at all. This shows, in the case of positive poten-
tials, that there are graphs which are not locally finite and for which we do not have
(i) =⇒ (v).

It would be very interesting to have a characterisation of graphs for which the
non-negativity of the p-energy functional is equivalent to the existence of a positive
p-harmonic function. Even in the linear (p = 2)-case this is an open problem. Note that
on Rd , we actually have (i) ⇐⇒ (v), see [PT07; PP16].

The following lemma in combination with the Agmon-Allegretto-Piepenbrink theorem
shows that for any graph with critical p-energy functional we have that (i) ⇐⇒ (v). So,
further investigations are needed on non-locally finite graphs associated with subcritical
p-energy functionals.
Lemma 6.4 Let V ⊆ X and u ∈ F (V ) be strictly positive on V such that Hu ≥
gup−1 ≥ 0 on V for some non-negative g ∈ C(V ). Then, we have

h(ϕ) ≥ ∥ϕ∥pp,gm ≥ 0, ϕ ∈ Cc(V ).



51

In particular, h is non-negative on Cc(V ).
If h is critical in V , then any strictly positive p-superharmonic function in V is p-

harmonic on V .

Proof. The first statement is a direct consequence of Picone’s inequality, Lemma 5.7.
To be more specific, Picone’s inequality implies

h(ϕ) ≥ ⟨u1−pHu, |ϕ|p⟩V ≥ ⟨g, |ϕ|p⟩V ≥ 0.

The second statement is now a direct consequence. Indeed, let u be a strictly positive
p-superharmonic function in V . Set w = (Hu)/up−1 ≥ 0. Then we can use the previous
calculation with g = w to derive h ≥ (wm)p on Cc(V ). Because h is p-critical we get
w = 0, and u is p-harmonic in V . □

Remark 6.5 The first statement in Lemma 6.4 can be sharpened and generalised via the
ground state representation, Theorem 4.1, but here the approach via Picone’s inequality
is sufficient.

Note that if V is connected, we get by the Harnack inequality that any positive p-
superharmonic function is strictly positive, and thus the assumption in Lemma 6.4 can
then be weakened softly.

Proof (of Theorem 6.1). (i) =⇒ (ii): Firstly, assume that V is connected. Let (Kn)
be an increasing exhaustion of V ⊆ X with finite and connected sets, and let o ∈ K1.
Moreover, let Hn be the p-Schrödinger operator we obtain by adding m/n to the potential
c of H, n ∈ N. Then by the definition of λ0 in (2.2), for all n ∈ N

λ0(Kn, Hn) ≥ 1/n > 0.

Hence, by Proposition 5.17, for any sequence (gn) of positive functions on Kn there
exists a unique positive function un ∈ C(Kn) such that Hnun = gn on Kn.

Fix n0 ∈ N. Then, for all n ≥ n0

Hn0un =
(
1/n0 − 1/n

)
up−1n + gn ≥ 0 on Kn0 .

Hence, (un)n≥n0 is a sequence of p-superharmonic functions on Kn0 with respect to Hn0 .
Without loss of generality, we choose gn such that un(o) = 1 for all n ∈ N (take e.g.
gn = Cn · 1xn , xn ∈ Kn, and specify the positive constant Cn accordingly). Thus, we
have that (un)n≥n0 is in S+o (Kn0 , Hn0). Applying the convergence of solutions principle,
Proposition 5.5, we get the existence of a pointwise converging subsequence (uni ) to
some u ∈ S+o (Kn0 , Hn0) for all n0 ∈ N. In particular, u is p-superharmonic on Kn0 with
respect to Hn0 and by the Harnack inequality, Lemma 5.1, we have that u > 0 on Kn0 .

Furthermore, we notice that for all x ∈ Kn0 ,

0 ≤ Hn0u(x) = Hu(x) +
1

n0
up−1(x),
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i.e., −up−1/n0 ≤ Hu on Kn0 . Letting n0 → ∞, we get the desired positive p-
superharmonic function on V with respect H. Since V is connected, we get by the
Harnack inequality, Lemma 5.1, that this positive p-superharmonic function is strictly
positive in V . By the construction, we get that u = 0 on X \ V , and the first implication
is proven for connected V .

Secondly, if V is not connected, then we can decompose it in a (possibly finite)
sequence of connected components (Vi). By the construction above, we get in every Vi ,
that there is a function ui ∈ F (Vi) such that ui is strictly positive and p-superharmonic
on Vi , and vanishes on X \ Vi . Hence, we can simply add all ui , to obtain the desired
function. To be more precise, the pointwise defined function u =

∑
i ui is strictly positive

and p-superharmonic on V , and vanishes on X \ V .
(ii) =⇒ (iii): This is trivial.
(iii) =⇒ (i): This is ensured by a consequence of Picone’s inequality, Lemma 6.4.
Now, we assume that the graph is locally finite on V .
(iv) =⇒ (v): This is trivial.
(v) =⇒ (i): This follows also from Lemma 6.4.
(i) =⇒ (iv): Here we follow the proof of (i) =⇒ (ii) verbatim, where we note that

Hu = 0 follows then from the convergence of solutions principle, Proposition 5.5. □



7. Comparison Principles

The best mathematics is serious as well as beautiful – ‘important’ if
you like, but the word is very ambiguous, and ‘serious’ expresses
what I mean much better. [...] The ‘seriousness’ of a mathematical
theorem lies [...] in the significance of the mathematical ideas which
it connects.

G. H. Hardy, A Mathematician’s Apology, p. 89

In Chapter 6, we have seen that the existence of a positive p-superharmonic function
is equivalent to the non-negativity of the p-energy functional. Now, we want to show
that the existence of a specific positive p-superharmonic function – the so-called Green’s
function – is equivalent to the subcriticality of the p-energy functional. Comparison
principles will be the toolbox for the proof of the equivalence.

In the linear case, comparison principles and maximum principles are the same, see
e.g. [KPP20b]. In the quasi-linear setting, we can think of maximum principles as special
comparison principles.

In this section, we show the discrete counterpart to [PP16, Section 5]. Firstly, we
show the comparison principle for p-Schrödinger operators with non-negative potentials,
see [Pra04, Theorem 2.3.2] for the p-Laplacian on locally finite graphs and [GS98; PP16]
for the continuous case. Secondly, we will use a sub/supersolution technique to allow
negative values of the potential terms. Thirdly, we will prove a weak comparison principle
for arbitrary p-Schrödinger operators on finite subsets which can be seen as a discrete
version of [PP16, Theorem 5.3].

7.1 A Weak Comparison Principle for Non-Negative Poten-
tials

The following lemma is the non-linear version of [KLW21, Theorem 1.7], see also [HS97a,
Theorem 3.14] for the standard p-Laplacian on finite graphs, and [Pra04, Theorem 2.3.2].

Lemma 7.1 (Weak Comparison Principle for c ≥ 0) Let V ⊊ X and c ≥ 0 on V .
Furthermore, let u, v ∈ F (V ) such that{

Hu ≤ Hv on V,

u ≤ v on ∂V.

Assume that (v − u) ∧ 0 attains a minimum in V . Then, u ≤ v on V .
Moreover, in each connected component of V we have either u = v , or u < v .
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Proof. Without loss of generality, we can assume that V is connected. Otherwise, we do
the following proof in every connected component of V .

Assume that there exists a x ∈ V such that v(x) ≤ u(x). Since (v − u) ∧ 0 attains
a minimum in V , there exists x0 ∈ V such that v(x0)− u(x0) ≤ 0, and v(x0)− u(x0) ≤
v(y)−u(y) for all y ∈ V . Since u ≤ v on ∂V , we get∇x0,yv ≤ ∇x0,yu for all y ∈ V ∪∂V .
Furthermore, we have

0 ≤ m(x0)
(
Hv(x0)−Hu(x0)

)
=

∑
y∈V ∪∂V

b(x0, y)
(
(∇x0,yv)

⟨p−1⟩ − (∇x0,yu)
⟨p−1⟩

)
+ c(x0)

(
(v(x0))

⟨p−1⟩ − (u(x0))⟨p−1⟩
)

≤ 0,

where the second inequality follows from the monotony of (·)⟨p−1⟩ on R, and c(x0) ≥ 0.
Thus, we have in fact equality above.

Since c(x0) ≥ 0, then we get that u(y) − v(y) is a non-negative constant for all
y ∼ x . By iterating this argument and using that V is connected, we get that u(y)−v(y)
is a non-negative constant for all y ∈ V ∪ ∂V . Since u ≤ v on ∂V , we conclude that
u = v on V . □

7.2 A Weak Comparison Principle on Finite Subsets
The goal of this section is to derive a similar statement as in the previous lemma for
arbitrary potentials (see Proposition 7.3).

The following lemma is the discrete analogue of [PP16, Proposition 5.2]. The strategy
of its proof is to use Lemma 7.1 for the absolute value of the potential part.

Lemma 7.2 (Sandwiching lemma) Let K ⊆ X be finite. Let 0 ≤ g ∈ C(K), 0 ≤ f ∈
Cc(X \K) such that λ0(supp f ∪K) > 0. Moreover, let u, v ∈ F (K), such that

Hu ≤ g ≤ Hv on K,
u ≤ f ≤ v on ∂K ∪ supp f ,
0 ≤ u ≤ v on K.

Then there exists 0 ≤ w ∈ C(K ∪ supp f ) such that
Hw = g on K,
w = f on ∂K ∪ supp f ,

u ≤ w ≤ v on K.

Moreover, assume that K is connected. Then, g ⪈ 0 on K, or supp f ∩ ∂K = {x0} and
f (x0) > 0, implies that w is unique.
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Proof. Let K := K ∪ supp f , and

V = {w ∈ C(K) : 0 ≤ u ≤ w ≤ v in K} ,

and consider G : K × V → R defined via

G(x, w) := g(x) + 2 ·
c−(x)

m(x)
· wp−1(x) ≥ 0, x ∈ K,w ∈ V,

where c−(x) = 0∨ (−c(x)), x ∈ X. Since λ0(K) > 0, we can use Lemma 5.15, and get
the existence of w̃ ∈ C(K) such that{

H|c|w̃ = G(·, w) in K,
w̃ = f on X \K,

(7.1)

where H|c| := Hb,|c|,p,m. Let T : V → D, Tw = w̃ . Then T is monotone. Indeed, let
w1, w2 ∈ V, w1 ≤ w2, then for x ∈ K,

H|c|(Tw1(x)) = G(x, w1) ≤ G(x, w2) = H|c|(Tw2(x)),

and Tw1 = f = Tw2 on X \K. By Lemma 7.1, we get Tw1 ≤ Tw2 on K.
Moreover, if w ∈ F (K) is a subsolution of{

Hŵ = g in K,
ŵ = f on X \K,

(7.2)

then, H|c|w(x) = Hw(x) + G(x, w) − g(x) ≤ G(x, w) for x ∈ K and hence, w is a
subsolution of (7.1). Furthermore, Tw is a solution of (7.1) and by Lemma 7.1 we get
w ≤ Tw on K. Hence,

HTw = g + 2 ·
c−
m

(
(w)⟨p−1⟩ − (Tw)⟨p−1⟩

)
≤ g, on K,

and Tw is a subsolution of (7.2).
Analogously, we get that if w is a supersolution of (7.2), then Tw is a supersolution

of (7.2) and Tw ≤ w on K.
Define the sequences (un), (vn) as follows: u1 = u, un = T (un−1) = T nu and

v1 = v , vn = T (vn−1) = T nv . Then u ≤ un ≤ vn ≤ v for all n ∈ N, i.e., both sequences
are monotone and bounded, and thus they converge pointwise monotonously on X, say
to u∞ and v∞, respectively. Using the Harnack principle, Proposition 5.5, for monotone
and dominated convergence we infer

Hu∞ = lim
n→∞

Hun = g + 2
c−
m
lim
n→∞

(
(un−1)

⟨p−1⟩ − (un)⟨p−1⟩
)
= g on K,

and analogously, Hv∞ = g on K. Thus, u∞ and v∞ are candidates for w .
The uniqueness follows now from Lemma 5.15. □
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Note that in the case of c ≥ 0, the local statement of Lemma 7.2 can be obtained
globally using properties of Sobolev-type spaces, i.e., of reflexive Banach spaces.

The following proposition is a discrete analogue of [PP16, Theorem 5.3], confer also
[GS98]. Recall that by Corollary 5.12, we get from h ≥ 0 on Cc(X) that λ0(K) > 0
for every connected and finite subset of X. We highlight also that the proof of the
proposition needs that the Harnack inequality can be applied to the smaller set, and
thus, we first have to consider connected components of our finite set K.

Proposition 7.3 (Weak comparison principle for finite subsets) Let K ⊆ K ⊆ X,
where K and K are finite, and λ0(K) > 0. Moreover, let v ∈ F (K) be such that
Hv ≥ 0 on K and v ≥ 0 on ∂K ∪ K \K. Let u ∈ F (K) such that{

Hu ≤ Hv on K,
u ≤ v on ∂K ∪ K \K.

If either

(a) v ∈ C(K) = Cc(K), i.e., supp(v) ⊆ K, or

(b) u ∈ C(K), Hu ≥ 0 on K, and u ≥ 0 on ∂K ∪ K \K,

then u ≤ v on K.

Proof. If c ≥ 0 on K and arbitrary on X\K then the statement follows from Lemma 7.1.
Thus, we can assume without loss of generality, that c ̸= 0 on K.

Assume, initially, that K is also connected.
Note that λ0(K) ≥ λ0(K) > 0. By the strong maximum principle, Proposition 5.17

((iii) =⇒ (ii)), we conclude that either v = 0 or v > 0 on K. If v = 0 on K, then
by the connectedness of K, we can apply the Harnack inequality, Lemma 5.1, and get
v = 0 on K ∪ ∂K, and thus, Hv = 0 on K. Hence, Hu ≤ 0 on K and u ≤ 0 on ∂K.
Applying the weak maximum principle to −u, we get that u ≤ 0 on K.

Now assume that v > 0 on K and define C = 1∨ (maxK u/minK v), then using the
assumptions on u and v , we see that u ≤ C v and C−1u ≤ v in K ∪ ∂K. Moreover, by
Proposition 5.17, we can assume that Hv ⪈ 0.

Firstly, assume that (a) holds. Furthermore, let 0 ⪇ g := Hv and f := v on X, and
consider for a function ṽ ∈ F (K) the problem{

Hṽ = g in K,
ṽ = f on X \K.

(7.3)

Then C v is a supersolution of (7.3). By Lemma 7.2, there exists a unique solution
w ∈ C(K) of (7.3) such that u ≤ w ≤ C v on K and w = v on X \ K. Again by the
strong maximum principle, w = 0 or w > 0 on K. If w = 0 on K, then arguing as
above, we get that w = v = 0 on ∂K and also u ≤ 0 on K ∪ ∂K. If w > 0 on K and
w = v = 0 on ∂K, then we have uniqueness of the solutions by Proposition 5.17, i.e.,
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w = v and hence, u ≤ v in K. If w > 0 on K and w = v ⪈ 0 on ∂K, then we have
uniqueness of the solutions by Lemma 7.2, i.e., w = v and hence, u ≤ v in K.

Secondly, assume that (b) holds. The proof is similar to (a), but here are the details:
Let g := Hu and f := u on X, and consider for a function ũ ∈ F (K) the problem{

Hũ = g in K,
ũ = f on X \K.

(7.4)

Then C−1u is a subsolution of (7.4). By Lemma 7.2, there exists a unique solution
w ∈ C(K) of (7.3) such that C−1u ≤ w ≤ v on K and w = u on X \K. By the strong
maximum principle, w = 0 or w > 0 on K. If w = 0 on K, then arguing as above, we
get that w = u = 0 on ∂K and also u ≤ 0 on K ∪ ∂K which is a contradiction to (b).
If w > 0 on K and w = u = 0 on ∂K, then we have uniqueness of the solutions by
Proposition 5.17, i.e., w = u and hence, u ≤ v in K. If w > 0 on K and w = u ⪈ 0
on ∂K, then we have uniqueness of the solutions by Lemma 7.2, i.e., w = u and hence,
u ≤ v in K.

Now, let K be possibly disconnected. Then, we can apply the previous consideration
to every connected component of K. This yields the result. □

Remark 7.4 We say that the strong comparison principle holds true for h, if the condi-
tions in Proposition 7.3 imply u < v on K unless u = v on K.

In the linear case, i.e., p = 2, it is shown in [KPP20b, Lemma 5.14], that the strong
comparison (= maximum) principle holds true for non-negative h on any finite subset
(confer with Proposition 5.17). For p ̸= 2 it is not known if the strong and the weak
comparison principle are equivalent (apart from the trivial case u = 0 where it is a
consequence of the Harnack inequality). In the continuum, a very nice discussion is
given in [FP11, Section 3].

However, if c ≥ 0 on a connected and finite K, then Lemma 7.1, says that the
strong comparison principle holds true for h. So further investigations are needed on not
non-negative potentials and u ̸= 0.

We come back to this notion of strong comparison in Proposition 9.3 in the context
of minimal growth.





8. The Variational Capacity

What parts of mathematics are useful? [...] Euclidean geometry, for
example, is useful in so far as it is dull – we do not want the
axiomatic of parallels, or the theory of proportion, or the
construction of the regular pentagon.
One rather curious conclusion emerges, that pure mathematics is on
the whole distinctly more useful than applied. A pure mathematician
seems to have the advantage on the practical as well as on the
aesthetic side. For what is useful above all is technique, and
mathematical technique is taught mainly through pure mathematics.

G. H. Hardy, A Mathematician’s Apology, p. 133

As the name suggests, there are many different capacities. A good overview is the
monograph [BB11], where many of them are discussed in detail in the quasi-linear free
Lapacian setting on specific metric spaces which include also metric graphs; see also
[Maz11] for various p-capacities on Rd . First results go at least back to Choquet. The
variational p-capacity has been studied intensively for the free p-Laplacian on Riemannian
manifolds, see e.g. [HKM06; Tro99; Tro00]. For results on local p-Schrödinger operators
connecting variational capacity and criticality see [PT07; PT08; PT09]. Results for the
standard p-Laplacian on locally finite graphs can be found in [Pra04]. The capacity
on finite graphs has also been investigated in detail, see e.g. [HS97a] and for a recent
interpretation as a curvature in the linear and finite setting, see [DL22]. The here
presented results are new for p-Schrödinger operators on general graphs. The capacity
of singletons, however, has been studied briefly by the author in [Fis22].

The weak comparison principle allows us to prove the statement that if the capacity
vanishes at some vertex, it vanishes at all vertices. Using this result, we can obtain a
Green’s function globally in the next chapter.

8.1 Basic Properties
Here we show a detailed analysis of the variational capacity. Most of the results seem to
be folklore for the free p-Laplacian, but are new for arbitrary p-Schrödinger operators on
graphs; especially there are new on not locally finite graphs.

Recall from Section 2.2 that the (variational p-)capacity is defined as follows: For all
K ⊆ V ⊆ X, K finite, we set

caph(K, V ) = inf
ϕ∈Cc(V ),
ϕ=1 on K

h(ϕ) = inf
0≤ϕ∈Cc(V ),
ϕ=1 on K

h(ϕ).

where the second equality follows from the reversed triangle inequality. Let us set
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caph(x, V ) = caph({x} , V ) for x ∈ V . Note that

caph(K, V ) ≥ inf
ϕ∈Cc(V ),
ϕ≥1 on K

h(ϕ)

with equality if c ≥ 0 which follows from h(0 ∨ ϕ ∧ 1) ≤ h(ϕ) for all ϕ ∈ Cc(V ) in
this case. However, the right hand-side is often used as a definition of capacity, see e.g.
[Tro99]. Taking the left-hand side as a definition yields many small necessary changes in
auxiliary lemmata as e.g. Lemma 5.15 (confer Remark 5.16), but adds no insight on the
theory.

Moreover, for all W ⊆ V ⊆ X we set

caph(W, V ) := sup
K⊆W,K finite

caph(K, V ).

The following simple properties show, in particular, that the capacity is an outer
measure.

Lemma 8.1 (Properties of the capacity) Let p ∈ (1,∞). Let h ≥ 0 on Cc(V ) for
some V ⊆ X and let W ⊆ Vi ⊆ V , Wi ⊆ V , i ∈ N. Then the following properties hold:

(a) the inner capacity equals the outer capacity, i.e.,

caph(W, V ) = inf
W⊆Y⊆V

caph(Y, V );

(b) caph(∅, V ) = 0;

(c) the capacity is monotone, i.e.,

(c a) if V1 ⊆ V2 then caph(W, V1) ≥ caph(W, V2),
(c b) if W1 ⊆ W2 then caph(W1, V ) ≤ caph(W2, V ),
(c c) if h0 ≥ h on Cc(V ) then caph0(W, V ) ≥ caph(W, V );

(d) the capacity is subadditive, i.e.,

caph(W1 ∪W2, V ) ≤ caph(W1, V ) + caph(W2, V );

(e) the capacity is countably subadditive, i.e.,

caph
( ∞⋃
i=1

Wi , V
)
≤
∞∑
i=1

caph(Wi , V );

(f) we have equality for monotone limits of exhaustions with respect to the limiting set,
i.e., if (Vi) is an increasing exhaustion of V , and (Wi) is an increasing exhaustion
of W , then

lim
i→∞
caph(W, Vi) = caph(W, V ) = lim

i→∞
caph(Wi , V );
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(g) we have equality for pointwise converging potentials with respect to the limiting
potential, i.e., if (cn) is a sequence of potentials such that cn → c pointwise, with
corresponding p-energy functional hn ≥ 0 on Cc(V ), then

lim
n→∞

caphn(W, V ) = caph(W, V );

(h) the capacity of non-negative potentials is determined on the boundary, more pre-
cisely, for K ∪ ∂K ⊆ V finite and c ≥ 0 on K, we have

caph(K ∪ ∂K, V ) = caph(∂K, V ).

Proof. Ad (a): This follows as in [Pra04, Proposition 3.1.5]. Here are the details: We
clearly have “≥” since the right-hand side is an infimum. For “≤”, let ε > 0, and
take Ŷ ⊇ W such that caph(Ŷ , V ) < infW⊆Y⊆V caph(Y, V ) + ε. Moreover, for all finite
K ⊆ Y , we have caph(K, V ) ≤ caph(Ŷ , V ). Since W ⊆ Ŷ , we get by taking the
supremum of all finite K ⊆ W , caph(W, V ) ≤ caph(Ŷ , V ). Taking ε → 0 yields the
desired inequality.

Ad (b) and (c): This is clear since 0 ∈ Cc(V ) and by the monotonicity of the infimum
and supremum.

Ad (d): Without loss of generality, assume that the right-hand side is finite. Firstly,
assume that Wi , i = 1, 2, are finite. Let ε > 0. Then there are 0 ≤ ϕi ∈ Cc(V ) such
that ϕi = 1 on Wi and h(ϕi) ≤ caph(Wi , V ) + ε, i = 1, 2. By a case analysis, we see

|∇x,y (ϕ1 ∨ ϕ2)|p ≤ |∇x,yϕ1|p + |∇x,yϕ2|p , x, y ∈ X.

Hence,

caph(W1 ∪W2, V ) ≤ h(ϕ1 ∨ ϕ2) + h(ϕ1 ∧ ϕ2)
≤ h(ϕ1) + h(ϕ2)
≤ caph(W1, V ) + caph(W2, V ) + 2ε.

Taking ε→ 0 finishes the proof for finite Wi , i = 1, 2.
Now assume that Wi , i = 1, 2, are arbitrary subsets of V . Let ε > 0. Then there are

K∪ ⊆ W1 ∪W2, and K∩ ⊆ W1 ∩W2 such that

caph(K∪, V ) > caph(W1 ∪W2, V )− ε, caph(K∩, V ) > caph(W1 ∩W2, V )− ε.

Moreover, set K1 = (W1 ∩K∪) ∪K∩ and K2 = W2 ∩K∪. Using 8.1 (c b), we infer

caph(W1 ∪W2, V ) + caph(W1 ∩W2, V ) < caph(K∪, V ) + caph(K∩, V ) + 2ε
≤ caph(K1, V ) + caph(K2, V ) + 2ε
≤ caph(W1, V ) + caph(W2, V ) + 2ε.

Letting ε→ 0 finishes the proof.
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Ad (e): This is a consequence of (d) and follows via induction. A direct alternative
proof can be adapted from [Pra04, Proposition 3.2.1].

Ad (f): Let us focus on the first equality. By (c a), we have for all i ∈ N

caph(W, Vi) ≥ caph(W, Vi+1) ≥ caph(W, V ) ≥ 0.

Thus, (caph(W, Vi)) is a decreasing sequence bounded from below. Let ε > 0 and
choose a finite set K ⊆ W . Moreover, there is ϕ ∈ Cc(V ) such that ϕ = 1 on K

and h(ϕ) < caph(K, V ) + ε. Since ϕ is compactly supported and (Vi) is an increasing
exhaustion of V there is i0 ∈ N such that for all j ≥ i0, we have ϕ ∈ Cc(Vj). Hence,
caph(K, Vj) < h(ϕ) < caph(K, V ) + ε. Letting ε → 0, taking the supremum and the
limit yields the result.

Very similarly to the first equality one can prove the second one. The proof is therefore
omitted.

Ad (g): This follows from the Harnack principle, Lemma 5.2.
Ad (h): By (c b), “≥” holds. Let ε > 0, then we can find ϕ ∈ Cc(V ) such that ϕ = 1

on ∂K and h(ϕ) < caph(∂K, V ) + ε. Consider ψ ∈ Cc(V ) defined via ψ = ϕ on X \K
and ψ = 1 on K. In particular, ψ = 1 on K ∪ ∂K. Observe that |∇x,yψ|p ≤ |∇x,yϕ|p
for all x, y ∈ X. Since c ≥ 0 on K, we get

caph(K ∪ ∂K, V ) ≤ h(ψ) ≤ h(ϕ) < caph(∂K, V ) + ε.

Letting ε→ 0 yields the result. □

We belief that (d) can be improved as follows: the capacity might be strongly sub-
additive (also known as submodular), i.e.,

caph(W1 ∪W2, V ) + caph(W1 ∩W2, V ) ≤ caph(W1, V ) + caph(W2, V ).

8.2 Consequences of the Comparison Principle
Here, we prove the main result of this chapter. For capacities of singletons with respect
to the whole graph and without the connection to the generalised principal eigenvalue,
the following has been proven in [Fis22].

Proposition 8.2 Let V ⊆ X be connected and non-empty, and let h ≥ 0 on Cc(V ). If
there is some non-empty set W0 ⊆ V such that caph(W0, V ) = 0 then caph(W, V ) = 0
for all W ⊆ V , and also λ0(V ) = 0.

In particular, if h is subcritical in V , then caph(W, V ) > 0 for all non-empty W ⊆ V .

Proof. We divide the proof into several steps.
We start with showing that caph(W0, V ) = 0 for some non-empty W0 ⊆ V implies

λ0(V ) = 0. The preamble ensures, per definitionem, that for all finite and non-empty
K0 ⊆ W0, we find a sequence (ϕn) such that 0 ≤ ϕn ∈ Cc(V ), ϕn = 1 on K0
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and h(ϕn) → 0. Thus, ϕn ̸= 0, and we can consider ψn = ϕn/ ∥ϕn∥pp,m. Hence,
∥ψn∥pp,m = 1, ψn ∈ Cc(V ) and h(ψn)→ 0, which implies λ0(V ) = 0.

Now we show in two steps that caph(W0, V ) = 0 for some W0 ⊆ V implies
caph(W, V ) = 0 for all W ⊆ V .

Firstly, we turn to the case where V is infinite. By Lemma 8.1 (c b), we have
for any finite subset K0 ⊆ W0 that caph(K0, V ) = 0. Let (Kn) be an increasing
exhaustion of V with finite and connected sets starting with K0. Since h ≥ 0 on Cc(V ),
we have using Corollary 5.12 that λ0(Kn) > 0 for all n ∈ N0. Thus, we can use
Lemma 5.15 and get the existence of a function ϕn ∈ C(Kn) which minimises h on
Kn,0 := {ϕ ∈ C(Kn) : ϕ = 1 on K0}. By Proposition 5.17, we get that ϕn > 0 on
Kn. By the weak comparison principle, Proposition 7.3, we get that (ϕn) is increasing.
Moreover, using Lemma 8.1 (f) we have

0 = caph(K0, V ) = lim
n→∞

caph(K0, Kn) = lim
n→∞

h(ϕn).

Furthermore, for any y ∈ V , there exists n0 such that y ∈ Kn for all n ≥ n0. Then,
using that (1/ϕn(y))n≥n0 is bounded and decreasing, we compute using Lemma 8.1 (f),

0 ≤ caph(y , V ) = lim
n→∞

caph(y ,Kn) ≤ lim
n→∞

h(ϕn)

ϕpn(y)
= 0.

Thus, caph(y , V ) = 0 for any y ∈ V . Moreover, for any set W ⊆ V , we obtain via
Lemma 8.1 (e) using that V is countable,

0 ≤ caph(W, V ) ≤
∑
x∈V
caph(x, V ) = 0.

Secondly, assume that V is finite, and λ0(V ) = 0. If V is a singleton, then there
is nothing to prove. Hence assume that V has at least two elements x ̸= y such that
V \ {x} and V \ {y} are connected. Thus, λ0(V \ {x}) > 0 and λ0(V \ {y}) > 0 by
Corollary 5.12. Now set Kn = V \ {z} for z ∈ {x, y} and n ≥ 1 as in the case of infinite
V . Thus, we get by the monotonicity of the capacity that caph(o, V ) = 0 for all o ∈ V .
Since the capacity is countably subadditive, we get caph(W, V ) = 0 for all W ⊆ V .

We are left to show that subcriticality of the p-energy functional implies positivity
of the capacity. Let now h be subcritical in V , then there exists o ∈ V such that
w(o) > 0 for some non-negative function w ∈ C(V ), and h ≥ wp on Cc(V ). Thus,
caph(o, V ) ≥ w(o) > 0. Assume that there is non-empty set W0 ⊆ V such that
caph(W0, V ) = 0. Then, by the first part, caph(o, V ) = 0, which is a contradiction.
Hence, caph(W, V ) > 0 for all W ⊆ V . □

Remark 8.3 (Alternative proof) Here we want to show an alternative proof without a
case analysis but which is more technical. The proof is inspired by the proof of the Agmon-
Allegretto-Piepenbrink theorem, Theorem 6.1, and the proof before in Proposition 8.2.
Here are the details:

If V is a singleton, then there is nothing to prove. By Lemma 8.1 (c b), we have for
any finite non-empty subset K0 ⊆ W0 that caph(K0, V ) = 0. Let (Kn) be an increasing
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exhaustion of V with finite and connected sets, and let K0 ⊆ K1. Moreover, let Hn be
the p-Schrödinger operator we obtain by adding m/n to the potential c of H, n ∈ N,
with p-energy functional hn. Then, for all n ∈ N

λ0(Kn, Hn) ≥ 1/n > 0, caphn(K0, Kn) ≥ m(K0)/n > 0.

In particular, hn > 0 on Kn,0 := {ϕ ∈ C(Kn) : ϕ = 1 on K0}, and by Lemma 5.15, we
get the existence of a positive function ϕn ∈ C(Kn) which minimises hn on Kn,0, i.e.,
hn(ϕn) = caphn(K0, Kn). Furthermore, this function solves Hnϕn = 0 on Kn \ K0,
ϕn = 0 on ∂Kn and ϕn = 1 on K0. Fix n0 ∈ N. Then, for all n ≥ n0

Hn0ϕn =
(
1/n0 − 1/n

)
ϕp−1n ≥ 0 on Kn0 \K0.

Hence, (ϕn)n≥n0 is a sequence of p-superharmonic functions on Kn0 \K0 with respect to
Hn0 . By the weak comparison principle, Proposition 7.3, we get that (ϕn) is increasing.
Moreover, using Lemma 8.1 (f) and (g), we have

0 = caph(K0, V ) = lim
n→∞

caphn(K0, Kn) = limn→∞
hn(ϕn).

Furthermore, for any y ∈ V , there exists n0 such that y ∈ Kn for all n ≥ n0. Then,
using that (1/ϕn(y))n≥n0 is bounded and decreasing, we compute using Lemma 8.1 (f)
and (g),

0 ≤ caph(y , V ) = lim
n→∞

caphn(y ,Kn) ≤ limn→∞
hn(ϕn)

ϕpn(y)
= 0.

Thus, caph(y , V ) = 0 for any y ∈ V . Moreover, for any set W ⊆ V , we obtain via
Lemma 8.1 (e) using that V is countable,

0 ≤ caph(W, V ) ≤
∑
x∈V
caph(x, V ) = 0.

This shows the claim.

Remark 8.4 (λ0 = 0 but subcritical) Inspired by Proposition 8.2, one might wonder
if a vanishing principal eigenvalue implies criticality. This is not the case as the following
example shows: It is well-known (at least for p = 2) that on the Euclidean lattice Zd ,
d ≥ 2, we have λ0(Zd) = 0. But Zd is p-critical if and only if d ≤ p. Confer also with
Corollary 9.13 and Example 10.9.

A consequence of the previous proposition is the following statement.
Corollary 8.5 Let V ⊆ X be connected. If h is subcritical in V with corresponding
positive Hardy weight w ∈ C(V ), then w can be chosen to be strictly positive on V .

Proof. By Proposition 8.2, we have that caph(x, V ) > 0 for all x ∈ V . Moreover,
caph(x, V )·1x , x ∈ V , is a possible w since caph(x, V ) |ϕ(x)|p ≤ h(ϕ) for all ϕ ∈ Cc(V ).
Furthermore, let αx > 0 such that

∑
x∈V αx = 1, then also

∑
x∈V αx caph(x, V ) · 1x is

a possible w (which is bounded from above pointwise by the first possible weight and
thus the sum is convergent), and thus w can chosen to be strictly positive on V . □



9. Global Results for Subcritical and
Critical Energy Functionals

I have never done anything ‘useful’. No discovery of mine has made,
or is likely to make, directly or indirectly, for good or ill, the least
difference to the amenity of the world. [...] I have just one chance of
escaping a verdict of complete triviality, that I may judged to have
created something worth creating. And that I have created
something is undeniable: the question is about its value.

G. H. Hardy, A Mathematician’s Apology, p. 150

The main result of this chapter deals with the (non-)existence of a particular p-
superharmonic function, the normalised Green’s functions. The definition is recalled
from Chapter 2 next. On Euclidean spaces, the following notion of positive harmonic
functions of minimal growth was introduced in the linear case in [Agm82], and was then
extended to weighted p-Laplace-type and weighted p-Schrödinger equations in [PP16;
PR15; PT07; PT08]. This notion is new on graphs for p ̸= 2. In the linear (p = 2)-
case on graphs, Agmon ground states and Green’s function have been discussed for
Schrödinger operators in [KPP20b].

Let V ⊆ X be connected and K ⊆ V be finite. A function u which is p-harmonic on
V \K and strictly positive on V ∪ ∂V is called positive p-harmonic function of minimal
growth at infinity in V with respect to K, if for any finite and connected subset K ⊆ V
with K ⊆ K, and any positive function v ∈ F (V \K) which is p-superharmonic in V \K,
we have

u ≤ v on K implies u ≤ v in V \ K.

The corresponding set of positive p-harmonic functions of minimal growth at infinity in
V with respect to K is denoted by M(V \K).

If u ∈M(V ), then u is called a global minimal positive p-harmonic function in V .
If u ∈ M(V \ {o}) ∩ F (V ) for some o ∈ V and u is not p-harmonic in o, then u is

called a (global minimal positive) Green’s function in V at o. If, moreover, Hu = 1o on
V , then the Green’s function u at o is called normalised.

Let 0 ⪇ ϕ ∈ Cc(V ). If u ∈ M(V \ suppϕ) ∩ F (V ) and u is not p-harmonic in
suppϕ, then u is called a (global minimal positive) Green’s potential in V with charge
ϕ. If, moreover, Hu = ϕ on V , then the Green’s potential u is called normalised.

65
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9.1 Minimal Growth At Infinity
We will discuss some properties of functions of minimal growth at infinity here. In this
section, let V ⊆ X be connected, and K ⊆ V be finite and non-empty.

Note that M(V \ K) ⊆ M(V \ K) for all finite K ⊆ K ⊆ V . On the other
hand, the inverse inclusion seems to depend on the strong comparison principle, confer
Subsection 7.2. To show this, is one goal of this section.

We start with showing that the non-negativity of h implies the existence of a function
of minimal growth at infinity, Lemma 9.1. This lemma needs some notation, which is
also needed in the lemmata thereafter. Thus, while introducing the notation, we show
here the proof of it before stating the result.

Without loss of generality we only need to consider the case K ⊊ V . Firstly, as-
sume that V is infinite. Let h be non-negative on Cc(V ), and let v be a positive
p-superharmonic function in V which exists by the Agmon-Allegretto-Piepenbrink theo-
rem, Theorem 6.1. Corollary 5.12 implies that λ0(K) > 0 for any finite and connected
K ⊊ V . Let (Kn) be an increasing exhaustion of V with finite and connected sets such
that K ⊆ K0. Let u ∈ C(K) be an arbitrary positive function, i.e., supp(u) ⊆ K and
u > 0 on K. By Lemma 5.15 there exists a positive solution un ∈ C(Kn) of the following
Dirichlet problem {

Hw = 0 in Kn \K,
w = u in K.

By the weak comparison principle, Proposition 7.3, and the strong maximum prin-
ciple, Proposition 5.17, (un) is a monotone increasing sequence. Let us set C :=
maxx∈K(u(x)/v(x)) > 0, then again by the weak comparison principle, un ≤ C v on V .
Define the pointwise limit

uK := lim
n→∞

un ≥ 0.

Applying the weak comparison principle once more, we see that uK does not depend on
the choice of the exhaustion. By the convergence of solution principle, Proposition 5.5,
we get HuK = 0 on V \K.

If v ≥ u on K, then by the weak comparison principle, Proposition 7.3, v ≥ un on
any Kn, n ∈ N. Thus, v ≥ uK , and uK ∈M(V \K).

Secondly, if V is finite then on any connected component C of V \ K, we have
λ0(C) > 0. Hence, we apply Lemma 5.15, and can define uK directly without the
limiting process from the first case.

In total, we have shown the following (confer with corresponding statement in the
continuum in [PP16, Theorem 5.7]).

Lemma 9.1 Let h ≥ 0 on Cc(V ) where V ⊆ X is connected. Then, M(V \ K) is
non-empty for all finite and non-empty K ⊆ V . Specifically, uK ∈M(V \K).

The converse statement (that is, if there is a positive function of minimal growth
at infinity (with respect to all non-empty K), then the p-energy functional has to be
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non-negative), seems to depend on the spectral gap phenomenon, see [DP23; LP19] for
results in the continuum.

Similarly, one shows the following lemma. Confer [PR15, Lemma 9.4] for similar
statements in the continuum.
Lemma 9.2 Let h ≥ 0 on Cc(V ) where V ⊆ X is connected. Let K ⊆ V be finite and
non-empty. Let u ∈ C(V ) be a positive function that is p-harmonic on V \ K. Then
u ∈M(V \K) if and only if u = uK for any finite and connected K ⊆ K ⊆ V .

The following result is the discrete analogue to [PT08, Proposition 5.2]. Recall the
definition of the strong comparison principle from the remark in Section 7.2: h fulfils the
strong comparison principle on a finite and connected K ⊆ X if and only if the conditions
in Proposition 7.3 imply u < v on K unless u = v on K.
Proposition 9.3 Let h ≥ 0 on Cc(V ) where V ⊆ X is connected and infinite. As-
sume that the strong comparison principle holds true for h on any finite, non-empty
and connected subset. Let K ⊆ K ⊆ V be two finite and non-empty sets such that
there is K ⊆ W ⊊ V connected and finite. Assume that there exists a positive function
u ∈M(V \ K) ∩ C(V ) which is p-harmonic in V \K. Then u ∈M(V \K).

Proof. The case K = K is evident. Thus, assume that K ⊊ K. Moreover, let W ⊆ W ⊊
V be two finite and connected sets such that K ⊆ W and K ⊆ W. Since u ∈M(V \K),
we have using Lemma 9.2, that u = uW . Hence, in particular, u = uW on V \ W.
Since W is finite, we also have u ≍ uW in W . Using the weak comparison principle,
Proposition 7.3, and an exhaustion argument, it follows that u ≍ uW in V \W .

Set
εW := max

{
ε > 0 : εu ≤ uW in V \W

}
.

Then, since K ⊆ K and u ∈ M(V \ K), we have 0 < εW ≤ 1. Assume that we do
not have equality, i.e., assume that εW < 1. Then, since εW u ⪇ uW in V \ W and
εW u < uW in W , we get by the strong comparison principle that εW u < uW in Wn \W
for every increasing exhaustion (Wn) of V with finite and connected sets. Therefore,
there exists ε̃ > 0 such that (1 + ε̃)εW < 1 and (1 + ε̃)εW u ≤ uW on W \W , and thus
on V \W. Hence, (1+ ε̃)εW u ≤ uW on V \W , but this a contradiction to the definition
of εW . Thus, u = uW in V \W , and therefore, u ∈M(V \K). □

9.2 Existence and Properties of Global Green’s Functions
We want to show that h is subcritical in a connected set V ⊆ X, then a normalised
minimal positive Green’s function exists in V . Recall that a p-energy functional is called
subcritical if the p-Hardy inequality holds. This implication is actually an equivalence,
and the missing implication will be shown in Chapter 10. Also, we will see later in
Corollary 10.3, that h is subcritical in every proper subset of X if it is non-negative on
Cc(X). Thus, on proper and connected subsets, we show that we always have a Green’s
function. Recall the notation wp = ∥·∥pp,w . Moreover, the definition of a Green’s function
is recalled at the beginning of this chapter.
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Theorem 9.4 (Green’s Functions) Let p > 1 and V ⊆ X be connected and non-
empty. If h is subcritical in V , then a normalised Green’s function Go exists at all o ∈ V ,
is unique, is given by

Go(y) =

(
m(o)

caph(o, V )

) 1
p−1
u{o}(y),

where u{o} is the pointwise limit of solutions un of the Dirichlet problem defined in
Section 9.1 with value 1 at o, and for all o ∈ V we have

lim
n→∞

h(un) =
caph(o, V )

m(o)
.

Furthermore, if c(o) = 0, then Go is not constant.

Proof. By Corollary 8.5 and since h is subcritical in V , there exists a strictly positive
function w ∈ C(V ) such that h ≥ (wm)p on Cc(V ), i.e., w ·m is a Hardy weight. Let
(Kn) be an increasing exhaustion of V with finite and connected sets, and take K0 ⊆ K1.
We get from Corollary 5.12 that λ0(Kn) > 0 for any Kn ⊆ V . By the lemma about the
solutions of Poisson-Dirichlet problems, Lemma 5.15, we get the existence of a positive
function un ∈ C(Kn) which is harmonic on Kn \K0, un = 1 on K0, and which minimises
h on Kn,0 := {ϕ ∈ C(Kn) : ϕ = 1 on K0}.

Note that for all t ∈ R, we have (1− t)un + t1K0 ∈ Kn,0. By the definition of being
a minimiser, the function t 7→ h((1− t)un + t1K0) has derivative zero at t = 0. Thus,

0 =
d

dt
h((1− t)un + t1K0)

∣∣∣∣
t=0

= −ph(un) + p
∑
x∈K0

Hun(x)m(x).

Rearranging and using that h is subcritical in V yields∑
x∈K0

Hun(x)m(x) = h(un) ≥ w(o)m(o) > 0.

Here we need that K0 is a singleton to continue. Thus, in the following, we assume
that K0 = {o} for some o ∈ V . Hence, un is strictly superharmonic on K0 = {o},
and in particular superharmonic on Kn. Because of un(o) = 1 , we get by the Harnack
inequality that un is strictly positive on Kn. By the characterisations of the maximum
principle on finite subsets, Proposition 5.17 ’(iii) =⇒ (iv)’, we have the existence of a
unique positive solution vn ∈ C(Kn) such that Hvn = Cn · 1o , where the constant is
given by

Cn := caph(o,Kn)/m(o) ≥ 0.

Hence, un = vn and un uniquely minimises jCn·1o on C(Kn). Clearly, (Cn) is a decreasing
sequence. Since obviously

caph(o, V ) = inf
ϕ∈Cc(V ),ϕ(o)=1

h(ϕ) ≥ inf
ϕ∈Cc(V ),ϕ(o)=1

∥ϕ∥pp,wm ≥ w(o)m(o) > 0,
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we get
Cn ≥

caph(o, V )

m(o)
≥ w(o) > 0.

Furthermore, note that{
Hun = Hun+1 = 0 on Kn \ {o} ,
un ≤ un+1 on (Kn+1 \Kn) ∪ {o} .

Since λ0(Kn \ {o}) ≥ λ0(Kn) > 0, we can apply the weak comparison principle, Propo-
sition 7.3, and get that (un) is increasing pointwise on V .

Since for all n ∈ N, we have un(o) = 1, we can apply the convergence of solutions
principle, Proposition 5.5, and get that the pointwise limit u exists, and Hun → Hu on
V pointwise as n →∞.

Another application of the weak comparison principle shows that u is independent of
the choice of the sequence (Kn), i.e., u is uniquely determined.

Since Hun = Cn1o on Kn, we infer using Lemma 8.1 (f) that Hu = limn→∞ Cn1o =
caph(o, V )1o/m(o) on V . By Proposition 8.2, we get from caph(o, V ) > 0, that
caph(x, V ) > 0 for all x ∈ V . Thus, we can do this construction for all x ∈ V .

We define for every o ∈ V the function Go : V → (0,∞) via

Go(y) =

(
m(o)

caph(o, V )

) 1
p−1
u(y),

and have a function which satisfies HGo = 1o and thus, a candidate for the desired
normalised Green’s function.

We show now that Go ∈ M(V \ {o}): Let o ∈ K ⊆ V , where K is finite and
connected. Let 0 ≤ v ∈ F (V \K) be p-superharmonic on V \K and v(o) ≥ u(o) = 1.
Since u is independent of the choice of the exhaustion, we can assume that there is an
n ∈ N such that Kn = K. Then by the weak comparison principle, Proposition 7.3,
v ≥ un on every connected component of Kn \ {o}, and thus, on Kn for every n ∈ N.
Hence, v ≥ u on V . Using the (p− 1)-homogeneity, we get that Go ∈M(V \ {o}) is a
normalised Green’s function.

The last statement can be seen as follows: It is obvious, that a function f which is
constant for all x ∼ o ∈ V , is L-harmonic in {o}. Since LGo(o) = HGo(o) = 1, we
conclude that Go is not constant. □

Remark 9.5 In the linear case, it is known that a Green’s function can not only be
obtained via an exhaustion argument as presented here, but also via certain limits of
semigroups and resolvents, see [KPP20b]. It is an open question if a similar result can
be obtained for p ̸= 2 (and at least c ≥ 0). For an introduction to non-linear semigroups
associated with p-Laplacians on graphs see [Mug13].
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9.3 Examples of Green’s functions
Here we show some examples of Green’s functions with respect to free p-Laplacians on
various graphs. We also state the corresponding Green’s function for the counterpart in
the continuum before the example. The calculations show that finding an explicit Green’s
function on a graph is highly non-trivial in general, in particular if one is interested in
p-Schrödinger operators in general.

Let us start with the most simple example: the free p-Laplacian on N.
Example 9.6 (Free p-Laplacian on N0 and N) Recall the standard line graph on N0
from Example 3.4 with c = 0. Firstly, observe that on this graph a function f ∈ F =
C(N0) is p-(super-)harmonic if and only if f is 2-(super-)harmonic by the monotonicity
of (·)⟨p−1⟩. In other words, if f is a p-superharmonic function on N. Then, for all n > 0,
we have

∇n,n−1f ≥ ∇n+1,nf ,
with equality if f is p-harmonic in n. This can be interpreted as a discrete concavity-type
inequality. Since a necessary condition for a Green’s function on 0 is to be positive and p-
harmonic on N, and motivated by the inequality above, a first candidate is u(n) = c1n+c2
for some constants c1, c2 ≥ 0. Then, u is clearly p-harmonic on N but p-subharmonic
at 0. Thus, it is not possible to normalise u such that Lu = 10, and u > 0.

We will see in the next chapter that the specific choice of u was actually not so
important: a normalised Green’s function cannot exist on the whole standard line graph.
However, the situation changes if we consider different weights (see Example 9.7), or
subsets. The latter will be done next.

Let us consider a second example: Take vk ∈ C(N0) defined pointwise via vk =
1N0\{0,...,k} for fixed k ∈ N0. Then, Lvk(n) = 1k+1(n) for all n > k . By the weak
comparison principle, Lemma 7.1, it follows that vk is a normalised Green’s function at
k + 1 on N0 \ {0, . . . , k} ⊆ N0.

On (0,∞), the p-superharmonic function are exactly the concave functions (indepen-
dently of p), and therefore also here a candidate for a Green’s function with respect to
the origin 0 is given by u(x) = c1x + c2 for some constants c1, c2 ≥ 0, but this function
does not seem to be of minimal growth at infinity.

Recall, for comparison, that the positive minimal Green’s function of the free p-
Laplacian on Rd , d > p, with respect to the origin 0 is radial and is given by

G0(|x |) =
p − 1

(d − p)ω1/(p−1)d

|x |(p−d)/(p−1) ,

where ωd is the volume of the unit sphere Sd−1 in Rd , see [Lin19, p. 39] or [FP23, p. 24].
Next we show how to obtain a Green’s function on model graphs. For comparison, the

Green’s function of the p-Laplacian of a d-dimensional non-compact harmonic manifolds
with respect to the origin 0 is given by

G0(d(x, 0)) =

∫ ∞
d(x,0)

dt

(ωd f (t))1/(p−1)
,
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where f denotes the volume density, d(x, 0) is the Riemannian distance from x to 0 and
ωd is the volume of the unit sphere Sd−1 in Rd , see [FP23, p. 25].

We also use the following boundary notation: for every r ≥ 0 and o ∈ X, we set

∂bBr (o) :=
∑

x∈Sr (o),y∈Sr+1(o)

b(x, y),

i.e., ∂bBr (o) denotes the total edge weight between spheres of radius r and spheres of
radius r + 1 with respect to the root o ∈ X. It should not be mixed up with ∂Br (o)
which is the set of all vertices outside of Br (o) which are connected to a vertex inside
of Br (o).

Example 9.7 (Free p-Laplacian on model graphs) The following can also be found
in [AFS24]. Recall the definition of a model graph from Example 3.6. We show that, if

∞∑
r=1

(
m(o)

∂bBr (o)

)1/(p−1)
<∞, p > 1,

then a normalised Green’s function to the free p-Laplacian exists and is given by

Go(x) = G0(r) =

∞∑
k=r

(
m(o)

∂bBk(o)

)1/(p−1)
, x ∈ Sr (o), r ≥ 0.

Indeed, since Go is a spherically symmetric function and the graph is a model we get
that

LGo(0) = m(o)
∂bB0(o)

m(o)

1

∂bB0(o)
= 1

and, for r > 0,
LGo(r) =

k+(r)

∂bBr (o)
−

k−(r)

∂bBr−1(o)
= 0.

The minimal growth near infinity follows from the weak comparison principle for non-
negative potentials, Lemma 7.1.

Example 9.8 (Free p-Laplacian on homogeneous trees Td+1, d ≥ 2) Recall the
definition of homogeneous trees in Example 3.7. Note that m = 1 in this example. Here,
we have ∂bBr (o) = d r . Hence, a Green’s function at o is given by

Go(r) =

∞∑
k=r

(
1

d

)k/(p−1)
=

d−r/(p−1)

d1/(p−1) − 1
, p > 1.

Example 9.9 (Free p-Laplacian on anti-trees) Recall the definition of an anti-tree
with sphere size s in Example 3.8. Note that m = 1 in this example. It is not dif-
ficult to see that ∂bBr (o) = s(r)s(r + 1), confer e.g. [KLW21]. Hence, if it exists, a
Green’s function at o is given by

Go(r) =

∞∑
k=r

(
1

s(k)s(k + 1)

)1/(p−1)
<∞, p > 1.
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It is not difficult to see that the series converges for p < 2 if s(k)s(k+1) ≥ k for k ∈ N.
Furthermore, if s(k) = dk if k is even and 2 ≤ d ∈ N, and s(k) = 1 if k is odd, then
for all p > 1,

Go(r) =

{
1
d r + 2

∑∞
k=r+1

(
1
d

)2k/(p−1)
= 1

d r + 2
d(2r+2)/(p−1)

1−d−2/(p−1) , r ∈ 2N0
2 d2r/(p−1)

1−d−2/(p−1) , r ∈ 2N0 + 1

We also want to give examples for not having a Green’s function. We will see in
Chapter 10 that this is equivalent to the criticality of the associated p-energy functional.
There, some additional examples are given. Nevertheless, let us mention the following.
Example 9.10 (Free p-Laplacian on star graphs) By Example 6.2, we know that on
a star graph with the free p-Laplacian, every p-superharmonic function is p-harmonic.
Hence, there cannot exist a normalised Green’s function on the whole graph.

Example 9.11 (p-Laplace-type operators on star graphs) Consider a star graph. If
we add a potential c such that h is subcritical (e.g. any positive potential c ⪈ 0), then
a normalised Green’s function G0 with HG0 = 10 exists by Theorem 9.4. Then, similar
as in Example 6.3, we calculate

m(0) =

∞∑
n=0

c(n)Gp−10 (n).

Moreover, by direct calculation, we also see that HG0(n) = 0 for n ≥ 1 is equivalent to

c(n) = b(0, n)

(
G0(0)

G0(n)
− 1
)⟨p−1⟩

.

9.4 Bounds for the Principal Eigenvalue

We close this chapter by showing upper and lower bounds for λ0(V ), V ⊆ X. These
results go under the name Barta’s inequality, see [Bar37] for the original paper by Barta,
[Amg08, Theorem 7.1] for the corresponding version for standard p-Laplacians on finite
graphs or [AH98, Section 2.2] for p-Laplacians on the Euclidean space. A linear version
of Barta’s theorem for finite graphs can be found in [Ura99, Theorem 2.1]. For the linear
case in the continuum see e.g. [NP92] and references therein.
Proposition 9.12 (Barta-type inequality) Let V ⊆ X.

(a) If h ≥ 0 on Cc(V ) and u ∈ F (V ) such that u > 0 on V , then,

inf
x∈V

Hu(x)

up−1(x)
≤ λ0(V ).

(b) If ϕ ∈ Cc(V ) such that ϕ > 0 on V , then

λ0(V ) ≤ sup
x∈V

Hϕ(x)

ϕp−1(x)
.
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Proof. Ad (a): Let I = infx∈V Hu(x)/up−1(x). Since h ≥ 0 on Cc(V ), we have λ0(V ) ≥
0. Hence, the case I ≤ 0 is trivial. If I > 0, then we can use Picone’s inequality or
Lemma 6.4 with g = I to get

h(ϕ) ≥ I · ∥ϕ∥pp,m , ϕ ∈ Cc(V ).

This implies λ0 ≥ I.
Ad (b): Let us set S = supx∈V Hϕ(x)/ϕp−1(x). Then, Hϕ ≤ S ϕp−1 on V . Hence,

h(ϕ) = ⟨Hϕ,ϕ⟩V ≤ S ∥ϕ∥pp,m .

Thus, we get λ0(V ) ≤ infϕ∈Cc(V ),ϕ>0 on V h(ϕ)/ ∥ϕ∥pp,m ≤ S. □

Barta’s inequality has the following simple consequence.

Corollary 9.13 Let V ⊆ X be connected and let h be non-negative on Cc(V ). Then we
have

0 ≤ λ0(V ) ≤ inf
x∈V

caph(x, V )

m(x)
.

Proof. If h is critical in V , then clearly λ0(V ) = 0 = caph(x, V ) for all x ∈ V .
Let h be subcritical in V , and let Kn be an increasing exhaustion of V with finite

subsets. Furthermore, let un be the positive solution of the Dirichlet problem on Kn with
value 1 at o ∈ V as defined in the proof of Theorem 9.4 with limit u. Then, we can
apply Proposition 9.12 (b), and get

λ0(X) ≤ sup
x∈Kn

Hun(x)

up−1n (x)
=
Hun(o)

up−1n (o)
→

Hu(o)

up−1(o)
=
caph(o, V )

m(o)
,

since Hun is only positive at o in Kn. □

Remark 9.14 (Cheng’s Eigenvalue Comparison Theorem) Since Cheng published a
comparison theorem for the principal eigenvalue of the linear (p = 2)-Laplacian on a ball
in a manifold in [Che75], many improvements and generalisations followed. The proof
strongly used curvature bounds and Barta’s inequality. On infinite graphs an analogue
result is given in [Ura99] where the curvature bounds are interpreted as bounds on the
vertex degree. We believe that this result for p = 2 and m = deg, b(X × X) ⊆ {0, 1},
can be extended to all p > 1 and all measures, at least for model graphs.





10. Characterisations of Criticality

[A] chess player may offer the sacrifice of a pawn or even a piece,
but a mathematician offers the game.

G. H. Hardy, A Mathematician’s Apology, p. 94

In this chapter, we will discuss the notion of criticality in detail. For the history of
this notion see [Pin07, Remark 2.7] or [KPP20b, Section 5]. There it is stated that in
the continuum it goes back to [Sim80] and was then generalised in [Mur86; Pin88]. On
locally summable weighted graphs, [KPP20b] is the first paper discussing criticality in the
context of linear Schrödinger operators. See also [KLW21, Chapter 6] (and references
therein) for corresponding results for linear Laplace-type operators on graphs.

Non-negative energy functionals associated with Schrödinger operators seem to divide
naturally into two categories: the ones which are strictly positive, i.e., for which a Hardy
inequality holds true, and the ones which are not strictly positive, i.e., for which the
Hardy inequality does not hold. In the linear (p = 2)-case, there are surprisingly many
equivalent formulations to the statement that the Hardy inequality does (not) hold, for
graphs confer [KPP20b]. For p = 2 and c = 0, this is exactly the division of graphs
into transient and recurrent graphs. Inspired by the theory of Riemann surfaces, graphs
with (sub-)critical p-energy functional with respect to the free p-Laplacian are also called
p-parabolic (resp. p-hyperbolic), see Remark 2.9 for more details.

Using our developed ground state representation formula and comparison principle,
we will see that many of the characterisations in [KPP20b] remain characterisations also
if p ̸= 2.

Let h be a functional which is non-negative on Cc(V ), V ⊆ X. Recall that, the
functional h is called (p-)subcritical in V if the p-Hardy inequality holds true in V , that
is, there exists a positive function w ∈ C(V ) such that

h(ϕ) ≥ wp(ϕ), ϕ ∈ Cc(V ).

If such a positive w does not exist, then h is (p-)critical in V . Moreover, the functional
h is (p-)supercritical in V if h is not non-negative on Cc(V ). Recall that we set wp(ϕ) =
⟨w/m, |ϕ|p⟩V = ∥ϕ∥pp,w for ϕ ∈ Cc(V ).

Before we can state the main result of this section, we recall the following definition:
A sequence (en) in Cc(V ), V ⊆ X, of non-negative functions is called null-sequence in
V if there exists o ∈ V and α > 0 such that en(o) = α and h(en)→ 0.

Theorem 10.1 (Characterisations of criticality) Let p > 1. Assume that h is non-
negative on Cc(V ), where V ⊆ X is connected and non-empty. Then the following
statements are equivalent:

(i) The p-energy functional h is critical in V .

75
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(ii) For any (or equivalently, for some) o ∈ V and α > 0 there is a null-sequence (en)
in V such that en(o) = α, n ∈ N.

(iii) The capacity vanishes everywhere (or equivalently, somewhere), i.e., caph(W, V ) =
0 for all (or, for some) W ⊆ V .

(iv) For all positive (or equivalently, for some) p-harmonic functions u in V , the sim-
plified energy hu is critical in V .

(v) For any positive p-superharmonic function u ∈ F (V ) in V and any null-sequence
(en) in V there exists a positive constant c̃ such that en(x)→ c̃ u(x) for all x ∈ V
as n →∞.

(vi) There exists a strictly positive and p-harmonic function u ∈ F (V ) in V that van-
ishes on X \V , and a null-sequence (en) in V such that en(x)→ u(x) for all x ∈ V
as n →∞.

(vii) There exists a strictly positive and p-harmonic function u ∈ F (V ) in V that van-
ishes on X \V , and a null-sequence (en) in V such that en(x)↗ u(x) for all x ∈ V
as n →∞.

(viii) there exists a unique function (up to multiplies) which is positive and p-super-
harmonic in V , and this function is strictly positive and p-harmonic in V and
vanishes at X \ V .

(ix) There exists an Agmon ground state, i.e., a global minimal positive p-harmonic
function, in V .

(x) There does not exist a normalised Green’s function for any (for some) x ∈ V .
That is, there does not exists a function 0 < u ∈ M(V \ {x}) ∩ F (V ) such that
Hu = 1x .

(xi) There does not exist a normalised Green’s potential Gϕ in V for any (for some)
charge 0 ⪇ ϕ ∈ Cc(V ) with suppϕ ⊊ V . That is, there does not exists a function
0 < u ∈M(V \ suppϕ) ∩ F (V ) such that Hu = ϕ.

Theorem 10.1 is one of the main results of this thesis. It merges results from [Fis22;
Fis23; Fis24] and also generalises them to subsets of X. Moreover, the characterisation
with Green’s potentials has only been mentioned in a remark in [Fis22] and the proof
of (xi) is therefore new, as well as the consideration of general capacities of sets apart
from singletons (iii). Also the statement (vii) about increasing null-sequences is new. In
[Fis23], this was shown only for p ≥ 2 (where it follows easily from the Markov property
of the simplified energy). For completeness, we show this argument afterwards. That we
can always find an increasing null-sequence, also simplifies arguments in the subsequent
chapters.
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We want to remark that, under the assumption of c ≥ 0, way more characterisations
can be obtained in our quasi-linear locally summable setting, see [AFS24]. It would be
very interesting to see if some of them can be generalised to arbitrary potentials.

We divide the proof of this main theorem into two subsections. In the first subsection,
we show some more general auxiliary lemmata, and in the second subsection, we show
the equivalences.

10.1 Subcriticality on Subsets
Before we show the characterisations, we want to proof a list of technical results. First
we show that if h is non-negative in Cc(V ∪ ∂V ) then h cannot be critical on any subset
of V , see Corollary 10.3. The next statement extracts the technical part.

Proposition 10.2 Let p > 1, V ⊊ X be connected, and h be non-negative on Cc(V ).
Assume that there is a function u ∈ F (V ) which is positive in V ∪ ∂V , p-superharmonic
in V and there is a vertex o ∈ ∂V such that u(o) > 0. Then, h is subcritical in V .

Proof. Without loss of generality, we can assume that V ̸= ∅. By the Harnack inequality,
Lemma 5.1, we have that u is strictly positive in V .

Assume that h is critical in V . Note that then u is p-harmonic in V , which is a
consequence of Lemma 6.4. Take xo ∈ V with xo ∼ o, and set wn = 1xo/n for n ∈ N.
Then, by the definition of criticality in V we have the existence of a sequence (ϕn) in
Cc(V ) such that

0 ≤ h(ϕn) < |ϕn(xo)|p /n, ϕ ∈ Cc(V ). (10.1)

By the reversed triangle inequality, we can assume without loss of generality that ϕn ≥ 0
on V for all n ∈ N. Furthermore, we can normalise ϕn such that ϕn(xo) = 1 for all
n ∈ N. Then, (ϕn) is a null-sequence of h in V .

Using the ground state representation, Theorem 4.1, we get

h(uψ) ≥ h(uψ)− (muHu)p(ψ) ≍ hu(ψ) ≥ 0, ψ ∈ Cc(V ).

Let us define ψn ∈ Cc(V ) for all n ∈ N via ψn = ϕn/u on V wherever u is strictly
positive and ψn = 0 otherwise. Then, (ψn) is a null-sequence of hu in V .

Firstly, let p ≥ 2. Since (ψn) is a null-sequence of hu in V , we have

u(x)u(y) |∇x,yψn|2 → 0, x, y ∈ V ∪ ∂V, x ∼ y .

In particular, since u > 0 on V ∪ {o}, we have

ψn(y) = |∇o,yψn| → 0, y ∈ V, y ∼ o.

But this is a contradiction, because ψn(xo) = 1/u(xo) > 0 for all n ∈ N.
Secondly, let 1 < p < 2. Since (ψn) is a null-sequence of hu in V , we have for each

(x, y) ∈ (V ∪ {o})2, x ∼ y either
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(i) |∇x,yψn| → 0, or

(ii) |∇x,yψn| → ∞, or

(iii) (ψn(x) + ψn(y)) |∇x,yu| → ∞.

Since |∇o,xoψn| = ψn(xo) = 1/u(xo) > 0 for all n ∈ N and o ∼ xo ∈ V , we see that
neither (i) nor (ii) can apply for the pair (o, xo). Because of

(ψn(o) + ψn(xo)) |∇o,xou| =
1

u(xo)
|∇o,xou| ∈ [0,∞),

also (iii) cannot apply. Hence, we also have a contradiction in the case of 1 < p < 2.
Thus, (ϕn) cannot be a null-sequence of h in V , and therefore the strict inequality

in (10.1) does not hold, i.e., h cannot be critical in V . □

Comparing Proposition 10.2 and Theorem 6.1, we obtain the following result.

Corollary 10.3 Let V ⊊ X and o ∈ ∂V . If h is non-negative in Cc(V ∪ {o}) then h is
subcritical in V .

Proof. If h is non-negative in Cc(V ∪ {o}), then by the Agmon-Allegretto-Piepenbrink
theorem, Theorem 6.1, this implies the existence of a function which is strictly positive
and p-superharmonic function on V ∪ {o}. Thus, we can use Proposition 10.2, and get
that h is subcritical in V . □

Remark 10.4 Corollary 10.3 has the following interpretation for p = 2 and c = 0:
Given any connected graph, the induced graph on any proper subset is then a graph with
boundary and thus transient.

By Corollary 8.5, we know that any subcritical energy functional has a strictly positive
p-Hardy weight. If we know a little bit more about the lower bound, we get a connection
to λ0(V ), V ⊆ X. This is specified next. In the case of finite V , it gives another charac-
terisation of the maximum principle and continues Proposition 5.17. By Proposition 8.2,
the statement is not surprising but it gives an example of a p-Hardy weight.

Proposition 10.5 Let V ⊆ X. Then the following holds:

(a) If λ0(V ) > 0, then h is subcritical in V with strictly positive p-Hardy weight
w = λ0(V ) ·m.

(b) If h is subcritical in V with p-Hardy weight w such that infV (w/m) > 0, then
λ0(V ) > 0. Moreover, if K ⊆ X is finite and h is non-negative in Cc(K ∪{o}) for
some o ∈ ∂K, then λ0(K) > 0.

In particular, if h is non-negative in Cc(X), then λ0(K) > 0 in every finite subset K ⊆ X.
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Proof. Ad (a): If λ0(V ) > 0, then for any ϕ ∈ Cc(V ) we get that h(ϕ) ≥ λ0(V ) ∥ϕ∥pp,m.
Defining w = λ0(V ) · m, we have a possible strictly positive p-Hardy weight, and h is
subcritical in V .

Ad (b): Since infV (w/m) > 0, we have

λ0(V ) = inf
ϕ∈Cc(X)\{0}

h(ϕ)

∥ϕ∥pp,m
≥ inf
ϕ∈Cc(X)\{0}

infV (w/m) ∥ϕ∥pp,m
∥ϕ∥pp,m

= inf
V
(w/m) > 0.

The second statement can be seen as follows: Indeed, if K is finite and h is non-
negative in Cc(K ∪ {o}), then by Corollary 10.3, h is subcritical in K. Thus, by
Corollary 8.5, there is a strictly positive p-Hardy weight w on K. Since infK(w/m) =
minK(w/m) > 0, we can apply the first statement in (b), and get the desired assertion.

The last statement follows also from Corollary 10.3 because if h is non-negative in
Cc(X) it is also non-negative in Cc(K ∪ {o}) for any o ∈ ∂K. □

The following lemma is the discrete analogue of [PP16, Proposition 4.11].

Lemma 10.6 Let p > 1 and V ⊆ X be connected. Assume that there exists a function
u ∈ F (V ) that is strictly positive on V , vanishes on X \ V , and is p-superharmonic on
V . Furthermore, assume that there exists a null-sequence (en) in V such that en(o) = α
for some o ∈ V and α > 0. Then, en → (α/u(o))u pointwise on V as n → ∞. In
particular, for all (x, y) ∈ V × V we have ∇x,y (en/u)→ 0 as n →∞.

Proof. By the Agmon-Allegretto-Piepenbrink theorem, Theorem 6.1, the assumption on
u is equivalent to the non-negativity of h on Cc(V ).

Let o ∈ V and α > 0 be arbitrary. Set ϕn := en/u. Then, by the ground state
representation, Theorem 4.1,

0 ≤ hu(ϕn) ≍ h(en)− (muHu)p(ϕn) ≤ h(en)→ 0, n →∞. (10.2)

Firstly, let p ≥ 2. Then, (10.2) implies |∇x,yϕn| → 0 for all x, y ∈ V , x ∼ y . Since V is
connected, we have for any x ∈ V an integer k ∈ N such that x = x1 ∼ . . . ∼ xk = o.
Thus, we obtain

lim
n→∞

ϕn(x) = lim
n→∞

(k−1∑
i=1

∇xi ,xi+1ϕn + ϕn(o)
)
= α/u(o).

Rearranging, yields en → (α/u(o))u pointwise on V as n →∞.
Secondly, let 1 < p < 2. Then equation (10.2) implies either

(i) |∇x,yϕn| → 0, or

(ii) |∇x,yϕn| → ∞, or

(iii) (ϕn(x) + ϕn(y)) |∇x,yu| → ∞
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for each (x, y) ∈ V × V , x ∼ y . We show that (ii) and (iii) cannot apply: Using
the triangle inequality, it is easy to see that (ii) and (iii) are equivalent for the pair
(x, o) ∈ V × V with x ∼ o. They are also equivalent to en(x)→∞ for x ∼ o. Set

Φn(x, o) := (u(x)u(o))
1/2 |∇x,oϕn|+ 1/2(|ϕn(x)|+ |ϕn(o)|) |∇x,ou| .

Then using Hölder’s inequality with p̃ = 2/p > 1, and q̃ = 2/(2− p), we calculate

b(x, o)(u(x)u(o))
p
2 |∇x,oϕn|p

≤
(
b(x, o)(u(x)u(o)) |∇x,oϕn|2Φp−2n (x, o)

) p
2 ·
(
b(x, o)Φpn(x, o)

) 2−p
2

≤ c1(p) · h
p
2
u (ϕn)

·
(
b(x, o)

(
(u(x)u(o))

p
2 |∇x,oϕn|p + c2(p)(|ϕn(x)|p + (αp/up(o))) |∇x,ou|p

)) 2−p2
≤ c1(p) · h

p
2
u (ϕn)

·
(
b(x, o)

(
(u(x)u(o))

p
2 |∇x,oϕn|p + c2(p)(|ϕn(x)|p + (αp/up(o))) |∇x,ou|p

)
+ 1
)

≤ c1(p) · h
p
2
u (ϕn) ·

(
b(x, o)

(
((u(x)u(o))

p
2 + c3(p)) |∇x,oϕn|p + c4(p)

)
+ 1
)
,

where ci(p), i ≤ 4, are positive constants depending only on p (and not on n). Since
b(x, o), u(x), u(o) are also independent of n and strictly positive, we can rewrite the
inequality above as

|∇x,oϕn|p ≤ C1(p) · hp/2u (ϕn) ·
(
|∇x,oϕn|p + C2(p)

)
,

for some positive constants Ci(p), i = 1, 2. Since hu(ϕn)→ 0 as n →∞, we conclude
that |∇x,oϕn| → 0, and (en(x)) does not converge to ∞ for all x ∼ o. Hence, (ii) and
(iii) cannot apply for all x ∼ o, and only (i) holds true for all x ∼ o. Thus, we can
continue as in the case p ≥ 2 to get that en(x)→ (α/u(o))u(x) for all x ∼ o, x ∈ V .

Arguing similarly, we have for all y ∼ x ∼ o, y ∈ V , that

|∇y,xϕn|p ≤ C1(p) · hp/2u (ϕn) ·
(
|∇y,xϕn|p + C2(p) |ϕn(x)|p + C3(p)

)
for some positive constants Ci(p), i ≤ 3. Thus, as before, (ii) and (iii) cannot apply
for all y ∼ x ∼ o, y , x ∈ V , which results in en(y) → (α/u(o))u(y). Since V is
connected, we get by induction that en(y) → (α/u(o))u(y) for all y ∈ V . This proves
the statement for 1 < p < 2. □

10.2 Proof of Theorem 10.1
Here, we prove the characterisations of criticality.

Proof (of Theorem 10.1). Ad (i) =⇒ (ii) ‘for all’: Let wn = 1o/n for o ∈ V and n ∈ N.
Then by the criticality of h in V we have the existence of a function en ∈ Cc(V ) such
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that h(en) < (wn)p(en). By the reverse triangle inequality, we have h(|en|) ≤ h(en) and
thus, we can assume that en ≥ 0. By assumption, we have that h is non-negative in
Cc(V ), and therefore we get

0 ≤ h(en) < (wn)p(en) = epn (o)/n.

Hence, we can normalise en such that en(o) = α for any α > 0. Altogether, h(en) <
αp/n and (en) is a null sequence in V .

Ad (ii) ‘for all’ =⇒ (i): Let (en) be a null-sequence in V with en(o) = α > 0 for
some o ∈ V . Let w ≥ 0 on X such that h(ϕ) ≥ wp(ϕ) for ϕ ∈ Cc(V ). Then,

0 = lim
n→∞

h(en) ≥ lim
n→∞

wp(en) ≥ lim
n→∞

w(o)epn (o) = w(o)α
p.

Since o ∈ V is arbitrary and α > 0, we get w = 0 on V .
Ad (iii) ‘for all’ ⇐⇒ (iii) ‘for some’: This is Proposition 8.2.
Ad (ii) ⇐⇒ (iii): This follows immediately from the definitions. In particular, (ii)

‘for all’ ⇐⇒ (ii) ‘for some’.
Ad (i) ⇐⇒ (x) ‘for some’ ⇐⇒ (iv) ‘for all’: This follows from the ground state rep-

resentation, Theorem 4.1. Note that the existence of such a strictly positive p-harmonic
function is ensured by the Agmon-Allegretto-Piepenbrink theorem, Theorem 6.1, together
with Lemma 6.4.

Ad (ii) ‘for some’ =⇒ (v): This is Lemma 10.6.
Ad ((i) & (ii) & (v)) =⇒ (vi): The assumption ensures the existence of a strictly

positive p-superharmonic function u in V via the Agmon-Allegretto-Piepenbrink theorem,
Theorem 6.1. By Lemma 6.4, the criticality of h in V implies that any strictly positive
p-superharmonic in X is a strictly positive p-harmonic function in V .

By (v), any null-sequence converges to a constant multiple of u. The existence of a
null-sequence is ensured by (ii). This shows (vi).

Ad (vi) =⇒ (i): By Lemma 6.4, 0 ≤ h(en)→ 0. Hence, h is critical.
Ad (v) & (vi) =⇒ (viii): This is trivial.
Ad (i) =⇒ (x) & (xi): If h is critical in V , then by Lemma 6.4, every positive

superharmonic function in V is harmonic in V . Hence, there cannot exists a Green’s
function nor potential in V .

Ad (viii) =⇒ (x) & (xi): By assumption, there cannot exists a Green’s function nor
potential in V .

Ad (ix) =⇒ (x) & (xi): Assume that 0 < u ∈ C(V ) is a global minimal positive
p-harmonic function in V . Furthermore, assume that there exists a normalised Green’s
function or potential in V , that is in particular, a positive function v ∈ F (V ) ∩ C(V )
such that Hv ⪈ 0 on V .

Let K ⊆ V be finite, non-empty and connected, and set ε = maxx∈K {u(x)/v(x)}.
Since u is a global minimal positive harmonic function in V , and εu ≤ v on K, we have
εu ≤ v on V \ K. Moreover, we have εu ̸= v , since otherwise v would be harmonic,
which is a contradiction. Thus, there exists a finite and connected subset K of X and
ε̃ > 0 such that (1 + ε̃)εu ≤ v on K. But since u is a global minimal positive harmonic
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function, we get (1+ ε̃)εu ≤ v on V , and in particular, on K, which is a contradiction to
the maximality of ε on K. Hence, we cannot have a positive and strictly p-superharmonic
function on V , and thus, we cannot have a normalised Green’s function nor potential.

Ad (viii) =⇒ (ix) & (vii): Firstly, we show (ix). By (viii), there is nothing to prove
for K = ∅ or V being a singleton. Denote by u the Agmon ground state on V . Take
an arbitrary increasing exhaustion (Kn) of V with finite, non-empty and connected sets,
and some o ∈ K1. Without loss of generality, we can assume that u(o) = 1.

Let us do once again our standard trick: let Hn be the p-Schrödinger operator we
obtain by adding m/n to the potential c of H, n ∈ N, with p-energy functional hn (which
should not be mixed up with the simplified energy hu – the simplified energy does not
appear in this part). Then, for all n ∈ N,

λ0(W,Hn) ≥ 1/n > 0, ∅ ≠ W ⊆ V.

By Proposition 5.17, we get the existence of a sequence (vn) in C(Kn) such that
Hnvn = gn on Kn for any 0 ≤ gn ∈ C(Kn). Assume that 0 ⪇ gn → g pointwise. Then,
by Proposition 5.17, vn > 0 on Kn.

If vn(o) → 0 as n → ∞, then by the Harnack inequality, Lemma 5.1, vn → 0 on
V which is a contradiction unless g = 0. However, 0 is not a positive function. This
motivates to consider wn := vn/vn(o) and g̃n := gn/vp−1n (o) instead.

Note that (wn)n≥n0 is in S+o (Kn0 , Hn0) for any n ≥ n0 ∈ N. This implies by the
Harnack inequality also that wn cannot converge to ∞. Thus, by the Harnack principle,
Lemma 5.2, (wn) converges pointwise to some w ∈ S+o (Kn0 , Hn0) for all n0 ∈ N, and
0 ≤ Hn0w(x) = Hw(x) + wp−1(x)/n0 for all x ∈ Kn0 . Letting n0 → ∞, we see that
the limit w is positive and p-superharmonic on V . By (viii), this is a contradiction unless
w = u. Note that this implies the convergence of (g̃n) to 0.

Now, let K ⊊ V be finite, and ṽ ∈ F (V \K) be a positive p-superharmonic function
on V \K and u ≤ ṽ on K. Without loss of generality, we can assume that gn, and thus
g̃n, is only supported in K1, and K1 ⊆ K. Then for any ε > 0 there exists nε such that
for all n ≥ nε, we have Hṽ ≥ Hwn = 0 on Kn \K, and 0 ≤ wn ≤ (1+ε)ṽ on K∪V \Kn.
On any connected component of Kn \K, we get by the weak comparison principle that
wn ≤ (1 + ε)ṽ on V \ K for any n ∈ N. Thus, u ≤ (1 + ε)ṽ on V \ K. Letting ε → 0
we obtain u ≤ ṽ on V \K. This shows (ix).

Let us turn to the proof of (vii). Our first candidate of an increasing null-sequence
is (wn). Let us try to apply the weak comparison principle, Proposition 7.3. Obviously,
wn ≤ wk on X \Kn, and k ≥ n. Moreover, for all x ∈ Kn, and k ≥ n,

Hnwn(x)−Hnwk(x) = g̃n(x)− g̃k(x)−
(
1

n
−
1

k

)
wp−1k (x)

Because of wk ∈ S+o (Kn, Hn), let us now choose the specific function gn = 1o . By the
weak comparison principle, Proposition 7.3, (vn) is increasing, and by the first part, it
converges pointwise to ∞. Then, there is a subsequence (g̃nk ) such that for all x ∈ Kn,

g̃n(x)− g̃k(x) ≤
(
1

n
−
1

k

)
wp−1k (x).
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Thus, (wnk ) is increasing by the weak comparison principle.
By construction, 0 ≤ g̃nkwnk → 0·u = 0 pointwise on V . Hence, there is a decreasing

sub-subsequence (g̃nklwnkl ). Thus, we conclude with the aid of Green’s formula and
monotone convergence,

0 ≤ h(wnkl ) ≤ hnkl (wnkl ) = ⟨g̃nkl , wnkl ⟩V → 0, n →∞.

This proves (vii).
Ad (vii) =⇒ (vi): This is trivial.
Ad (x) =⇒ (i): This is Theorem 9.4. Since in this theorem a Green’s function is

constructed via the capacity ‘for any’ and ‘for some’ are equivalent.
(x) ‘for some’ =⇒ (xi) ‘for some’ and (xi) ‘for all’ =⇒ (xi) ‘for some’: This is

obvious.
Ad (xi) ‘for some’ =⇒ (i): The following proof is very similar to ‘(viii) =⇒ (ix) &

(vii)’ but the parts where we get contradictions interchange in some sense. We show the
contraposition. Here are the details: We use the same notation for Hn and hn as above.

Fix 0 ⪇ ϕ ∈ Cc(V ) with suppϕ ⊊ V . Take an arbitrary increasing exhaustion (Kn)
of V with finite, non-empty and connected sets, and suppϕ ⊊ K1. Since h ≥ 0 on
Cc(V ), we get λ0(W,Hn) ≥ 1/n > 0 for every n ∈ N and non-empty W ⊆ V . By
Proposition 5.17, we get the existence of a sequence (vn) in C(Kn) such that Hnvn = ϕ
on Kn. Since ϕ ⪈ 0, we can assume that vn > 0 on Kn. Note that Hnvk ≥ Hnvn = ϕ
on Kn for all k ≥ n. By the weak comparison principle, Proposition 7.3, we get that (vn)
is monotone increasing. Set wn := vn/vn(o) for some o ∈ K1 \ suppϕ.

Firstly, if (vn(o)) is bounded, then by the Harnack principle, Lemma 5.2, we get that
vn converges pointwise to a function v and Hv ≥ ϕ. Since (vn) is increasing, we can
apply the convergence of solutions principle, Proposition 5.5, and get that Hnvn → Hv ,
i.e., Hv = ϕ.

Now, let K ⊆ V be finite such that suppϕ ⊆ K, and ṽ ∈ F (V \ K) be a positive
p-superharmonic function on V \K and v ≤ ṽ on K. Then for any ε > 0 there exists nε
such that for all n ≥ nε, we have Hnṽ ≥ Hnvn ≥ 0 on Kn \K, and 0 ≤ vn ≤ (1+ε)ṽ on
K ∪ V \ Kn. On any connected component of Kn \ K, we get by the weak comparison
principle that vn ≤ (1 + ε)ṽ on V \ K for any n ∈ N. Thus, v ≤ (1 + ε)ṽ on V \ K.
Letting ε→ 0 we obtain v ≤ ṽ on V \K.

Secondly, if vn(o)→∞ as n →∞, we consider instead the sequence (wn). Then, as
in the proof of ‘(viii) =⇒ (vii)’, we can construct a null-sequence which is a contradiction
to the subcriticality of h in V .

This finishes the proof. □

Remark 10.7 We give an alternative proof for having an increasing null-sequence in
the case p ≥ 2 if h is critical in V : Let p ≥ 2, and let (en) be a null-sequence such
that en(o) = u(o) for some o ∈ V , and en → u. Consider the sequence (en ∧ u),
where ∧ denotes the minimum. We show that it is a null-sequence. Indeed, since for all
α, β, γ ∈ R, we have

|α ∧ γ − β ∧ γ| ≤ |α− β| ,
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we conclude,

0 ≤ h(en ∧ u) ≍ hu(u−1(en ∧ u)) = hu(u−1en ∧ 1) ≤ hu(u−1en) ≍ h(en).

Thus, h(en ∧ u) → 0, and en(o) = u(o) > 0, i.e., (en ∧ u) is a null-sequence. Since
en → u, we conclude that (en ∧ u) ↗ u. Hence, there exists a monotone increasing
subsequence of (en ∧ u), and this subsequence is also a null-sequence and converges to
u.

Sadly, this simple argument does not hold if p ∈ (1, 2), and thus we did a workaround
via the maximum and comparison principles in the proof of (vii).

We end this section by giving a connection between the p-energy functional associated
with the graph b, and the p-energy functional associated with the graph bu, where
bu(x, y) = b(x, y)(u(x)u(y))

p/2 for 0 ≤ u ∈ F .

Corollary 10.8 Let p > 1, and 0 ≤ u ∈ F .

(a) If p > 2 and u is a ground state of h, then 1 is a ground state of hu,1.

(b) If 1 < p < 2 and hu,1 is critical in X, then h(·)− ⟨u1−pHu, |·|p⟩ is critical in X.

Proof. Ad (a): Recall that a ground state is p-harmonic, i.e., uHu = 0. Moreover, h
is critical. Then, by the ground state representation, Corollary 4.2, we have that hu,1 is
critical. Since 1 is a p-harmonic function with respect to the Laplace operator associated
with hu,1, it is a ground state.

Ad (b): This is a direct consequence of the ground state representation. □

10.3 Examples of Subcritical and Critical Energy Functionals
In Section 9.3, we have calculated Green’s functions on various graphs. By Theorem 10.1,
we see that the corresponding p-energy functionals are all subcritical. However, we want
to have a closer look on some examples.

Example 10.9 (Zd) In [Mae77] it is shown that Zd is subcritical for d > p with respect
to the free p-Laplacian. There, a flow is constructed to get the implication via a Kelvin-
Nevanlinna-Royden characterisation of p-subcriticality (see [AFS24]). In [Mae77], it is
also shown that Zd is critical for d ≤ p (by explicitly calculating the resistance which is
the reciprocal of the capacity).

Obviously, the generalised harmonic oscillator on Zd is subcritical for any d ∈ N (take
the positive potential as a p-Hardy weight). Moreover, the generalised hydrogen atom
on Zd is supercritical for d ≤ p (since the potential is non-positive). Confer Example 3.2
and Example 3.3 for the definition of the generalised harmonic oscillator and hydrogen
atom, respectively.
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Example 10.10 (N) The following observation can also been found in [FKP23]. Con-
sider the p-energy functional h on N with potential part c = −w , where w(n) =
L(n(p−1)/p)/n(p−1)

2/p. We show the existence of a null-sequence (ϕN) with ϕ(0) = 0,
ϕ(1) = 1 and ϕN converging pointwise to u(n) = n(p−1)/p, confer Theorem 10.1. We
choose

ϕN = uψN with ψN(n) = 0 ∨
(
1−
log n

logN

)
for n,N ∈ N and u(n) = n1/q. By the ground state representation formula, Theorem 4.1,
we have

h(uψ) ≍ hu(ψ) = 2
∞∑
n=0

u(n)u(n + 1)|∇n,n+1ψ|2

·

(
(u(n)u(n + 1))

1
2 |∇n,n+1ψ|+

|ψ(n)|+ |ψ(n + 1)|
2

|∇n,n+1u|

)p−2
.

We employ u(n) = n1/q and the definition of ϕN , ψN to obtain

h(ϕN) ≍ hu(ψN) ≤
C

logp N

(
N∑
n=1

np−1 logp
(
1 +
1

n

)
+

N∑
n=1

n−1 logp−2
(
N

n

))
,

where we used α(β + γ)r ≤ C(αβr + αγr ) for all α, β, γ ≥ 0, r ∈ R and some
C = C(r) to split the sum into two sums, |(0 ∨ α)− (0 ∨ β)| ≤ |α− β| for all α, β ∈ R
and |nr − (n + 1)r | ≍ nr−1 for r ∈ (0,∞), see e.g. [KLW21, Lemma 2.28]. Now, using
log(1 + 1/n) ≤ 1/n and again α(β + γ)r ≤ C(αβr + αγr ), we infer

hu(ψN) ≤
C

logp N

(
logN + logp−1N

)
→ 0, N →∞

which finishes the proof.
In particular, any p-energy functional with pointwise larger potential is subcritical, e.g.

the functional associated to the free p-Laplacian or the generalised harmonic oscillator
are subcritical.

Note that w is a strictly positive function given by

w(n) =

(
1−

(
1−
1

n

) p−1
p

)p−1
−

((
1 +
1

n

) p−1
p

− 1

)p−1
>

(
p − 1
p

)p 1
np
.

Confer the appendix for a proof of the inequality.

Example 10.11 (Model graphs) The following can also be found in [AFS24]. Recall
the definition of a model graph from Example 3.6, and the existence of a Green’s function
on a model graph in Example 9.7. We show that, if

∞∑
r=1

1

(∂bBr (o))1/(p−1)
=∞,
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for some o ∈ X, then there exists a null sequence (en), and the model graph associated
with the free p-Laplacian is critical, confer Theorem 10.1. Note that the Agmon ground
state is then the function which is 1 everywhere.

Consider a sequence (ϕn) of spherically symmetric functions in Cc(X) such that
ϕn(x0) = 1 and ϕn(x) = 0 for every x ∈ Sr (o), r ≥ n + 1. For such a sequence we get

h(ϕn) =
1

2

∑
x,y∈X

b(x, y) |∇x,yϕn|p =
1

2

n∑
r=0

∑
x∈Sr (o)
y∈Sr+1(o)

b(x, y) |∇x,yϕn|p

=
1

2

n∑
r=0

∑
x∈Sr (o)
y∈Sr+1(o)

b(x, y) |∇r,r+1ϕn|p =
1

2

n∑
r=0

|∇r,r+1ϕn|p ∂bBr (o).

We define en(x) = en(r) such that en(0) = 1 and

en(r)− en(r + 1) =
cn

(∂bBr (o))1/(p−1)
,

with

cn =

(
n∑
r=0

(
1

∂bBr (o)

)1/(p−1))−1
.

It follows that en ↗ 1 and, using the previous computation,

h(en) =

n∑
r=0

∂bB(r)
cpn

(∂bBr (o))
p/(p−1) = c

p−1
n → 0 n →∞.

Hence, we have our desired null-sequence, and h is critical.

Example 10.12 (Star graphs) We have seen already in Example 9.10, that the p-
energy functional to the free p-Laplacian is critical since all positive p-superharmonic
functions are p-harmonic, and thus, there cannot exist a normalised Green’s function.

10.4 Liouville Comparison Principle
Here, we show a consequence of the characterisations of criticality and the ground state
representation which is usually referred to as a Liouville comparison principle, confer
[Pin07, Section 11] and references therein for the linear case. For the counterpart in the
continuum see [PR15, Theorem 8.1], or [PTT08, Theorem 1.9], and for applications in
the continuum see e.g. [Ber+20; FP23].

Proposition 10.13 (Liouville comparison principle) Let p > 1, q ∈ R, and V ⊆ X

be non-empty and connected. Let b and b̃ be two graphs on X, and c, c̃ ∈ C(X) be two
potentials. Let denote h and h̃ the energy functionals with corresponding Schrödinger
operators H := Hb,c,m,p and H̃ := Hb̃,c̃ ,m,p, respectively. Assume that the following
assumptions hold true:
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(a) h is critical in V with Agmon ground state u ∈ C(V ).

(b) h̃ ≥ 0 on Cc(V ), and there exists a positive p-subharmonic function ũ ∈ C(V )
with respect to H̃ on V .

(c) There exists a constant α > 0, such that for all x, y ∈ V we have

bq(x, y)u(x)u(y) ≥ α b̃q(x, y)ũ(x)ũ(y).

(d) There exists a constant β > 0, such that for all x, y ∈ V we have for p > 2,

b
2(1−q)
p−2 (x, y)u(x)u(y) ≥ β b̃

2(1−q)
p−2 (x, y)ũ(x)ũ(y),

and the reversed inequality holds for 1 < p < 2.

(e) There exists a constant γ > 0 such that for all x, y ∈ V we have for p > 2,

b
1−q
p−2 (x, y) |∇x,yu| ≥ γ b̃

1−q
p−2 (x, y) |∇x,y ũ| ,

and the reversed inequality holds for 1 < p < 2.

Then the energy functional h̃ is critical in V with Agmon ground state ũ.

Proof. By Theorem 10.1, there exists a null-sequence (en) with respect to h such that
en → u pointwise as n → ∞. Denote ϕn = en/u on V , n ∈ N. From the ground state
representation, Theorem 4.1, we get h(en) ≍ hu(ϕn) for all n ∈ N. Hence, using (c)
and (e), we infer hu(ϕn) ≥ γ1h̃ũ(ϕn) for some constant γ1 > 0. By (b), the calculation
before, and the ground state representation, we get for some constants γ2, γ3 > 0 that

0 ≤ h̃(ũϕn) ≤ γ2h̃ũ(ϕn) ≤ γ3h(en)→ 0, n →∞.

Thus, (ũϕn) is a null-sequence for h̃ in V and by Theorem 10.1, h̃ is critical in V . Since
ϕn → 1, we get ũϕn → ũ, and by Theorem 10.1, ũ is the ground state. □





11. Decay of Hardy Weights

There are two things at any rate which seem essential, a certain
generality and a certain depth, but neither quality is easy to define
at all precisely.

G. H. Hardy, A Mathematician’s Apology, p. 103

Let us investigate how large a Hardy weight might be in a neighbourhood of infinity.
We will see that the decay of Hardy weights is closely connected with the decay of
functions of minimal growth near infinity. The counterpart in the continuum is [KP20,
Theorem 3.1 and Theorem 3.2], and [HPR24, Theorem 7.9]. In the following the potential
can again be arbitrary. We want to mention that we follow here mainly [Fis24, Section 3].

We set degW (x) :=
∑
y∈W b(x, y) for W ⊆ X and x ∈ X.

Theorem 11.1 (Decay of Hardy weights) Let V ⊆ X be connected and non-empty,
and h be non-negative on Cc(V ). Let W ⊆ V be a non-empty set, and K ⊆ V be a
finite non-empty set.

(a) Assume that h is critical in V with Agmon ground state u ∈ C(V )∩ℓp(V \W, degW )
such that supx∈W,y∈V \W,x∼y u(x)/u(y) < ∞. Then for any Hardy weight w on
V \W , we have

w ∈ ℓ1(V \W, up),

i.e., u ∈ ℓp(V \W,w).

(b) Assume that h is subcritical in V , and that there are only finitely many edges
between V \ K and K. Let v ∈ M(V \ K). Then for any Hardy weight w on V ,
we have

w ∈ ℓ1(V, vp).

The existence of a Hardy weight on V \W is ensured by Lemma 11.7. Moreover, the
technical assumptions in the preamble of (a) are fulfilled if the subgraph (V, b|V×V ) is
locally finite. Also note that for any finite K ⊆ X, degK is a finite measure on X by the
local summability condition on b.

Recall the definitions of null-criticality and optimality near infinity: If h − wp is
critical in V with Agmon ground state u, then h − wp is null-critical with respect to w
if u ̸∈ ℓp(V, w), and w is optimal near infinity for h if h − wp ≥ λwp fails to hold on
Cc(V \K) for all λ > 0 and finite K ⊊ V .

Here, we will show in the following theorem, that null-criticality implies optimality
near infinity for all p > 1, and all possible potentials if the graph is locally finite and the
ground state is smooth enough. It can be interpreted as a corollary of Theorem 11.1 (see
Section 11.2 for a proof).
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Recall that a function f ∈ C(X) that is strictly positive on V ⊆ X is called of
bounded oscillation on V if supx,y∈V,x∼y f (x)/f (y) <∞.
Theorem 11.2 (Null-criticality implies optimality near infinity) Let V ⊆ X be con-
nected and non-empty. Let h − wp be null-critical with respect to w ⪈ 0 in V with
Agmon ground state u in C(V )∩ ℓp(V, b(x, ·)) for all x ∈ V , and of bounded oscillation
in V . Then w is optimal near infinity for h.

Proof. Let u be an Agmon ground state of the critical p-energy functional h − wp in
V . We show the contraposition: Assume that w is not optimal near infinity in V , then
there exists µ > 1 and K ⊆ V finite, such that h − µ · wp ≥ 0 on Cc(V \ K). Thus,
(h−wp)− (µ−1)wp ≥ 0 on Cc(V \K), i.e., (µ−1)w is a p-Hardy weight for h−wp on
Cc(V \ K). By the assumptions, we can use Theorem 11.1 (a), and get w ∈ ℓ1(V, up).
The latter is equivalent to u ∈ ℓp(V, w), and therefore, h − wp is not null-critical. □

Note that the technical assumptions minimise if the subgraph (V, b|V×V ) is locally finite.
Moreover, u ∈ C(V ) ∩ ℓp(V, b(x, ·)) for all x ∈ V if and only if u ∈ C(V ) ∩ Fb,p+1(V ).
Furthermore, Fb,p+1(V ) ⊆ Fb,p(V ), see Lemma 2.2.

Next, we will prove Theorem 11.1. But, firstly, we turn to some preliminary convexity-
type results which are also of interest in its own.

11.1 Convexity-type Results
First, we show a Poincaré-type inequality. This is the discrete counterpart of [PT07,
Theorem 1.6.4], see also [HPR24; PR15; PP16].
Lemma 11.3 (Poincaré inequality) Let V ⊆ X be connected and non-empty. Assume
that h is critical in V with Agmon ground state u. Then, there exists a strictly positive
function w on V such that for every ψ ∈ Cc(V ) with ⟨u, ψ⟩V ̸= 0 there exists a positive
constant C = C(ψ) such that

C−1wp(ϕ) ≤ h(ϕ) + C |⟨ϕ,ψ⟩V |p , ϕ ∈ Cc(V ).

Proof. We divide the proof into two steps.
1. Claim: For all non-emptyW ⊆ V there exists a strictly positive function w ∈ C(V )

such that
wp(ϕ) ≤ h(ϕ) + (m1W )p(ϕ), ϕ ∈ Cc(V ).

Note that the right-hand side is a p-energy functional which we denote by h̃. Then,
clearly, h̃ is non-negative on Cc(V ). Moreover, h̃ ≥ (m1W )p on Cc(V ), i.e., h̃ is sub-
critical (with p-Hardy weight m1W ). Since h̃ is subcritical in V such a w exists by
Corollary 8.5.

2. Claim: Let u be an Agmon ground state of the critical p-energy functional h on
V . For every ψ ∈ Cc(V ) with ⟨u, ψ⟩X ̸= 0, there exists a positive constant C = C(ψ)
such that for all finite and non-empty K ⊆ V , we have

(m1K)p(ϕ) ≤ C
(
h(ϕ) + |⟨ϕ,ψ⟩V |p

)
, ϕ ∈ Cc(V ).
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Assume that the inequality above is wrong. Then there is a sequence (ϕn) in Cc(V )
such that h(ϕn) → 0, ⟨ϕn, ψ⟩V → 0, but (m1K)p(ϕn) → α ∈ (0,∞]. Thus, since
K is finite and non-empty, there exists o ∈ K and ε > 0 such that for all nk ≥ n0,
ϕnk (o) ≥ ε. Set ek = ϕnk/ϕnk (o) for all nk ≥ n0. Then, (ek) is a null sequence
of h in V . Thus, ek → C̃ u by Theorem 10.1 for some positive constant C̃. Since
⟨ek , ψ⟩V → C̃⟨u, ψ⟩V ̸= 0, we have a contradiction, and the second claim is proven.

Now, applying both claims yields the result. □

Next, we prove a convexity-type result. An alternative proof using Lemma 11.3 can
be found in a preprint of [Fis24]. The counterpart in the continuum can be found in
[PT07, Proposition 4.3].

Proposition 11.4 Let c0, c1 be two potentials such that c0 ̸= c1 on a connected and
non-empty subset V ⊆ X. Denote the corresponding p-energy functionals by h0, h1,
respectively. Furthermore, define for all t ∈ [0, 1]

ht(ϕ) := th1(ϕ) + (1− t)h0(ϕ), ϕ ∈ Cc(X).

Let hi be non-negative on Cc(V ), i = 0, 1. Then ht is non-negative on Cc(V ) for all
t ∈ [0, 1]. Moreover, ht is subcritical in V for all t ∈ (0, 1).

Proof. The proof follows the ideas from its counterpart in the continuum. Here are the
details: Clearly, ht is non-negative on Cc(V ) for all t ∈ [0, 1].

If h0 is subcritical in V with Hardy weight w0, then, ht , t ∈ [0, 1), is subcritical in V
with Hardy weight (1− t)w0. Analogously, we can argue if h1 is subcritical in V .

It remains the case that both h0 and h1 are critical in V . Denote by u0 and u1 the
corresponding Agmon ground states normalised at some o ∈ V . Assume that for some
t ∈ (0, 1) also ht is critical. Then by Theorem 10.1, ht has an Agmon ground state
ut on V normalised at o ∈ V and a null-sequence (en) on V , such that 0 ≤ en → ut
pointwise on V . We show that this results in a contradiction.

We claim that c0 ̸= c1 implies that ut cannot be a multiple of u1 or u2. Indeed,
let Ht be the p-Schrödinger operator associated to ht , t ∈ [0, 1], and assume that
ut = Cu0 for some C > 0. Since ut is an Agmon ground state for t ∈ [0, 1], we have
0 = Htut = tH1ut + (1 − t)H0ut = tCp−1H1u0 on V . Hence, u0 is also a global
p-harmonic function for H1 on V . Since u0(o) = 1 = u1(o), we have by the uniqueness
of the Agmon ground state (up to multiplication by a constant) that u0 = u1. But
this yields, c1up−11 = −mLu1 = −mLu0 = c0u

p−1
0 = c0u

p−1
1 , i.e., c0 = c1 on V .

Interchanging the role of u1 and u0 yields the claim.
Let (etn) be a null sequence for ht converging pointwise to ut , t ∈ [0, 1]. Then

ht(e
t
n) → 0 implies h1(etn) → 0 and h0(e

t
n) → 0. Hence, (etn) is a null sequence

for both h1 and h0. By construction, this sequence converges pointwise to u1 and u0,
and also ut . But since c0 ̸= c1, we have that ut cannot be a multiple of u1 or u2,
and get a contradiction. Therefore, ht does not admit an Agmon ground state and by
Theorem 10.1, it is subcritical in V for t ∈ (0, 1). □
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A consequence of the previous proposition is given next. For the counterpart in the
continuum confer [PT07, Proposition 4.4] or [PP16, Proposition 4.19].

Corollary 11.5 Let V ⊆ X be connected and non-empty, and let h be subcritical in V .
Let w̃ ∈ Cc(V ) such that w̃(x) < 0 for some x ∈ V . Then there exists τ+ ∈ (0,∞) and
τ− ∈ [−∞, 0) such that h + t · w̃p is subcritical in V for t ∈ (τ−, τ+), and such that
h + τ+ · w̃p is critical in V .

Proof. By Corollary 8.5, there is a strictly positive Hardy weight w associated with h on
V . Thus, (w + t · w̃)p(ϕ) ≤ h(ϕ) + tw̃p(ϕ) for all ϕ ∈ Cc(V ). Since w > 0 on V , and
w̃ is compactly supported, we get that w + t · w̃ > 0 on V for sufficiently small values
of |t|. Let

S := {t ∈ R : h + t · w̃p is subcritcal in V } .
By the previous proposition, Proposition 11.4, S is an interval. Let denote by τ+ and
τ−, the right and left boundary point of this interval, respectively.

We show that τ+ < +∞: Since there is x ∈ V such that w̃(x) < 0, we have
w̃p(1x) < 0 and thus, h(1x) + t · w̃p(1x) < 0 for sufficiently large t.

We show that τ− = −∞ can be obtained: Assume that w̃ ⪇ 0 on V , then w̃p(ϕ) ≤ 0
for all ϕ ∈ Cc(V ), and thus for all t < 0, we get t ∈ S.

We show that h + τ+w̃p is critical: Clearly, h + τ+w̃p is non-negative on Cc(V ).
Assume that h + τ+w̃p is subcritical, i.e., τ+ ∈ S. Arguing as in the beginning, we see
that for sufficiently small ε > 0, we get that h + (τ+ + ε)w̃p is subcritical. But this
contradicts that τ+ is the right boundary point of the interval S. □

The following result can be seen as the counterpart of Corollary 11.5 for critical
p-energy functionals. Confer [PT07; PP16; PR15] for the local case.

Corollary 11.6 Let V ⊆ X be connected and non-empty, and let h be critical in V with
Agmon ground state u ∈ C(V ).

(a) Assume that w̃ ∈ ℓ∞(V ) and there exists τ+ ∈ (0,∞] such that h + τ+ · w̃p
is non-negative in Cc(V ). Then, for any null-sequence (en) of h in V , we have
lim infn→∞ w̃p(en) > 0.

(b) Assume that w̃ ∈ Cc(V ) and w̃p(u) > 0. Then there exists τ+ ∈ (0,∞] such that
h + t · w̃p is subcritical for all t ∈ (0, τ+).

Proof. Ad (a): By Proposition 11.4, h + t · w̃p is subcritical for all t ∈ (0, τ+). Thus,
we can use Corollary 8.5, and get the existence of a strictly positive p-Hardy weight w
associated with the p-energy functional h+ t · w̃p. Let (en) be an arbitrary null-sequence
of h such that en → C ·u > 0 for some positive constant C, which exists by Theorem 10.1.
By Fatou’s lemma, we infer

t · lim inf
n→∞

w̃p(en) = lim inf
n→∞

h(en) + lim inf
n→∞

t · w̃p(en)

≥ lim inf
n→∞

wp(en) ≥ Cp · wp(u) > 0.
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Dividing by t > 0 yields (a).
Ad (b): The strategy is as follows: If there is τ+ ∈ (0,∞] such that h + τ+ · w̃p is

non-negative in Cc(X), then by Proposition 11.4, we get that h+ t · w̃p is subcritical for
all t ∈ (0, τ+).

Thus, let us assume that such a τ+ ∈ (0,∞] does not exists. We will show that this
leads to a contradiction. Hence, we assume that for all t > 0, there exists ϕt ∈ Cc(V )
such that

h(ϕt) + t · w̃p(ϕt) < 0. (11.1)

By the reversed triangle inequality, h(ϕt) ≥ h(|ϕt |). Thus, we can assume without loss
of generality that ϕt ≥ 0. Since h is non-negative on Cc(V ), it follows from (11.1), that

w̃p(ϕt) < 0. (11.2)

In particular, by Inequality (11.2), we have supp(ϕt) ∩ supp(w̃) ̸= ∅.
Let ψt := ϕt/ ∥ϕt∥p,1supp w̃ . Then, using that w̃ is bounded on V , we get

lim
t→0

t · w̃p(ψt) ≤ sup
V
(w̃) · lim

t→0
t · ∥ψt∥pp,1supp w̃ = 0.

Since h is non-negative on Cc(V ) we obtain using (11.1) and the calculation above,

0 ≤ lim
t→0

h(ψt) ≤ lim
t→0

t · w̃p(ψt) = 0.

Thus, h(ψt)→ 0 as t → 0.
Since w̃ is finitely supported and since supp(ϕt) ∩ supp(w̃) ̸= ∅ for all t > 0, we

have that for some o ∈ supp(w̃), there exists ε > 0 and a subsequence (ψtn) of the net
(ψt) such that ψtn(o) ≥ ε, and tn → 0 as n →∞.

Let ψn := ψtn/ψtn(o), then h(ψn) = (1/ψtn(o))ph(ψtn) → 0 as n → ∞. Hence,
(ψn) is a null sequence of h, and thus, ψn → Cu for some positive constant C. By the
assumptions on w̃ , we thus have

lim
n→∞

w̃p(ψn) = C
pw̃p(u) > 0.

This contradicts (11.2). □

We continue with an observation which is basically a consequence of Lemma 11.3.
Confer [PT07, Proposition 4.2], or [PP16, Proposition 4.18] for the counterpart in the
continuum.

Using a different and more technical method, it is shown in Corollary 10.3 that if h
is non-negative on Cc(V ∪ {o}) for some V ⊊ X and o ∈ ∂V then h is subcritical in V .
This clearly makes following lemma, Lemma 11.7, redundant. However, for convenience,
we give a short argument based on the Poincaré inequality, Lemma 11.3, here.

Lemma 11.7 Let W ⊊ V ⊆ X be both connected and non-empty.
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(a) If h is non-negative on Cc(V ), then h is subcritical in W .

(b) If h is critical in W , then h is supercritical in V .

Proof. If h is subcritical in V , then Corollary 8.5 implies that we have a Hardy weight w
which is strictly positive in V . Thus, taking w · 1W , we have a Hardy weight on W , and
h is subcritical in W .

Let h be critical in V with Agmon ground state u ∈ C(V ). Take o ∈ V \W . By
Lemma 11.3, there exists a strictly positive function w on V and a positive constant C
such that

C−1wp(ϕ) ≤ h(ϕ) + C |⟨ϕ, 1o⟩V |p = h(ϕ), ϕ ∈ Cc(W ).

Thus, h is subcritical in W . This proves (a). The second statement (b) is just the
contraposition of the first one if h is non-negative on Cc(W ). □

11.2 Proof of Theorem 11.1
Proof (of Theorem 11.1). Let us mention that there is nothing to prove for W = V or
K = V . Hence, in the following, we assume that W ⊊ V or K ⊊ V .

Ad (a): Let h be critical in V . Then, by Theorem 10.1, there is a null sequence (en)
in V such that en → u pointwise, where u ∈ C(V ) is the Agmon ground state of h in V .
By Lemma 11.7, we have a p-Hardy weight w on V \W , i.e.,

wp(ϕ) ≤ h(ϕ), ϕ ∈ Cc(V \W ).

By Fatou’s lemma, we have

wp(u1V \W ) ≤ lim inf
n→∞

wp(en1V \W ).

Thus, we have to show that the right-hand side is finite. We calculate using Theorem 4.1,

wp(en1V \W ) ≤ h(en1V \W ) ≍ hu(en1V \W /u).

Moreover,

hu(en1V \W /u) =
∑

x,y∈V \W

b(x, y)u(x)u(y)
∣∣∣∇x,y en

u

∣∣∣2

·

(u(x)u(y))1/2 ∣∣∣∇x,y en
u

∣∣∣+
∣∣∣ en(x)u(x)

∣∣∣+ ∣∣∣ en(y)u(y)

∣∣∣
2

|∇x,yu|

p−2

+ 2 ·
∑

x∈W,y∈V \W

b(x, y)u(x)u(y)
e2n(y)

u2(y)

·
((
u(x)u(y)

)1/2 · en(y)
u(y)

+
1

2
·
en(y)

u(y)
|∇x,yu|

)p−2
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This first sum on the right-hand side can be estimated from above by hu(en/u). Since
hu(en/u) ≍ h(en) → 0 as n → ∞, we only need to discuss the second sum. Here
we have, using that u satisfies supx∈W,y∈V \W,x∼y u(x)/u(y) < ∞, the existence of a
constant Cp > 0 such that

∑
x∈W,y∈V \W

b(x, y)u(x)u(y)
e2n(y)

u2(y)

((
u(x)u(y)

)1/2 · en(y)
u(y)

+
1

2
·
en(y)

u(y)
|∇x,yu|

)p−2
=

∑
x∈W,y∈V \W

b(x, y)
u(x)

u(y)

((
u(x)

u(y)

)1/2
+

∣∣∣∣u(x)u(y)
− 1
∣∣∣∣
)p−2

epn (y)

≤ Cp
∑

x∈W,y∈V \W

b(x, y)epn (y) = Cp
∑

y∈V \W

epn (y) degW (y).

We can assume by Theorem 10.1 (vii) that en ≤ u. Since we have by assumption
u ∈ ℓp(V \W, degW ), we proved (a).

Ad (b): Let h be subcritical in V with corresponding Hardy weight w , i.e., h−wp ≥ 0
on Cc(V ). Let v ∈M(V \K) for some finite K ⊊ V .

Using Corollary 11.5, there is a potential w̃ ∈ Cc(K) = C(K) such that h − w̃p
is critical in V . Let denote the Agmon ground state on V of h − w̃p by u. Hence,
u ∈ M(V ) ⊆ M(V \ K) with respect to h. Furthermore, since u and v are minimal
on V \ K and on the finite set K there always exists a constants C > 0 for the strictly
positive functions u and v such that u ≤ Cv , we have v ≍ u on V \K.

Since for all ϕ ∈ Cc(V \K)

(h − w̃p)(ϕ) = h(ϕ) ≥ wp(ϕ) = wp(1V \Kϕ),

w is also a Hardy weight for h− w̃p on Cc(V \K). Thus, we can use the first part, and
get that w ∈ ℓ1(V \K, vp) = ℓ1(V \K, up) = ℓ1(V, up). □





12. Optimal Hardy Weights

Some measure of generality must be present in any high-class
theorem, but too much tends inevitably to insipidity. [...] We do not
choose our friends because they embody all the pleasant qualities of
humanity, but because they are the people that they are. And so in
mathematics; [...] Here at any rate I can quote Whitehead on my
side: ‘it is the large generalization, limited by a happy particularity,
which is the fruitful conception.’

G. H. Hardy, A Mathematician’s Apology, p. 108

Here, we will derive optimal Hardy weights for subcritical p-energy functionals with
arbitrary potential part. This will be achieved by the virtue of a coarea formula, Propo-
sition 12.10 in Section 12.2. Moreover, we will need the technicality that roots of super-
harmonic functions are also superharmonic. This is discussed in Section 12.1. The proof
of the main result, Theorem 12.1, is given in Section 12.3. We start proving optimal-
ity by showing criticality in Section 12.3.1, and show null-criticality and optimality near
infinity in the two succeeding sections. The proofs of the criticality and null-criticality
work mostly along the lines of the proofs of [KPP18b] and [DP16; Ver23], by either
generalising from p = 2 to p ∈ (1,∞) or by using discrete non-local versions of local
methods in [DP16; Ver23]. The proof of the optimality near infinity is instead inspired
by results in [KP20], confer also Theorem 11.1 and Theorem 11.2.

Our main result tells us now how to find optimal Hardy weights. An associated
version in the continuum is given in [Ver23, Theorem 1.1]. Recall that by the Harnack
inequality, Lemma 5.1, a positive p-superharmonic function is strictly positive.

Recall that a function f ∈ C(X) that is positive on V ⊆ X is called almost proper on
V if f −1(I) ∩ V is a finite set for any compact set I ⊆ (0,∞); and if f is almost proper
and strictly positive on V , it is called proper on V . Moreover, if f is strictly positive on
V , then f is of bounded oscillation on V if supx,y∈V,x∼y f (x)/f (y) < ∞. Also recall
that the existence of a strictly positive proper function of bounded oscillation on V ∪ ∂V
implies that the underlying graph is locally finite on V .
Theorem 12.1 (Optimal Hardy weights) Let V ⊆ X be infinite such that (V, b|V×V )
is locally finite on V . Let h be a subcritical p-energy functional in V with arbitrary
potential c , corresponding p-Schrödinger operator H := Hb,c,p,m, and p-Laplacian L :=
Lb,p,m, p > 1.

Suppose that 0 ⪇ u ∈ F (V ) ∩ C(V ) is a proper function of bounded oscillation on
V such that H̃u ≥ 0 on V , where H̃ := Hb,Cp·c,p,m, and Cp := (p/(p − 1))p−1 .

Furthermore, assume that Lu ∈ ℓ1(V,m), u ∈ ℓp−1(V, c−), and
(a) u takes its maximum on V , or there exists S > 0 such that for all x ∈ V with

u(x) > S we have Lu(x) ≤ 0, and

97
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(b) u takes its minimum on V , or there exists I > 0 such that for all x ∈ V with
u(x) < I we have Lu(x) ≥ 0.

Then,

w :=
H(u(p−1)/p)

u(p−1)2/p
,

multiplied with m is an optimal p-Hardy weight of h on V .

Note that a proper function of bounded oscillation on an infinite graph cannot have both,
a maximum and a minimum.

We remark that a sufficient condition for Lu ∈ ℓ1(V,m) is H̃u ∈ ℓ1(V,m) and
u ∈ ℓp−1(V, |c |) by the triangle inequality. Moreover, if H̃u ∈ Cc(V ) – in other words, u is
p-harmonic outside of a finite set with respect to H̃, then the conditions H̃u ∈ ℓ1(X,m),
(a) and (b) are satisfied. In [KPP18b], where the case p = 2 was investigated, the
assumption is that u should be harmonic with respect to H. Hence, in a certain sense
the assumptions here generalise the result in [KPP18b]. Furthermore, if 0 ≤ c ∈ Cc(V ),
then the conditions u ∈ ℓp−1(V, c) and (b) are satisfied.

In addition to that, we remark that in the linear (p = 2)-case no multiplication of
the potential with a constant C2 is needed, see [KPP18b]. There, a discrete chain rule
of the square root was applied which remains unknown for p ̸= 2. However, also for
a quasi-linear counterpart in the continuum (that is [Ver23, Theorem 1.1]), the same
constant is needed.

The assumption H̃u ≥ 0 on V is used to get H(u(p−1)/p) ⪈ 0 on V and thus,
w ⪈ 0 on V , see Proposition 12.5. Alternatively, this condition can be replaced by
H(u(p−1)/p) ⪈ 0 on V without any changes in the proof. However, the last condition
might be more difficult to verify in concrete examples.

As a corollary, we get optimal Hardy weights to Laplace-type operators. A corre-
sponding version in the continuum is given in [DP16, Theorem 1.5].

Corollary 12.2 (Optimal Hardy weights for non-negative potentials) Let V ⊆ X

be infinite such that (V, b|V×V ) is locally finite on V , p > 1. Let h be a subcritical
p-energy functional in V with non-negative potential c and corresponding p-Schrödinger
operator H, and p-Laplacian L. Suppose that 0 ⪇ u ∈ F (V )∩C(V ) is a proper function
of bounded oscillation on V with Hu ≥ 0 on V and Lu ∈ ℓ1(V,m) such that

(a) u takes its maximum on V , or there exists S > 0 such that for all x ∈ V with
u(x) > S we have Lu(x) ≤ 0, and

(b) u takes its minimum on V , or there exists I > 0 such that for all x ∈ V with
u(x) < I we have Lu(x) ≥ 0.

Then,

w :=
H(u(p−1)/p)

u(p−1)2/p
,

multiplied with m is an optimal p-Hardy weight of h on V .
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Proof. Note that Cp > 1 in Theorem 12.1. Hence, H̃u ≥ Hu ≥ 0, and we can apply
Theorem 12.1. □

Remark 12.3 (Green’s functions) It is shown in Theorem 9.4 that whenever h is sub-
critical in X there exists a Green’s function go : X → (0,∞) for every o ∈ X with the
property that Hgo = 1o . Thus, go is a strictly positive p-superharmonic function that is
harmonic outside of a singleton. Hence, Green’s functions are natural candidates for the
function u in Theorem 12.1 and Corollary 12.2.

Also note that there exist graphs associated with subcritical energy functionals whose
corresponding Green’s functions do not vanish at every boundary point: Take, for in-
stants, the standard line graph N0 from Example 3.4 with c = 0 and m = 1. On N,
this graph is subcritical, and a positive minimal Green’s function G1 on 1 is given by
G1 = 1 on N and G1(0) = 0, confer with Example 9.6. Note that G1 is still of bounded
oscillation but not proper. Moreover, since LG(p−1)/p1 = 11 on N, the corresponding
formula does not result in an optimal p-Hardy weight on N. Another example of a tree
with this property is given in [Woe00, p. 240].

But before we start, we note the following discrete version of [Ver23, Lemma 2.35].
Recall from Chapter 11 that ℓp(X, b(x, ·)) = Fb,p+1({x}) for some fixed x ∈ X, i.e.
u ∈ C(V ) ∩ ℓp(V, b(x, ·)) for all x ∈ V if and only if u ∈ C(V ) ∩ Fb,p+1(V ) for some
V ⊆ X.

Lemma 12.4 (Versano’s lemma about adding potentials) Let V ⊆ X be connected
and non-empty. Assume that h admits an optimal p-Hardy weight w on V , and h − wp
has an Agmon ground state in C(V ) ∩ ℓp(V, b(x, ·)) for all x ∈ V , which is of bounded
oscillation in V . Let ω ∈ C(X) be such that ω ≥ −ε ·w on V for some ε ∈ [0, 1). Then,
w + ω is an optimal p-Hardy weight of h + ωp in V .

Proof. Firstly, h+ ωp is non-negative on Cc(V ) because of ω ≥ −εw on V , and w ⪈ 0
is a p-Hardy weight of h in V , i.e., h − ωp ≥ h − εwp ≥ h − wp ≥ 0 on Cc(V ). Since
(h + ωp)− (w + ω)p = h − wp on Cc(V ), also the right-hand side is critical in V with
the same ground state u. Moreover, because of (w + ω)p(u) ≥ (1 − ε)wp(u) = ∞,
the functional (h + ωp) − (w + ω)p is null-critical with respect to w + ω. Thus, by
Theorem 11.2, w + ω ⪈ 0 is an optimal p-Hardy weight of h + ωp in V . □

Morally, this lemma tells us that sign changing and non-positive potentials are of
particular interest. And once, we found an optimal p-Hardy weight for some p-energy
functional, we get a family of optimal p-Hardy weights by simply adding certain potentials
at the weight and the functional.

12.1 Supersolution Constructions
One particular crucial step in the proof of Theorem 12.1 will be to show that for a
given positive and superharmonic function, certain roots of this function is again super-
harmonic. It turns out that for positive potentials, this can be deduced from standard
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techniques, see Proposition 12.7. However, for arbitrary potentials a slightly modified
Schrödinger operators has to be considered. This is shown next. In this section, we also
consider the case p = 1.

The following result can be seen as the discrete counterpart to [DP16, Lemma 2.10]
and [Ver23, Corollary 3.6] and uses the mean value theorem to circumvent the use of the
chain rule, confer also with [HK14, p. 350] and [KLW21, Section 2.3].
Proposition 12.5 (Supersolutions via the mean value theorem) Let p ≥ 1 and u ∈
F ({x}) for some x ∈ X. Let ϕ ∈ C2([inf{x}∪∂{x} u, sup{x}∪∂{x} u],R) be an increasing
and concave function, i.e., ϕ′,−ϕ′′ ≥ 0. Then, we have

L(ϕ ◦ u)(x) ≥ ((ϕ′ ◦ u)(x))p−1Lu(x). (12.1)

In particular, if u(x) ̸= u(y) for some y ∼ x and ϕ is strictly increasing, then the
inequality in (12.1) is strict.

Moreover, if either

(a) u(x) > 0, and we have that ϕ(a) ≥ α · a · ϕ′(a) for some α > 0 and all a ∈
[inf{x}∪∂{x} u, sup{x}∪∂{x} u], and also Hb,αp−1·c,p,mu(x) ≥ 0, or

(b) Hu(x) ≥ 0, and we have c(x) = 0, or ((ϕ ◦ u)(x))⟨p−1⟩ = ((ϕ′ ◦ u)(x))p−1, or
sgn c(x) = sgn(((ϕ ◦ u)(x))⟨p−1⟩ − ((ϕ′ ◦ u)(x))p−1).

Then, H(ϕ ◦ u)(x) ≥ 0.
In particular, if u(x) > 0, and also Hb,qp−1·c,p,mu(x) ≥ 0 for some q ≥ 1, then

H(u1/q)(x) ≥ 0. If, in addition to that, u(x) ̸= u(y) for some y ∼ x , then we have
H(u1/q)(x) > 0.

Proof. By the mean value theorem, for all z, y ∈ X, there exists ξ ∈ [u(z)∧u(y), u(z)∨
u(y)] such that

∇z,y (ϕ ◦ u) = ϕ′(ξ)∇z,yu.
Thus, for this fixed x ∈ X,

m(x)L(ϕ ◦ u)(x) =
∑
y∈X

b(x, y)
(
ϕ′(ξ)∇x,yu

)⟨p−1⟩
.

Since ϕ′ ≥ 0, we obtain

. . . =
∑

y :∇x,yu>0
b(x, y)(ϕ′(ξ))p−1(∇x,yu)p−1 −

∑
y :∇x,yu<0

b(x, y)(ϕ′(ξ))p−1(∇y,xu)p−1.

Moreover, because of −ϕ′′ ≥ 0, we can estimate as follows

. . . ≥
∑

y :∇x,yu>0
b(x, y)(ϕ′(u(x)))p−1(∇x,yu)p−1

−
∑

y :∇x,yu<0
b(x, y)(ϕ′(u(x)))p−1(∇y,xu)p−1

= m(x)(ϕ′(u(x)))p−1Lu(x).
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This shows (12.1).
Ad (a): Using the extra assumption on ϕ and u, and (12.1), we get for all x ∈ V

H(ϕ ◦ u)(x) ≥ ((ϕ′ ◦ u)(x))p−1
(
Lu(x) +

c(x)

m(x)
·
(
(ϕ ◦ u)(x)
(ϕ′ ◦ u)(x)

)p−1)
≥ ((ϕ′ ◦ u)(x))p−1

(
Lu(x) +

c(x)

m(x)
· (αu(x))p−1

)
.

This shows (a).
Ad (b): If we add and subtract instead of multiplying the missing potential part, we

get using (12.1),

H(ϕ ◦u)(x) ≥ ((ϕ′ ◦u)(x))p−1Hu(x)+
c(x)

m(x)

(
((ϕ ◦ u)(x))⟨p−1⟩ − ((ϕ′ ◦ u)(x))p−1

)
.

By the assumptions on ϕ, u and c , the right-hand side is non-negative.
The last assertion follows from (a) by setting ϕ = (·)1/q and α = q for some q ≥ 1.□

Note that in the case of c ≥ 0 and ϕ = (·)1/q for some q ≥ 1, it is sufficient to have
Hu ≥ 0 on V instead of Hb,qp−1·c,p,mu ≥ 0 on V .

Moreover, a corresponding result for p-subharmonic functions goes as follows.

Corollary 12.6 Let p ≥ 1, V ⊆ X, and u ∈ F (V ). Let ϕ ∈ C2([infX u, supX u],R) be
an increasing and convex function, i.e., ϕ′, ϕ′′ ≥ 0. Then for all x ∈ V we have

L(ϕ ◦ u)(x) ≤ ((ϕ′ ◦ u)(x))p−1Lu(x).

In particular, if u is p-subharmonic with respect to L on V , then so is ϕ ◦ u.

Proof. Mimic the proof of Proposition 12.5. □

Next, we want to show a similar result as Proposition 12.5 for a not necessarily
differentiable function ϕ. As a downside, we will need to assume that the potential
is non-negative. This is a discrete version of [HKM06, Theorem 7.5], see also [BB11,
Section 9.8].

Proposition 12.7 Let c ≥ 0 on V ⊆ X and p ≥ 1. Let u ∈ F (V ) be positive on X and
p-superharmonic on V . Let further ϕ : (0,∞) → [0,∞) be an increasing and concave
function. Then ϕ ◦ u is also p-superharmonic in V .

In particular, the functions u1/q, q ≥ 1, are p-superharmonic on V .

Proof. By the Harnack inequality, see [Fis23], u is strictly positive on V . If ϕ is concave
and increasing, then we have the following identity for all t ∈ (0,∞)

ϕ(t) = inf {αt + β : α, β ∈ R, α ≥ 0, ατ + β ≥ ϕ(τ) for all τ ∈ (0,∞)} .

Since ϕ ≥ 0, we have β ≥ 0. Moreover, because of c ≥ 0 and u ≥ 0 on V , we get
H(αu+β) ≥ 0 on V . Since ϕ◦u is the infimum of a set of non-negative p-superharmonic
functions it is by Corollary 5.4 also non-negative and p-superharmonic. □
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Remark 12.8 We note that in the case of c = 0 on V , the same proof holds for an
increasing and convex function ϕ : (0,∞)→ R. Then, in the definition of such a function
via supporting lines the number β might be negative.

Moreover, in the case c = 0 on V , we also have that log u is p-superharmonic on V
with respect to L if u > 0 is p-superharmonic on V with respect to L.

12.2 Coarea Formula
Here we follow the ideas in [KPP18b, Subsection 2.3] (or [KPP20a, Lemma 9.3.5]) for
p = 2 and extend them to p ≥ 1. Additionally, we weaken the assumptions from the
linear (p = 2)-case slightly. This generalised coarea formula can also be seen as the
discrete analogue of the coarea formula in [Ver23].

We will also use the following boundary notation: For V ⊆ X we denote

∂̃V := {(x, y) ∈ V ×X \ V : b(x, y) > 0} ,

i.e., ∂̃V contains all directed edges from the interior boundary of V to the exterior
boundary ∂V . Furthermore, for any function u ∈ C(X), we define the coarea function
g = gu : (infX u, supX u)→ [0,∞] via

g(t) :=
∑
x,y∈X

u(y)<t≤u(x)

b(x, y)(∇x,yu)p−1. (12.2)

Note that a strictly positive proper function on an infinite set cannot take both
simultaneously, its maximum and its minimum since either 0 or ∞ is an accumulation
point. Moreover, note that on a finite set any strictly positive function on that set is
proper.
Lemma 12.9 (Stokes-type formula) Let p ≥ 1, and V ⊆ X be non-empty. Let 0 ≤
u ∈ F (V ) be non-constant on V ∪ ∂V and almost proper on X. Let g = gu denote the
coarea function. Then, for any t1, t2 ∈ (infX u, supX u) such that t1 ≤ t2, the set

Wt1,t2 := {x ∈ W : t1 < u(x) ≤ t2}

is finite for any W ⊆ X, and

g(t1)− g(t2) =
∑

x∈Vt1,t2

Lu(x)m(x) +
∑

(x,y)∈∂̃((X\V )t1,t2)

b(x, y)(∇x,yu)p−1, (12.3)

where both sides may take the value +∞.
In the following assume that u = 0 on X \ V , i.e., u ∈ C(V ). Furthermore, in the

case of infinite V , assume also

sup
x,y∈V,x∼y

(u(x)− u(y)) < sup
x∈V

u(x)− inf
x∈V

u(x), (12.4)

then g((infX u, supX u)) ⊆ (0,∞).
Moreover, assume additionally that Lu ∈ ℓ1(V,m), and
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(a) u takes its maximum on V , or there exists S > 0 such that for all x ∈ V with
u(x) > S, we have Lu(x) ≤ 0; and

(b) u takes its minimum on V , or there exists I > 0 such that for all x ∈ V with
u(x) < I, we have Lu(x) ≥ 0.

Then, also g ≍ 1 on X.

Proof. For t > 0, define for any W ⊆ X, Wt := {x ∈ W : u(x) > t}. Let t1, t2 ∈
(infX u, supX u) with t1 ≤ t2. Then, Wt1,t2 = Wt1 \Wt2 . Since u is almost proper on
X, the set Wt1,t2 is finite for any W ⊆ X. Therefore, the characteristic function 1Vt1,t2
of Vt1,t2 is in Cc(V ).

Let us abbreviate the notation further by writing

bu(x, y) := b(x, y) (∇x,yu)⟨p−1⟩ , x, y ∈ X.

Since u ∈ F (V ), we can apply Green’s formula, Lemma 2.7, which yields∑
x∈Vt1,t2

Lu(x)m(x) =
∑
x∈X
1Vt1,t2 (x)Lu(x)m(x)

=
1

2

∑
x,y∈X

bu(x, y)∇x,y1Vt1,t2 =
∑

(x,y)∈∂̃Vt1,t2

bu(x, y).

Notice that for t1 ≤ t2, both g(t1) and g(t2) share the sum over the set

{(x, y) ∈ X ×X : u(y) < t1 ≤ t2 ≤ u(x)} .

Thus, we conclude

g(t1)− g(t2) =
∑
x,y∈X

u(y)<t1≤u(x)<t2

bu(x, y)−
∑
x,y∈X

t1≤u(y)<t2≤u(x)

bu(x, y)

=
∑
x,y∈X

u(y)<t1≤u(x)<t2

bu(x, y) +
∑
x,y∈X

t1≤u(x)<t2≤u(y)

bu(x, y)

=
∑

(x,y)∈∂̃Vt1,t2

bu(x, y) +
∑

(x,y)∈∂̃((X\V )t1,t2)

bu(x, y),

together with the observation before, this shows (12.3).
We turn to g > 0: Since u is non-constant and X is connected, ∂̃Xt is non-empty

for all t ∈ (infX u, supX u), i.e., g > 0 on (infX u, supX u).
Now assume that u ∈ C(V ), and we show that g <∞: If V is finite, then u(x) > t

only finitely many times and only for x ∈ V . Since u ∈ F (V ), g < ∞. If V is infinite,
then firstly note that u ∈ C(V ) implies ∂̃((X \ V )t1,t2) = ∅. By using (12.3), and
since Vt1,t2 is finite for all t1, t2 ∈ (infX u, supX u), we have g(t1) < ∞ if and only if
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g(t2) <∞. Secondly, note that by Inequality (12.4), there are t1, t2 ∈ (infX u, supX u)
such that t2 − t1 > supx,y∈V,x∼y (u(x) − u(y)). For the choice of these t1, t2, there
is no vertex in Vt2 = Xt2 that is connected to a vertex outside of Vt1 = Xt2 . Hence,
∂̃Vt2 = ∂̃Vt2 ∩ ∂̃(X \ Vt1,t2).

Moreover, we observe that for any W ⊆ X, we have (x, y) ∈ ∂̃W if and only if
(y , x) ∈ ∂̃(X \W ). Hence, we have by the considerations before and the definition of
bu and the assumption u ∈ F (V ) that

g(t2) =
∑

(x,y)∈∂̃Vt2∩∂̃(X\Vt1,t2)

bu(x, y) ≤
∑

(x,y)∈∂̃Vt1,t2

b(x, y) |∇x,yu|p−1 <∞.

Thus, g <∞ on (infX u, supX u).
Next, we show the boundedness of g under certain additional assumptions. The lower

bound follows from (a), (b) and (12.3). Here are the details: Indeed, assume it takes its
maximum on V , then u−1([a,maxV u]) is finite for all a > 0 by the almost properness
of u. Hence, by (12.3), g changes its value only finitely many times, and thus g ≍ 1
in [a,maxV u]. A same argument holds, if u takes its minimum instead. If u does not
have a maximum, then g might converge to zero as t goes to supV u = supX u. By
(a) and (12.3), g is increasing in a neighbourhood of supV u = supX u, and thus cannot
converge to zero. By using (b) instead, a similar argument applies, when u does not
have a minimum.

The upper bound follows if we additionally assume that Lu ∈ ℓ1(X,m). Then, (12.3)
and (a) yields for all t1 ≤ t2 with t2 ≥ S if u does not have a maximum and t2 = maxV u
in the other case,

g(t1) = g(t2) +
∑

x∈Vt1,t2

Lu(x)m(x) ≤ g(t2) +
∑
x∈V
|Lu(x)|m(x) <∞.

The calculation for (b) is similar. □

We remark that many of the latter additional assumptions in Lemma 12.9 are satisfied
if Lu ∈ Cc(X), and the existence of a suitable S and I are then trivially satisfied.

Furthermore, if u > 0 on V , then Inequality (12.4) is equivalent to

sup
x,y∈V, x∼y

u(x)

u(y)
< sup
x,y∈V

u(x)

u(y)
.

Now, we proof a formula to translate calculations and estimates of infinite sums over
graphs to one dimensional integrals – the so-called coarea formula. This formula will be
of fundamental importance in the proof of Theorem 12.1.

Proposition 12.10 (Coarea formula) Let p ≥ 1, and 0 ⪇ u ∈ C(V ). Let the function
f : (inf u, sup u)→ [0,∞) be Riemann integrable. Then

1

2

∑
x,y∈X

b(x, y) (∇x,yu)⟨p−1⟩
∫ u(x)

u(y)

f (t) dt =

∫ sup u
inf u

f (t)g(t) dt, (12.5)
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where both sides can take the value +∞, and g = gu is the coarea function given by
(12.2). Assume further that Lu ∈ ℓ1(V,m), and

(a) u is almost proper and non-constant on V ∪ ∂V ,

(b) supx,y∈V,x∼y (u(x)− u(y)) < supx∈V u(x)− infx∈V u(x) in the case of infinite V ,

(c) u takes its maximum, or there exists S > 0 such that for all x ∈ V with u(x) > S,
we have Lu(x) ≤ 0, and

(d) u takes its minimum, or there exists I > 0 such that for all x ∈ V with u(x) < I,
we have Lu(x) ≥ 0.

Then, g ≍ 1.

Remark 12.11 Let u and f be as in Proposition 12.10 with f being continuous, and
assume u(x) ̸= u(y) for all x ∼ y with either x ∈ V or y ∈ V . Then, we can use the
mean value theorem and get that there is θx,y ∈ (u(x) ∧ u(y), u(x) ∨ u(y)) such that

f (θx,y ) =

∫ u(x)
u(y) f (t) dt

u(x)− u(y) .

Thus, the coarea formula can be reformulated as
1

2

∑
x,y∈X

b(x, y) |∇x,yu|p f (θx,y ) =
∫ sup u
inf u

f (t)g(t) dt.

Proof (of Proposition 12.10). Let t > 0. As in the previous lemma, Lemma 12.9, we
define Xt = {x ∈ X : u(x) > t}. Let 1x,y be the characteristic function of the interval

Ix,y = (u(x) ∧ u(y), u(x) ∨ u(y)].

Observe that (x, y) or (y , x) are in ∂̃Xt = Xt ×X \Xt if and only if t ∈ Ix,y . Using this
and Tonelli’s theorem, we derive∑

x,y∈X
b(x, y) (∇x,yu)⟨p−1⟩

∫ u(x)

u(y)

f (t) dt

=
∑
x,y∈X

b(x, y) |∇x,yu|p−1
∫ sup u
inf u

f (t)1x,y (t) dt

=

∫ sup u
inf u

f (t)
∑
x,y∈X

b(x, y) |∇x,yu|p−1 1x,y (t) dt

= 2

∫ sup u
inf u

f (t)
∑

(x,y)∈∂̃Xt

b(x, y) |∇x,yu|p−1 dt

= 2

∫ sup u
inf u

f (t)
∑

(x,y)∈∂̃Xt

b(x, y) (∇x,yu)⟨p−1⟩ dt

since u(x) ≥ u(y) for (x, y) ∈ ∂̃Xt . This shows the first part of the theorem. The
second part follows from Lemma 12.9. □
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12.3 Proof of Theorem 12.1

12.3.1 Criticality
We start with an auxiliary lemma. The lemma introduces a cut-off function which has
its origin probably in [PS05] where it was successfully used for the p-Laplacian on Rd .
In [DP16], it was used to show criticality of p-Schrödinger operators in the continuum,
and in [KPP18b] the same function was used to show criticality for linear Schrödinger
operators on graphs. However, this cut-off function is one particular choice but others are
possible as well to prove the following main results, take e.g. partially linear functions.

Let n ∈ N and define the cut-off function ψn : [0,∞)→ [0, 1] via

ψn(t) :=

(
2 +
log(t)

log n

)
1[ 1

n2
, 1
n
](t) + 1[ 1

n
,n](t) +

(
2−
log(t)

log n

)
1[n,n2](t). (12.6)

Clearly, ψn ↗ 1 pointwise as n →∞. Moreover, we have the following estimate.

Lemma 12.12 Let 0 < β < α < ∞, and ψn be the cut-off function defined in (12.6),
n ∈ N. Then, ∣∣∇α,βψn∣∣p

(α− β)p−1 ≤
∫ α
β t

p−1 |ψ′n(t)|
p dt

βp−1
(12.7)

and there is a positive constant C such that for all q > 1,(
α1/q − β1/q

)p(1
2(|ψn(α)|+ |ψn(β)|)

)p
(α− β)p−1 ≤ Cαp/q−p+1

∫ α

β

|ψn(t)|p

t
dt. (12.8)

Proof. The inequalities are clearly satisfied if α ≤ 1/n2 or β ≥ n2, since the left-hand
sides and the right-hand sides vanish then. Thus, we can assume in the following that
α > 1/n2 and β < n2.

Ad (12.7): Firstly, we briefly show that

∇α,βψn ≤
∇α,β log
log n

.

This can easily be obtained by a case analysis. Note that

ψn(t) =
log(n2t)

log n
1[ 1

n2
, 1
n
](t) + 1[ 1

n
,n](t) +

log(n2/t)

log n
1[n,n2](t), t ∈ R.

The cases α, β ∈ (0, n] and α, β ∈ [1/n,∞) can also be obtained from [KPP20a]. The
remaining cases follow immediately from the formula above.

Secondly, we show that

∇α,βψn∫ α
β t

p−1 |ψ′n(t)|
p dt
≤ logp−1(n).
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Indeed, by the fundamental theorem of calculus, we obtain

∇α,βψn∫ α
β t

p−1 |ψ′n(t)|
p dt
=

∫ α
β ψ

′
n(t)dt∫ α

β t
p−1 |ψ′n(t)|

p dt
= logp−1(n)

∫ α∧1/n
β∨1/n2 1/t dt −

∫ α∧n2
β∨n 1/t dt∫ α∧1/n

β∨1/n2 1/t dt +
∫ α∧n2
β∨n 1/t dt

≤ logp−1(n).

Using the first two results together with

∇α,β log
α− β ≤ log′(β) =

1

β
,

we derive at ∣∣∇α,βψn∣∣p
(α− β)p−1

∫ α
β t

p−1 |ψ′n(t)|
p dt
=

∣∣∇α,βψn∣∣p−2∇α,βψn
|α− β|p−2 (α− β)

·
∇α,βψn∫ α

β t
p−1 |ψ′n(t)|

p dt

≤
∣∣∇α,β log∣∣p−2∇α,β log

logp−1(n) |α− β|p−2 (α− β)
· logp−1(n)

≤
1

βp−1
.

This proves the first inequality.
Ad (12.8): By substituting t = β/α ≤ 1, and since t 7→ (1− t1/q)/(1− t) is strictly

monotonously decreasing as t ≥ 0 increases, we have

(α1/q − β1/q)p

(α− β)p = αp/q−p ·
(1− t1/q
1− t

)p
≤ αp/q−p.

Moreover, it is not difficult to see that there is a positive constant C such that(1
2
(|ψn(α)|+ |ψn(β)|)

)p ≤ C ∫ α

β

t−1 |ψn(t)|p dt.

The key to the above inequality is that the left-hand side is always smaller than 1, and
the right-hand side is equivalent to log(n) in the case of α > 1/n2 and β < n2, and to
zero elsewhere. In the latter case also the left-hand side vanishes.

Using (α− β) ≤ α (and α > 1/n2, β < n2, 0 < β < α), we derive at(
α1/q − β1/q

)p(1
2(|ψn(α)|+ |ψn(β)|)

)p
(α− β)p−1

∫ α
β t
−1 |ψn(t)|p dt

≤ Cpαp/q−p(α− β) ≤ Cpαp/q−p+1.

This proves the second inequality. □

Using the latter lemma and the coarea formula, we will show next that certain p-
superharmonic functions will give us weights w such that the resulting p-energy functional
h−wp is critical. Recall that F (V )∩C(V ) = C(V ) if the graph is locally finite on V ⊆ X.
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Proposition 12.13 (Criticality) Let V ⊆ X be connected and non-empty such that
(V, b|V×V ) is locally finite on V , and let c be an arbitrary potential. Define H := Hb,c,p,m
with corresponding subcritical p-energy functional h and p-Laplacian L. Suppose that
u ∈ F (V ) ∩ C(V ) is a positive function on V , proper and of bounded oscillation on V
with H̃u ≥ 0 on V , where H̃ := Hb,qp−1·c,p,m, and q := p/(p− 1). Furthermore, assume
that Lu ∈ ℓ1(V,m), and

(a) u takes its maximum on V , or there exists S > 0 such that for all x ∈ V with
u(x) > S we have Lu(x) ≤ 0, and

(b) u takes its minimum on V , or there exists I > 0 such that for all x ∈ V with
u(x) < I we have Lu(x) ≥ 0.

Then h − (wm)p is critical in V , where w := H(u1/q)/u(p−1)/q.

Proof. By the Harnack inequality, Lemma 5.1, u > 0 on V . We set v := u1/q. Because of
Proposition 12.5 (a), v is strictly p-superharmonic with respect to H on V . Furthermore,
by the definition of w , the function v is a positive p-harmonic function with respect to
H − w in V , i.e., Hv = wvp−1 on V .

The strategy of the proof is to construct a null-sequence on V with respect to h −
(wm)p which converges pointwise to u. By Theorem 10.1, this then implies that h −
(wm)p is critical on V .

We take the cut-off function ψn : [0,∞)→ [0, 1] defined in (12.6) and set en ∈ C(V )
via

en = ψn ◦ v on V.

If V is finite then, clearly en ∈ Cc(V ). If V is infinite, we also have en ∈ Cc(V ), since
supp(ψn) ⊆ (0,∞), and supV u = ∞ or infV u = 0 by the properness assumption
on u. Obviously, en ↗ 1 pointwise on V as n → ∞. So, we are left to show (h −
(wm)p)(ven)→ 0 as n →∞.

Using (4.9), we get for some positive constant Cp,

(h − (wm)p)(ven) ≤ Cp ·

{
hv,1(en), 1 < p ≤ 2,
hv,1(en) +

(hv,1(en)
hv,3(en)

)2/p
hv,3(en), p > 2.

We will show that the right-hand sides vanish as n →∞.
We compute

hv,1(en) =
∑
x,y∈X

b(x, y)(u(x)u(y))p/2q |∇x,yen|p

=
∑
x,y∈X

b(x, y) |∇x,yu|p−2 (∇x,yu)an(x, y)

(∫ u(x)

u(y)

tp−1
∣∣ϕ′n(t)∣∣p dt) ,
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where

an(x, y) :=

(
u(x)u(y)

)(p−1)/2 |∇x,yen|p
|∇x,yu|p−2 (∇x,yu)

∫ u(x)
u(y) t

p−1 |ψ′n(t)|
p dt

whenever the denominator does not vanish and an(x, y) = 0 otherwise.
Using (12.7), we obtain (assuming without loss of generality that u(x) ≥ u(y),

otherwise we use a symmetry argument)

an(x, y) ≤
(u(x)u(y))(p−1)/2

up−1(y)
≤ sup
x∼y

(
u(x)

u(y)

)(p−1)/2
=: C0 <∞,

since u is of bounded oscillation on V .
We use this estimate and apply the coarea formula with f (t) = tp−1 |ψ′n(t)|p. Note

that the assumptions of the corresponding proposition, Proposition 12.10, are fulfilled.
Therefore, there exist positive constants C1 and C2 such that for all n ∈ N

hv,1(en) ≤ C0
∑
x,y∈X

b(x, y) |∇x,yu|p−2 (∇x,yu)

(∫ u(x)

u(y)

tp−1
∣∣ψ′n(t)∣∣p dt)

≤ C1
∫ sup u
inf u

tp−1
∣∣ψ′n(t)∣∣p dt

≤ C2
(
1

log n

)p(∫ 1
n

1

n2

dt

t
+

∫ n2

n

dt

t

)
=

2C2

logp−1 n
.

The term on the right-hand side tends to 0 as n → ∞. Thus, for 1 < p ≤ 2, (ven) is
indeed a null-sequence for (h−(wm)p)v , which implies by the ground state representation
formula the criticality of the functional h − wp.

We are left to analyse the case p ≥ 2. Here we calculate

hv,3(en) =
∑
x,y∈X

b(x, y) |∇x,yu|p−2 (∇x,yu)ã(x, y)

(∫ u(x)

u(y)

t−1 |ϕn(t)|p dt

)
,

where

ãn(x, y) :=

∣∣∇x,yu1/q∣∣p ( |en(x)|+|en(y)|2

)p
|∇x,yu|p−2∇x,yu

∫ u(x)
u(y) t

−1 |ψn(t)|p dt

whenever the denominator is non-zero and ãn(x, y) = 0 otherwise.
Using (12.8) with q = p/(p−1), we obtain (assuming without loss of generality that

u(x) ≥ u(y), otherwise we use a symmetry argument) that there is a positive constant
C3 such that

ãn(x, y) ≤ C3u0(x) = C3 <∞.
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Then, we can use again the coarea formula but this time with f (t) = t−1 |ψn(t)|p. Thus,
there exist positive constants C2, C3, C4 such that

hv,1(en) + (hv,1(en))
2
p (hv,3(en))

p−2
p

≤
2C2

logp−1 n

+
( 2C2

logp−1 n

) 2
p

C3 ∑
x,y∈X

b(x, y) |∇x,yu|p−2∇x,yu

(∫ u(x)

u(y)

t−1 |ψn(t)|p dt

) p−2
p

=
2C2

logp−1 n
+
( 2C2

logp−1 n

) 2
p

(
C3

∫ sup u
inf u

t−1 |ψn(t)|p dt
) p−2

p

.

Since ∫ sup u
inf u

t−1 |ψn(t)|p dt ≍
∫ n

1/n

t−1dt ≍ log n,

we conclude,

. . . ≤
2C2

logp−1 n
+ C4

log(p−2)/p n

log(p−1)·2/p n
=

2C2

logp−1 n
+

C4

log(p+1)/p n
→ 0, n →∞.

This shows the statement. □

12.3.2 Null-criticality
In the present subsection we prove the null-criticality of h − wp for a specific w under
some familiar constraints, confer [KPP18b] for p = 2.

We need the following elementary inequality.

Lemma 12.14 For all p, q ≥ 1 and 0 ≤ β < α <∞, we have

(α1/q − β1/q)p

(α− β)p−1
∫ α
β 1/t dt

≥
αp/q−pβ

qp
.

Proof. If β = 0 there is nothing to prove. Thus, assume β > 0 in the following. Because
of

logα− logβ
α− β ≤ log′(β) =

1

β
,

we have
α− β∫ α
β 1/t dt

≥ β.

Moreover, substituting t = β/α ≤ 1 yields

(α1/q − β1/q)p

(α− β)p = αp/q−p ·
(1− t1/q
1− t

)p
.
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Let g(t) = (1 − t1/q)/(1 − t). Then it is easy to see that g is strictly monotonously
decreasing for all t ≥ 0. Moreover, by L’Hôpital’s rule it follows that

min
t∈[0,1]

g(t) = lim
t→1

g(t) = 1/q.

Combining this with the inequalities before yields the result. □

Now we can show the main result of this subsection.

Proposition 12.15 (Null-criticality) Let V ⊆ X be connected and infinite such that
(V, b|V×V ) is locally finite on V . Define H := Hb,c,p,m with corresponding subcritical
p-energy functional h and p-Laplacian L. Suppose that 0 ⪇ u ∈ F (V )∩C(V ) is a proper
function of bounded oscillation in V with H̃u ≥ 0 on V , where H̃ := Hb,qp−1·c,p,m and
q := p/(p − 1). Furthermore, assume that we have Lu ∈ ℓ1(V,m), u ∈ ℓp−1(V, c−),
and

(a) u takes its maximum on V , or there exists S > 0 such that for all x ∈ V with
u(x) > S we have Lu(x) ≤ 0, and

(b) u takes its minimum on V , or there exists I > 0 such that for all x ∈ V with
u(x) < I we have Lu(x) ≥ 0.

Then, the p-energy functional h− (wm)p with w := H(u1/q)/(u(p−1)/q), is null-critical
in V with respect to wm.

Proof. By Proposition 12.13, we know that h − (wm)p is critical on V with Agmon
ground state u1/q. We have to show that (wm)p(u1/q) =∞.

Moreover, by Theorem 10.1 (vii), there is a null sequence (e1/qn ) to h − (wm)p
on V which converges pointwise and monotone increasing to u1/q. Hence, we have
h(e

1/q
n ) − (wm)p(e1/qn ) → 0 as n → ∞. If we can show that h(e1/qn ) → ∞, then also

(wm)p(e
1/q
n )→∞. Since 0 ≤ e1/qn ≤ u1/q, this would imply (wm)p(u1/q) =∞.

If c(x) ≥ 0 for some x ∈ V , then the potential part at x of the p-energy functional
can be bounded from below by 0. Because of u ∈ ℓp−1(V, c−) and 0 ≤ e1/qn ≤ u1/q, the
potential of the negative part of c remains finite for all n ∈ N. Altogether, we only have
to consider the divergence part. Denote Kn := supp en ∈ Cc(V ). We have∑

x,y∈X
b(x, y)

∣∣∣∇x,ye1/qn

∣∣∣p = ∑
x,y∈Kn∪∂Kn

b(x, y)
∣∣∣∇x,ye1/qn

∣∣∣p .
By Lemma 12.14, we have whenever en(x) ̸= en(y) for x ∈ Kn with x ∼ y

a(x, y) :=

∣∣∣∇x,ye1/qn

∣∣∣p
|∇x,yen|p−2 (∇x,yen)

∫ en(x)
en(y)

1/t dt
≥
1

qp
inf

x∈Kn,x∼y

en(y)

en(x)
=: Cn.
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Otherwise, we estimate a by 0 from below. Since Kn is finite, en is almost proper on V ,
and non-constant on Kn ∪ ∂Kn. We apply the coarea formula (Proposition 12.10) with
f (t) = 1/t. Thus, we get∑
x,y∈Kn∪∂Kn

b(x, y)(∇x,ye1/qn )
p =

∑
x,y∈Kn∪∂Kn

b(x, y)a(x, y) (∇x,yen)⟨p−1⟩
∫ en(x)

en(y)

1/t dt

≥ Cn
∑
x,y∈V

b(x, y) (∇x,yen)⟨p−1⟩
∫ en(x)

en(y)

1/t dt

≥ C̃n
∫ maxKn en
minKn en

1/t dt,

where C̃n is a positive constant. Since u is of bounded oscillation, limn→∞ C̃n ∈ (0,∞).
By the properness of u and since V is infinite, we have that 0 or ∞ are accumulation
points of u in V , and therefore

∫ supV u
infV u

1/t dt =∞. Consequently, (wm)p(u1/q) =∞.□

12.3.3 Optimality Near Infinity
Here, we finally prove Theorem 12.1. Because of Proposition 12.13 and also of Propo-
sition 12.15, we are only left to show the optimality near infinity. This, however, is a
consequence of Theorem 11.2.

Proof (of Theorem 12.1). Proposition 12.13 and Proposition 12.15 imply that the func-
tion w := H(u1/q)/u(p−1)/q, q := p/(p − 1), multiplied with m is a p-Hardy weight
such that h − (wm)p is null-critical with Agmon ground state u1/q.

Furthermore, since u is proper and of bounded oscillation, also u1/q is it. Thus, we
can apply Theorem 11.2 and get that wm is indeed an optimal p-Hardy weight. □

12.4 Examples of Optimal Hardy Weights
Example 12.16 (N) By Corollary 12.2, we see that the Hardy weight w on N obtained
in Example 10.10 and given by

w(n) :=

(
1−

(
1−
1

n

) p−1
p

)p−1
−

((
1 +
1

n

) p−1
p

− 1

)p−1
>

(
p − 1
p

)p 1
np
=: wH(n),

is not only an improvement of the original p-Hardy weight wH but also optimal. It is
shown in [FKP23] that wH is the leading term of a Taylor expansion of w . By Versano’s
lemma, Lemma 12.4, we also get an optimal p-Hardy weight for the generalised harmonic
oscillator for free. Moreover, if the potential of the generalised hydrogen atom is close
enough in terms of Lemma 12.4, we also get an optimal p-Hardy weight in this case.
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On Rd , p ̸= d , with the free p-Laplacian, the classical Hardy weight W (x) = ((p −
1)/(p |x |))p is an optimal p-Hardy weight on Rd \ {0}, see [DP16, p. 4] which follows
by taking simply the Green’s function on Rd as reference function. Hence, for d = 1,
we have an significant difference between the continuous and discrete model in terms of
the p-Hardy weights. The optimal p-Hardy weight on (0,∞) is only the first term of the
Taylor expansion of the optimal p-Hardy weight on N.

Example 12.17 (Td+1, d ≥ 2) Recall the Green’s function from Example 9.8 of the
homogeneous regular tree Td+1. Here, we have Go(r) = Cp · d−r/(p−1), r ≥ 0 for
some constant Cp > 0. The Green’s function Go is proper and of bounded oscillation.
Obviously, also the remaining conditions in Corollary 12.2 are fulfilled. Hence, an optimal
p-Hardy weight is given by

w(r) =

{
(d + 1)(1− d−1/p)p−1, r = 0

d(1− d−1/p)p−1 − (d1/p − 1)p−1, r > 0.

Note that for p = 2, this is the result obtained in [BSV21, Eq. (1.3)], confer also with
[KPP20a, Example 9.3.11]. Moreover, this optimal weight is constant for r ≥ 1 and does
not converge to zero. In the case of p = 2, w(r) for r ≥ 1 is exactly the bottom of the
ℓ2-spectrum of the free Laplacian on Td+1.

Real hyperbolic spaces H(Rd) are often considered to be a counterpart in the contin-
uum to homogeneous trees. Here, similar results were obtained, see [Ber+17a; BGG17]
(or for the closely connected Damek-Ricci spaces see [FP23]). However, using the ana-
logue method from [DP16], one can show that the weight in the continuum is larger
than a similar positive constant and converges exponentially fast to it. Hence, this is
somehow the reversed observation than between N and (0,∞).

Moreover, it would be nice to obtain a p-Hardy weight on Td+1 which converges
to d(1 − d−1/p)p−1 − (d1/p − 1)p−1 slower than in the example before (which would
necessarily mean that the new weight is smaller at o). An approach for p = 2 can be
found in [BSV21]. We believe that the main idea can be generalised to p ∈ (1,∞) but
it remains a subject of current research.

The calculation on Td+1 can be generalised easily to all subcritical model graphs.
This is done next.

Example 12.18 (Model graphs) Recall the p-Laplacian of locally finite model graphs
from Example 3.6, and the Green’s function Go from Example 9.7, if it exists. If this is
the case, Theorem 12.1 can be applied. Setting g = G(p−1)/po , we calculate

w(r) :=
Lg(r)

gp−1(r)
=

k+(0)
(
1− g(1)

g(0)

)p−1
r = 0,

k+(r)
(
1− g(r+1)

g(r)

)p−1
− k−(r)

(
g(r−1)
g(r) − 1

)p−1
, r ≥ 1.

Hence, the function wm is an optimal p-Hardy weight.
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Example 12.19 (Free p-Laplacian on Zd, d > p) The flows constructed in [Mae77;
Pra04] implicitly define functions u which satisfy the assumptions in Corollary 12.2. Thus,
an optimal p-Hardy weight is given by w := Lu(p−1)/p/u(p−1)2/p.

A downside of the main result of this chapter is that it cannot be applied to non-
locally finite graphs as e.g. the star graph. It is natural to ask if the formula also yields
optimal weights in this case. Next, we shown an example that this not the case if the
formula in Theorem 12.1 is used with Green’s functions on star graphs.
Example 12.20 (Star graphs) Even though, we cannot apply Theorem 12.1 on a star
graph, we can calculate the formula and check by hand if it satisfies all desired properties.
Recall the star graph from Example 3.9. Let us add any potential c such that h is
subcritical (e.g. take a positive potential c ⪈ 0). We also calculated the corresponding
normalised Green’s function G0 implicitly in Example 9.11. Recall that HG0 = 0 and
G0 > 0 on N implies

c(k) = b(k, 0)

(
G0(0)

G0(k)
− 1
)⟨p−1⟩

, k ∈ N. (12.9)

Hence, by defining c and b properly, we get a proper Green’s function of bounded
oscillation (take e.g. c(k) = 1/k3, b(k, 0) = 1/k2 for k ∈ N). Furthermore, by the
equality above and since G0 ∈ F , we get G0 ∈ ℓp−1(X, |c |) which, in turn, implies
LG0 ∈ ℓ1(X,m). Moreover, for k ≥ 1,

HG
(p−1)/p
0 (k) =

G
(p−1)2/p
0 (k)

m(k)

b(k, 0)(1− (G0(0)
G0(k)

)(p−1)/p)⟨p−1⟩
+ c(k)

 .
Hence, our candidate for a weight w is defined on N via

w(k) :=
HG

(p−1)/p
0 (k)

G
(p−1)2/p
0 (k)

=
1

m(k)

b(0, k)(1− G
(p−1)/p
0 (0)

G
(p−1)/p
0 (k)

)⟨p−1⟩
+ c(k)


=
b(0, k)

m(k)

(1− G
(p−1)/p
0 (0)

G
(p−1)/p
0 (k)

)⟨p−1⟩
+

(
G0(0)

G0(k)
− 1
)⟨p−1⟩ .

Clearly, w > 0 on N. Note that this defines also the value at 0 implicitly.
The natural candidate for a ground state of h − (wm)p is u = G

(p−1)/p
0 . Recall

that u ∈ F by Lemma 2.2. Let us set en = 1[0,n] · u for n ∈ N. Then 0 ≤ en ↗ u as
n →∞, and (en) is a good candidate for a null-sequence. Note that Hu(k) = Hen(k) =
w(k)ep−1n (k) = w(k)up−1(k) for all 0 < k ≤ n. Hence,

(h − (wm)p)(en) = ⟨Hen, en⟩N0 − (wm)p(en)
= (Hen(0)−Hu(0))u(0)m(0)

= up(0)

∞∑
k=n+1

b(0, k)

(
1−

(
1−

u(k)

u(0)

)⟨p−1⟩)
.



12.5. Applications 115

Let us assume that c ⪈ 0. By Equation (12.9), we get that u(0) ≥ u(k) for all k ∈ N.
Moreover, by the local summability of the graph, we get

∞∑
k=n+1

b(0, k)

(
1−

(
1−

u(k)

u(0)

)p−1)
≤

∞∑
k=n+1

b(0, k) <∞.

Since 1− (1− u(k)/u(0))p−1 ≥ 0, we can use the theorem of dominated convergence,
and get (h − (wm)p)(en) → 0 as n → ∞. Hence, h − (wm)p is critical with Agmon
ground state u.

Let us turn to the null-criticality: if we show that u ̸∈ ℓp(N0, wm), then h− (wm)p
is null-critical with respect to wm. Since en ↗ u, we have (wm)p(en) ↗ (wm)p(u).
Since (en) is a null sequence of h− (wm)p, it suffices to have a look at h(en). Here, we
calculate

h(en) = ⟨Hen, en⟩N0 =
n∑
k=0

Hen(k)en(k)m(k)

=

n∑
k=0

b(0, k) |∇0,ku|p +
∞∑

k=n+1

b(0, k)u(0)p +

n∑
k=0

c(k)up(k).

By Example 9.11, the third sum converges monotonously to m(0) ∈ (0,∞). By
Lemma 2.2, we have u ∈ F = Fb,p since G0 ∈ Fb,p. Moreover, by the same lemma,
u ∈ Fb,p+1, which implies that the first sum remains finite as n →∞. Furthermore, since
the graph is locally summable also the second sum stays finite. Hence, u ∈ ℓp(N0, wm),
and the corresponding functional is positive-critical.

Therefore, the formula of Theorem 12.1 applied to a Green’s function on a star graph
does not result in an optimal weight.

In Example 12.3, we have seen an example of a non-proper Green’s function of
bounded oscillation on N which does not yield an optimal p-Hardy weight. Hence, also
the properness seems to be a natural requirement for obtaining optimal weights via the
supersolution construction.

Remark 12.21 There are also other techniques known to obtain Hardy-type inequalities
than via the supersolution construction together with the coarea formula and ground
state representation formula as presented here. Two promising methods can be found
e.g. in [Bog+22; FP23; BSV21] and references therein. So far these are only applied to
settings in the continuum or to homogeneous trees. To find the corresponding versions
on general graphs are ongoing research projects by the author. See also [Dav99; Hua23a]
for reviews of some (other) methods in the continuum.

12.5 Applications
Here, we briefly discuss two simple applications of the Hardy inequality, an uncertainty-
type principle and a Rellich-type inequality. Both follow easily by using also Hölder’s
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inequality. In the next chapter, Chapter 13, we continue the discussion of Rellich-type
inequalities.

12.5.1 Heisenberg-Pauli-Weyl-type Inequality
The famous Heisenberg-Pauli-Weyl uncertainty principle is a direct consequence of the
Hardy inequality. It asserts, roughly speaking, that the position and momentum of
a particle can not be determined simultaneously. For further information confer e.g.
[BEL15, Subsection 1.6] for a detailed discussion in the Euclidean space, [KÖ09; KÖ13;
Kri18] for Riemannian manifolds, or [Ber+20, Section 3] for a recent version in the
hyperbolic space.

Assume that h is subcritical in X with p-Hardy weight w . Then by the Hölder and
Hardy inequality, we derive for all ϕ ∈ Cc(supp(w))∑
x∈supp(w)

|ϕ(x)|p =
∑

x∈supp(w)

(
w−1/p(x) |ϕ(x)|p−1

)(
w1/p(x) |ϕ(x)|

)
≤

 ∑
x∈supp(w)

w−1/(p−1)(x) |ϕ(x)|p
(p−1)/p(∑

x∈X
w(x) |ϕ(x)|p

)1/p

≤

 ∑
x∈supp(w)

w−1/(p−1)(x) |ϕ(x)|p
(p−1)/p · h1/p(ϕ).

This is a quasilinear version of the Heisenberg-Pauli-Weyl inequality on graphs.
For the special case of the line graph on X = N0 discussed in Example 10.10, we

thus obtain by taking the optimal Hardy weight

w(n) :=

(
1−

(
1−
1

n

) p−1
p

)p−1
−

((
1 +
1

n

) p−1
p

− 1

)p−1
, n ∈ N,

the following sequence of inequalities on Cc(N)

∑
n∈N
|ϕ(n)|p ≤

(∑
n∈N

w−1/(p−1)(n) |ϕ(n)|p
)(p−1)/p

·

( ∞∑
n=1

|∇n,n−1ϕ|p
)1/p

≤
p

p − 1 ·

(∑
n∈N

np/(p−1) |ϕ(n)|p
)(p−1)/p

·

( ∞∑
n=1

|∇n,n−1ϕ|p
)1/p

,

where the second inequality follows from the comparison with the classical p-Hardy weight
wH(n) = (1− (1− p))p · (1/np), n ∈ N.
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12.5.2 A First Rellich-type Inequality
Another inequality which has attracted a lot of attention is the Rellich inequality. For
more details on the history and generalisations of this inequality in different settings, we
suggest the papers [Ber+20; KPP21; KÖ09; KÖ13] and the monograph [BEL15], and
references therein.

Assume that h is subcritical in X with strictly positive p-Hardy weight w . Then by
the Hardy inequality, Green’s formula (Lemma 2.7), and the Hölder inequality, we obtain
for all ϕ ∈ Cc(supp(w))

∑
x∈X

w(x) |ϕ(x)|p ≤ h(ϕ) = ⟨Hϕ,ϕ⟩X = ⟨Hϕw−1/p, ϕw1/p⟩supp(w)

≤

 ∑
x∈supp(w)

w−1/(p−1)(x) |Hϕ(x)|p/(p−1)
(p−1)/p · ∥ϕ∥p,w .

This implies the Rellich-type inequality∑
x∈X

w(x) |ϕ(x)|p ≤
∑

x∈supp(w)

w−1/(p−1)(x) |Hϕ(x)|p/(p−1) , ϕ ∈ Cc(supp(w)).

We have to admit that classical Rellich inequalities have different powers of the Hardy
weight on both sides of the equation. This, however, needs more effort.

For the special case of the line graph on X = N0 discussed in Example 10.10, we
obtain by taking the classical p-Hardy weight wH, and optimal p-Hardy weight w from
the previous subsection,

(
p − 1
p

)p∑
n∈N

(
|ϕ(n)|
n

)p
≤
∑
n∈N

w(n) |ϕ(n)|p

≤
∑
n∈N

w−1/(p−1)(n) |Lϕ(n)|p/(p−1) ≤
(

p

p − 1

)1/(p−1)∑
n∈N
|n · Lϕ(n)|p/(p−1) ,

for all ϕ ∈ Cc(N), where

Lϕ(n) =
∑

m:|n−m|=1

(∇n,mϕ)⟨p−1⟩ , n ∈ N.

In the next chapter, we have a closer look on Rellich-type estimates.
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For my own part I have never once found myself in a position where
such scientific knowledge as I possess, outside pure mathematics, has
brought me the slightest advantage.
It is indeed rather astonishing how little practical value scientific
knowledge has for ordinary men, how dull and commonplace such of
it as has value is, and how its value seems almost to vary inversely to
its reputed utility.

G. H. Hardy, A Mathematician’s Apology, p. 117

In 1953, Rellich showed in lectures given at the New York University (which were
published posthumously in [Rel69, Theorem II.7.1]) and explained in an ICM talk in 1954
[Rel56, pp. 247-249] that for all smooth and compactly supported functions ϕ which
vanish at the origin of Rd , d ̸= 2, the following is true with sharp constant:∫

Rd
|∆ϕ(x)|2 dx ≥

d2(d − 4)2

16

∫
Rd

|ϕ(x)|2

|x |4
dx.

Such inequalities were also found in different setting and are usually referred to as Rellich-
type inequalities, see e.g. [DH98] for linear operators in Lp, p ̸= 2.

In the preceding subsection, Subsection 12.5.2, we achieved a Rellich-type inequality
by a simple application of Hölder’s and Hardy’s inequalities. Also have a look at the
references there, for more background information on this inequality. Let us also mention
the recent contributions [BGG17; Caz21; DP16; GKS22; Gup23; HY24; Rob18]. We
want to highlight that all Rellich-type inequalities we are aware of are associated with
linear Schrödinger operators or fractional Laplacians.

The goal of this chapter is to give a quasi-linear generalisation of [KPP21]. Note
that in the linear case, we have a certain symmetry in Green’s formula and an equality in
the ground state representation which we lose if p ̸= 2 and which was used in [KPP21].

The following theorem is the quasi-linear generalisation of [KPP21, Theorems 2.3
and 6.1]. Note that the following specific constant from the ground state representation
formula becomes important: In this chapter let us denote by Cp the smallest strictly
positive constant such that

h(uϕ)− ⟨Hu, u |ϕ|p⟩V ≤ Cphu(ϕ), ϕ ∈ Cc(V ), 0 ≤ u ∈ F (V ), V ⊆ X.

Recall from Remark 4.4 that we have explicit bounds for Cp if p ∈ (1, 2].
Theorem 13.1 (Rellich-type inequality) Let h be subcritical on V ⊆ X with strictly
positive p-Hardy weight wm on V . If there is a function f > 0 on V and γ ∈ (0, 1) such
that for some (all) 0 ≤ ϕ ∈ Cc(V ), we have the weak p-eikonal inequality

Cp hϕ(f ) ≤ γ(wm)p(ϕf ).

119
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Then, for this (all) 0 ≤ ϕ ∈ Cc(V ) we have∑
x∈V
|Hϕ(x)1suppϕ(x)|p/(p−1)

(f pm)(x)

w1/(p−1)(x)
≥ (1− γ)p/(p−1)

∑
x∈V
|(ϕf )(x)|p (wm)(x).

Proof. The main idea of this proof is to use the ground state representation formula in
an unusual way (see Remark 4.6), then the rest follows naturally. Here are the details:

Applying the alternative ground state representation formula (4.8), we get

⟨Hϕ,ϕf p⟩V ≥ h(ϕf )− Cphϕ(f ).

By the Hardy inequality and the weak p-eikonal inequality, we obtain

h(ϕf )− Cphϕ(f ) ≥ (1− γ) ∥ϕf ∥pp,wm

On the other side, by Hölder’s inequality, we obtain with q := p/(p − 1),

⟨Hϕ,ϕf p⟩V = ⟨Hϕ1suppϕf p−1w−1/p, ϕf w1/p⟩V
≤ ∥Hϕ1suppϕ∥q,mf pw−1/(p−1) · ∥ϕf ∥p,wm .

Altogether,
∥Hϕ1suppϕ∥q,mf pw−1/(p−1) ≥ (1− γ) ∥ϕf ∥

p−1
p,wm ,

i.e.,∑
x∈V
|Hϕ(x)1suppϕ(x)|p/(p−1)

m(x)f p(x)

w1/(p−1)(x)

≥ (1− γ)p/(p−1)
∑
x∈V
|ϕ(x)f (x)|pm(x)w(x). □

Note that f = 1 yields the Rellich-type inequality from Subsection 12.5.2.
An immediate consequence is the following, confer with the linear version in [Rob18]

and [KPP21, Corollary 1.3]. Recall that we fixed Cp.

Corollary 13.2 (Robinson-type inequality) Let h be subcritical in V ⊆ X with strictly
positive p-Hardy weight wm on V . Set q := p/(p − 1). Assume that there exists
γ ∈ (0, 1) such that for all 0 ≤ ϕ ∈ Cc(V ), we have

Cp hϕ(w
1/q) ≤ γ ∥ϕ∥pwpm .

Then, for all 0 ≤ ϕ ∈ Cc(X) we have

∥Hϕ1suppϕ∥q,mwq(p−2) ≥ (1− γ) ∥ϕ∥
p−1
p,wpm ,

Proof. Take f = w1/q in Theorem 13.1. □
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Next, we will discuss a special case of Theorem 13.1 which somehow has a closer
connection to the results on manifolds and local operators. However, it excludes many
choices of the function f , as f needs to be small and without large oscillation in a certain
sense. These two restriction arise from the non-locality. On the other hand, we will
see afterwards, that if we know somehow simple p-Hardy weights, then examples can be
deduced easily from it.

For the next result we need the following auxillary lemma. We want to mention that
the constant in the lemma is not optimal.

Lemma 13.3 For all p > 2 and α, β ≥ 0, we have

αβ |α− β|p−2 ≤ 2p−3(αp + βp).

Proof. The inequality is fulfilled if α or β vanish. Thus, we can assume that α, β > 0,
and we have |α− β| ≤ α+ β. Dividing by αp, we see that the inequality above holds if

f (t) :=
t(1 + t)p−2

1 + tp
≤ 2p−3, t > 0.

We show now that f (1) = 2p−3 is the maximum. Note that

f ′(t) =
(1 + t)p−3

(1 + tp)2
(1− tp+1 + (p − 1)(t − tp)),

and thus, f ′ > 0 on (0, 1), f ′ < 0 on (1,∞), and f ′(1) = 0. Hence, f takes its
maximum at 1, and the statement is proven. □

In the next statement, we make use of the following notation: For all f ∈ F (V ),
V ⊆ X,

|∇f |pV (x) :=
1

2

∑
y∈V

b(x, y) |∇x,y f |p ,

and for p > 2∣∣∇̃f ∣∣p
V
(x) :=

1

2

∑
y∈V

b(x, y)

(
|f (x)|+ |f (y)|

2

)p−2
|∇x,y f |2 .

By Hölder’s inequality, the term |∇f |pV is finite for all f ∈ F (V ), V ⊆ X. Again by
Hölder’s inequality, the term

∣∣∇̃f ∣∣p
V

is finite for f ∈ F (V ) ∩ ℓp(V,m).
The motivation for this notation comes from the counterpart in the continuum. Note

that for c = 0, we simply have h(ϕ) =
∑
x∈X |∇ϕ|

p
X for ϕ ∈ D. Recall that Cp is fixed.

Corollary 13.4 Let h be subcritical on V ⊆ X with strictly positive p-Hardy weight wm
on V . If there is a function f > 0 on V and γ ∈ (0, 1) such that f satisfies the two
pointwise p-eikonal inequalities on V

Cp |∇f |pV ≤ γf
pwm, on V and for p > 1,
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and
Cp
∣∣∇̃f ∣∣p

V
≤ γf pwm, on V and for p > 2.

Then, for all 0 ≤ ϕ ∈ Cc(V ) we have∑
x∈V
|Hϕ(x)1suppϕ(x)|p/(p−1)

(f pm)(x)

w1/(p−1)(x)
≥ (1− γ)p/(p−1)

∑
x∈V
|(ϕf )(x)|p (wm)(x).

Proof. By the classical Young inequality, we have ϕ(x)ϕ(y) ≤ 1/2(ϕ2(x) + ϕ2(y)).
Using this observation and the elementary inequality (2.1), we get

hϕ,1(f ) ≤
∑
x∈V

ϕp(x) |∇f |pV (x) ≤ γ
1

Cp
∥ϕf ∥pp,wm .

By Corollary 4.2, Cphϕ(f ) ≤ C′phϕ,1(f ) for p ∈ (1, 2] and some positive constant C′p
(recall that Cp is fixed); and for all p ∈ (2,∞)

Cphϕ(g
1/p) ≤ C′p(hϕ,1(g1/p) + hϕ,2(g1/p)).

Since ϕ ≥ 0 and by Lemma 13.3, we obtain for all x, y ∈ X

ϕ(x)ϕ(y) |ϕ(x)− ϕ(y)|p−2 ≤ 2p−3(ϕp(x) + ϕp(y)).

Hence,

hϕ,2(g
1/p) ≤ 2p−3

∑
x∈V

ϕp(x)
∣∣∣∇̃g1/p∣∣∣p

V
(x) ≤ γ

2p−3

Cp
∥ϕf ∥pp,wm .

Putting both together, we see

Cphϕ(g
1/p) ≤ γ

(1 + 2p−3)C′p
Cp

∥ϕf ∥pp,wm .

Choose γ such that γ (1+2
p−3)C′p
Cp

< 1. Applying Theorem 13.1 finishes the proof. □

We want to remark that in the linear case we have C2 = 1 and we only have one point-
wise eikonal inequality. Hence, Corollary 13.4 reduces then to [KPP21, Theorem 1.1].

Let us close the main part of this thesis by discussing two examples.

Example 13.5 (N) Here, we want to show how to obtain a generalisation of the classical
Rellich inequality on N. We know from Example 10.10 that the free p-Laplacian on the
standard line graph is subcritical. We also calculated an optimal p-Hardy weight w . In
the appendix, we show that w(n) > (p − 1)p/(pn)p =: wH. The latter is known as the
classical p-Hardy weight on N. Set f = w1/q with q = p/(p − 1). Recall that m = 1 in
this example. Moreover, (f pw)(n) = np2 , and for n ∈ N

|∇f |pN0 (n) =
np
2

2

(∣∣∣∣1− (n − 1n
)p∣∣∣∣p + ∣∣∣∣1− (n + 1n

)p∣∣∣∣p) ,
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as well as

∣∣∇̃f ∣∣pN0 (n) = np
2

2
·

·

(1 + (n−1n )p
2

)p−2 ∣∣∣∣1− (n − 1n
)p∣∣∣∣2 +

(
1 + (n+1n )

p

2

)p−2 ∣∣∣∣1− (n + 1n
)p∣∣∣∣2

 .
Hence, for n large enough, say n ≥ n0, we can apply Corollary 13.4 and also Corollary 13.2
to obtain for some constant γ ∈ (0, 1) and all ϕ ∈ Cc(N),∑

n≥n0

|Lϕ(n)1suppϕ(n)|q

npq(p−2)
≥ (1− γ)q

∑
n≥n0

|ϕ(n)|p

np
2 .

Example 13.6 (Td+1, d ≥ 2) Recall from Example 12.17 that the optimal p-Hardy
weight w on Td+1, d ≥ 2 associated with the Green’s function is constant for r > 0.
Let us choose f = rq for some q > 0. By similar calculations as in the example before,
we see that we can apply Corollary 13.4 for r large enough, say r ≥ r0 > 0. Hence, here
we get for some constant γ ∈ (0, 1) and all ϕ ∈ Cc(Td+1), and q > 0,∑

r≥r0

|Lϕ(r)1suppϕ(r)|p/(p−1) rpq ≥ (1− γ)p/(p−1)wp/(p−1)(1)
∑
r≥r0

|ϕ(r)|p rpq.





A. Elementary Estimates

Pure mathematics, on the other hand, seems to me a rock on which
all idealism founders: 317 is a prime, not because we think so, or
because our minds are shaped in one way rather than another, but
because it is so, because mathematical reality is built that way.

G. H. Hardy, A Mathematician’s Apology, p. 130

A.1 Proof of Theorem 1.1
By Example 12.16, it is obvious that the weight from Theorem 1.1 is optimal. Also the
statement for integer p is clear. We only have to show that w > wH. This is shown
next and can also been found in [FKP23].

In fact, for fixed p ∈ (1,∞), we analyse the function w : [0, 1]→ [0,∞)

w(x) =
(
1− (1− x)1/q

)p−1
−
(
(1 + x)1/q − 1

)p−1
for x ∈ [0, 1/2] and x = 1, where q ∈ (1,∞) is such that 1/p + 1/q = 1. Specifically,
we show

w(x) >

(
x

q

)p
.

The case x = 1 is simple and is treated at the end of the section. The proof for x ≤ 1/2
is also elementary but more involved. We proceed by bringing wp into form for which we
then analyse its parts. This will be eventually done by a case distinction depending on p.

Recall the binomial theorem for r ∈ [0,∞) and 0 ≤ x ≤ 1

(1± x)r =
∞∑
k=0

(
r

k

)
(±1)kxk

where
(
r
0

)
= 1,

(
r
1

)
= r and

(
r
k

)
= r(r − 1) · · · (r − k + 1)/k! for k ≥ 2 which is derived

from the Taylor expansion of the function x 7→ (1 ± x)r . Applying this formula to the
function w from above we obtain

w(x) =

(
−
∞∑
k=1

(
1/q

k

)
(−x)k

)p−1
−

( ∞∑
k=1

(
1/q

k

)
xk

)p−1

=

(
x

q

)p−1(q ∞∑
k=0

(
1/q

k + 1

)
(−x)k

)p−1
−

(
q

∞∑
k=0

(
1/q

k + 1

)
xk

)p−1
125
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To streamline notation we set

g(x) = q

∞∑
k=1

(
1/q

k + 1

)
xk .

Note that since q
(
1/q
1

)
= 1 and q

∣∣∣(1/qk )∣∣∣ < 1 for k ≥ 2, we have 0 < |g(±x)| < 1 for
0 < x ≤ 1/2. Thus, we can apply the binomial theorem to

(
1 + g(±x)

)p−1 in order to
get

w(x) =

(
x

q

)p−1 ((
1 + g(−x)

)p−1 − (1 + g(x))p−1)
=

(
x

q

)p−1( ∞∑
n=0

(
p − 1
n

)(
gn(−x)− gn(x)

))

=

(
x

q

)p−1((p − 1
1

)(
g(−x)− g(x)

)
+

∞∑
n=2

(
p − 1
n

)(
gn(−x)− gn(x)

))
Thus, we have to show that the second factor on the right hand side is strictly larger
than x/q. Using q = p/(p− 1) we compute the first term in the parenthesis on the left
hand side(

p − 1
1

)(
g(−x)− g(x)

)
= q(p − 1)

∞∑
k=1

(
1/q

k + 1

)(
(−x)k − xk

)
=
q(p − 1)(1/q)(1/q − 1)

2
(−2x) + q(p − 1)

∞∑
k=2

(
1/q

k + 1

)(
(−x)k − xk

)
=
x

q
− 2p

∑
k∈2N+1

(
1/q

k + 1

)
xk

=
x

q
+ Ep(x),

with
Ep(x) = −2p

∑
k∈2N+1

(
1/q

k + 1

)
xk > 0

since −2p
(
1/q
k+1

)
> 0 for odd k and x > 0. So, it remains to show that for the term

Fp(x) =

∞∑
n=2

(
p − 1
n

)(
gn(−x)− gn(x)

)
we have for 0 < x ≤ 1/2

Ep(x) + Fp(x) > 0.
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Specifically, we then get with the substitution x = 1/n

wp(n) = w(1/n) =

(
1

nq

)p−1( 1
nq
+ Ep(1/n) + Fp(1/n)

)
>

1

(nq)p
= wHp (n)

for n ≥ 2.

Remark A.1 It is not hard to see that Fp ≥ 0 whenever p ∈ N is integer valued. Indeed,
g(−x) ≥ g(x) as all terms in the sum g(−x) are positive since −

(
1/q
k+1

)
≥ 0 for odd k ,

while the terms in g(x) alternate, (they are positive for even k and negative for odd k).
Moreover for positive integers p the binomial coefficients

(
p−1
n

)
are positive. Thus, the

Hardy weight we computed is larger than the classical one for integer p.

Let us now turn to the proof of

Ep(x) + Fp(x) > 0

for p ∈ (1,∞) and 0 < x ≤ 1/2.
We collect the following basic properties of the function g which were partially already

discussed above and will be used subsequently.

Lemma A.2 For p ∈ (1,∞) and 0 < x ≤ 1/2, we have

−1 < g(x) < 0 < −g(x) < g(−x) < 1.

Proof. The function g is given by g(x) = q
∑∞
k=1

(
1/q
k+1

)
xk . Since q > 1, the coefficients

bk = q
(
1/q
k+1

)
are negative for odd k and positive for even k . Furthermore, the sequence

(|bk |) takes values strictly less than 1 and decays monotonically. Thus, the asserted
inequalities follow easily. □

We distinguish the following three cases depending on p for which the arguments are
quite different:

• p lies between an odd and an even number with the subcases:

• p ∈ [3,∞)
• p ∈ (1, 2]

• p lies between an even and an odd number.

Here, for a, b ∈ N, we say that p is between a and b if a ≤ p ≤ b.
We start with investigating the case of p lying between an odd and an even number.

To this end we consider two subsequent summands as they appear in the sum given by
Fp and show that they are positive. Indeed, the sum in Fp starts at n = 2 but we also
consider the corresponding term for n = 1.
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Lemma A.3 Let p be between an odd and an even integer. Then, for all 0 < x ≤ 1/2
and odd n ∈ 2N− 1(

p − 1
n

)(
gn(−x)− gn(x)

)
+

(
p − 1
n + 1

)(
gn+1(−x)− gn+1(x)

)
≥ 0.

Proof. Let p be between an odd and an even integer. We first consider n < p−1. In the
case k ≤ p−1, we have

(
p−1
k

)
≥ 0. So, the statement for n < p−1 follows directly from

Lemma A.2 as |g(x)| < 1 for 0 < x ≤ 1/2. Observe that n + 1 ≤ p − 1 for n < p − 1
and n ∈ 2N− 1 as p is between an odd and an even integer.

On the other hand, for odd n ∈ 2N− 1 with n ≥ p − 1,(
p − 1
n

)
≥ −

(
p − 1
n + 1

)
≥ 0.

From Lemma A.2 we know that gn+1(x) ≥ 0 ≥ gn(x) for odd n ∈ 2N− 1 and 0 ≤ x ≤
1/2. We obtain(

p − 1
n

)(
gn(−x)− gn(x)

)
+

(
p − 1
n + 1

)(
gn+1(−x)− gn+1(x)

)
=

(
p − 1
n

)(
gn(−x)− gn(x)

)
−
∣∣∣∣(p − 1n + 1

)∣∣∣∣ (gn+1(−x)− gn+1(x))
≥
(
p − 1
n

)
gn(−x)−

∣∣∣∣(p − 1n + 1

)∣∣∣∣ gn+1(−x)
≥
∣∣∣∣(p − 1n + 1

)∣∣∣∣ (gn(−x)− gn+1(−x))
≥ 0,

where the last inequality follows from 0 ≤ g(−x) < 1 for 0 ≤ x ≤ 1/2 thanks to
Lemma A.2. □

With Lemma A.3 we can treat the case of p ≥ 3 lying between an odd and an even
number. This is done in the next proposition.

Proposition A.4 Let p ≥ 3 be between an odd and an even integer. Then, for all
0 < x ≤ 1/2 we have Fp(x) ≥ 0 and

Ep(x) + Fp(x) > 0.

In particular, w(n) > wH(n) for n ≥ 2.

Proof. We can write Fp(x) =
∑∞
n=2

(
p−1
n

)(
gn(−x)− gn(x)

)
as

Fp(x) =

(
p − 1
2

)(
g2(−x)− g2(x)

)
+

∞∑
n∈2N+1

((
p − 1
n

)(
gn(−x)− gn(x)

)
+

(
p − 1
n + 1

)(
gn+1(−x)− gn+1(x)

))
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By Lemma A.3 the terms in the sum on the right hand side are all positive. Furthermore,(
p−1
2

)
≥ 0 for p ≥ 3 and g(−x) ≥ |g(x)| by Lemma A.2. Thus, also the first term on

the right hand side is positive as well and Fp ≥ 0 follows. From the discussion in the
beginning in the section we take Ep(x) > 0 for 0 < x ≤ 1/2. The ”in particular“ follows
from the discussion above Lemma A.2. □

Note that we cannot treat the case 1 ≤ p ≤ 2 in the same way since the sum in Fp
starts at the index n = 2. Hence, there is still a negative term

(
p−1
2

)(
g2(−x)− g2(x)

)
.

We deal with this case, 1 ≤ p ≤ 2, next.
We denote the Taylor coefficients of x 7→ g(−x) by ak , i.e.,

g(−x) = q
∞∑
k=1

(
1/q

k + 1

)
(−x)k =

∞∑
k=1

akx
k ,

g(x) = q

∞∑
k=1

(
1/q

k + 1

)
xk =

∞∑
k=1

ak(−1)kxk .

The function Ep(x) = −2p
∑
k∈2N+1

(
1/q
k+1

)
xk is odd and, therefore, we have

Ep(x) = 2(p − 1)
∞∑
n=1

a2n+1x
2n+1.

Furthermore, recall that Ep(x) > 0 for x > 0, since −2p
(
1/q
k+1

)
> 0 for odd k .

Lemma A.5 Let p ≥ 1 and 0 ≤ x ≤ 1/2. Then,

g(−x) + g(x) ≤
4

9
·
(p + 1)

p2
x2.

Proof. We calculate using a2 ≥ an for n ≥ 2, the geometric series, x ≤ 1/2 and the
specific value of the Taylor coefficient a2 = q

(
1/q
3

)
= (p+1)

6p2

g(−x) + g(x) = 2
∞∑
k=1

a2kx
2k ≤ 2a2

x2

1− x2 ≤
8

3
a2x

2 =
4

9
·
(p + 1)

p2
x2. □

With the help of this lemma and Lemma A.3 we can treat the case p ∈ (1, 2].

Proposition A.6 Let p ∈ (1, 2]. Then, for all 0 < x ≤ 1/2, we have

Ep(x) + Fp(x) > 0.

In particular, w(n) > wH(n) for n ≥ 2.
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Proof. We show Ep + Fp > 0 and deduce the “in particular” from the discussion above
Lemma A.2. By Lemma A.3 we have for all 0 < x ≤ 1/2

Fp(x) =

(
p − 1
2

)(
g2(−x)− g2(x)

)
+

∞∑
n∈2N+1

((
p − 1
n

)(
gn(−x)− gn(x)

)
+

(
p − 1
n + 1

)(
gn+1(−x)− gn+1(x)

))
≥
(
p − 1
2

)(
g2(−x)− g2(x)

)
=
p − 2
2

(
g(−x) + g(x)

)(
Ep(x) +

p − 1
p

x

)
≥
2

9
·
(p − 2)(p + 1)

p2

(
Ep(x) +

p − 1
p

x

)
· x2

≥−
1

9
Ep(x) +

2

9
·
(p − 2)(p − 1)(p + 1)

p3
· x3

where we used the definition of Ep, i.e., (p − 1)
(
g(−x) − g(x)

)
= Ep(x) +

p−1
p x and

Lemma A.5 which is justified since Ep(x) > 0 and p− 2 < 0. Moreover, in the last step
we estimated the coefficient of the first term in its minimum in p = 1 and x = 1/2.

Now, we use the representation of Ep as a power series to estimate

Ep(x) = −2p
∑

k∈2N+1

(
1/q

k + 1

)
xk ≥ −2p

(
1/q

4

)
x3 =

(p − 1)(p + 1)(2p + 1)
12p3

x3.

Putting this together with the estimate on Fp above, we arrive at

Ep(x) + Fp(x) ≥
8

9
Ep(x) +

2

9
·
(p − 2)(p − 1)(p + 1)

p2
· x3

≥
(
8

9

(p − 1)(p + 1)(2p + 1)
12p3

+
2

9
·
(p − 2)(p − 1)(p + 1)

p3

)
· x3

=
10(p − 1)2(p + 1)

27p3
· x3

This finishes the proof. □

Hence, it remains to consider the case of p between an even and an odd integer for
which we need the following three lemmas.

Lemma A.7 Let p, q ≥ 1 such that 1/p + 1/q = 1 and k ≥ 2. Then,

ak = q

∣∣∣∣( 1/qk + 1

)∣∣∣∣ ≥ 1

pk(k + 1)
=

1

q(p − 1)k(k + 1) .
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Proof. We calculate using 1/p + 1/q = 1

q

∣∣∣∣( 1/qk + 1

)∣∣∣∣ = (1− 1/q)(2− 1/q)(3− 1/q) · · · (k − 1/q)(k + 1)!

=
1

pk(k + 1)

(1 + 1/p)(2 + 1/p) · · · ((k − 1) + 1/p)
(k − 1)!

=
1

pk(k + 1)

(
1 +
1

p

)(
1 +

1

2p

)
· · ·
(
1 +

1

(k − 1)p

)
≥

1

pk(k + 1)
. □

Lemma A.8 Let p, q ∈ (1,∞) such that 1/p + 1/q = 1 and k ∈ N, k > p. Then,∣∣∣∣(p − 1k
)∣∣∣∣ ≤ 1

4(p − 1) =
(q − 1)
4

.

Proof. Let n ∈ N be such that n − 1 ≤ p ≤ n. Moreover, let γ = p − (n − 1), i.e.,
1 − γ = n − p, so, γ ∈ [0, 1]. Since k > p and n, k ∈ N, we have that k ≥ n and
therefore,∣∣∣∣(p − 1k

)∣∣∣∣ = ∣∣∣∣(p − 1)(p − 2) · · · (p − (n − 1))(p − n) · · · (p − k)k!

∣∣∣∣
=

∣∣∣∣∣
(
p − 1
n − 1

)(
p − 2
n − 2

)
· · ·
(
p − (n − 1)

)
1

(
p − n
n

)
· · ·
(
p − k
k

)∣∣∣∣∣
≤
∣∣∣∣(p − (n − 1))(p − n)n

∣∣∣∣ = γ(1− γ)
n

≤
1

4(p − 1) =
(q − 1)
4

. □

Lemma A.9 For 0 < x ≤ 1/2 and q > 1, we get

g(−x) ≤
(q − 1)(5q − 1)

6q2
x.

Proof. We calculate using a2 ≥ ak for k ≥ 2

g(−x) = q

(∣∣∣∣(1/q2
)∣∣∣∣+ ∞∑

k=1

∣∣∣∣( 1/qk + 2

)∣∣∣∣ xk
)
x

≤ q

(∣∣∣∣(1/q2
)∣∣∣∣+ ∞∑

k=1

∣∣∣∣( 1/qk + 2

)∣∣∣∣ 2−k
)
x

≤ q
(∣∣∣∣(1/q2

)∣∣∣∣+ ∣∣∣∣(1/q3
)∣∣∣∣) x

=
(q − 1)(5q − 1)

6q2
x. □

With the help of these lemmas we can finally treat the case where p lies between an
even and an odd number.
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Proposition A.10 Let p ∈ [2,∞) be between an even and an odd integer. Then, for
all 0 < x ≤ 1/2 we have

Ep(x) + Fp(x) > 0.

In particular, w(n) > wH(n) for n ≥ 2.

Proof. Clearly, we have
(
p−1
n

)
≥ 0 for n ≤ p and for n ∈ 2N. Since we have g(−x) ≥

|g(x)| by Lemma A.2, we obtain for the first n ≤ p terms and the terms for even n in
Fp(x) that (

p − 1
n

)(
gn(−x)− gn(x)

)
≥ 0.

Note that Ep(x) = 2(p − 1)
∑∞
n=1 a2n+1x

2n+1 > 2(p − 1)
∑∞
n=k a2n+1x

2n+1 since the
coefficients ak are positive. With the observation made at the beginning of the proof,
this leads to

Ep(x) + Fp(x) >
∑

n∈2N+1,n≥p

(
2(p − 1)anxn +

(
p − 1
n

)(
gn(−x)− gn(x)

))
.

We continue to show that all the terms in the sum are strictly positive which finishes
the proof. To this end note that for n ≥ p with n ∈ 2N + 1, we use g(−x) ≥ |g(x)|,
Lemma A.2, as well as

(
p−1
n

)
≤ 0 in the first step and the estimate on

(
p−1
n

)
, Lemma A.8,

and the estimate on g(−x), Lemma A.9 in the second step in order to get(
p − 1
n

)(
gn(−x)− gn(x)

)
≥ 2
(
p − 1
n

)
gn(−x) ≥ −

(q − 1)
2

(
(q − 1)(5q − 1)

6q2

)n
xn

We use the estimate on an, Lemma A.7,

2(p − 1)anxn ≥ 2
1

qn(n + 1)
xn.

Next, we put these two estimates together and find that the minimum in the coefficient
is clearly assumed at q = 2 since p ≥ 2 ≥ q(
2(p − 1)anxn +

(
p − 1
n

)(
gn(−x)− gn(x)

))
≥ 2

(
1

qn(n + 1)
−
(q − 1)
4

(
(q − 1)(5q − 1)

6q2

)n)
xn

≥
(

1

n(n + 1)
−
1

2

(
3

8

)n)
xn ≥

(
1

n(n + 1)
−
1

2n+1

)
xn > 0,

where the positivity follows by a simple induction argument. This concludes the proof by
noticing that the “in particular” part follows from the discussion above Lemma A.2. □
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In summary, the above considerations yield

Ep(x) + Fp(x) > 0

for p ∈ (1,∞) and 0 < x ≤ 1/2. By the discussion at the beginning of the section this
yields wp(n) > wHp (n) for n ≥ 2.

We finish the section by treating the case n = 1 which corresponds to x = 1. With
this we finally conclude that w(n) > wH(n) for all n ≥ 1.

Proposition A.11 Let p ∈ (1,∞). Then, w(1) > wH(1).

Proof. Recall that w(1) = 1 − (21−1/p − 1)p−1 and wH = (1 − 1/p)p. By the mean
value theorem applied to the function [1, 2]→ [1, 21−1/p], t 7→ t1−1/p we find

21−1/p − 1 < 1−
1

p
.

Therefore,

wp(1)− wHp (1) > 1−
(
1−
1

p

)p−1
−
(
1−
1

p

)p
.

Now the function ψ : (1,∞) → (0,∞), p 7→ (1− 1/p)p−1 + (1− 1/p)p is strictly
monotonically decreasing because

ψ′(p) =
1

p − 1

(
p − 1
p

)p (
(2p − 1) log

(
p − 1
p

)
+ 2

)
< 0,

since θ : p 7→ (2p − 1) log(p − 1)/p is strictly monotonically increasing and we have
limp→∞ θ(p) = −2. Hence, we conclude

w(1)− wH(1) > 1− ψ(p) > 1− lim
t→1

ψ(t) = 0.

This finishes the proof. □

In summary, we have shown the desired strict inequality in Theorem 1.1.

A.2 Proof of Lemma 4.8
This section can also be found in [Fis23]. Before we can proof Lemma 4.8, we need the
following quantification of the strict convexity of the mapping x 7→ |x |p, p > 1. In the
following lemma, ⟨·, ·⟩Rn denotes the standard inner product in Rn.

Lemma A.12 (Lindqvist’s lemma, Lemma 4.2 in [Lin90]) Let a, b ∈ Rn. Then, for
all p ≥ 2 we have

|a|p − |b|p ≥ p |b|p−2 ⟨b, a − b⟩Rn + cp |a − b|p ,
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where cp = 1/(2p−1 − 1) > 0. If 1 < p < 2, then

|a|p − |b|p ≥ p |b|p−2 ⟨b, a − b⟩Rn + cp
|a − b|2

(|a|+ |b|)2−p ,

where cp = 3p(p − 1)/16 > 0, and the fraction is interpreted to be zero if a = b = 0.

In the previous lemma, the constant cp does not seem to be optimal. However, this is
not important for our further investigations.

Proof (of Lemma 4.8). Ad (4.10): Recall that we have to show that for p > 1,

|a − t|p − (1− t)p−1(|a|p − t) ≍ t |a − 1|2 (|a − t|+ 1− t)p−2, a ∈ R, 0 ≤ t ≤ 1.

The strategy of the proof is as follows: We start with some simple special cases for which
the equivalence can be shown very easily. Thereafter, we do a substitution to bring the
equivalence in a simpler form for the remaining cases. Then, we divide R into the three
intervals [1,+∞), (t, 1), and (−∞, t] for some t ∈ [0, 1]. In the two intervals [1,+∞)
and (−∞, t], we then distinguish between proving lower bounds and upper bounds, as
well as having p > 2 or 1 < p < 2. In the remaining interval (t, 1), we show that we
can deduce the equivalence from the validity of the equivalence in [1,+∞).

1. The three cases t ∈ {0, 1}, a = t, and p = 2: If p = 2, then it is obvious that
we have equality for all a ∈ R and t ∈ [0, 1].

An easy computation shows that we have indeed equality for t ∈ {0, 1}.
If a = t, we have to show that for all p > 1

−(1− t)p−1(tp − t) ≍ t(1− t)p.

Thus, let us consider the function

q(t) :=
(1− t)p−1(t − tp)

t(1− t)p =
1− tp−1

1− t .

If 1 < p < 2, then tp−1 ≥ t for t ∈ (0, 1), and thus, q is decreasing. If p > 2, we have
tp−1 ≤ t for t ∈ (0, 1), and q is increasing. Moreover, by L’Hôpital’s rule q(1) = p− 1.
Hence, for p > 2 we have 1 = q(0) ≤ q(t) ≤ q(1) = p − 1 and for 1 < p < 2, we have
p − 1 = q(1) ≤ q(t) ≤ q(0) = 1.

2. The remaining cases t ∈ (0, 1), a ̸= t, and p ̸= 2: We do the following
substitution: Set α := (a − t)/(1− t), then we have to show that

|α|p −
|α(1− t) + t|p − t

1− t ≍
t(α− 1)2

(|α|+ 1)2−p . (A.1)

We will do this by considering the following three cases separately

• α ≥ 1,

• 1 > α > 0, and
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• α < 0.

Furthermore, let

fα(t) :=
|α(1− t) + t|p − t

1− t =
|α+ t(1− α)|p − t

1− t .

Note that fα(0) = |α|p.
2.1. The case α ≥ 1: The basic strategy is to use the Taylor-Maclaurin formula.

Thus, let us calculate the first and the second derivatives with respect to t. Note that
for α ≥ 1, we have |α+ t(1− α)| = α+ t(1− α). Hence, we calculate

f ′α(t) =
p(1− α)(α+ t(1− α))p−1 − 1

1− t +
fα(t)

1− t ,

and using α+ t(1− α) = β + 1, where β := (α− 1)(1− t) ≥ 0, we get

f ′′α (t) =
p(p − 1)(1− α)2(α+ t(1− α))p−2

1− t +
p(1− α)(α+ t(1− α))p−1 − 1

(1− t)2

+
f ′α(t)

1− t +
fα(t)

(1− t)2

=
(α+ t(1− α))p−2

(1− t)3
(
p(p − 1)(α− 1)2(1− t)2

−2p(α− 1)(1− t)(α+ t(1− α)) + 2(α+ t(1− α))2
)
− 2
1− t + t
(1− t)3

=
(β + 1)p−2

(1− t)3
(
p(p − 1)β2 − 2pβ(β + 1) + 2(β + 1)2

)
−

2

(1− t)3

=
(β + 1)p−2

(1− t)3
(
−(p − 1)(2− p)β2 + 2(2− p)β + 2

)
−

2

(1− t)3 (A.2)

=
g(β)− 2
(1− t)3 ,

where

g(β) :=
(
(p − 1)(p − 2)β2 + 2(2− p)β + 2

)
(β + 1)p−2, β ≥ 0.

Let us analyse g(β) for β ≥ 0. Then, g′(β) = p(p − 1)(p − 2)(β + 1)p−3β2, which is
positive for p > 2 and negative for 1 < p < 2. Hence, g(0) = 2 is a minimum for p > 2
and a maximum for 1 < p < 2. This implies that for all t ∈ (0, 1)

f ′′α (t)

{
≤ 0 if 1 < p < 2,

≥ 0 if p > 2.

Now, we apply the Taylor-Maclaurin formula

fα(t) = fα(0) + tf
′
α(0) +

∫ t

0

(t − s)f ′′α (s)ds.
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Since fα(0) = αp, we have

|α|p −
|α(1− t) + t|p − t

1− t = fα(0)− fα(t)

= −tf ′α(0)−
∫ t

0

(t − s)f ′′α (s) ds

= t
(
(p − 1)αp − pαp−1 + 1

)
−
∫ t

0

(t − s)f ′′α (s) ds.

(A.3)

This term will be analysed in the following for upper and lower bounds and different
values of p.

2.1.1. Lower bound for 1 < p < 2 and α ≥ 1: Then f ′′α ≤ 0 on (0, 1). Thus we
conclude from (A.3),

|α|p −
|α(1− t) + t|p − t

1− t ≥ t
(
(p − 1)αp − pαp−1 + 1

)
.

Using Lindqvist’s lemma, Lemma A.12, with b = α and a = 1, we see

t
(
(p − 1)αp − pαp−1 + 1

)
= t
(
1− αp − pαp−2α(1− α)

)
≥ Cp

t(α− 1)2

(α+ 1)2−p
.

This is the desired lower bound in (A.1) for 1 < p < 2 and α ≥ 1.
2.1.2. Upper bound for p > 2 and α ≥ 1: Then f ′′α ≥ 0 on (0, 1). Thus we

conclude from (A.3),

|α|p −
|α(1− t) + t|p − t

1− t ≤ t
(
(p − 1)αp − pαp−1 + 1

)
.

Hence, it remains to show that there exists Cp > 0 such that(
(p − 1)αp − pαp−1 + 1

)
≤ Cp(α− 1)2(α+ 1)p−2.

For any positive constant Cp we have using (1 + α−1)p−2 ≥ 1,

j(α) := αp−2
((
(p − 1)α2 − pα+ α2−p

)
− Cp(α− 1)2(1 + α−1)p−2

)
≤ αp−2

((
(p − 1)α2 − pα+ α2−p

)
− Cp(α− 1)2

)
= αp−2

((
p − 1− Cp

)
α2 +

(
2Cp − p

)
α+ α2−p − Cp

)
.

Let g(α) :=
(
p − 1− Cp

)
α2 +

(
2Cp − p

)
α+ α2−p − Cp for α > 0, then

g′(α) = 2(p − 1− Cp)α+ (2Cp − p)− (p − 2)α1−p

has a root at α = 1. If we can show that g is concave on [1,∞], then g(1) = 0 is a
maximum. Since

g′′(α) = 2(p − 1− Cp) + (p − 2)(p − 1)α−p ≤ 2(p − 1− Cp) + (p − 2)(p − 1),
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g is concave on [1,∞] for all Cp ≥ p(p − 1)/2, we found a possible constant such that
j(α) ≤ 0. In other words, we have the desired upper bound for p > 2. However, it is
obvious that the constant can be improved.

2.1.3. Upper bound for 1 < p < 2 and α ≥ 1: For 1 ≤ p ≤ 2, the function |·|p−1
is concave on (0,∞), thus

|α(1− t) + t|p−1 ≥ (1− t)αp−1 + t.

Using this estimate in the left-hand side of (A.1), we get

|α|p −
|α(1− t) + t|p − t

1− t ≤ t(αp−1 − 1)(α− 1) (A.4)

Define for α ≥ 1,
g(α) := (α+ 1)2−p(αp−1 − 1)− α+ 1,

then

g(α) = (αp−1 − 1)α2−p(1 + α−1)2−p − α+ 1

= (α− α2−p)
∞∑
k=0

(
2− p
k

)
α−k − α+ 1.

Since for all k ∈ 2N, 1 ≤ p ≤ 2 and α ≥ 1, we have(
2− p
k

)
α−k +

(
2− p
k + 1

)
α−k−1 ≤ 0,

we get for all 1 ≤ p ≤ 2 and α ≥ 1,

g(α) ≤ (α− α2−p)
(
1 +
2− p
α

)
− α+ 1

= (2− p) + 1− α2−p − (2− p)α1−p =: l(α).

Since l ′(α) = (2− p)((p − 1)− α)α−p ≤ 0 for α ≥ 1 and 1 ≤ p ≤ 2, we get

g(α) ≤ l(α) ≤ l(1) = 0.

Thus, using that g ≤ 0 on [1,∞] results in (A.4) in

(αp−1 − 1)(α− 1) ≤
(α− 1)2

(α+ 1)2−p
.

This results in the right-hand side of (A.1) with constant 1.
2.1.4. Lower bound for p > 2 and α ≥ 1: For p ≥ 2, the function |·|p−1 is convex

on (0,∞), thus
|α(1− t) + t|p−1 ≤ (1− t)αp−1 + t.
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Using this estimate in the left-hand side of (A.1), we get

|α|p −
|α(1− t) + t|p − t

1− t ≥ t(αp−1 − 1)(α− 1) (A.5)

Define for α ≥ 1, and some constant Cp > 0,

g(α) := αp−1 − 1− Cp(α− 1)(α+ 1)p−2,

then

g′(α) = αp−2
(
p − 1− Cp

((
1 +
1

α

)p−2
+ (p − 2)

(
1 +
1

α

)p−3(
1−
1

α

)))
.

If p ≥ 3, then
. . . ≥ αp−2

(
p − 1− Cp(2p−2 + (p − 2)2p−3)

)
.

Choosing Cp = 23−p(p − 1)/p, we get g′ ≥ 0 on [1,∞). In particular,

g(α) ≥ g(1) = 0.

Thus, for p ≥ 3,

(αp−1 − 1)(α− 1) ≥ Cp(α− 1)2(α+ 1)p−2. (A.6)

If 2 ≤ p ≤ 3, then

g′(α) ≥ αp−2
(
p − 1− Cp(2p−2 + p − 2)

)
.

Choosing Cp = (p − 1)/(2p−2 + p − 2), we get g′ ≥ 0 on [1,∞). Thus, for 2 ≤ p ≤ 3,

(αp−1 − 1)(α− 1) ≥ Cp(α− 1)2(α+ 1)p−2. (A.7)

Applying (A.6) and (A.7) to (A.5), results in the right-hand side of (A.1).
Moreover, this was the last puzzle stone to show (A.1) for α ≥ 1 and all 1 < p <∞.
2.2. The case 0 < α < 1: We have shown that (A.1) holds for all α > 1 and

t ∈ (0, 1). Then it holds in particular for s = 1− t, i.e.,

|α|p −
|αs + 1− s|p − (1− s)

s
≍
(1− s)(α− 1)2

(|α|+ 1)2−p .

Now, for any α > 1 let β := 1/α ∈ (0, 1). Then, we get by multiplying both sides with
βps/(1− s),

|β|p −
|β(1− s) + s|p − s

1− s ≍
s(β − 1)2

(|β|+ 1)2−p ,

which is the desired equivalence.
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2.3. The case α < 0: Set β := −α. Then, substituting into (A.1), we have to
show that for all β > 0 and t ∈ (0, 1),

|β|p −
|β(1− t)− t|p − t

1− t ≍
t(β + 1)2

(|β|+ 1)2−p = t(β + 1)
p. (A.8)

We have

|β|p −
|β(1− t)− t|p − t

1− t = |β|p −
|β(1− t) + t|p − t

1− t + gt(β),

where

gt(β) :=
1

1− t
(
(β(1− t) + t)p − |β(1− t)− t|p

)
, β > 0, t ∈ (0, 1).

Before we continue with the estimates, let us note that

gt ≥ 0 and g′t ≥ 0.

The first inequality can be seen as follows: let γ > 0. Firstly assume that γ > t. Then,

(γ + t)p − (γ − t)p = 2γp
∑

k∈2N−1

(
p

k

)( t
γ

)k
> 0.

Secondly, if γ ≤ t, then a similar calculation can be done to get the desired inequality
(factor t out of the sum and use the binomial theorem).

Note that for all p ≥ 1,

g′t(β) = p
(
|β(1− t) + t|p−1 − |β(1− t)− t|p−1 sgn(β(1− t)− t)

)
≥ 0.

Now we continue with showing (A.8): By the first parts of the proof, i.e., the proof
of (A.1), we have that for all β > 0,

|β|p −
|β(1− t) + t|p − t

1− t ≍
t(β − 1)2

(|β|+ 1)2−p . (A.9)

The strategy for the upper bound will be as follows: Clearly, (β− 1)2 ≤ (β+1)2 for
all β > 0. If we apply this estimate to (A.9), we are left to show that also

gt(β) ≤ Cpt(β + 1)p,

for some positive constant Cp in order to show the upper bound in (A.8).
Let us turn to the strategy for the lower bound: It is obvious, that there does not exists

a positive constant Cp such that (β−1)2 ≥ Cp(β+1)2 since the left-hand side has a root
at β = 1. However, fix 0 < ε < 1, then we clearly have for all β ∈ (0,∞)\ (1−ε, 1+ε)
that (β − 1)2 ≥ Cp,ε(β + 1)

2 for some constant Cp,ε > 0. Since g ≥ 0, we have the
desired lower bound of (A.8) using (A.9) in (0,∞) \ (1− ε, 1 + ε).
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For the lower bound, we are left to discuss the compact interval [1 − ε, 1 + ε]. On
this interval, we clearly have (β + 1)p ≍ 1. The equivalence (A.9) shows in particular
that the corresponding left-hand side is positive. Thus, we are left to show that there
exists Cp,ε > 0 such that

gt ≥ Cp,εt on [1− ε, 1 + ε].

2.3.1. Lower bound for 1 < p < 2 and β = −α ≥ 0: By the discussion before
we only have to show that gt ≥ Cp,εt on [1 − ε, 1 + ε]. Since g′t ≥ 0, we have for all
β ∈ [1− ε, 1 + ε],

gt(β) ≥ gt(1− ε) =
1

1− t
(
((1− ε)(1− t) + t)p − |(1− ε)(1− t)− t|p

)
.

Using Lindqvist’s lemma, Lemma A.12, we get with a = (1 − ε)(1 − t) + t and b =
|(1− ε)(1− t)− t| that

|a|p − |b|p ≥ p |(1− ε)(1− t)− t|p−1
(
(1− ε)(1− t) + t − |(1− ε)(1− t)− t|

)
+ Cp

(
(1− ε)(1− t) + t − |(1− ε)(1− t)− t|

)2(
(1− ε)(1− t) + t + |(1− ε)(1− t)− t|

)2−p . (A.10)

If (1− ε)(1− t)− t ≥ 0, i.e., t ∈ (0, (1− ε)/(2− ε)), the latter reduces to

. . . = p
(
(1− ε)(1− t)− t

)p−1
(2t) + Cp

(2t)2(
2(1− ε)(1− t)

)2−p
= t

(
2p
(
(1− ε)(1− t)− t

)p−1
+ 4Cp

t(
2(1− ε)(1− t)

)2−p
)

Using this, we get

gt(β) ≥ gt(1− ε) ≥ t

(
2p

(
(1− ε)(1− t)− t

)p−1
1− t +

4Cp
(2(1− ε))2−p ·

t

(1− t)3−p

)
.

Since t 7→
(
(1− ε)(1− t)− t

)p−1
/(1− t) is continuous on [0, (1− ε)/(2− ε)], strictly

positive on [0, (1−ε)/(2−ε)) and has a root at t = (1−ε)/(2−ε), and t 7→ t/(1−t)3−p
is continuous and strictly positive on (0, 1), has a root at t = 0, we conclude that there
is a positive constant which bounds the sum from below on [0, (1− ε)/(2− ε)] ⊂ [0, 1].

If (1− ε)(1− t)− t < 0, i.e., t ∈ ((1− ε)/(2− ε), 1), then (A.10) reduces instead
to

. . . = p
(
−(1− ε)(1− t) + t

)p−1
(2(1− ε)(1− t)) + Cp

(2(1− ε)(1− t))2

(2t)2−p
.

Using this, we get

gt(β) ≥ gt(1− ε) ≥ t

(
2p(1− ε)

(
−(1− ε)(1− t) + t

)p−1
t

+ 2pCp(1− ε)2
1− t
t3−p

)
.
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Since t 7→
(
−(1−ε)(1−t)+t

)p−1
/t is continuous and strictly positive on ((1−ε)/(2−

ε), 1] and vanishes at t = (1 − ε)/(2 − ε), and t 7→ (1 − t)/t3−p is continuous and
strictly positive on ((1 − ε)/(2 − ε), 1) (and is only zero at t = 1), we conclude that
there is a positive constant which bounds the sum from below.

This shows the desired lower bound for 1 < p < 2 and β ≥ 0.
2.3.2. Lower bound for p > 2 and β = −α ≥ 0: As in the case for p < 2, it

suffices to show that gt ≥ t · Cp,ε > 0 on [1 − ε, 1 + ε]. Since g′t ≥ 0, we have for all
β ∈ [1− ε, 1 + ε],

gt(β) ≥ gt(1− ε) =
1

1− t
(
((1− ε)(1− t) + t)p − |(1− ε)(1− t)− t|p

)
.

Using Lindqvist’s lemma, Lemma A.12, we get with a = (1 − ε)(1 − t) + t and b =
|(1− ε)(1− t)− t| that

|a|p − |b|p ≥ p |(1− ε)(1− t)− t|p−1
(
(1− ε)(1− t) + t − |(1− ε)(1− t)− t|

)
+ Cp |(1− ε)(1− t) + t − |(1− ε)(1− t)− t||p . (A.11)

If (1− ε)(1− t)− t ≥ 0, i.e., t ∈ (0, (1− ε)/(2− ε)), the latter reduces to

. . . = 2tp
(
(1− ε)(1− t)− t

)p−1
+ Cp(2t)

p.

Using this, we get

gt(β) ≥ gt(1− ε) ≥ t

(
2p

(
(1− ε)(1− t)− t

)p−1
1− t + 2pCp

tp−1

1− t

)
.

Since t 7→
(
(1− ε)(1− t)− t

)p−1
/(1− t) is continuous on [0, (1− ε)/(2− ε)], strictly

positive on [0, (1−ε)/(2−ε)) and vanishes at t = (1−ε)/(2−ε), and t 7→ tp−1/(1−t)
is continuous and strictly positive on (0, 1), and vanishes at t = 0, we conclude that
there is a positive constant which bounds the sum from below on [0, (1− ε)/(2− ε)].

If (1− ε)(1− t)− t < 0, i.e., t ∈ ((1− ε)/(2− ε), 1), then (A.11) reduces instead
to

. . . = p
(
−(1− ε)(1− t) + t

)p−1
(2(1− ε)(1− t)) + 2pCp(1− ε)p(1− t)p.

Using this, we get

gt(β) ≥ gt(1− ε)

≥ t

(
2p(1− ε)

(
−(1− ε)(1− t) + t

)p−1
t

+ 2pCp(1− ε)p
(1− t)p−1

t

)
.

Since t 7→
(
−(1−ε)(1−t)+t

)p−1
/t is continuous and strictly positive on ((1−ε)/(2−

ε), 1] and vanishes only at t = (1− ε)/(2− ε), and t 7→ (1− t)p−1/t is continuous and
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strictly positive on ((1 − ε)/(2 − ε), 1) and vanishes only at t = 1, we conclude that
there is a positive constant which bounds the sum from below.

This shows the desired lower bound for p > 2 and β ≥ 0, and we are left to show
the upper bounds.

2.3.3. Upper bound for 1 < p < 2 and p > 2, and β = −α ≥ 0: It remains to
show that gt(β) ≤ Cpt(β + 1)p for all β ≥ 0.

Recall that by the convexity of |·|p, we have

|a|p − |b|p ≤ p |a|p−2 a(a − b), a, b ∈ R.

Let a = β(1− t) + t and b = |β(1− t)− t|, then we get by the convexity that

gt(β) ≤ p(β(1− t) + t)p−1(β(1− t) + t − |β(1− t)− t|).

Since β(1− t) + t ≤ β + 1 and (β + 1)p−1 ≤ (β + 1)p for all β ≥ 0, 1 < p < ∞ and
t ∈ [0, 1], we get

. . . ≤ p(β + 1)p(β(1− t) + t − |β(1− t)− t|).

If β(1 − t) ≥ t, then β(1 − t) + t − |β(1− t)− t| = 2t. If β(1 − t) ≤ t, then
β(1− t) + t − |β(1− t)− t| = 2β(1− t) ≤ 2t. Thus, we get altogether,

gt(β) ≤ 2pt(β + 1)p.

This finishes the proof of (A.8) and moreover, it also finishes the proof of (4.10).
Ad (4.11): The assertion follows by a simple case analysis. Here are the details: Let

ft,C(a) := C t
1/2 |a − 1|+ (1− t)

(
C
|a|+ 1
2

− 1
)
− |a − t| , a ∈ R.

We have to show that ft,C ≥ 0 for all t ∈ [0, 1] and C ≥ 2, ft,C ≤ 0 for all t ∈ [0, 1]
and 0 ≤ C ≤ 1/2, and for every C ∈ (1/2, 2), the function f·,C(·) changes sign.

1. The cases t ∈ {0, 1} and a = t: For t = 0, we have

f0,C(a) =
C − 2
2
(|a|+ 1),

which is non-negative for C ≥ 2 and strictly negative for C < 2. If t = 1, then

f1,C(a) = (C − 1) |a − 1| ,

which is non-negative for C ≥ 1 and strictly negative for C < 1. If a = t, then

ft,C(t) = (1− t)

(
C
2t1/2 + t + 1

2
− 1

)
,

which is non-negative for C ≥ 2, non-positive for C ≤ 1/2 and changes sign from
negative to positive as t increases in 1/2 < C < 2. Hence, it is easy to see that f·,C(·)
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changes sign for any 1/2 < C < 2 and an appropriate choice of t by evaluating ft,C at
0, t and 1.

2. The remaining cases t ∈ (0, 1), a ̸= t: Note that for a ̸∈ {0, t, 1}, we can
calculate the derivative, i.e.,

f ′t,C(a) = C t
1/2 sgn(a − 1) +

C

2
(1− t) sgn(a)− sgn(a − t).

We have for all t ∈ (0, 1) and C ≥ 2,

f ′t,C(a) =


−C t1/2 + C

2 t +
2−C
2 ≤ 0, for a < 0,

−C t1/2 − C
2 t +

2+C
2 ≥ 0, for 0 < a < t,

−C t1/2 − C
2 t +

C−2
2 ≤ 0, for t < a < 1,

C t1/2 − C
2 t +

C−2
2 ≥ 0, for a > 1.

If 0 ≤ C ≤ 1/2, then f ′t,C has opposite sign on every subinterval.
Hence, ft,C has two extrema, one at a = 0 and one at a = t. If C ≥ 2, the extrema

are minima, and if 0 ≤ C ≤ 1/2, the extrema are maxima. By the computations in the
first case and since

ft,C(0) = C t
1/2 −

C

2
t +

C − 2
2

,

which is non-negative for C ≥ 2 and non-positive for 0 ≤ C ≤ 1/2, it follows that ft,C
is non-negative if C ≥ 2 and non-positive if 0 ≤ C ≤ 1/2 for all t ∈ [0, 1] and we have
shown that the right-hand side in (4.11) is an upper bound for every C ≥ 2, and lower
bound if 0 ≤ C ≤ 1/2.

Ad (4.12) and (4.13): We will show these inequalities similarly as we showed (4.10).
Recall that we have to show that

t |a − 1|2 ≤ tp/2 |a − 1|p (|a − t|+ 1− t)2−p, 1 < p ≤ 2,

and

t |a − 1|2 (|a − t|+ 1− t)p−2 ≥ tp/2 |a − 1|p , p ≥ 2.

Note that the inequalities basically come from the fact that for t ∈ [0, 1], we have
tp/2 ≥ t for 1 < p ≤ 2, whereas tp/2 ≤ t for p ≥ 2. Here are the details:

1. The three cases t ∈ {0, 1}, a = t, and p = 2: If p = 2, then it is obvious that
we have equality for all a ∈ R and t ∈ [0, 1].

An easy computation shows that we indeed have equality for t ∈ {0, 1}.
If a = t, then note that t ∈ [0, 1] implies tp/2 ≥ t for 1 < p ≤ 2, and tp/2 ≤ t for

p ≥ 2. This immediately yields the desired inequalities.
2. The remaining cases t ∈ (0, 1), a ̸= t, and p ̸= 2: We consider the cases

a > t and a < t separately.
2.1. The case a > t: Here, we have to show that

t |a − 1|2 ≤ tp/2 |a − 1|p (a + 1− 2t)2−p, 1 < p ≤ 2 (A.12)
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as well as

t |a − 1|2 (a + 1− 2t)p−2 ≥ tp/2 |a − 1|p , p ≥ 2. (A.13)

Firstly, consider the case 1 < p < 2. We clearly have a + 1 − 2t ≥ a − 1. Thus,
(a + 1 − 2t)2−p ≥ (a − 1)2−p. Moreover, t ≤ tp/2 for t ∈ (0, 1). This shows the
inequality (A.12).

Secondly, consider the case p > 2. Because (a+1− 2t)p−2 ≥ (a− 1)p−2 as well as
t ≥ tp/2 for t ∈ (0, 1), we get the desired inequality (A.13).

2.2. The case a < t: Note that a < t < 1. Thus, we have to show that

t(1− a)2 ≤ tp/2(1− a)p(1− a)2−p, 1 < p ≤ 2

as well as

t(1− a)2(1− a)p−2 ≥ tp/2(1− a)p, p ≥ 2.

Since t ≤ tp/2 for 1 < p < 2 and t ≥ tp/2 for p > 2, we get the desired result.
Ad (4.14): Recall that there we assume that p ≥ 0. The desired inequality is clearly

fulfilled if α = β = 0. Thus, assume that both do not vanish at the same time. Setting
t = α/(α+ β), then (4.14) is equivalent to

f (t) := tp + (1− t)p ≍ 1, t ∈ [0, 1].

If 0 ≤ p < 1, then f has a minimum at 0 and 1, and a maximum at 1/2. If p ≥ 1,
then f has a maximum at 0 and 1, and a minimum at 1/2. Since f (0) = f (1) = 1 and
f (1/2) = 21−p, we finished the proof. □

A.3 Estimates for the Simplified Energy
We have seen that a very useful toolbox in achieving the characterisations of criticality
or the optimality of p-Hardy weights is the ground state representation formula. Here,
we show additional estimates of the simplified energy hu,1 which were not used in the
main part but are of interest in its own.

The proof of the following statement is motivated by a related estimate for the
fractional p-Laplacian in [AB17; AM16]. In the two papers, the associated statement is
proven in the special case where the function u below is a radial Green’s function with
respect to 0 on the punctured space Rd \ {0}.
Proposition A.13 Let p > 1, ϕ ∈ Cc(X), 0 ≤ u ∈ F , V := supp u, and ψ = uϕ. For
any ε > 0 we have

hu,1(ϕ) ≥ (1− 2pε)
∑
x,y∈V

b(x, y) |∇x,yψ|p

− 2(qε)1−p⟨Lu, u |ϕ|p⟩V + 2(qε)1−p ∥ψ1V ∥pp,degX\V
+ (qε)1−p

∑
x,y∈V

b(x, y) (∇x,yu)⟨p−1⟩
(
u(y) |ϕ(x)|p − u(x) |ϕ(y)|p

)
. (A.14)
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In particular, if c = 0 and u > 0 on X, and u is p-harmonic on X, then (A.14) reduces
to

hu,1(ϕ) ≥ (1− 2pε)h(uϕ)

+ (qε)1−p
∑
x,y∈X

b(x, y) (∇x,yu)⟨p−1⟩
(
u(y) |ϕ(x)|p − u(x) |ϕ(y)|p

)
. (A.15)

Moreover, we have the following upper bound for the simplified energy,

hu,1(ϕ) ≤ ⟨ϕLϕ, up⟩X +
1

2

∑
x,y∈X

b(x, y) (∇x,yϕ)⟨p−1⟩ (ϕ(x)up(y)− ϕ(y)up(x)).

(A.16)

Proof. Let ψ = uϕ, then we can write for all x, y ∈ supp u =: V ,

(u(x)u(y))p/2 |∇x,yϕ|p = (u(x)u(y))p/2
∣∣∣∣∇x,y ψu

∣∣∣∣p
=
|ψ(x)u(y)− ψ(y)u(x)|p

(u(x)u(y))p/2

=
(u(y)
u(x)

)p/2
|∇x,yψ − ϕ(y)∇x,yu|p =: f (x, y).

Hence, interchanging the role of x and y in the previous calculation results in

hu,1(ϕ) =
∑
x,y∈X

b(x, y)(u(x)u(y))p/2 |∇x,yϕ|p

=
1

2

∑
x,y∈V

b(x, y)f (x, y) +
1

2

∑
x,y∈V

b(x, y)f (y , x).

Moreover, define
Q(x, y) =

(u(x)u(y))p/2

up(x) + up(y)
.

Then, 1/Q(x, y) = (u(x)/u(y))p/2 + (u(y)/u(x))p/2, and Q(x, y) ≤ 1/2. The latter
can be seen e.g. by the geometric-arithmetic mean inequality.

Furthermore, we get from the convexity of x 7→ |x |p, p ≥ 1, easily that

|a|p ≥ |b|p + p |b|p−2 b(a − b), a, b ∈ R.

Setting a = ∇x,yψ − ϕ(y)(∇x,yu) and b = ∇x,yψ, we get for all x, y ∈ V ,

f (x, y) ≥ 2Q(x, y)f (x, y)

≥ 2Q(x, y)
(u(y)
u(x)

)p/2(
|∇x,yψ|p − p |∇x,yψ|p−2

(
∇x,yψ

)(
ϕ(y)∇x,yu

))
≥ 2Q(x, y)

(u(y)
u(x)

)p/2(
|∇x,yψ|p − p |∇x,yψ|p−1 |ϕ(y)| |∇x,yu|

)
≥ 2Q(x, y)

(u(y)
u(x)

)p/2
|∇x,yψ|p − 2p |∇x,yψ|p−1 |ϕ(y)| |∇x,yu| ,
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where the latter inequality follows from

Q(x, y)
(u(y)
u(x)

)p/2
=

up(y)

up(x) + up(y)
≤ 1,

and an analogue inequality holds for f (y , x). Let us apply the Young inequality, that is
ab ≤ aq/q + bp/p for all a, b ≥ 0 and q = p/(p − 1), to

j(x, y) := |∇x,yψ|p−1 |ϕ(y)| |∇x,yu| ,

and j(y , x), respectively. Thus, we get for some ε > 0, and q = p/(p − 1), via
a = (qε)1/q |∇x,yψ|p−1 and b = (qε)−1/q

∣∣∣ψ(y)u(y)

∣∣∣ |∇x,yu| that

j(x, y) ≤ ε |∇x,yψ|p +
(qε)1−p

p
|ϕ(y)|p |∇x,yu|p .

We get altogether,

hu,1(ϕ) =
1

2

∑
x,y∈V

b(x, y)f (x, y) +
1

2

∑
x,y∈V

b(x, y)f (y , x)

≥
∑
x,y∈V

b(x, y)
Q(x, y)

Q(x, y)
|∇x,yψ|p

− p
∑
x,y∈V

b(x, y)
(
j(x, y) + j(y , x)

)
≥
∑
x,y∈V

b(x, y) |∇x,yψ|p − 2pε
∑
x,y∈V

b(x, y) |∇x,yψ|p

− (qε)1−p
∑
x,y∈V

b(x, y) |∇x,yu|p
(
|ϕ(y)|p + |ϕ(x)|p

)
.

Moreover, the latter sum can be written as follows,∑
x,y∈V

b(x, y) |∇x,yu|p
(
|ϕ(y)|p + |ϕ(x)|p

)
=
∑
x,y∈V

b(x, y) (∇x,yu)⟨p−1⟩
(
u(x) |ϕ(x)|p − u(y) |ϕ(y)|p

)
+
∑
x,y∈V

b(x, y) (∇x,yu)⟨p−1⟩
(
u(x) |ϕ(y)|p − u(y) |ϕ(x)|p

)
= 2

∑
x∈V

u(x) |ϕ(x)|p
∑
y∈X

b(x, y) |∇x,yu|p−2∇x,yu

−
∑
x,y∈X

b(x, y) (∇x,yu)⟨p−1⟩
(
u(y) |ϕ(x)|p − u(x) |ϕ(y)|p

)
= 2

∑
x∈V

u(x) |ϕ(x)|p Lu(x)m(x)− 2
∑
x∈V
|ψ(x)|p degX\V (x)

−
∑
x,y∈V

b(x, y) (∇x,yu)⟨p−1⟩
(
u(y) |ϕ(x)|p − u(x) |ϕ(y)|p

)
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This proves (A.14). The second inequality is obvious. To prove the third inequality, that
is (A.15), let us use again Young’s inequality. Thus, 2(u(x)u(y))p/2 ≤ up(x) + up(y).
Moreover, by similar calculations as before, we see

hu,1(ϕ) ≤
1

2

∑
x,y∈X

b(x, y)(up(x) + up(y)) |∇x,yϕ|p

= ⟨ϕLϕ, up⟩X +
1

2

∑
x,y∈X

b(x, y) (∇x,yϕ)⟨p−1⟩ (ϕ(x)up(y)− ϕ(y)up(x)),

which is the desired result. □

By Picone’s inequality, Lemma 5.7, or the ground state representation, we know that
2⟨Lu, u |ϕ|p⟩V ≤

∑
x,y∈V b(x, y) |∇x,yψ|

p which simplifies formula (A.14) minimally.
Moreover, in the case of p ≥ 2, we might use Estimate (4.3) with constant cp > 0

in combination with (A.15) to obtain for 0 < ε ̸= −(c−1p − 1)/2p,

h(uϕ) ≥
(qε)1−p

2pε+ c−1p − 1

∑
x,y∈X

b(x, y) (∇x,yu)⟨p−1⟩
(
u(y) |ϕ(x)|p − u(x) |ϕ(y)|p

)
.
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