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Abstract

Plate tectonic boundaries constitute the suture zones between tectonic plates. They are shaped by
a variety of distinct and interrelated processes and play a key role in geohazards and georesource
formation. Many of these processes have been previously studied, while many others remain unaddressed
or undiscovered. In this work, the geodynamic numerical modeling software ASPECT is applied to
shed light on further process interactions at continental plate boundaries. In contrast to natural data,
geodynamic modeling has the advantage that processes can be directly quantified and that all parameters
can be analyzed over the entire evolution of a structure. Furthermore, processes and interactions can
be singled out from complex settings because the modeler has full control over all of the parameters
involved. To account for the simplifying character of models in general, I have chosen to study generic
geological settings with a focus on the processes and interactions rather than precisely reconstructing a
specific region of the Earth.

In Chapter 2, 2D models of continental rifts with different crustal thicknesses between 20 and 50
km and extension velocities in the range of 0.5–10 mm/yr are used to obtain a speed limit for the
thermal steady-state assumption, commonly employed to address the temperature fields of continental
rifts worldwide. Because the tectonic deformation from ongoing rifting outpaces heat conduction, the
temperature field is not in equilibrium, but is characterized by a transient, tectonically-induced heat flow
signal. As a result, I find that isotherm depths of the geodynamic evolution models are shallower than a
temperature distribution in equilibrium would suggest. This is particularly important for deep isotherms
and narrow rifts. In narrow rifts, the magnitude of the transient temperature signal limits a well-founded
applicability of the thermal steady-state assumption to extension velocities of 0.5–2 mm/yr. Estimation
of the crustal temperature field affects conclusions on all temperature-dependent processes ranging from
mineral assemblages to the feasible exploitation of a geothermal reservoir.

In Chapter 3, I model the interactions of different rheologies with the kinematics of folding and
faulting using the example of fault-propagation folds in the Andean fold-and-thrust belt. The evolution
of the velocity fields from geodynamic models are compared with those from trishear models of the
same structure. While the latter use only geometric and kinematic constraints of the main fault, the
geodynamic models capture viscous, plastic, and elastic deformation in the entire model domain. I find
that both models work equally well for early, and thus relatively simple stages of folding and faulting,
while results differ for more complex situations where off-fault deformation and secondary faulting are
present. As fault-propagation folds can play an important role in the formation of reservoirs, knowledge
of fluid pathways, for example via fractures and faults, is crucial for their characterization.

Chapter 4 deals with a bending transform fault and the interconnections between tectonics and surface
processes. In particular, the tectonic evolution of the Dead Sea Fault is addressed where a releasing
bend forms the Dead Sea pull-apart basin, while a restraining bend further to the North resulted in the
formation of the Lebanese mountains. I ran 3D coupled geodynamic and surface evolution models that
included both types of bends in a single setup. I tested various randomized initial strain distributions,
showing that basin asymmetry is a consequence of strain localization. Furthermore, by varying the
surface process efficiency, I find that the deposition of sediment in the pull-apart basin not only controls
basin depth, but also results in a crustal flow component that increases uplift at the restraining bend.

Finally, in Chapter 5, I present the computational basis for adding further complexity to plate
boundary models in ASPECT with the implementation of earthquake-like behavior using the rate-and-
state friction framework. Despite earthquakes happening on a relatively small time scale, there are many
interactions between the seismic cycle and the long time spans of other geodynamic processes. Amongst
others, the crustal state of stress as well as the presence of fluids or changes in temperature may alter
the frictional behavior of a fault segment. My work provides the basis for a realistic setup of involved
structures and processes, which is therefore important to obtain a meaningful estimate for earthquake
hazards.

While these findings improve our understanding of continental plate boundaries, further development
of geodynamic software may help to reveal even more processes and interactions in the future.
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Zusammenfassung

Plattentektonische Grenzen bilden die Nahtstellen zwischen tektonischen Platten. Sie werden durch
eine Vielzahl von unterschiedlichen und miteinander verknüpften Prozessen geformt und spielen eine
Schlüsselrolle im Bereich der Georisiken und der Entstehung von Georessourcen. Viele dieser Prozesse
sind bereits erforscht, während viele andere noch unbearbeitet oder unentdeckt sind. In dieser Arbeit wird
die geodynamische numerische Modellierungssoftware ASPECT verwendet, um weitere Prozessinteraktio-
nen an kontinentalen Plattengrenzen zu untersuchen. Im Gegensatz zu natürlichen Daten hat die
geodynamische Modellierung den Vorteil, dass Prozesse direkt quantifiziert und alle Parameter über
die gesamte Entwicklung einer Struktur analysiert werden können. Außerdem können Prozesse und
Wechselwirkungen aus komplexen Zusammenhängen herausgefiltert werden, da der Modellierer volle
Kontrolle über alle beteiligten Parameter hat. Um dem vereinfachenden Charakter von Modellen im
Allgemeinen Rechnung zu tragen, habe ich mich für die Untersuchung allgemeiner geologischer Gegeben-
heiten entschieden, wobei der Schwerpunkt auf den Prozessen und Wechselwirkungen liegt, anstatt eine
bestimmte Region der Erde genau zu rekonstruieren.

In Kapitel 2 werden 2D-Modelle von kontinentalen Rifts mit unterschiedlichen Krustendicken zwischen
20 und 50 km, sowie Extensionsgeschwindigkeiten im Bereich von 0,5–10 mm/Jahr verwendet, um eine
Geschwindigkeitsgrenze für die Annahme eines thermischen Gleichgewichtszustandes zu erhalten, welcher
üblicherweise verwendet wird, um die Temperaturfelder kontinentaler Rifts weltweit zu beschreiben.
Da die Geschwindigkeit der tektonischen Deformation die der Wärmeleitung übersteigt, befindet sich
das Temperaturfeld nicht im Gleichgewicht, sondern ist durch ein transientes, tektonisch induziertes
Wärmestromsignal gekennzeichnet. Daraus ergibt sich, dass die Tiefen der Isothermen in den geodynami-
schen Entwicklungsmodellen flacher liegen, als es eine Temperaturverteilung im Gleichgewichtszustand
vermuten ließe. Dies macht sich besondersbei tiefen Isothermen und narrow Rifts bemerkbar. In
narrow Rifts begrenzt die Magnitude des transienten Temperatursignals eine fundierte Anwendbarkeit
der thermischen Gleichgewichtsannahme auf Extensionsgeschwindigkeiten im Bereich von 0,5–2 mm/Jahr.
Die Abschätzung des Temperaturfeldes der Erdkruste wirkt sich auf alle temperaturabhängigen Prozesse
aus, von der Mineralzusammensetzung bis hin zur möglichen Nutzung eines geothermischen Reservoirs.

In Kapitel 3 modelliere ich die Wechselwirkungen verschiedener Rheologien mit der Kinematik von
Auffaltungen und Verwerfungen am Beispiel von fault-propagation folds im andinen Falten- und Überschie-
bungsgürtel. Die Entwicklung der Geschwindigkeitsfelder aus geodynamischen Modellen wird mit denen
aus Trishear-Modellen für dieselbe Struktur verglichen. Während letztere nur geometrische und kinema-
tische Charakteristika der Hauptverwerfung verwenden, erfassen die geodynamischen Modelle sowohl
viskose, wie auch plastische und elastische Verformung im gesamten Modellbereich. Meine Forschung
zeigt, dass beide Modelle für frühe und damit vergleichbar einfache Phasen der Auffaltung und Verwerfung
gleichermaßen gut anwendbar sind, während die Ergebnisse für komplexere Situationen, in denen Verfor-
mungen außerhalb der Hauptstörung sowie sekundäre Verwerfungen auftreten, auseinander gehen. Da
fault-propagation folds eine wichtige Rolle bei der Bildung von Lagerstätten spielen können, ist Kenntnis
zu Migrationswegen von Fluiden, zum Beispiel über Klüfte und Verwerfungen, für ihre Charakterisierung
von entscheidender Bedeutung.

Kapitel 4 befasst sich mit Biegungen von Transformstörungen sowie den Zusammenhängen zwischen
Tektonik und Oberflächenprozessen. Insbesondere wird die tektonische Entwicklung der Verwerfung
am Toten Meer behandelt, wo eine von Extension geprägte Biegung der Verwerfung das Pull-Apart-
Becken des Toten Meeres bildet, während eine weiter nördlich gelegene von Kompression geprägte
Biegung zur Bildung eines Gebirgszuges im Libanon führte. Für dieses Kapitel habe ich gekoppelte 3D
Modelle der Geodynamik und Oberflächenentwicklung genutzt sowie beide Arten von Biegungen in einem
Modell erforscht. Das Testen von verschiedenen, zufälligen Initialspannungsverteilungen zeigte, dass die
Asymmetrie des Beckens eine Folge der Spannungslokalisierung ist. Außerdem habe ich durch Variation
der Oberflächenprozesseffizienz herausgearbeitet, dass die Sedimentierung im Pull-Apart-Becken nicht
nur die Beckentiefe steuert, sondern auch zu einer Strömungskomponente von Erdkrustenmaterial führt,
die die Ablift an der von Kompression geprägten Biegung der Transformstörung erhöht.

Anschließend stelle ich in Kapitel 5 die Implementierung von erdbebenähnlichem Verhalten unter
Verwendung der Rate-and-State Gleichungen vor, welche die Grundlage für die Erweiterung der Komplexi-
tät von Plattengrenzenmodellen in ASPECT bildet. Obwohl Erdbeben auf einer relativ kurzen Zeitskala
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stattfinden, gibt es viele Wechselwirkungen zwischen dem seismischen Zyklus und den langen Zeitspannen
anderer geodynamischer Prozesse. Unter anderem können der Spannungszustand der Kruste sowie das
Vorhandensein von Fluiden oder Änderungen der Temperatur das Reibungsverhalten eines Störungsseg-
mentes verändern. Meine Arbeit liefert die Grundlage für einen realistischen Aufbau der beteiligten
Strukturen und Prozesse, der wichtig ist, um eine aussagekräftige Abschätzung der Erdbebengefährdung
zu erhalten.

Während diese Ergebnisse unser Verständnis der kontinentalen Plattengrenzen verbessern, kann die
Weiterentwicklung geodynamischer Software dazu beitragen, in Zukunft weitere Prozesse und Wechselwir-
kungen aufzudecken.
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Introductory Explanations

Initially, the subject of this thesis was the modeling of great earthquakes on subduction zones including
the implementation of a rate-and-state friction framework into the geodynamic modeling software ASPECT.
However, this work could not be finished and published yet as my tests revealed a major miscommunication
within the visco-elasto-plastic rheology of ASPECT for very short term scale processes. Fixing this flaw,
though almost finished, took almost two and a half years as of today. To reflect the advances made and
provide guidance for potential future users and developers, I include my work on this subject in Chapter 5
even though it did not produce publishable results yet. The revised visco-elastic-plastic rheology is soon
going to be merged to ASPECT main as Pull Request (PR) #4370. A paper that includes detailed
testing of the new functionalities is in preparation and will be submitted by Glerum et al. (in prep.) with
the preliminary title Particle-in-cell versus field methods in ASPECT.

Glerum, Anne, Robert Myhill, John Naliboff, Dan Sandiford, Rene Gassöller, Juliane Dannberg, Elbridge
Gerry Puckett, Mack Gregory, Cedric Thieulot, Esther Heckenbach, Maaike Weerdesteijn, Dylan
Vasey, David Quiroga, Daniel Douglas, Derek Neuharth, Sascha Brune, and Fiona Clerc (in prep.).
“Particle-in-cell versus field methods in ASPECT”. In: Preparation.

https://github.com/geodynamics/aspect/pull/4370
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1 General Introduction

Plate tectonics have been shaping our Earth for billions of years (e.g. Davies, 1992; Stern, 2007; Palin et
al., 2021, and references therein). Plate boundaries are the sites of both major hazards (e.g. Isacks et al.,
1968) and the accumulation of resources (e.g. Rona, 1983). Furthermore, they may reveal the constant
movement within the Earth’s interior to the naked eye e.g. when long built-up stresses are released during
an earthquake or distinct topographical features like offset streams catch the eye (Wallace, 1968). But
there are also many processes such as heat transport that are more hidden to the human observer since
they evolve slowly and over long time scales or manifest deep within the Earth’s crust. Nonetheless, it is
some of these processes that are crucial for the formation of resources like hydrocarbons or geothermal
heat.

Enhancing the understanding of plate boundary processes is a major challenge since observations of
many variables are sparse, indirect or nonexistent and a multitude of interactions obscure the impact
of single processes (e.g. Satake et al., 2007; McCaffrey, 2008). One key to approach this task is
geodynamic modeling where processes can be singled out and their impact tested and quantified. State-
of-the-art software can handle increasingly realistic models with many processes included. Furthermore,
computation in 2D and 3D is possible on many temporal and spatial scales. Temporal scales may range
from milliseconds when it comes to earthquakes, to millions of years e.g. when looking at mountain
building. Similarly, spatial scales of millimeters to hundreds of kilometers may be relevant, depending
on the research question (e.g. Zelst et al., 2021). Including the interactions of these multiple temporal
and spatial scales is one of the goals of this thesis.

In this Chapter, I first present the three major plate boundary types before I give an overview about
interactions at plate boundaries and the spatial and temporal scales present in the models of this thesis.
I then introduce the geodynamic modeling software ASPECT (Kronbichler et al., 2012; Heister et al.,
2017) and how it deals with the multitude of scales and interactions at plate boundaries.

1.1 Plate Boundary Types

There are three stress regimes that can be expected in the Earth’s crust depending on the directions of
the principal stresses (Fig. 1.1)(Zang et al., 2009, and references therein). This results in three types of
plate boundaries:

� convergent boundaries characterized by thrust or reverse faulting with the maximum principal
stress σ1 being horizontal, orthogonal to the direction of faulting

� divergent boundaries characterized by normal faulting with σ1 being vertical

� transform boundaries characterized by strike-slip faulting with σ1 being horizontal, parallel to the
direction of faulting

Examples of all three types of plate boundaries are being modeled in this thesis. Their occurrence is

Figure 1.1: The three main stress regimes and resulting faults. The size of the arrows shows the relative
magnitude of the stress directions. Sv vertical stress, SHmax maximum horizontal stress, Shmin minimum
horizontal stress. The colors show the main occurrences of these faulting regimes per Chapter of this thesis.
Modified from Heidbach (2018)
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Figure 1.2: Main example areas for the plate boundaries types discussed in this thesis. Locations discussed in
detail are opac while others are transparent. Green: Continental rifts in Chapter 2, locations from Heckenbach
et al. (2021) and references therein. Red: Fold and thrust belts in Chapter 3, locations from Goffey et al. (2010).
Yellow: Continental strike-slip faults in Chapter 4, locations from Mann (2007) and references therein. Orange:
Subduction zones in Chapter 5, locations from Schellart et al. (2013).

visualized on the map in Figure 1.2. In the following, I will describe their characteristics in more detail
by discussing main features during their formation, what kind of resources can be expected and what
aspects are modeled in which chapters of this work.

(1) Convergent plate boundaries form where two tectonic plates move towards each other (Wortel
et al., 1986; Catlos et al., 2023, and references therein). These zones are therefore characterized by
high compressive stresses which results in crustal shortening by folding and faulting. Over long time
scales of millions of years, this aggregates to large mountain ranges, while it may be expressed as a
series of powerful earthquakes on shorter time scales of hundreds or thousands of years. The folding
and faulting may furthermore form traps where fluids like hydrocarbons can accumulate. Additionally,
erosional processes move material from high elevations to the foreland, which might again result in the
accumulation of valuable resources (Cooper, 2007; Goffey et al., 2010; Hammerstein et al., 2020, and
references therein). Convergent plate boundaries are the subject of Chapters 3 and 5 of this thesis.
Chapter 3 is a published study on the comparison of geodynamic and kinematic models of potentially
reservoir bearing folding and faulting with a focus on the Andean foreland. The modeled processes
may further be applied to other fold-and-thrust belts such as in the forelands of the Alpine and the
Pamir-Himalayan orogens. (Fig. 1.2, red). Chapter 5 is unpublished (see Introductory Explanations)
and discusses great earthquakes and the seismic cycle at subduction zones. Furthermore, it describes the
implementation of rate-and-state friction in the ASPECT code. Subduction zones with very powerful
earthquakes are found all around the pacific plate such as in Chile, Alaska, Japan or New Zealand
(Fig. 1.2, orange). At these places, an oceanic plate is being subducted beneath a continental, more
buoyant plate (Stern, 2002, and references therein).

(2) At divergent plate boundaries, a tectonic plate splits in two parts which move into different
directions (Brune et al., 2023, and references therein). On the Earth’s continental surface this manifests
as distinct valleys of several hundred to thousands of kilometer length. Ultimately, once break up has
occured, these valleys may turn into a new ocean including an oceanic ridge where new crust forms.
Divergent plate boundaries host less strong earthquakes than convergent plate boundaries. However,
they play a major role for resources with many exploration sites for natural gas and oil that have been
formed where crustal extension resulted in a graben topography trapping sediments. Furthermore, since
the crust is thinning, high geothermal gradients can be found and exploited for geothermal energy in
many of these places, e.g. in Iceland, and Kenia. Continental rifts (Fig. 1.2, green) are the focus of



1 GENERAL INTRODUCTION 13

Chapter 2. Here, I qualify and quantify the transient imprint of rifting on the geothermal heat flow for
different rifting velocities.

(3) Transform tectonics are found where two plates slide past each other (Duarte, 2018, and
references therein). A key feature of transform boundaries is the often relatively easily detectable fault
trace at the surface which manifests as a linear feature in the topography with offset valleys, hills and
other features to the sides. Transform plate boundaries may produce powerful earthquakes with several
meters of offset as the recent Anatolian earthquake in February 2023 (Karabulut et al., 2023) has proven
once more. Other segments of transform boundaries may be creeping without producing earthquakes as
several fault segments of the San Andreas Fault in California (e.g. Steinbrugge et al., 1960; Schleicher
et al., 2010). Furthermore, the bending of a strike-slip fault may alter crustal thickness (Mann, 2007,
and references therein). Depending on the bending of the fault, compressional as well as tensional areas
may be identified. Here, the processes listed above for divergent and convergent plate boundaries may
take place, though at smaller scales. This includes the hosting of an increased amount of resources
because of localised sediment accumulation or the formation of elevated topography. Bending transform
plate boundaries are investigated in Chapter 4 where I model a restraining and a releasing bend using
the coupling of ASPECT and FastScape to investigate the interactions between geodynamic and surface
processes. Examplary sites for this setting are the Dead Sea Fault, the San Andreas Fault, and Jamaica
(Fig. 1.2, yellow).

1.2 Process Interactions at Plate Boundaries

Plate boundaries are the sites of a multitude of processes that all potentially interact. Since most
observational data only rarely spans the last century not to mention longer time scales, many interactions
are obscured since the time of observation is very short when looking at processes that evolve over millions
of years (e.g. Satake et al., 2007; McCaffrey, 2008). Furthermore, it can be difficult to distinguish between
the different feedbacks. In the following, I will describe two examplary, prominent interaction chains at
plate boundaries.

� The first example explores the interactions of the different processes altering mountain heights. On
the one hand, surface uplift is driven by the compressive stresses resulting from plate tectonics.
On the other hand, surface processes decrease maximum elevations through erosion. The eroded
material is redeposited and in large parts moved out of the orogeny. This decreases vertical
stresses, such that uplift due to the tectonic forcing of the horizontal compressive stresses becomes
more efficient (Wolf et al., 2021; Wolf et al., 2022, and references therein). However, while faster
uplift will increase mountain heights, increased mountain heights also increase erosional processes,
e.g. through glaciers (e.g. Egholm et al., 2009) mostly covering high elevations or through more
precipitation because higher orogens are a more efficient barrier for clouds (e.g. Willett, 1999;
Whipple, 2009). At the same time, mountain heights are also controlled by isostasy (e.g. Gilchrist
et al., 1994), where a thicker crust means more weight, such that the orogenic root will sink deeper
into the mantle and vice versa. Feedbacks from isostatic adjustment do not act instantaneously
and isostatic equilibrium postdates crustal thinning and thickening events because of the high
viscosity of the mantle. This means that in the beginning of a fastly growing orogeny, mountain
heights might first increase fast but will then be decreased first by erosion and then by isostatic
adjustment. In an inactive orogeny, isostatic adjustment might, however, lead to further uplift by
balancing ongoing erosion (e.g. Go ledowski et al., 2013). Additionally, uplift, erosion and isostatic
adjustment also interact with the rheological behavior by altering crustal thickness: A thickening
crust heats up internally such that ductile processes become more important (e.g. Goetze et al.,
1979; Beaumont et al., 2006). This makes the compressive forces less efficient, since the crust is less
stiff, and leads to a decrease in elevation through material flow to the sides. This in turn thins the
crust and ultimately cools it until returning to a more brittle rheology. These changes in elevation
again interact with erosion, stress field and isostatic adjustment induced deformation.

� Another prominent example is located at subduction dominated plate boundaries where an oceanic
crust subducts below a thickening continental crust. This is the site where oceans and continents
meet and the shore line as well as the growing mountain range further inland are subject to heavy
erosion. The eroded sediment may be transported to the subduction channel where they alter the
frictional properties of the fault zone and thereby influence the seismic behavior (e.g. Kurzawski et
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al., 2018). At the same time, the interaction of coastal erosion and episodic uplift of the shore due to
an earthquake may create a steplike landscape (e.g. Kelsey, 1990; Berryman, 1993). Furthermore,
the earthquake may change the pore pressure and water supply of the region (e.g. Albano et al.,
2017) as well as creating frictional heat that changes the temperature field (e.g. Dey et al., 2003).

While these are rather well-studied examples, there might be many more processes and interactions,
still unknown or hidden behind more dominant interaction chains. However, to better understand the
entire systems of the different plate boundaries, it is these processes and interactions that need to be
disentangled and studied. With geodynamic modeling there is a tool to both analyze over geodynamic
time scales and control the processes included. This thesis uses geodynamic modeling to look at
interactions of

� the present-day heat flow field with transient temperature signals due to rifting-induced changes
in crustal thickness and faulting in Chapter 2,

� the kinematics of folding and faulting in the light of different rheological rock properties in Chapter 3,

� neighboring restraining and releasing bends on major strike-slip faults including surface and geodynamic
processes in Chapter 4,

� earthquakes and longer term geodynamic processes as a work in progress in Chapter 5.

1.3 Scales in Geodynamic Modeling

The many processes and interactions at plate boundaries act on a multitude of spatial and temporal
scales with most of them being present in this work (Fig. 1.3). In the following, I match the scales
involved in this work with the associated chapters.

1.3.1 Spatial Scales

< 1 m The smallest spatial scale of this work is on the order of µm and mm for slip localization processes
in fault zones hosting earthquakes (e.g. Ben-Zion, 2008; Rice, 2017). Even though earthquake modeling
is part of Chapter 5, no models have been run using a resolution this small. Instead, this scale is
represented by the rate-and-state friction framework. Spatial scales of <1 m are furthermore relevant in
Chapter 4, though again not as a model resolution, but in terms of rock properties for the sediment unit.
Sediment transported by rivers has grain sizes that are in the order of mm to cm and it is the entirety
of these grains that transmit effects of surface processes and link them to tectonics.

1 m – 10 km This is the scale of faulting and folding that are the focus of Chapter 3. However,
faults and fault zones are primary features for all chapters. Furthermore, mesh size resolution also falls
into this spatial scale with cell sizes ranging from 125 m to 4 km for the models in this work.

>10 km – 100 km This is the scale of regional tectonics which are present in all chapters of this
work. It is especially relevant in the bending of the strike-slip fault in Chapter 4 and the associated
crustal processes as well as in the rift models in Chapter 2.

>100 km This is the scale of plate boundaries. Chapters 2 and 4 explicitely use model domains of
this size. Furthermore, Chapter 2 and 5 discuss 2D plate boundary models. These models represent plate
boundaries that may have lengths of several thousand kilometers in the model perpendicular direction.
Examples are the East African Rift System and the Andean subduction zone, respectively.

1.3.2 Temporal Scales

<1 hour This temporal scale of very short-lived events is discussed in Chapter 5 as one part of an
earthquake cycle. Earthquakes nucleate within milliseconds and the rupture may last several minutes
(Ben-Zion, 2008). This also manifests as time step lengths.
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Figure 1.3: The spatial and temporal scales involved in this work. The colored boxes show their occurence per
chapter. Green: Chapter 2, red: Chapter 3, yellow: Chapter 4, orange: Chapter 5. Adapted from Zelst et al.
(2021).

1 hour – 1 000 years In Chapter 4, I am investigating the interactions of surface and geodynamic
processes. Here, I use time steps of 1000 years for the surface processes modeling software FastScape.
These represent the entirety of erosional and depositional processes that naturally occur on smaller
temporal scales, e.g. hours of rain, climate variability over decades or centuries, etc.

1 000 – 1 million years This is the scale of local to regional deformation. The models in Chapter 3
deal with regional scale features of folding and faulting over a total time of 400 000 years computed with
time step sizes of 20 000 years. As the sum of local and regional features accumulates in global tectonics,
this time scale is furthermore present in terms of the size of the geodynamic time steps in the models of
Chapters 2 and 4.

>1 million years This is the scale of long-term tectonic processes, of the uplift and subsidence of
land, of rifting and mountain building, of plate boundaries and mantle convection. Here, several million
or hundred million years may be relevant. Therefore, the models of Chapters 2 and 4 have a total
simulation time of several tens of millions of years.

1.4 The Geodynamic Modeling Software ASPECT

I have used ASPECT, the Advanced Solver for Planetary Evolution, Convection, and Tectonics(Kronbichler
et al., 2012; Heister et al., 2017; Glerum et al., 2018), for all models in this thesis and extended its
functionality in the process. ASPECT is a state-of-the-art, open-source, community-built software
using the finite element method (FEM). The governing equations concern the conservation of mass,
momentum, and energy. Initially, ASPECT was designed to solve problems of mantle convection, but it
has increasingly been used and extended for other problems including lithosphere dynamics and surface
processes through the coupling with FastScape (Braun et al., 2013; Yuan et al., 2019). Key advantages
of ASPECT are that it is easily extendable, modular, massively parallel, open-source, maintained by a
lively community and that it uses adaptive mesh refinement. For the various models presented here,
I have continuously been part of the development of ASPECT by reporting and fixing bugs as well as
extending ASPECT for the means of my research (see Chapter 5.2.2 for examples). Some of the internal
structure of ASPECT and parts of my additions are therefore a major part of Chapter 5.2. For the
numerical model and governing equations of ASPECT, the reader is kindly refered to the supplements
of Chapter 4 in appendix B.1.

In the following, I will present how ASPECT can be used to explore process interactions and how it

https://aspect.geodynamics.org/
https://fastscape.org
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deals with the different temporal and spatial scales.

1.4.1 Process Interactions in ASPECT

Because of ASPECT’s modular structure, it is comparatively easy to add or remove single processes of
an existing model with only a few additional arguments in the model’s input file. Being able to turn
processes on and off or make them more or less effective helps to quantify and qualify the impact of a
parameter and of one process on another. Furthermore, ASPECT provides several options to extend and
customize the code by writing a new module or postprocessor. These can be including directly to the
installation or added as an additional library. This flexibility greatly enhances the modeling options and
enables an advanced user to study a huge variety of process interactions throughout the Earth’s surface,
crust, and mantle.

For this thesis, the most important crustal processes I simulated with ASPECT are heat transport
mainly by convection and conduction, mechanical deformation using a visco-plastic rheology, and the
addition of surface processes in geodynamic models. These all interact with each other and many more
parameters. Changes in temperature or strain rate may for example induce spatio-temporal variations
in the location of the brittle-ductile transition. Subsequent changes in rheological behavior manifest
in folding, faulting or creeping amongst others. These deformational processes result in alterations
of crustal thickness which in turn leads to changes in surface elevations due to isostatic adjustment.
Changes in surface elevations then interact with surface processes and so forth. In geodynamic modeling
the integrated and coupled effects of these processes are computed within each advection time step,
although coupled processes such as landscape evolution and chemical reactions may utilize a series of
smaller time steps within a given geodynamic advection time step. Therefore, the time step length
matters as it may have implications on the intensity of feedbacks between different processes. It must
thus be tested with care and should not be too large which may, however, be in conflict with the use of
computational hours.

1.4.2 Scales in ASPECT

As discussed in Chapter 1.3, there are many spatial and temporal scales that are relevant for plate
boundary processes. ASPECT is known for its built-in adaptive mesh refinement, which facilitates the
modeling of different spatial scales in a single model. At the same time, it helps decreasing the need
for computational resources and time when a fine resolution is only needed for specific processes with a
spatially limited impact.

ASPECT also provides adaptive time stepping based on a CFL (Courant–Friedrichs–Lewy) criterion.
This is suitable for tectonic and geodynamic processes occuring on larger time scales, but is insufficient
for the modeling of earthquakes. I therefore took part in the introduction of new time stepping routines
in ASPECT (Chapters 5.2.2 and 5.2.4). These change the way to determine the needed time step length
and also include the possibility of repeating a time step with a smaller length. This is crucial for the
correct timing when modeling a rupturing fault as in Chapter 5.

1.5 Motivation and Outline of this Thesis

This work is a compilation of many different processes, scales and tectonic settings. Its ultimate goal is to
bring all of them together in a single modeling framework and software to be able to study, single out and
quantify all kinds of processes and interactions. This is possible because of all the advancements made in
the field of geodynamic modeling in general and the many features already included in the geodynamic
modeling software ASPECT together with its flexibility and extensibility. To reach this goal, a major
part of this thesis has been software development to enable the joint computation of additional processes.

The thesis is composed of four main chapters. These include two published papers, one submitted
study and an additional chapter. I will present them in the order of their publication date which
simultaneously corresponds to an increase in model dimensions and complexity, since Chapters 2 and 3
include models in 2D, while Chapter 4 and 5 are about models in 3D.
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Chapter 2 is a study about tectonic-induced transients in the heat flow of continental rifts in
dependence of crustal thickness and extension velocity. It is published as (Heckenbach et al., 2021). In
Chapter 3, I explore the applicability of the purely kinematic trishear model for fault-propagation folds
in more realistic geodynamic models. This study is published as (Plotek et al., 2022). Chapter 4 includes
transtensional and transpressional processes related to Chapters 2 and 3 within a strike-slip environment
and explores their interactions. It is submitted as Heckenbach et al. (2024 subm.). Finally, Chapter 5
gives an overview about the current state of the unpublished rate-and-state friction implementation in
ASPECT. Its ultimate goal would be to model great earthquakes at subduction zones or to restart models
similar to those in Chapter 4 at smaller time scales with eathquake-like behavior enbaled.

After the four main Chapters, I will discuss their findings in the superordinated framework of
interactions of processes at continental plate boundaries and draw overall conclusions. At the end, I
include the supplements of the published and submitted papers as well as my references and acknowledge-
ments in the appendix.
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Abstract

The lithosphere is often assumed to reside in a thermal steady-state when quantitatively
describing the temperature distribution in continental interiors and sedimentary basins,
but also at active plate boundaries. Here, we investigate the applicability limit of this
assumption at slowly deforming continental rifts. To this aim, we assess the tectonic
thermal imprint in numerical experiments that cover a range of realistic rift configurations.
For each model scenario, the deviation from thermal equilibrium is evaluated. This is done
by comparing the transient temperature field of every model to a corresponding steady-
state model with identical structural configuration. We find that the validity of the thermal
steady-state assumption strongly depends on rift type, divergence velocity, sample location
and depth within the rift. Maximum differences between transient and steady-state models
occur in narrow rifts, at the rift sides, and if the extension rate exceeds 0.5–2 mm/a. Wide
rifts, however, reside close to thermal steady-state even for high extension velocities. The
transient imprint of rifting appears to be overall negligible for shallow isotherms with a
temperature less than 100◦C. Contrarily, a steady-state treatment of deep crustal isotherms
leads to underestimation of crustal temperatures, especially for narrow rift settings. Thus,
not only relatively fast rifts like the Gulf of Corinth, Red Sea, and Main Ethiopian Rift, but
even slow rifts like the Kenya Rift, Rhine Graben, and Rio Grande Rift must be expected
to feature a pronounced transient component in the temperature field and to therefore
violate the thermal steady-state assumption for deeper crustal isotherms.

Keypoints:

� We use numerical forward modeling to quantify the transient thermal imprint during continental
extension.

� The validity of the thermal steady-state assumption in narrow rifts is limited to extension velocities
less than 0.5-2 mm/a.

� Transient thermal effects are particularly significant for deep isotherms, narrow rifts, and beneath
the rift shoulders.

Plain Language Summary

Temperature distribution is a key factor when studying Earth’s interior. Here, we quantify
the influence of rift velocity on temperature distribution with numerical simulations. As
a continent begins to split, forming a rift, hot material beneath the rift center moves

https://doi.org/10.1029/2020GC009577
10.5281/zenodo.3778176
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upwards increasing the temperatures at shallow crustal depth. However, simple thermal
models often assume an equilibrated, constant temperature field. To evaluate tectonically
induced changes in temperatures, we compare lithosphere-scale dynamic models to models
with the same material configuration but with a steady-state temperature distribution and
no deformation. We find that the latter approach well represents locations outside the rift
valley, and shallow crustal depths where comparably low temperatures prevail. Contrarily,
at the sides of the rift valley, or for deeper-lying isotherms like 400◦C, the assumption
of an equilibrated thermal field leads to an underestimation of crustal temperatures.
Furthermore, we show that temperatures in narrow rifts like the Kenya Rift and the Rhine
Graben are more strongly modified by tectonic movements than temperatures in wide rifts,
like the Basin and Range Province. Finally, we conclude that the assumption of constant
temperatures is only valid for wide rifts and very slowly diverging narrow rifts with a speed
limit of < 0.5–2 mm/a.

2.1 Introduction

The temperature distribution within the lithosphere exerts key control on major geological and geodynamic
processes such as long-term tectonic deformation, seismicity and geochemical reactions. To better
understand the localization of deformation, for instance, one may describe the thermo-mechanical state
of the lithosphere (Afonso et al., 2004; Burov, 2011) in order to numerically simulate forward tectonic
deformation (e.g. Buck, 1991; Huismans et al., 2005). Additional to these fundamental processes, shallow
crustal temperatures hold strong implications for applied research on the formation of georesources.
For example, the depth of the 60◦C and the 120◦C isotherms are important indicators for a region’s
geothermal potential in terms of heat production and electricity, respectively (e.g. Gudmundsson, 1988),
while the depth of the oil window (80-100◦C) (e.g. Tissot et al., 1987) controls the sites of hydrocarbon
formation. The thermal evolution of tectonically active regions may be reconstructed using thermochrono-
logical techniques, which in turn require the present-day temperature distribution as a key constraint.
Hence, quantifying the present-day thermal field of the sediments, crust and lithospheric mantle is of
profound relevance for a variety of applied and fundamental research problems.

Deducing the temperature distribution within sedimentary basins is an immense challenge, because
borehole-derived subsurface temperatures and surface heat flow measurements are notoriously sparse
compared to the dimensions of sedimentary basins. Hence, for the gapless assessment of present-day
thermal field variations in a region, the scientific community reverts to a variety of predictive models
that range from purely mathematical approaches (interpolation algorithms ignoring geological structure;
e.g., Agemar et al. (2014)) to heat transport simulations that take into account lithology controlled
thermal property variations. The latter type of models typically considers how efficiently the rocks at
depth conduct heat (since solid-state heat diffusion is the main heat transport process in the lithosphere;
Scheck-Wenderoth et al. (2014)), how much heat is produced by radioactive decay, and how much heat
is transferred across the external boundaries of the modeled system. Hence, the setup of such models
involves an extensive analysis of observational data (e.g. wells, seismic profiles, gravity anomalies) to
integrate the subsurface geological structure (rock types and related thermal properties) as well as proper
boundary conditions. Thereby, the amount of heat entering the system from the mantle has to be defined
at the lower boundary, which implies that the models are at least crustal or even lithospheric in scale
(e.g. Bayer et al., 1997; Tesauro et al., 2009; Fullea et al., 2009; Fullea et al., 2012; Balling et al., 2013;
Carballo et al., 2015; Freymark et al., 2017; Sippel et al., 2017; Maystrenko et al., 2018; Jiménez-Munt
et al., 2019). In the frame of this study, we refer to these regional-scale heat transport simulations as
data-integrative thermal models.

Even if this type of models may be reasonably accurate in terms of the subsurface configuration of
rock properties, there is one crucial assumption they are based on, which may not be valid everywhere:
heat is assumed to be transported within an instantaneously thermally equilibrated lithosphere. In other
words, these models assume a thermal steady-state condition where temperature does not change through
time. A thermal steady-state, however, is in contrast to many active tectonic settings where transient
processes are well-known to play a role. This has been shown, for example, by the misfits of steady-
state thermal models with respect to measured temperature data, which have been interpreted to result
from transient thermal processes as the remnants of the thermal evolution within the study region (e.g.
Fullea et al., 2012; Freymark et al., 2017; Meeßen, 2019). Indeed, the transient nature of lithospheric
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Figure 2.1: Locations of active continental rifts with their extension velocities. More information on the
individual rifts is given in Table 2.1, including references (indicated here by superscripts).

temperature signals is a common problem (e.g. Tesauro et al., 2009; Artemieva, 2009; Balling et al.,
2013) and can be expected in a variety of timescales affecting different depths of the lithosphere. This
includes comparably shallow signals that arise from paleoclimate effects (e.g. Lane, 1923; Heckenbach
et al., 2019) as well as lithospheric-scale perturbations related to the tectonic evolution (e.g. Peacock,
1996; Artemieva, 2009; Smye et al., 2019; Chenin et al., 2020). Transient perturbations of the thermal
field should hence be mainly expected in active plate boundary settings where tectonic deformation, heat
advection, and changing heat source distributions would generate time-dependent temperature fields (e.g.
Ehlers et al., 2003; Davies et al., 2016; Hart et al., 2017).

In this study, we focus on currently active continental rifts as an example of actively deforming plate
boundaries (see Figure 2.1 and Table 2.1). Continental rifts form where divergent lateral motions thin
the lithosphere. This causes the lithosphere-asthenosphere boundary (LAB) to move upwards and hot
material to be advected to shallower depths. Rifts can generally be categorized into narrow and wide
rifts: Narrow rifts consist of a pronounced rift valley less than 100 km wide, such as large parts of the East
African Rift System (Ebinger et al., 2012) or the Rhine graben (Brun et al., 1992), while wide rifts are
characterized by several smaller horsts and grabens distributed over a larger area, as e.g., the Basin and
Range Province or the Aegean (Hamilton, 1987; Rey et al., 2009; Brun et al., 2018). Numerical thermo-
mechanical simulations show that narrow rifts form in strong crustal configurations, while deformation
in wide rifts is less localized due to a weaker crustal rheology (Buck, 1991).

Here we perform a quantitative assessment of the systematic variations of tectonically induced thermal
transients in narrow and wide rift settings. To this aim, we employ 2D thermo-mechanical forward
models that account for visco-plastic deformation of the lithosphere, conductive and advective heat
transport as well as heat generation due to radiogenic decay and shear heating. These models reproduce
the time-dependent evolution of rift structures and the resulting thermal field on a lithospheric scale.
The central approach of this study is to isolate the transient tectonic component of the temperature
distribution from each model run. This is done by quantifying, for each time step, the temperature
differences to the steady-state thermal field that would be associated with the structural configuration
of this particular time step (Figure 2.2). Ultimately, this allows us to investigate the dependence of the
transient temperature component on rift divergence velocity and to deduce general applicability limits
for the thermal steady-state assumption in continental rifts.

With this paper we intend to provide: (1) a systematic overview of the sensitivity of thermal transients
to extension rates and to the initial crustal configuration; and (2) a framework to assess, for any particular
rift of known extension velocity and crustal geometry, the meaningfulness of a steady-state thermal
modeling approach that neglects tectonically-induced transient signals.
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2.2 Methods

The relation between the validity of the thermal steady-state assumption and the extension velocity of
continental rifts is assessed by evaluating 44 2D box models. In this section, we first state the governing
equations of our numerical software. We then describe the setup of the thermo-mechanical forward models
that compute the evolution of the transient temperature field. Last, we introduce the static models where
we solve for the steady-state temperature distribution for a given lithospheric configuration. The entire
workflow is furthermore graphically summarized in Figure 2.2.

All numerical modeling is carried out using the finite element geodynamic code ASPECT (Kronbichler
et al., 2012; Heister et al., 2017; Bangerth et al., 2018; Rose et al., 2017b). In this study, it solves the
incompressible flow equations of momentum, mass and energy (assuming an infinite Prandtl number)
for velocity v, pressure P and temperature T , combined with advection equations for each Eulerian
compositional field ci:

−∇ · (2ηϵ̇) + ∇P = ρg (2.1)

∇ · v = 0 (2.2)

ρ̄cP

(
∂T

∂t
+ v · ∇T

)
−∇ · k∇T = ρ̄H radioactive heating (2.3)

+ (2ηϵ̇) : ϵ̇ shear heating

+ αT (v · ∇P ) adiabatic heating

∂ci
∂t

+ v · ∇ci = 0, (2.4)

where η is the effective viscosity (see Eq. 2.5-2.8), ϵ̇ is the deviator of the strain rate tensor 1
2 (∇v+(∇v)T ),

density ρ = ρ0(1−α(T−T0)) with T0 the reference temperature, and g gravity. ρ̄ is the adiabatic reference
density, cP the specific isobaric heat capacity, k the thermal conductivity, and α the thermal expansivity,
as given in Table 2.2. ASPECT is based on state-of-the-art numerical methods (Arndt et al., 2017), and
we make use of the wide range of functionalities including non-linear rheologies, free surface, adaptive
timestepping, mesh refinement and high performance iterative solvers (Kronbichler et al., 2012; Heister
et al., 2017; Bangerth et al., 2018; Rose et al., 2017b).

The initial model domain of the dynamic models is 500 km wide and 125 km deep. Three steps
of initial mesh refinement in the central rectangular areas shown in Figure 2.3 result in an effective
resolution of 250 m in the rift area and a resolution of 2 km in the asthenosphere. The model includes
four material layers (upper crust, lower crust, lithospheric mantle, and asthenosphere) with different
compositions (Figure 2.3, Table 2.2). Except for the lithosphere-asthenosphere boundary (LAB), where
a small perturbation is included in the model center, the layers are initially horizontal. We vary total
crustal thickness, but for simplicity the upper crust is always chosen twice as thick as the lower crust. A
thermal LAB is implemented at 120 km depth for all models (Figure 2.3), corresponding to a lithosphere
thickness representative of typical intraplate environments (Artemieva, 2006). Initial temperature profiles
are calculated with the boundary conditions of 0◦C at the surface and 1300◦C at the LAB assuming
conductive heat transport and radioactive heating within an instantaneously equilibrated lithosphere
(Eq. 2.10) and adiabatic conditions within the asthenosphere (Turcotte et al., 2014). The adiabatic
surface temperature is set to 1284◦C.

We employ a visco-plastic rheology (Glerum et al., 2018) with dislocation and diffusion creep rheologies
as well as the Drucker-Prager yield criterion. In 2D, these are incorporated within ASPECT through
the following equations:

ηcomp
eff =

(
1

ηdf
+

1

ηds

)−1

composite viscosity (2.5)

with ηds|df =
1

2
A

− 1
nds|df d

mds|df

nds|df
ϵ̇ii

1 − nds|df

nds|df
exp

(
Eds|df + PVds|df

nds|dfRT

)
ds—df creep (2.6)
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Figure 2.2: Graphical summary of the workflow used to assess the meaningfulness of a steady-state thermal
modeling approach by comparing time-dependent dynamic (DM) and static models that assume a steady-state
temperature distribution (SM).

When 2ηcomp
eff ϵ̇ > σy, the plastic effective viscosity (Eq. 2.7) is used instead of the composite effective

viscosity (Eq. 2.5):

ηpleff =
σy

2ϵ̇ii
plastic effective viscosity

(2.7)

with σy = P · sin(ϕ) + C · cos(ϕ) Drucker-Prager plasticity
(2.8)

where ηeff is the effective viscosity, ds|df corresponds to dislocation or diffusion creep, d is grain size,
R is the gas constant, Ads|df are prefactors, nds|df and mds|df are stress and grain size exponents. For
diffusion creep, ndf = 1, while for dislocation creep, mds = 0. Eds|df are the activation energies, Vds|df
are the activation volumes, σy is the yield stress, ϕ is the internal angle of friction and C is cohesion.
ϵ̇ii is defined as the square root of the second invariant of the deviatoric strain rate tensor. The final
effective viscosity (Eq. 2.5 or Eq. 2.7) is capped by a user-defined minimum and maximum viscosity ηmin

and ηmax. The parameters used are listed in Table 2.2.

Rift localization is facilitated by a thermal and compositional perturbation in the center of the model
where the LAB is elevated maximally by 5 km using a Gaussian distribution with a half-width of 10 km
(Brune et al., 2014). Furthermore, the initial strain field is constructed using random noise with a
Gaussian distribution around the domain center of which the standard deviation is 200 km and the
maximum amplitude is 0.2. The initial strain is smoothed out at 50 km depth. This results in a random
distribution in terms of lateral heterogeneity of modeled friction angles through linear strain weakening
on the plastic strain interval [0–0.5], reflecting the non-homogeneity of natural rocks and facilitating the
localization of deformation (Jammes et al., 2016; Naliboff et al., 2017; Duclaux et al., 2018).

The top boundary is a free surface (Rose et al., 2017a) allowing for topography to evolve throughout
the extension process, while material velocities are prescribed for all other boundaries with the bottom
inflow matching the outflow through the sides (Fig. 2.3). Prescribing divergent velocities at model
boundaries represents a wide range of driving forces of rifting, such as (1) plate divergence that is driven
by large-scale mantle drag beneath the involved plates (Ulvrova et al., 2019), (2) back-arc extension due
to slab-dynamics induced trench retreat (Sdrolias et al., 2006), and (3) rifting that is caused by plume-
related gravitational potential energy gradients on a wavelength of thousands of kilometers (Stamps
et al., 2010; Kendall et al., 2016). Each of these processes affects the ≈100 km wide plate boundary
primarily through divergent plate motion, which we approximate by prescribing velocities at the model
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Figure 2.3: Top: Composition and initial geometry of the lithosphere with four horizontal layers and a thermal
and compositional perturbation of the LAB. For the initial temperature field, we prescribe adiabatic conditions
in the asthenosphere and a conductive temperature profile in the lithosphere (Eq. 2.10) that is bounded by 0◦C at
the surface and 1300◦C at the bottom of the lithosphere. The boundary conditions for the governing equations
are a fixed composition at the bottom boundary, and a fixed temperature at the top and bottom boundary.
Furthermore, the top boundary is a free surface, while the sides and bottom boundary have prescribed velocities.
The mesh-refined areas are framed with dashed lines with decreasing dash size indicating smaller element sizes
of up to 250 m of resolution at the central surface compared to 2 km in the asthenosphere. Bottom: Initial
temperature and yield strength profiles for the four crustal thicknesses modeled.

boundaries. Model properties like temperature, pressure, stress and strain fields are output every 2 km
of applied extension. Models are stopped when 100 km of accumulated total extension is reached. The
dynamic model suite includes eleven rift velocities (0.5,1,2,...,10 mm/a) and four crustal thicknesses (20,
30, 40, 50 km). We therewith cover the majority of modern rifts worldwide (Figure 2.1 and Table 2.1).

Further understanding of the dominant modeled processes is gained by calculating the Péclet number
(Pe) for each model setup, which describes the ratio of conductive to advective heat transport. A small
Péclet number (Pe < 1) indicates a predominantly conductive setting, while a large Péclet number
(Pe > 1) designates dominantly advective heat transport (Sandiford, 2002). We calculate a Péclet
number for each rift setting with:

Pe =
L · v
κ

(2.9)

according to Guillou-Frottier et al. (1995), where L is the initial thickness of the lithosphere [km], v is
the prescribed vertical inflow velocity [mm a−1] and κ is the thermal diffusivity [m2 a−1].

Contrary to the dynamic models that capture the entire rift evolution, our models assuming thermal
steady-state only represent snapshots in time and hence do not include the tectonically inherited transient
temperature field, nor any additional thermal perturbations. To ensure applicability of the results, the
construction of these models is done in correspondence to the approach of data-integrative thermostructu-
ral models. These data-integrative models first generate a structural model of the area based on
topography, gravity, seismic, and borehole data, which then serves as the framework for the modeling
of the thermal field (Balling et al., 2013; Sippel et al., 2017; Jiménez-Munt et al., 2019). Analogous to
this approach, we first extract the structural setting that is specific for a given time step of extension
from the dynamic models, i.e. the material contours and model surface at the time when 50 km of
extension has accumulated. We then use these structural interfaces to initialize a new set of models
without deformation, where the thermal field is composed of 1D vertical profiles that are calculated by
solving the 1D steady-state heat equation (Chapman, 1986; Turcotte et al., 2014)

0 = κ
∂2T

∂z2
+

H

cp
(2.10)
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Upper crust Lower crust Lithospheric
mantle and
asthenosphere

Unit

(wet
quartzite)

(wet
anorthite)

(dry olivine)

Thermal properties
thermal diffusivity κ 0.772 0.731 0.838 mm2 s−1

heat capacitiy cp 1200 1200 1200 J kg−1

K−1

density ρ 2700 2850 3280 kg m−3

thermal expansivity α 2.70 2.70 3.00 10−5 K−1

radioactive heating H 1.5 0.2 0 µW m−3

Dislocation creep (a) (b) (c)

prefactor Ads 8.57·10−28 7.13·10−18 6.54·10−16 Pa−n s−1

stress exponent nds 4 3 3.5 -
activation energy Eds 223 345 530 kJ mol−1

activation volume Vds 0 3.80·10−5 1.80·10−5 cm3

mol−1

Diffusion creep (a) (b) (c)

prefactor Adf 5.97·10−19 2.99·10−25 2.25·10−9 Pa−1 s−1

grain size exponent mdf 2 3 0 -
activation energy Edf 223 159 375 kJ mol−1

activation volume Vdf 0 3.80·10−5 6.00·10−6 cm3

mol−1

Drucker-Prager
plasticity
friction angle ϕ 26.56 26.56 26.56 ◦

cohesion C 20 20 20 MPa

Table 2.2: Material properties used in the numerical forward and steady-state models. Reference temperature
T0 = 293K, grain size d = 1e − 3, the user-defined minimum and maximum viscosities are ηmin = 1e17 and
ηmax = 1e24. (a) Rutter et al. (2004), (b) Rybacki et al. (2006), (c) Hirth et al. (2004).

where κ is the bulk thermal diffusivity [m2 s−1], T is the temperature [K], H is the radiogenic heat
production [W m−3] and cp is the heat capacity [J K−1]. The steady-state temperature field hence
entirely depends on the material properties κ, H and cP of the three compositional layers (Table 2.2)
and the assumption of conductive heat flow that leads to an instantaneous equilibration of the thermal
field between the boundary conditions of 1300◦C at the LAB and 0◦C at the surface.

2.3 Results

In this section, we first present the outcome of the evolution of the dynamic models, which provide
the structural setup for the steady-state models. We describe the general rift evolution patterns of the
dynamic models, before we focus on the temperature distribution and compare it to the thermal fields of
the steady-state models. Finally, we introduce a threshold value to quickly assess the validity of thermal
steady-state models in the light of extension velocity.

Our dynamic models reproduce first-order rift characteristics, such as lithospheric thinning accommo-
dated by crustal faulting and ductile shear zone formation at depth. They show foot wall uplift and
hanging wall subsidence with pronounced basin formation for narrow rift scenarios. Highest topography
contrasts emerge in models with the thinnest crust, as expected from classical studies (Braun et al., 1989;
Buck, 1991). The development of dominant border faults and the migration of fault activity towards the
center of the rift matches geologic observations, e.g. from the East African Rift System (Ebinger et al.,
2012; Corti et al., 2018). The formation of major shear zones in the lower crust and upper mantle is
supported by a range of published rift models (Huismans et al., 2003; Pourhiet et al., 2004; Duretz et al.,
2016).

In agreement with further previous numerical studies, we find that crustal thickness and therefore
crustal strength are the key parameters affecting whether narrow or wide rifts are formed (Tetreault
et al., 2018; Brune et al., 2017; Armitage et al., 2018): Models with 20–30 km thick crust generate
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Figure 2.4: Left: Profiles of three exemplary narrow rift models with an initial crustal thickness of 30 km
and different extension velocities (of 0.5, 5 and 10 mm/a, respectively). (a) The thermal, compositional, and
deformation structure of the transient model at 50 km of total extension and (b) the corresponding steady-state
model. Colors indicate the different materials used in the model as given in Figure 2.3 and Table 2.2. The
strain rate is superposed in a transparent grey scale. White lines mark the depths of isotherms with a spacing
of 100◦C. Black arrows between (a) and (b) point at the material contours that are extracted from the transient
models to define the material structure of the steady-state models. Right: Influence of the extension velocity on
the difference between transient and steady-state models. Differences between transient and steady-state models
are color-coded in terms of the respective ∆disotherm of (c) the 100◦C isotherm and (d) the 400◦C isotherm.
Red colors indicate a warmer crust in the transient model with the isotherms being shallower compared to the
steady-state model. The black contour marks a 5 km difference in depth.

distinct, ≈70 km wide half grabens within a few million years that develop into asymmetric narrow rifts
(Figure 2.3). Over the modeled period, the rift valley reaches a width of about 180 km and the crust
is thinned to only a few kilometers within the central parts of the rift. In models with thicker crust
(40–50 km), however, deformation takes more time to localize and a wide rift evolves with strain and
topography being distributed over the entire model domain. The material layers of the model are thinned
more homogeneously over the width of the model due to the formation of several, roughly equally-spaced
rift faults.

Based on this consistent structural evolution, we evaluate the temperature distribution in the crust.
The temperature field of the dynamic models is affected by conduction and advection of heat, as well as
its generation due to radiogenic, adiabatic, and shear heating. The interplay of these processes generates
a thermal field of a complex transient nature (Figures 2.4a and 2.5a). Contrarily, in the steady-state
models, the temperature field is only affected by heat conduction and radiogenic heating. This results
in relatively evenly spaced isotherms for each 1D profile along the modeled sections (Figures 2.4b and
2.5b). It also leads to a strong influence of the surface topography on the geometry of shallow isotherms
like the 100◦C, while the deeper isotherms mimic the shape of the LAB. A strong impact of the LAB
shape can be observed even for intermediate temperatures like the 400◦C isotherm. Resulting amplitudes
in the topography of the isotherms are distinctly larger in narrow rift models with 20–30 km of initial
crustal thickness than in wide rift settings with 40–50 km of initial crustal thickness (Figures 2.4a,b and
2.5a,b). In Supplementary Figure A.S6 we show that the strong influence of the surface topography and
the LAB on the shape of the isotherms can be avoided by using a 2D thermal steady-state approach (see
supplement for methodology). The results for the exemplary 2D steady-state model demonstrate that
the small scale variability of the depth difference is smoothed out for models employing a 2D thermal
steady-state compared to those using 1D thermal steady-state computations. However, the magnitude
and spatial distribution remains comparable for both approaches.

The comparison between transient and steady-state model temperatures shows that shallow, crustal
isotherms predicted by steady-state models are generally deeper than those from the corresponding
transient models (compare Figures 2.4b and 2.5b to Figures 2.4a and 2.5a). To a small degree, this effect
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Figure 2.5: Left: Profiles of three exemplary wide rift models with an initial crustal thickness of 40 km
and different extension velocities (of 0.5, 5 and 10 mm/a, respectively). (a) The thermal, compositional, and
deformation structure of the transient model at 50 km of total extension and (b) the corresponding steady-state
model. Colors indicate the different materials used in the model as given in Figure 2.3 and Table 2.2. The
strain rate is superposed in a transparent grey scale. White lines mark the depths of isotherms with a spacing
of 100◦C. Black arrows between (a) and (b) point at the material contours that are extracted from the transient
models to define the material structure of the steady-state models. Right: Influence of the extension velocity on
the difference between transient and steady-state models. Differences between transient and steady-state models
are color-coded in terms of the respective ∆disotherm of (c) the 100◦C isotherm and (d) the 400◦C isotherm.
Red colors indicate a warmer crust in the transient model with the isotherms being shallower compared to the
steady-state model. The black contour marks a 5 km difference in depth.

is caused by shear heating that releases heat in areas of active faulting. However, the key control on
this effect can be understood when considering that the dynamic models feature a pronounced vertical
advection component that is not represented in the steady-state models. In order to further explore
the impact of heat advection, we explicitly compare the depth of a shallow and a deep crustal isotherm
(100◦C and 400◦C, respectively) between transient and corresponding steady-state models (Figures 2.4c,d
and 2.5c,d - results for more isotherms up to 600◦C are shown in the supplementary Figures A.S5a,b.).
These two isotherms provide a characteristic representation of the temperature spectrum relevant for
georesources and geochronological applications. For example, the closure temperature for fission tracks
in apatite is ≈100◦C and ≈300◦C in zircon (Braun et al., 2006). Isotherm depths are extracted from
both the transient and the steady-state models over the entire width of the model domain and are then
compared by subtracting one depth from the other at each coordinate as:

∆disotherm = dsteady−state − dtransient (2.11)

with ∆disotherm being the difference in depth of the isotherm. This results in positive values when the
transient isotherm is shallower than the steady-state isotherm (Figures 2.4c,d and 2.5c,d).

The resulting profiles of ∆disotherm for the different extension velocities in narrow and wide rift
settings are shown in Figures 2.4c,d and 2.5c,d, respectively. For narrow rift settings, the evolving
low topographical elevations determine the width of the overall positive values of ∆disotherm across
the rift valley (Figure 2.4c,d). The 1D steady-state heat equation (Eq. 2.10) generates a relatively
regular isotherm spacing between surface and LAB, which leads to deeper crustal steady-state isotherms
below low topographical elevations. In the rift center the topographical effect is counteracted by the
elevated LAB, which moves the steady-state isotherms upwards making them more similar to the
shallowly advected transient isotherms and hence reduces values for ∆disotherm. Contrarily, the maximum
∆disotherm is situated beneath the sides of the rift valley where the LAB is less elevated, but the
topography low. Here, the transient isotherms still show an advection component while the relatively
large distance between the surface and the LAB increases the spacing between steady-state isotherms,
which moves them deeper into the crust. The calculated maximum ∆disotherm of the 100◦C isotherm is
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Figure 2.6: Mean differences of the isotherm depth after 50 km of extension as obtained from the central third of
the model domain, which includes the entire rift region for all narrow rifts. Each image shows results for a different
initial crustal thickness. The x-axis indicates both the extension velocity in mm/a and the corresponding Péclet
number as calculated from the parameters at the start of each model (Eq. 2.9). Solid lines give the arithmetic
mean of the deviation in the central third of the model. The one standard deviation interval is shown as a colored
envelop. Examples of modern rifts are plotted for comparison, references for extension velocities are listed in
Table 2.1 and locations are shown in Figure 2.1. The dashed lines represent the similarity thresholds ϵ = ± 2.5
and ϵ = ± 5 km. B&R: Basin and Range, EARS: East African Rift System.

less than 5 km, but exceeds 10–15 km for the 400◦C isotherm for rifts faster than 1 mm/a. Wide rift
settings, in contrast, lack a strong topographical relief and also the LAB is elevated only modestly across
a wide region (Figure 2.5a,b). This results in a more homogeneous distribution of values for ∆disotherm
over the entire model width. The horst and graben topography nonetheless manifests as alternating
values for ∆disotherm along the x-axis, that, however, exceed 5 km only locally.

We employ standard statistics in order to quantify the first-order thermal transient effects for all
configurations (Figure 2.6). To this aim, the arithmetic mean and standard deviation of the absolute
differences in isotherm depth ∆disotherm are calculated over all x-coordinates extracted from the central
third of each model, which is where most surface deformation localizes for narrow rifts. The smaller
the arithmetic mean and the standard deviation envelope, the more similar are the isotherm depths of a
transient and corresponding steady-state model and thus the smaller is the transient signal. We therefore
propose the concept of a similarity threshold ϵ. If the absolute difference in depth is smaller than ϵ, the
analyzed set of models can be considered in thermal steady-state within the given assumptions of ϵ. We
employ exemplary ϵ values of ± 2.5 and ± 5 km, which lie in the range of uncertainties of geophysical
data interpretations at crustal depths. However, when evaluating LAB depths, these numbers could also
be chosen significantly higher as the uncertainty of the thickness of the lithosphere may be > 10–20 km
depending on the database and LAB definition used (e.g. Eaton et al., 2009; Fischer et al., 2010). We
therefore emphasize that the values for ϵ used here are exemplary and should be adjusted to the purpose
of specific studies and data uncertainties. Depending on the resolution of the problem, ϵ can be applied
both to the arithmetic mean along the entire profile (Figure 2.6) and to a single x-location (Figures 2.4c,d
and 2.5c,d).

According to this workflow, we find that a steady-state modeling approach is not appropriate for:
(1) The 100◦C isotherm in a narrow rift setting for extension velocities > 0.5 mm/a, as the maximum
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∆disotherm beneath the sides of the rift valley exceeds the similarity threshold ϵ = ± 2.5 km for 20–30 km
of initial crustal thickness (Figure 2.4c). (2) The 400◦C isotherm in a narrow rift setting regardless of
the magnitude of the extension velocity and the initial crustal thickness, if ϵ = ± 2.5 km is used. For
extension velocities > 1 mm/a and 20 km of initial crustal thickness as well as for > 0.5 mm/a and
30 km initial crustal thickness, the arithmetic mean ∆disotherm exceeds even ϵ = ± 5 km (Figure 2.6).
The maximum ∆disotherm beneath the sides of the rift valley reaches values of 10–17 km (Figure 2.4d).
(3) The 400◦C isotherm in a wide rift setting where certain extension velocities occur: The arithmetic
mean ∆disotherm exceeds ϵ = ± 2.5 km for extension velocities of > 1 mm/a and > 2 mm/a for initial
crustal thicknesses of 40 km and 50 km, respectively (Figure 2.6). Beneath the sides of the rift valley,
the maximum ∆disotherm exceeds ϵ = ± 5 km for extension velocities of > 5 mm/a (Figure 2.5d).

We furthermore consistently find that the mean ∆disotherm increases with extension velocity for all
initial crustal thicknesses (Figure 2.6). The mean ∆disotherm first increases rapidly for extension velocities
< 2 mm/a while the curve flattens, but continues to increase for extension velocities > 2 mm/a. For fast
extending narrow rifts, the mean ∆disotherm reaches up to 1.5 km and 7.5 km for the 100◦C and 400◦C
isotherm, respectively. For wide rifts the mean ∆disotherm reaches up to 0.5 km and 4 km for the 100◦C
and 400◦C isotherm, respectively.

2.4 Discussion

In the following section, we first explore how present-day continental rifts compare to our generic findings.
We then highlight implications and limitations of our models and explain the choice of the snapshot at
50 km of extension for thermal comparison. Finally, we discuss alternative ways to setup the steady-state
models and to represent thermal steady-stateness.

In Figure 2.6, we assess the first-order thermal steady-stateness of natural rifts by mapping the
associated divergence rate onto the diagram for the initial crustal thickness. Taking the Baikal Rift in
the upper right panel as an example, it can be seen that the mean ∆disotherm, the mean deviation of
the steady-state from the transient models, for the modeled temperature of 400◦C (red) exceeds both
considered values of the similarity threshold ϵ (horizontal dashed lines). This means that according to
the approach presented in this study, the Baikal Rift cannot be assumed in thermal steady-state for
intermediate crustal temperatures. Contrarily, the mean ∆disotherm for 100◦C (blue) is situated below
both exemplary values for ϵ and can hence be considered suitable for a steady-state modeling approach
( – to assess ∆disotherm at specific x-locations in a rift region, the reader is referred to Figures 2.4c,d and
2.5c,d).

Subsequently, Figure 2.6 shows that wide rifts, like the Basin and Range province and the Aegean,
as well as slow narrow rifts, like the Shanxi and Suez rifts (0.5 mm/a), are better represented by a
steady-state model than faster narrow rifts, like the African rifts or the Gulf of Corinth. However, even
for an extension velocity of 0.5 mm/a, the maximum ∆disotherm for the shallow 100◦C isotherm exceeds
ϵ = ± 2.5 km locally, beneath the sides of the rift valley. The average ∆disotherm for 1 mm/a (e.g. Rhine
graben) already exceeds ϵ = ± 5 km. The use of a thermal steady-state model for narrow rifts would
thus introduce large uncertainties.

To further demonstrate the implications of these results, we consider a slow rift with an extension
velocity of 1 mm/a and 30 km initial crustal thickness, which is similar to the Rhine graben. For this
rift, the transient model predicts a temperature of around 450◦C for a point at 20 km depth beneath the
rift center. However, in the steady-state model, it is 20◦C colder at that location. Beneath the sides of
the rift valley, where the maximum ∆disotherm is located, a point at 20 km depth would be even 150◦C
colder in a steady-state model compared to a transient model. In terms of depth, maximum values of
∆disotherm reach 10–17 km for the 400◦C isotherm, which is in the range of the actual 400◦C isotherm
depth in a typical continental setting: a temperature gradient of 25◦C/km and 0◦C at the surface implies
a depth of 16 km for 400◦C to occur. This means that in fast narrow rifts that feature a pronounced
transient tectonic temperature component and therewith elevated temperature gradients, the introduced
uncertainty might even be a multiple of the actual isotherm depth - a temperature gradient of 100◦C/km
and 0◦C at the surface leads to a depth of 4 km for 400◦C compared to maximum values of ∆disotherm
of 10–17 km.

Errors introduced by neglecting transient thermal processes do not only affect models that directly
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assess the temperature distribution. They also impact other derived variables, as many physical and
chemical processes as well as rock properties are temperature dependent. Ignoring the transients in the
thermal field would for example change the estimated rheological behaviour by assuming a wider domain
of brittle deformation inside the rift valley due to lower crustal temperatures. Whenever considering
the thermal field to be in equilibrium, the presented analysis gives an estimate about the magnitude
of uncertainty that is introduced into the model. In this study, we chose a continental rift setting, but
large-scale transient thermal signals can also be expected in other tectonically active regions, e.g. around
orogenic belts (Meeßen, 2019).

Our modeling approach focuses on first-order rift dynamics and accordingly includes several limitations.
First of all, our models are two-dimensional. This is justified by the fact that rift segments are
geometrically continuous in the rift-parallel direction, which is why major along-strike variations of
the thermal field are not expected. For simplicity, we do not include second-order complexities such as
magmatic activity, the influence of plumes, the thermal blanketing by a sedimentary cover or underground
water circulation and mineral reactions (e.g Hacker et al., 2003; Bousquet et al., 2005; Scheck-Wenderoth
et al., 2013; Scheck-Wenderoth et al., 2014; Koptev et al., 2018; Oliva et al., 2019). The models
furthermore consist of four homogeneous layers (upper crust, lower crust, lithospheric mantle, astheno-
sphere) that do not account for potential spatial variability of thermal properties as these models are not
designed to reflect a specific real-world example, but to generically investigate the process of isotherm
advection during continental rifting. Fully aware of these simplifications, the so obtained dynamic
models are taken as generalized analogues for a rift-typical tectonothermal history which is disregarded
by steady-state approaches for thermal field modeling.

So far we presented the tectonothermal signal of all models after a fixed amount of 50 km of extension,
even though we performed the analysis continuously until reaching 100 km of accumulated extension.
When applying the workflow stepwise to other finite extension values and analyzing the variability of
steady-stateness, we find the following general temporal development of mean ∆disotherm (Supplementary
Figure A.S4): after a build-up phase, the general order of magnitude of the mean ∆disotherm first remains
constant before decreasing slightly. This decrease corresponds to a closer approximation of the steady-
state models to the transient ones. Considering an exemplary model with an initial crustal thickness of
30 km and an extension velocity of 3 mm/a, the decrease amounts to 2 km (Figure A.S4 upper left).
Its onset varies according to extension velocity: for slowly and moderately extending rifts it occurs after
50 to 70 km of extension, while manifesting a few tens of kilometers of extension later for faster rifts.
Tectonically, the decrease coincides with a change in border fault geometry, which has previously been
described as the transition from stretching to thinning mode during rift evolution (Lavier et al., 2006;
Chenin et al., 2018). Our modeling suite thus shows that steady-state thermal models become closer to
their transient equivalents during the rift episode when the deformation style changes. In line with this
finding, to obtain an estimate for a maximum error potentially introduced in steady-state models, we
base the steady-state assessment on the evolutionary snapshots at 50 km of extension, where all models
are close to the maximum ∆disotherm regardless of the extension velocity.

A significant decision for the analysis of this paper, is the choice of the workflow to set up the
steady-state models, which includes the choice of the parameter that represents the LAB. For better
comparability of our results, we designed the steady-state models as similar to data-integrative modeling
approaches as possible (Tesauro et al., 2012; Gac et al., 2016; Maystrenko et al., 2018). We have used
snapshots of the deep structural configuration of the transient models as the counterpart to the LAB
depth that is derived from temperature conversions of seismic tomography studies and used as lower
boundary conditions of data-integrative thermal models. Alternatively to those models presented in
Figures 2.4–2.6 that are based on the extracted material contour at the bottom of the lithosphere, a
calculation of the steady-state models can also be based on the 1300◦C isotherm as extracted from the
transient model. Taking the transient 1300◦C isotherm as the new thermal LAB for the steady-state
models may seem to be the more direct approach, but it has the disadvantage that its geometrical
evolution is significantly affected by the predefined initial vertical model size through thermal boundary
conditions. On the other hand, our approach of converting a material discontinuity into an isotherm
could also be questioned, but as its evolution is independent of the model size, we regard it as the more
appropriate lower boundary condition for later snapshots. We tested the impact of both possibilities
and despite the fundamental differences in the nature of the two approaches, we find that both lead to
qualitatively similar results, proving our findings regarding the influence of the initial crustal thickness
and extension velocity on the steady-stateness of transient systems (compare Fig. 2.4–2.6 to Fig. A.S1–
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A.S3). The choice of 1300◦C as the absolute model temperature at the LAB lies within the range of
other lithospheric-scale models (Afonso et al. (2016): 1250◦C, Balling et al. (2013): 1300◦C, Carballo
et al. (2015): 1330◦C, Sippel et al. (2017): 1350◦C). In Supplementary Figure A.S6 we show that the
overall pattern of ∆disotherm remains comparable when using 1250◦C as the temperature at the LAB.

An important finding of this study is that the discussed steady-state isotherms of 100◦C and 400◦C are
almost everywhere deeper than the corresponding transient isotherms, independently of the representation
of the LAB. This is due to the upward advection of hot material in a rift setting. Both sets of steady-
state models are consistent in this point, regardless of whether a material LAB contour or an associated
isotherm is extracted from the transient model (compare Figures A.S1–A.S3 in the supplement to
Figures 2.4–2.6). However, when the 1300◦C isotherm is extracted from a transient model, the values
for ∆disotherm are larger, influence a wider rift domain and affect more rift-distant locations than for the
case of a material discontinuity. This is because the 1300◦C isotherm of a transient model is generally
not as elevated as the lower boundary of the modeled compositional unit of the lithospheric mantle.
Associated crustal steady-state isotherms hence remain deeper within the subsurface, which contrasts
the corresponding transient isotherms that are further moved to shallow depths by advective material
transport. Accordingly, the values for ∆disotherm increase. The difference of the two sets of models is
especially important for slower rifts, as for faster rifts the 1300◦C isotherm coincides better with the
material discontinuity at the base of the lithosphere.

For both definitions of the LAB, the values for ∆disotherm increase with increasing extension velocity.
The results hence show the expected positive relationship between ∆disotherm and the extension velocity.
This is readily explained by faster advection of hot material for higher extension velocities, a process that
dominates over the counteracting heat conduction that would re-equilibrate temperatures. This effect
can also be seen in the Péclet numbers associated with the extension velocities. With the extension
velocities of 0.5–10 mm/a, our models span the entire transition between predominantly conductive
heat transport (Pe < 1) and predominantly advective heat transport (Pe > 10) (Sandiford, 2002), see
Figure 2.6. This change in heat transport mechanism is reflected in the values for ∆disotherm that increase
the more important heat advection becomes. However, our results show that Péclet numbers alone are
too general to decide about the validity of the steady-state assumption as this also depends to a large
degree on the structure of the rift, i.e. whether it classifies as narrow or wide rift type.

We translate the importance of heat advection into a threshold-based approach to represent thermal
steady-stateness. Hence a temperature field from a dynamic model can be considered in steady-state
when ∆disotherm is smaller than a given similarity threshold ϵ. An alternative approach would be to assess
the change of a certain parameter of the evolution models over time such as the temperature at depth.
However, this would still require the introduction of a threshold, e.g. the temperature change through
time as a percentage of actual temperatures as in Peacock (1996) for subduction settings. By comparing
transient models to steady-state models with the same material configuration, we stay closer to the setup
of published lithospheric-scale thermal models and provide a reference basis for the development of this
kind of models in the future.

2.5 Conclusion

Using numerical modeling, we investigate the validity of the thermal steady-state assumption in extension-
al continental settings. We show that neglecting tectonic transient thermal effects yields a systematic
error in terms of the depth of crustal isotherms. Since these isotherms are advected upwards during
rifting, they are always shallower than predicted by the steady-state assumption. For higher extension
velocities, this process becomes more important and affects larger depths.

We find that wide rifts reside close to thermal steady-state even for relatively high extension velocities.
For narrow rifts, however, we find a speed limit of roughly 0.5–2 mm/a for the applicability of the steady-
state assumption. Thus, not only relatively fast rifts like the Main Ethiopian Rift, the Afar rift segments,
the Red Sea, and the Gulf of Corinth, but even slow rifts like the Kenya Rift, the Rhine Graben, and
Rio Grande Rift must be expected to feature a pronounced transient component in the temperature field
and to therefore violate the thermal steady-state assumption for deeper crustal isotherms.

We furthermore illustrate that the speed limit depends on the exact depth and location studied.
This is due to the fact that isotherms in steady-state models strongly follow the surface topography and
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100°C

400°C

Figure 2.7: A cartoon of a continental narrow rift with sketches of faults in black (not to scale). The blue
and red lines show the generalized main trends and features of the 100◦C and 400◦C isotherms of the narrow
rift transient models (solid lines) and the corresponding steady-state models (dashed lines). The results suggest
that isotherms from steady-state models are deeper than those from the corresponding transient models. The
maximum difference for the 100◦C isotherm is less than 5 km, but more than 10–15 km for the 400◦C isotherm
for rifts faster than 1 mm/a. Mean values for the thermal model difference are 1–1.5 km and 6 km, respectively.

the depth of the lithosphere-asthenosphere boundary, which results in a maximum difference between
transient and steady-state models adjacent to the high topography of the rift shoulders. The influence of
the thermal boundary conditions varies with depth and we therefore find that the steady-stateness of a
model depends on the considered isotherm (Figure 2.7). Where shallow isotherms are investigated (e.g.
the 100◦C isotherm), the transient imprint of rifting appears to be negligible. Contrarily, steady-state
assessments of intermediate isotherms (e.g. the 400◦C isotherm) systematically lead to underestimations
of crustal temperatures especially for narrow rift settings.

In light of these findings, our work does not only put a speed limit on the thermal steady-state
assumption, but also provides a way to include the tectonothermal signal as an uncertainty range. This
is especially useful for settings where there is no alternative to a steady-state modeling approach.
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Abstract

Fault-propagation folding occurs when a shallow fold is created by an underlying propagat-
ing thrust fault. These structures are common features of fold and thrust belts and hold
key economic relevance as groundwater or hydrocarbon reservoirs. Reconstructing a fault-
propagation fold is commonly done by means of the trishear model of the forelimb, a
theoretical approach that assumes simplistic rheological rock properties. Here we present a
series of numerical models that elucidate the kinematics of fault-propagation folding within
an anisotropic sedimentary cover using complex visco-elasto-plastic rheologies. We explore
the influence of different parameters like cohesion, angle of internal friction, and viscosity
during folding and compare the velocity field with results from the purely kinematic trishear
model. In the trishear paradigm, fault-propagation folding features a triangular shear zone
ahead of the fault tip whose width is defined by the apical angle that in practice serves
as a freely tunable fitting parameter. In agreement with this framework, a triangular
zone of concentrated strain forms in all numerical models. We use our models to relate
the apical angle to the rheological properties of the modeled sedimentary layers. In
purely visco-plastic models, the geometry of the forelimb obtained can be approximated
using a trishear kinematic model with high apical angles ranging between 60◦ and 70◦.
However, additionally accounting for elastic deformation produces a significant change in
the geometry of the beds that require lower apical angles (25◦) for trishear kinematics. We
conclude that all analyzed numerical models can be represented by applying the theoretical
trishear model, whereby folds involving salt layers require high apical angle values while
more competent sedimentary rocks need lower values.

Keywords:

� Fault-propagation folds

� Trishear kinematics

� Numerical modeling

� Velocity fields

� Fault-related folding

3.1 Introduction

Some thrust faults propagate gradually to the surface and, as slip accumulates, these faults develop a
fault-propagation fold above their tip (Figure 3.1). This type of structure forms as a consequence of

https://doi.org/10.1016/j.jsg.2022.104703
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Figure 3.1: A. Fault-propagation fold located in Sierra de Las Peñas-Las Higueras (Mendoza Province,
Argentina). Note the variations in slip along the fault and how the folding is attenuated in the upper layers
(Ahumada et al., 2006). B. Cross-section of the northern Agrio fold and thrust belt, located in the Southern
Central Andes of Argentina indicating major fault-related folds (Lebinson et al., 2020). C. Fault-propagation
model by homogeneous, footwall-fixed trishear. The thickness of the beds is not preserved (modified from Erslev,
1991). D. General trishear geometry. The first analysis considered the footwall completely fixed (modified from
Allmendinger, 1998). The figure illustrates the conversion from the original coordinate system of the numerical
model (X and Y, in black) to the trishear coordinate system (X’ and Y’, in grey) with V ′

x = cos(α)Vx − sin(α)Vy

and V ′
y = sin(α)Vx + cos(α)Vy . Since α designates the fault dip, V ′

x is parallel to the main fault while V ′
y is

perpendicular to it. The origin of the trishear coordinate system is located at the tip point of the main fault.

variations in the slip along the fault where a decrease in slip is compensated by folding of material above
the fault (Suppe et al., 1990; Brandes et al., 2014). First kinematic models to address the evolution
of fault-propagation folds (Chester et al., 1990; Mitra, 1990; Suppe et al., 1990) were based on the
parallel kink-fold mechanism and allowed examination of the trajectory of the materials during folding
(Dewey, 1965; Maillot et al., 2006). However, fault-propagation folds observed in nature (Figure 3.1A)
usually display variations in stratigraphic thickness, footwall synclines, and changes in the forelimb
inclinations that are inconsistent with simple parallel kink-fold kinematics (Figure 3.1) (Suppe et al.,
1990; Allmendinger, 1998). Trishear, an alternative kinematic model, can explain these observations
(Erslev, 1991; Allmendinger, 1998; Coleman et al., 2019) that cannot be explained by kink-fold kinematics.
This theoretical model is characterized by a distribution of the deformation within a triangular zone
located immediately above the tip-line of the fault (Hardy et al., 1997; Cristallini et al., 2001; Jabbour
et al., 2012). Note that the trishear model is based on the assumption that deformation occurs only in
the triangular shear zone, while in the hanging wall the particles experience rigid translation.

Fault-propagation folds have been studied with numerical modeling using finite-element methods
(Braun et al., 1994; Khalifeh-Soltani et al., 2021), discrete-element techniques (Finch et al., 2002; Finch
et al., 2004; Hughes et al., 2015) and boundary element modeling (Johnson, 2018). These mechanically-
based models require an initial geometry in 2D or 3D of stratigraphic units and/or faults (Guiofski et
al., 2009; Granado et al., 2019) as input, as well as rheological information about the materials involved
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(Ruh, 2020; Huang et al., 2020; Granado et al., 2021). Cardozo et al., 2003 showed that if incompressible
materials are used, the resulting fold geometries, velocity fields, and finite strain are very similar to those
produced by the trishear kinematic model. Previous studies have shown that fault-propagation into the
cover is strongly favored by homogeneous cover sequences (Hardy et al., 2007) and that the strength
of bedding contacts, the thickness and stiffness of layering as well as the fault geometry, all contribute
significantly to the resulting shape of the fold (Johnson, 2018).

Numerical models can help deciphering the kinematics involved in fold formation and migration,
providing a dynamic understanding of these structures. Here, we aim to understand fault-propagation
folds by means of finite-element modeling. This numerical approach is available in a variety of current
research software packages and has been widely applied to model complex crustal deformation, both in
compression (e.g. Ruh et al., 2012; Erdos et al., 2019; Ballato et al., 2019) and extension (e.g. Van
Wijk et al., 2002; Jourdon et al., 2021; Richter et al., 2021). In particular, mechanical-based numerical
modeling is a very powerful tool for investigating processes associated with the formation and evolution
of geological features on small and large scales (Sanz et al., 2007; Albertz et al., 2012; Brune et al., 2013;
Gray et al., 2014; Brune et al., 2016).

In this study we analyze numerical examples of simple fault-propagation folds, where folding affects
three different lithologies. We show that the general configuration of the resulting folding can be
approximated by the trishear kinematic method, even when plasticity parameters and viscosity of the
beds vary significantly. We analyze the evolution of the kinematic field and strain rate during the
process of folding and faulting and compare a series of modeled kinematic fields and their geometries to
theoretical trishear shape and velocity fields obtained from the Andino 3D software (Cristallini et al.,
2021; Plotek et al., 2021). We find that setups where weak, salt-like layers are included, and realistic
dislocation creep parameters are used develop more heterogeneous velocity distributions. In the following
section, we will first review the trishear kinematic model. Next, we will present the numerical models
performed, and finally, we discuss our results and their implications.

3.2 The trishear kinematic model

The first kinematic models to balance fault-propagation folds were based on geometrical relationships
(Suppe et al., 1990; Saffar, 1993). They imply ideal geometries where the main fault has a planar surface,
and a kink band migration occurs during fold evolution (Woodward, 1997; Jabbour et al., 2012). The
trishear kinematic model was first proposed by Erslev, 1991. In this theoretical model, fault-propagation
folds have a triangular zone of heterogeneous deformation, surrounding the fault tip that can be modeled
by non-parallel shear (Figures 3.1C & 3.1D). Originally, the only distortion and rotation in the system
takes place in a triangular zone ahead of the fault tip. Brandenburg, 2013 presented a modification of
the trishear model where faults are treated as continuously curved.

The trishear process can generate several characteristics of fault-propagation folds, such as the curved
shapes of folds and the presence of footwall synclines, as well as variations in the thickness and progressive
rotation of the forelimb (Allmendinger, 1998; Hardy et al., 1997; Cardozo et al., 2009; Hardy et al., 2011;
Brandes et al., 2014). The trishear method can also approximate the complex strain patterns observed
in natural examples (Allmendinger et al., 2005; Liu et al., 2012; Grothe et al., 2014), where strain is
highly heterogeneous since it is dependent on the mechanical stratigraphy and the geometry of the main
fault (Cristallini et al., 2001; Allmendinger et al., 2005; Cardozo, 2008).

The main variables of the trishear model are (1) the displacement of the hanging block, (2) the
propagation/slip ratio, (P/S, being P the propagation of the fault and S the slip on the fault plane) and
(3) the apical angle of the trishear zone (Figure 3.1D, Allmendinger, 1998). Trishear fold shape can vary
considerably by changing any of these variables, being particularly sensitive to changes in the P/S ratio.

A general method for the derivation of velocity fields consistent with the basic kinematics of the
trishear model of fault-propagation folding was presented by Zehnder et al., 2000. Velocity fields can
be written as functions of the position within the deformation zone (Hardy et al., 1997; Zehnder et al.,
2000). In the original model, the hanging wall moves at a velocity equal to the incremental slip while
the footwall is fixed. Inside the triangular zone, particles move according to a velocity field that ensures
preservation of area during deformation (Zehnder et al., 2000; Cardozo et al., 2003). The velocity field
was found assuming a gradient for the velocity component parallel to the fault (Vx in trishear coordinate
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system; Zehnder et al., 2000) and calculating a velocity component perpendicular to the fault (Vy in
trishear coordinate system; Zehnder et al., 2000), where it satisfies the zero-divergence criterion (area
preservation condition) consistent with the velocity conditions at the limits of the triangular shear zone
(Zehnder et al., 2000; Cardozo, 2008; Brandenburg, 2013). The equations introduced by Zehnder et al.,
2000 enable the construction of velocity fields assuming incompressibility, continuity of the flow, and
matching of the basic boundary conditions of the model. The deformation resulting from any of these
fields can be obtained by numerical integration.

3.3 Numerical models

Figure 3.2: Numerical model setup. Parameters for upper and intermediate layers are summarized in Table 3.1.
The highest mesh refinement corresponds to the location of the hanging wall of the fault and frontal limb of the
folding, where the element size is 125 m (strong colors). The corners (light color areas) present an element size
of 500 m. Compressional velocities are prescribed at the boundaries in the x-direction.

Numerical forward modeling has been used to simulate a wide range of processes from global mantle
convection (Bello et al., 2014; Rubey et al., 2017; Colli et al., 2018) to fault-related processes (Nilfouroushan
et al., 2012; Brune et al., 2013; Brune et al., 2014; Treffeisen et al., 2020; Luo et al., 2020; Sari,
2021). In this study, we apply the open-source code ASPECT (Advanced Solver for Problems in Earth’s
ConvecTion; Kronbichler et al., 2012; Heister et al., 2017; Rose et al., 2017; Glerum et al., 2018;
Sandiford et al., 2021 that solves the conservation equations of momentum, mass and energy for an
infinite Prandtl number (i.e., without inertia) using the Boussinesq approximation (i.e., incompressible
flow). This finite element code has been originally designed for modeling mantle convection and plume
dynamics (Dannberg et al., 2018; Zhang et al., 2018; Rajaonarison et al., 2020; Steinberger et al., 2019),
but it has been significantly extended and was successfully applied to lithosphere deformation (Glerum
et al., 2020; Heckenbach et al., 2021; Holt et al., 2021; Gouiza et al., 2021). The code is characterized by
modern numerical methods, high-performance parallelism and extensibility (Glerum et al., 2018). We
performed a series of finite element models simulating shortening in a multi-layer viscoplastic sequence to
obtain the velocity field during the evolution of simple fault-propagation folds. We evaluate and compare
the velocity field and the resulting geometries with those of the previously introduced kinematic trishear
model.

The setup of our model is based on previously identified natural examples of fault-propagation folds
at the Agrio fold and thrust belt, Andes of Neuquén, Argentina (Rojas Vera et al., 2015; Lebinson et al.,
2018). The model domain has a width of 80 km and a height of 15 km (Figure 3.2). We include three
material layers within a two-dimensional domain in the numerical model setup (Figure 3.2). All layers
are initially horizontal. In all the simulations, the lowest layer is 7,5 km thick and has a density of
2700 kg/m3, an internal friction angle equal to 20◦, and 20 MPa of cohesion (Table 3.1). To prescribe
a master reverse fault, we incorporate a thin region of 1.5 km width and 50 km dipping by an angle
of 30◦ in the bottom layer. Within this fault region, the internal angle of friction and the cohesion are
reduced to 10◦ and 2 MPa, respectively. Two 3.75 km thick layers are defined, above the bottom layer
(Figure 3.2). Plasticity parameters for these layers are varied for the different model runs (Table 3.1).
Both beds represent a potentially weaker cover sequence for the fold. In this way, our simulations are
comparable with the classical trishear example for fault-propagation folds proposed by (Erslev, 1991).
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Introducing this configuration allows for testing how key material parameters (Table 3.1) affect the
resulting kinematic field. The variations in the velocity and strain are studied in the context of a strongly
mechanically differentiated sequence including a basement and a cover composed of two different layers.

We employ mesh refinement within predefined rectangular domains, such that the material located
at the hanging wall of the fault and frontal limb of the structure is resolved with an element size of 125
m, while the corners are only represented by an element size corresponding to 500 m. Overall, our model
contains 19,200 active cells, and 950,131 degrees of freedom. All models were run for 20 time-steps of
20,000 years each for a total of 400,000 years of deformation. This required a computation time of 10
hours on 10 cores.

For simplicity, the reference model M1 and most of our alternative models employ uniform viscosity
deformation within the upper and intermediate layers, an approach used in many previous numerical
models (Schuh-Senlis et al., 2020; Holt et al., 2021). The viscous flow law used in the bottom layer
of our models is based on deformation experiments of wet anorthite (Rybacki et al., 2006). Model M2
assumes that the upper layer consists of evaporites and uses flow law parameters based on experimental
salt deformation data (Bräuer et al., 2011; Baumann et al., 2018). We test for the impact of elastic
deformation via Model M5, which additionally accounts for a modulus of rigidity of 10 MPa. Brittle
deformation takes place where the viscous or visco-elastic stresses exceed the Drucker-Prager yield
criterion, whereas the friction angle and cohesion of each model are listed in Table 3.1. We applied
linear frictional weakening such that the plastic strain is used to weaken the plastic yield stress by up
to 90% through cohesion and friction for strains larger than 1.5. Furthermore, viscous strain is used
to weaken the pre-yield viscosity up to 90% when a strain magnitude of 1.5 is exceeded. Linear strain
weakening is a simple, but very effective way to generate realistic fault networks in numerical forward
models and has been successfully applied in various tectonics settings (Huismans et al., 2002; Selzer
et al., 2007).

Contractional deformation is imposed through velocity boundary conditions, with the left and right
sides of the model having a prescribed velocity of 12 mm/year resulting in a total convergence rate of
24 mm/year. Note that for better comparability to the trishear kinematic model, we present velocities
in all figures in a reference frame where the right-hand model boundary is fixed. The model features a
free surface at the top and free-slip boundary conditions at the base. The temperature is established
following a linear gradient from 293 K at the surface to 750 K at the bottom of the model and the
boundary temperatures are held constant throughout the model run. For simplicity, radiogenic heating
within the layers is not considered.

We conduct a suite of 5 models including our reference Model M1 where both the intermediate
and upper layers have uniform viscosity (Table 3.1) and the density equals 2700 kg/m3 for all layers.
Alternative models M2 to M5 are designed to explore more complex setups by modifying particular
aspects of the reference model. Model M2 is identical to M1, except that the upper layer represents an
evaporite bed. This is realized by following the viscous flow originally proposed by Bräuer et al., 2011
and changing the plasticity parameters and density value as shown in Table 3.1. Evaporitic sequences are
common in several fault propagation folds identified, such as Filo Morado in Neuquén Basin (Argentina),
which was previously modeled as a trishear fold (Allmendinger et al., 2005). Like reference model M1,
models M3 and M4 both include two layers with uniform viscosity. Here, the density for the intermediate
and upper layers is equal to 2190 kg/m3. Besides the modification of this property, we also varied
plasticity parameters to equal shale and salt rocks. In model M3, the angle of internal friction and
cohesion of the upper and intermediate layers are comparable with values measured in shales (Heng
et al., 2015) for comparison with the fault propagation folds identified in the Subandean thrust and fold
belt of northwestern Argentina, where Silurian and Devonian shales are predominant (Echavarria et al.,
2003). In model M4, the plasticity parameters are comparable with values obtained from salt rocks
(Liang et al., 2006; Giambastiani, 2019). Finally, in simulation M5 elastic deformation is incorporated.
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3.4 Results

Figure 3.3: Evolution of the models M1, M2, M3, and M4 showing the second invariant of the strain rate in a
color gradient scale and instantaneous velocity vectors relative to the footwall. Two time-steps are selected for
each model: the initial stage (80,000 years) and the advanced stage (360,000 years). In close contact with the
tip-line, in the middle layer, it is shown how vectors rotate from higher values to almost zero in the footwall.
This area (black lines in the initial stage panel for model M1) is similar to the triangular zone defined by the
trishear model, where internal deformation is concentrated.

We first analyze the development of fault propagation folding and further compare the velocity field
and the resulting geometries of our simulations with the theoretical trishear kinematic model (Figure 3.3).
Instantaneous deformation is depicted in terms of the second invariant of the strain rate tensor which
is a common way to represent the strain rate magnitude as a scalar value. This value is also used to
compute finite strain at each material point, by adding the product of strain rate and time step to the
previously experienced finite strain. The strain rate is also used to generate the velocity output from
Aspect which hence shows the instantaneous velocity field.

The reference model M1 simulates folding in a cover sequence over a lower layer of uniform strength,
where the main reverse fault was established. Deformation localizes in the fault itself, the backthrust,
and the limbs of the fold. The backthrust appears in the initial stages of convergence (Figure 3.3,
model M1) and higher strain rate values are observed adjacently, affecting part of the backlimb. Higher
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Figure 3.4: Evolution of model M5 where elastic deformation was incorporated. The figure shows the second
invariant of the strain rate in a color gradient scale and instantaneous velocity vectors relative to the footwall.
Two time-steps are selected for the model: the initial stage (80,000 years) and the advanced stage (360,000 years).

strain rate values of the frontal limb are focused especially in the area close to the tip point, where the
displacement of the fault is accommodated by the folding. Concerning kinematics, the velocity vectors
mainly consist of a horizontal component (Vx) close to the left corner (Figure 3.3). In the hanging wall
there is a progressive rotation of the velocity field, where the vertical component (Vy) increases its value.
However, as the simulation progresses, the overall velocity field of the hanging wall becomes parallel to
the reverse fault. Inside the front limb, the velocity field exhibits another progressive rotation, where both
components decrease until reaching minimum values in the footwall of the structure. This area can be
considered equivalent to the triangular zone defined by the trishear model, where internal deformation is
concentrated (Figure 3.3, model M1, initial panel). The resultant structure is asymmetric, characterized
by the progressive tightening of the fold hinge and steepening of the frontal limb (Figure 3.3, model
M1, advanced panel). In the advanced stages of the model (Figure 3.3, model M1, advanced panel),
deformation is dominated by minor reverse faults similar to forethrusts, which break the upper layer.

Alternative models M2 to M5 exhibit an overall similar structural evolution albeit with several distinct
differences (Figures 3.3 & 3.4). Model M2 investigates the effect of a weak, evaporitic cover layer situated
on top of the sequence. Due to the relatively low strength of this layer, more diffuse deformation is
observed where higher strain rate values are distributed laterally and are not limited to the main faults.
This also leads to a much more symmetric distribution of deformation compared with the other examples
(Figure 3.3, model M2). In further contrast with the previously described model M1, the progressive
rotation in the front limb of M2 cannot be well identified. Besides, the velocity magnitude does not
decrease in the upper layer, showing the predominance of the vertical component Vy even far from the
frontal limb (Figure 3.3, model M2, advanced panel).

In models M3 and M4 (Figure 3.3), both the intermediate and upper layers have uniform viscosity,
but plasticity parameters of model M3 imitate shale rocks (Wyllie et al., 1996; Heng et al., 2015) while in
model M4 the parameters are equivalent to salt rocks (Gschwandtner et al., 2018; Giambastiani, 2019).
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Strain rate [s−1] Plastic strain
Model Maximum Minimum Maximum Minimum

M1 6.0·10−12 2.1·10−19 2.33 -0.033
M2 5.7·10−12 6.5·10−19 2.29 -0.0096
M3 6.1·10−12 1.6·10−19 2.32 -0.0134
M4 6.2·10−12 3.4·10−19 2.28 -0.0129
M5 5.4·10−12 3.7·10−17 1.96 -0.0094

Table 3.2: Maximum and minimum values of strain rate [s−1] and plastic strain for all models, for the initial
stage (80,000) inside the forelimb (Same area as in Figure 3.5).

Even with these differences, both resulting structures exhibit similar geometry, strain rate distribution,
and kinematic velocity fields. The main differences can be found in the advanced stage where model
M3 presents minor reverse faults similar to forethrusts, which affect the upper layer like in the reference
model M1 (Figure 3.3). These features, however, do not appear in model M4.

In model M5 we include elastic deformation to evaluate how it affects the resulting fold (Figure 3.4).
The overall deformation pattern does not change if compared to reference model M1. The main difference
is that because of the incorporation of elastic deformation, previously rigid blocks are now able to
accommodate elastic strain, which is seen by a relative increase in minimum strain rates (Figure 3.4).
The resultant structure is asymmetric, with a higher prevalence of backthrusts. These backthrusts are
branched and at advanced stages (Figure 3.4, advanced panel) all of them are merging at depth with the
main fault. As in the case of the reference model M1 (Figure 3.3), this simulation also develops minor
reverse faults similar to forethrusts, which break the upper layer (Figure 3.4). Velocity vectors show a
similar pattern to the reference model M1. Vectors tend to become parallel to the main fault within
the hanging wall. Then, the vector field exhibits a progressive rotation where both the horizontal and
the vertical components decrease inside the front limb. This area is located in close contact with the
tip point at the end of the fault. Generally, the distribution of the strain rate in model M5 is similar to
reference model M1, with higher values concentrated in the faults and the intermediate layer.

3.4.1 Comparing fold shape & kinematic field with the trishear theoretical model

For the comparison of a simple propagation fold structure to the theoretical trishear kinematic model
we selected the initial stage of the numerical models (Figures refp2-fig2:3 & 3.4, initial panels). In
subsequent stages, the main fault increases displacement and is interacting with the front limb, altering
the kinematic field inside the triangular zone. Due to this, the first stage is more appropriate to analyze
trishear fitting (Figure 3.5).

First, we tested different trishear apical angles (Figure 3.5), using the development version of Andino
3D software (Cristallini et al., 2021). In all cases, we worked only with symmetric apical angles that
were tested every 10–5 degrees. Then, we used the least squares method to verify the theoretical curves
obtained in Andino 3D software, comparing them with the geometry of the beds in the numerical models.
In this way, we can produce a better fitting of the layers using apical angle values between 60◦ and 70◦

for the forelimb (Figure 3.5). If we compare the resulting curves with the layers in the simulations, we
can see that, in general, high apical angles approximate better the geometry of the forelimb. The only
case in which the apical angle is lower is found in model M5, where it is equal to 25◦. We then extracted
the kinematic field from the numerical models and compared it with the theoretical trishear kinematic
field (Figure 3.6) which was generated using the Andino 3D software with the best fitting apical angle
as marked in Figure 3.5.

Figure 3.6 shows the comparison between the velocity fields of the numerical and the trishear model as
arrows (using the theoretical model in Andino 3D, applying the best value for the apical angle obtained
after the geometric adjustment) as well as the absolute difference of the velocity magnitudes as an
underlain color scale. The angular misfit of the models therefore highlights those sectors that present
the greatest differences. However, we want to stress that generally there is very good agreement between
both kinematic fields for most model setups.

The greatest differences are concentrated in the backlimb sector, due to the presence of backthrusting.
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Figure 3.5: Comparison between initial stage numerical results (80,000 years) and trishear kinematic mode
calculated with the Andino 3D software. For each model, results for selected apical angles are shown in the right
column, where the black color indicates the value that approximates the shape of the layers best for each of the
folds.

Contrary, in the zone corresponding to the hanging wall, no great differences are observed with both
fields being parallel to the main fault. In the trishear zone, it can be seen that model M2 with a flow
law corresponding to saline rocks is the one with the best fit, while the M5 model with incorporated
elastic deformation has greater differences in this sector. The M4 model, with plasticity parameters
corresponding to evaporite rocks, differs from the other models, and is presenting deviations from the
trishear model as well. In this case, the forelimb also exhibits negative values corresponding to an
anticlockwise rotation, but the difference is bigger compared to the reference model M1 and model M3.

The parameter P/S produces stronger changes than the apical angle in the geometry of the beds
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Figure 3.6: The panels depict the trishear model kinematic field results in black arrows and the numerical model
velocity field in red. Same stage as in Figure 3.5. The dark grey line represents the main fault. The color gradient
represents the resulting difference (in degrees) after subtracting the total component of the velocity vector of
the numerical model from the theoretical trishear model. Negative values indicate anticlockwise rotation, while
positive values indicate clockwise rotation. The models agree very well in the trishear zone, while greater
differences are observed in the backlimb.

(Hardy et al., 2011; Allmendinger, 1998). The geometries of our five model setups are quite similar,
suggesting in principle that the P/S ratio is the same for all of them. Due to this, this study focused on
the apical angle value while P/S was always set equal to 2. However, we do not discard that non-constant
P/S ratios or using asymmetric trishear apical angle values could be combined to give similar satisfactory
results. To facilitate comparison between our model groups, we include Table 3.2 where the maximum
and minimum values for the strain rate and the plastic strain for each model are shown (Table 3.2). We
used the same stage as in Figures 3.5 & 3.6 (80,000 years), considering only the forelimb sector. Model
M5 presents the highest differences but is still comparable to the other simulations.

3.4.2 Comparing velocity distribution inside the deformation zone

To conduct a detailed comparison to the kinematic model, we plot the velocity distributions of the
different simulations within the trishear coordinate system (Figure 3.1D). The velocity values for the
horizontal and vertical components of the vectors were transformed using the equations presented in
Figure 3.1D. The area where both components are plotted is located from the fault tip up to the upper
layer, similar to the zoom images in Figure 3.5. For models M1, M2, M4 and M5 we present two plots, one
for V ′

x (parallel to the main fault, in Figure 3.7) and V ′
y (perpendicular to the main fault, in Figure 3.8).

For each plot, we present 3 profiles that cross-cut the deformation zone illustrating the magnitude of
V ′
x or V ′

y , respectively. Model M3 was not included because the geometric comparison and the velocity
fields are very similar to the reference model M1 (Figures 3.5 & 3.6).

The fault-parallel velocity component V ′
x is comparable for all our simulations (Figure 3.7). In all of

the models, this component gradually decreases in magnitude until reaching the footwall of the structure,
where the velocity vanishes. Higher values are found closer to the tip of the fault in the hanging wall. The
profiles closer to the tip of the fault (Figure 3.7, Profiles A) show an abrupt reduction of V ′

x magnitude.
As the high-strain zone grows, this reduction becomes more gradual (Figure 3.7, Profiles B & C). Model
M4 presents a different pattern, where the high-strain zone is distorted.
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Figure 3.7: A. Scheme indicating the location of the cross-sections. The apical angle and main fault are included
as a straight line. The location of the profiles is shown in black lines. The kinematic field corresponds to the
numerical model M1. B. Numerical model results in trishear coordinate system showing V ′

x (the component of
the velocity vector parallel to the main fault). Same initial stage as in Figures 3.5 & 3.6. The trishear- like zone,
from the tip line to the bottom of the upper layer was plotted after changing the coordinate system as explained
in Figure 3.1D. Profiles from A to C show V ′

x for each model in a direction perpendicular to the main fault. The
profile locations are outlined with black lines in the plots of the top row. The boundaries between the bottom,
intermediate and upper layers are shown in red and blue dashed lines, respectively.

The fault-perpendicular velocity component V ′
y shows more variations than V ′

x across models (Fig. 3.8).
In the reference model M1, higher absolute velocity magnitudes are found inside the zone closer to the
tip of the fault and in the hanging wall, located on the left side of the plot. Analyzing the profiles,
we observed that the magnitude for V ′

y in profile D is originally high and positive. When plotting the
particles inside the trishear zone, the magnitude decreases until reaching negative values. By the middle
of the profile, representing the center of the trishear-like area, a maximum absolute value is reached
(Figure 3.8, model M1). In profiles E and F, V ′

y values are negative from the beginning. The maximum
absolute value is reached closer to the center. The distribution is not symmetric across the fault.

For model M2, the difference to the reference model is significant (Figure 3.8). The zone is more
symmetric. In this model, V ′

y is positive at the beginning of profiles E and F, contrary to the same
profiles for reference model M1. Model M4 also shows a minor distortion in the plot (Figure 3.8, model
M4), but the profiles have a similar shape as the ones for model M2 (Figure 3.8, model M2). The
fault-perpendicular velocity component V ′

y for model M5 follows the same spatial evolution as in model
M1 but has overall lower V ′

y magnitudes (Figure 3.8, model M5).
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Figure 3.8: Numerical model results in trishear coordinate system depicting V ′
y (the component of the velocity

vector perpendicular to the main fault). Same initial stage as in Figures 3.5 & 3.6. Profiles from D to F show
V ′
y for each model in a direction perpendicular to the main fault. V ′

y magnitude is considerably smaller than for
V ′
x. Inside the trishear zone, V ′

y is always negative. The biggest distortion to the reference model M1 is found in
M4. Boundaries between material layers are shown as dashed lines (see Figure 3.7).

3.5 Discussion

To compare with the trishear theoretical model we compare our numerical geodynamic models to the
results of a fault-propagation fold calculated in Andino 3D software. For this, we applied the trishear
model with an apical angle equal to 60◦ (Figure 3.9), which generated the best fit to approximate the beds
in models M1 and M3. The rotation of the coordinate system is the same as in the case of the simulations
(Figures 3.7 & 3.8). In Figure 3.9, we also plot both V ′

x and V ′
y using the trishear coordinate system

as explained in Figure 3.1D. In general, we find that all simulations exhibit a kinematic field consistent
with the trishear kinematic model (Figure 3.9). However, depending on the rheological parameters, the
models show variations from the theoretical field. The triangular zone identified in the frontal limb for
each of the folds develops shortly after the simulations began, suggesting that progressive rotation of the
velocity vectors dominates the kinematic from the initial stages of the folding. The distribution of the
strain is heterogeneous with the maximum values located in the central part of the triangular zone closer
to the tip line. This is consistent with the description of trishear zones in previous studies, including
experiments performed with analogue models (Mitra et al., 2013).

Model M1, used as the reference model, consists of two uniform viscosity layers acting like a sedimenta-
ry cover over a lower unit with higher strength representing basement rocks. This configuration produces
an anticline similar to that proposed by Erslev, 1991 in his original trishear model. The distribution
of the velocity magnitudes V ′

x and V ′
y (Figures 3.7 & 3.8, model M1), especially for V ′

x, is equivalent
to the theoretical distribution generated in the trishear method (Figure 3.9). The greatest difference is
located in the left sector, where the distribution is affected by the main inverse fault (Figure 3.7, model
M1). The variations introduced in the rest of the models allow discriminating the effect of each of the
parameters involved.

Model M2 includes an upper layer with a variation in viscous dislocation creep parameters and
plasticity parameters equivalent to evaporite rocks. This layer acts as a salt bed and even though a
fault-propagation fold develops, the final shape of the fold is more symmetric (Figure 3.3). This unit
flows from the hinge to the syncline in the frontlimb. Velocity vectors in the frontal limb should have
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Figure 3.9: Analysis of a model performed using the Andino 3D software with an apical angle equal to 60◦. A.
Trishear velocity vector field. The apical angle and main fault are included as a straight line. The location of
the profiles is shown in black lines. B. V ′

x profiles from trishear zone showing the velocity magnitude in a color
gradient scale. Profiles from A to C show V ′

x and the tendency is considered similar to the one presented in the
plots for the numerical simulations, especially for model M2. C. V ′

y profiles from the trishear zone showing the
velocity magnitude in a color gradient scale. V ′

y is the component of the velocity vector perpendicular to the
main fault.
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a lower magnitude and be rather parallel to the main fault, as in the rest of the models (Figure 3.3).
However, the kinematic field (Figure 3.3, model M2) shows an increase in the magnitude of the velocity
vectors at the frontlimb, because of the flow of the particles previously described. Besides, the vectors
are not parallel to the fault. Both of these observations could explain why in the trishear plot, the
perpendicular component to the fault, V ′

y , is asymmetric and higher absolute magnitudes are located in
the upper sector at the hanging wall. The flow described above produces the distortion and explains the
pattern observed. Also, the observations presented above explain the difference observed in Figure 3.6
when subtracting both kinematic fields (theoretical Andino 3D trishear model and numerical model M2,
Figure 3.6). Moreover, as the nature of the material is more prone to viscous flow rather than to brittle
failure, the fault is not propagating through it. Because of this, the thrust is not generating the distortion
seen in the other V ′

x plots. In contrast to all other numerical models, the resulting figure for this model
M2 is the only one that is truly symmetric (Figure 3.7, model M2). This model could also be explained
by a low P/S ratio, close to 0. This could explain why the vectors located in the footwall exhibit higher
magnitudes than the rest of the models. In models M1, M3 and M4 the P/S is greater, closer to 2 since
the fault propagates more than twice its slip.

Model M3 has two uniform viscosity layers like reference model M1, the only difference between them
being the plasticity parameters that are equivalent to shale rocks. The shape of the folding of both layers
can be modeled by applying the same apical angle (60◦). Plasticity parameters variations for this case did
not produce a significant modification in the geometry of the folding, or of the kinematic field (Figures 3.5
& 3.6). Model M4, is also equivalent to model M3 except for the plasticity parameters that belong to
salt rock. The folding could be approximated by applying a similar apical angle (65◦). However, in
this case, we identified differences with the reference model when plotting the perpendicular and parallel
components for the velocity vector (V ′

y & V ′
x respectively). In both components the distortion observed

is bigger, related to the interaction of the frontal thrust, which propagates more rapidly affecting the
kinematic field in the frontal zone, even at early stages because of the nature of the material. The same
distortion can be observed when subtracting the velocity vector in the numerical model velocity to the
velocity vector for the theoretical trishear -applying the apical angle that produced the best geometrical
fit (65◦)- (Figure 3.6). Considering the observed deviation from the theoretical field, the trishear
method could be applied with greater success for the reconstruction of structures in the early stages
of deformation because the propagation of the main fault and the growth of the secondary structures
modify the kinematic field, generating deviations with the proposed theoretical model. This leads us to
the conclusion that the plasticity parameters of the rocks involved in the folding must be considered for
a better understanding. These parameters influence the way the thrusts develop. In rocks where the
mechanical behavior favors the rapid propagation of the main fault, the reconstruction of the structure
and its kinematic field could differ from the trishear method.

Model M5 is the same as the reference model but with elastic deformation included. Even though
brittle deformation mechanisms are dominant at low pressures and temperatures, and plastic deformation
is usually assumed for models of fault-propagation folds (Jacquey et al., 2020), we included elastic
deformation in model M5. The inclusion of elastic deformation modifies the shape of the folding compared
to the other models: A low value for the apical angle in the trishear model is needed to approximate the
shape of the fold in the visco-elastic-plastic model, while the angle needs to be high for the visco-plastic
models. The subtraction of the numerical model kinematic field to the theoretical trishear kinematic
field results in stronger differences in the frontal zone (Figure 3.6, model M5). Other main differences
are the higher strain rate values in the bottom layer and more backthrusts.

For simplicity, we employed a constant P/S ratio of 2 for the entire model evolution which resulted
in a best fit for all models. However, non-constant P/S ratios could be tested to produce similar results.
Regarding this, it must be taken into consideration that P/S is a very sensitive parameter in the geometry
of the beds, compared to the apical angle (Allmendinger, 1998). Therefore, we focused on the apical
angle because the geometry of our models is quite similar. After performing the analysis of the apical
angle values, the variations were small: most models exhibit values from 60◦ to 70◦. Hence, we suggest
that P/S does not vary significantly between most of our simulations. In model M5, the fault produces a
more marked step in the upper layer, suggesting P/S may not have been constant during the development
of the folding. The incorporation of elastic deformation to the model furthermore produced a significant
change in the geometry of the beds. Previous studies have shown that the apical angle in triangular
zones of deformation decreases with increasing heterogeneity of the cover (Hardy et al., 2007). The
relation between cover heterogeneity and the elastic response incorporated into the simulation needs to
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be demonstrated. Further examples are required to determine how P/S influences the geometry of the
structure, as we only performed a limited number of models with different rigidity modulus and in all
cases, the geometry of the beds could be approximated by applying low apical angle values.

Preceding models have demonstrated that distortional strain is focused along the fault and backlimb
axial surface and distributed throughout a triangular zone ahead of the fault in the structural forelimb
(Hughes et al., 2015). Our results are similar to those obtained by previous authors: Johnson, 2018
pointed out that fault propagation is likely to have an important influence on resultant buckle fold
geometry. In the study performed with boundary element modeling (Johnson, 2018), the models showed
how folds widen as the fault propagates. The same evolution pattern can be observed in our finite
element simulations. Regarding the strain distribution, our simulations in general present a pattern very
similar to that obtained in the discrete models of mechanically homogeneous sequences (Hughes et al.,
2015). This general distribution of internal deformation is maintained in all our models, even when the
units differ in their mechanical behavior.

3.6 Conclusions

We constructed finite elements models of fault-propagation folding consisting of 3 layers and a prescribed
reverse fault. We conducted several numerical simulations to examine the influence of various factors
on the kinematic field and geometry of the fold. The obtained kinematic fields were compared with the
trishear theoretical model.

All models, even with significantly different rheology parameters, exhibited similar velocity distribu-
tions that can be approximated using trishear. Each model developed a triangular zone where deformation
was concentrated and the velocity vectors showed a progressive rotation. However, when plotting the
velocity components according to the trishear coordinate system, some models exhibited distortions in
the velocity field, which can be attributed to rheological changes such as the incorporation of a saline
layer at the top of the sequence that flows in the zone of the forelimb (model M2); the use of plasticity
parameters associated with evaporite rocks (model M4) and the generation of secondary structures when
taking into account elastic deformation (model M5).

We propose that the greatest variations in the kinematic field with respect to the theoretical model
can be found in structures with layers that present parameters equivalent to mechanically weak evaporite
rocks. These variations can be identified in the kinematic field and the geometry of the folding and its
evolution. In most of our simulations, deformation was dominated by minor reverse faults similar to
forethrusts in the advanced stages, breaking the upper layer. However, models M2 and M4 where layers
resembling evaporites were included do not develop this type of pattern. All geometries of the layers were
approximated by applying the trishear model with high apical angle values of 60◦–70◦. The incorporation
of elastic deformation in the numerical models produced a significant change in the geometry of the
beds, where the layers were approximated by applying an apical angle value of 25◦. Overall, this result
demonstrates a strong effect of the elastic response in the geometry of the folding. This observation
is consistent with studies showing that when the heterogeneity of the sedimentary cover increases, the
reconstruction of the structure requires applying lower apical angle values (Hardy et al., 2007).

Our simulations contribute to modeling fault propagation folds where inverse modeling of the structure
cannot be performed due to the difficulty of delineating deformed layers. The numerical models carried
out in this work allow obtaining more information on longer-term deformation patterns with complex
rheologies. By means of the numerical models it is possible to visualize the different stages of development
of the fold. In this way, the presence of minor forethrusts and the geometry of the backthrusts can be
inferred, contributing to the most accurate reconstruction of fold and thrust belts.
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Abstract

Releasing and restraining bends are complementary features of continental strike-slip faults.
The Dead Sea Basin of the strike-slip Dead Sea Fault is a classical example of a releasing
bend with an asymmetric, deep basin structure. However, the intrinsic relationship to its
northern counterpart, the restraining bend that created the Lebanese mountains, remains
unclear. Here, we present 3D coupled geodynamic and landscape evolution models that
include both the releasing and the restraining bend in a single framework. These simulations
demonstrate that the structural basin asymmetry is a consequence of strain localization
processes, while sediments control the basin depth. Local extension emerges due to strength
heterogeneities and a misalignment of faults and the overall stress field in an area where
regional tectonics are dominated by strike-slip motion. Furthermore, we reveal a crustal
thinning and thickening pattern that intensifies with surface process efficiency. Along-strike
deformation is linked through coupled crustal flow driven by gravitational potential energy
which is opposed by deposition at the releasing bend and enhanced by erosion around the
restraining bend. Due to the generic nature of our models, our results provide templates
for the evolution of fault bends worldwide.

4.1 Introduction

Continental transform faults are highly localized strike-slip zones that accumulate tens to hundreds
of kilometers of shear motion (Norris et al., 2014). They often form as a network of fault segments
with clearly visible fault traces. Besides the Dead Sea Fault, other prominent continental transform
faults are the San Andreas Fault of California, the North Anatolian Fault in Turkey, the Alpine Fault
of New Zealand, and the Altyn Tagh Fault in Tibet (Duarte, 2019). While transform fault systems
are primarily associated with strike-slip motion, stepovers and fault segmentation result in regional
transpressional regimes at restraining bends and transtensional regimes at releasing bends (Crowell, 1974;
Mann, 2007). Fault bends are responsible for distinct topographic features, including the formation of
push-up mountains at restraining bends and deep pull-apart basins at releasing bends. The Dead Sea
pull-apart basin has the world’s lowest on-land elevation, namely 430 m below global sea level.

The Dead Sea Fault (DSF) system (Fig. 4.1a) formed less than 20 Ma during the fragmentation of
the northeastern Nubian Plate into the Arabian and Sinai Plates (Garfunkel, 1981). It is embedded in
a complex tectonic framework connecting the Red Sea rift in the south to the Bitlis-Zagros mountain
range in the north (Quennell, 1959; DESERT Group et al., 2004). The southern part of the DSF
accommodates several narrow pull-apart basins resulting from releasing bends with thick sedimentary

https://zenodo.org/doi/10.5281/zenodo.10405076
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infill (GARFUNKEL et al., 2001) contrasting the high elevations of the Lebanese mountains within the
restraining bend in the north.

The DSF system has been intensively studied through various geophysical methods (Fig. 4.1). Major
earthquakes are concentrated on the faults along the strike-slip and releasing bend sections, whereas the
fault network is more complex and seismicity more wide-spread at the restraining bend (Elias et al., 2007;
Smit et al., 2008; Wetzler et al., 2016). Gravity measurements show that the DSF is located where the
35 km thick continental crust of the Arabian Plate thins towards the Sinai Plate and the Mediterranean
Sea (Götze et al., 2007) (Fig. 4.1d). Today, the Dead Sea Basin (DSB) is characterized by a prominent
and well-defined gravitational low between these two plates (Fig. 4.1d) that exhibits intriguingly small
heat flow, which can be as low as 27–40 mW/m2 (Fig. 4.1b in white) (Ben-Avraham et al., 1978; Shalev
et al., 2013; Schütz et al., 2014; Oryan et al., 2019). These values are, however, debated as they are in
strong contrast to the heat flow values of 50–60 mW/m2 seen farther from the basin (Förster et al., 2010;
Shalev et al., 2013). Seismic data suggest that the sedimentary infill is 8–12 km thick, which makes the
basin roughly as deep as it is wide (Ten Brink et al., 1993) (Fig. 4.1b). These data furthermore reveal
that the sediments and basement topography feature a distinct asymmetry involving a steeply sloping
eastern side and a gentler sloping western side. Together with this asymmetry, the steep basin-ward
dipping strike-slip border faults led previous studies to suggest and explore an extensional component
across the basin and the transform sections of the DSF (Quennell, 1959; Garfunkel, 1981; Ben-Avraham
et al., 1992; DESERT Group et al., 2004; Sobolev et al., 2005; Petrunin et al., 2006; Smit et al., 2008;
Smit et al., 2010; Petrunin et al., 2012). Far-field extension has been attributed to a shift in plate
kinematics due to changes in the direction and velocity of the Red Sea opening around ∼10–5 Ma (e.g.
Garfunkel, 1981; Joffe et al., 1987; Smit et al., 2010; Reilinger et al., 2011). However, inversions of
regional GPS data do not disclose a present-day component of far-field extension (Le Beon et al., 2008;
Hamiel et al., 2021). Instead, these demonstrated that local extension is confined to areas where faults
deviate from the along-strike DSF direction within releasing bends. The origin of the low heat flow,
the elongated basin geometry and whether temporal changes in plate kinematics shaped the observed
asymmetry are among the major ongoing discussion points concerning the area.

In previous modeling studies, restraining and releasing bends such as found in the DSF system
have primarily been investigated separately, and possible interactions during their evolution have been
neglected. These studies underlined the crucial role of a thick ductile layer that decouples the brittle
crust and upper mantle in the formation of narrow pull-apart basins (Petrunin et al., 2006; Smit et al.,
2008). Additionally, they highlighted the significance of the development of an isolated crustal block for
very thick sedimentary infill and low heat flow values (Ben-Avraham et al., 2006; Ben-Avraham et al.,
2010). For restraining bends, previous studies have demonstrated that block rotation takes place prior
to strain partitioning, as evidenced by paleomagnetic rotations, the present-day orientation of rivers and
earthquake focal mechanisms (Gomez et al., 2007; Goren et al., 2015; Dembo et al., 2021).

In this study, we utilize geodynamic models to investigate the evolution of strike-slip faults that
include both a releasing and a restraining bend. Our target region is the Dead Sea Fault, but due to
the generic nature of our models, the results are transferable to other fault bends worldwide. First,
we describe the mechanisms that control the evolution of the model pull-apart basin and compare it to
observations from the DSB. We show that asymmetry and local extension along a modeled transform
fault can result from strength heterogeneities without requiring far-field divergence. Additionally, we
investigate how sediment deposition changes the longevity of the pull-apart basin. Finally, we present new
insights into feedbacks between tectonics and surface processes and find that erosion and sedimentation
can provide a far-field connection between a releasing and restraining bend at crustal scale.
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Figure 4.1: A summary of the available geophysical data along the Dead Sea Fault. (a) Topographical relief map
(ETOPO 2022, https://doi.org/10.25921/fd45-gt74) with locations and magnitudes of recorded seismicity
since 1985 according to the GSI seismic catalogue (https://eq.gsi.gov.il/en/earthquake/searchEQS.php)
and main surface outlines of the DSF system (Hamiel et al., 2021). (b) Topographical map of the Dead Sea Basin
with the fault network outlined after Fig. 1 in Smit et al., 2008 and the cross-sectional basement geometry after
Fig. 7 in Ten Brink et al., 1993 in black. White locations and values show heat flow measurements obtained
within the basin. Values belonging to locations marked as Sh (Shalev et al., 2013) indicate the range of their map.
Be (Ben-Avraham et al., 1978) provide the mean of several measurement points, Or (Oryan et al., 2019) values
show their measurement and the correction range in brackets while Sc (Schütz et al., 2014) provide an uncertainty
range. (c) Topographical map of the Lebanese restraining bend with the fault network outlined after Fig. 1 in
Elias et al., 2007. Topography of both (b) and (c) has been plotted using GeoMapApp with the same colour
scale as shown in (c) (www.geomapapp.org, Ryan et al., 2009). See rectangles in (a) for locations of (b) and (c).
(d) Gravity profile and crustal density [Mg/m3] model modified from Fig. 5 in Götze et al., 2007. The location
of profile d–d’ is shown in (a). (e) Fault-parallel velocities as a function of distance from the fault obtained from
GPS data of selected stations between 30◦N and 32.3◦N (Hamiel et al., 2021, Fig. 2, profiles B–E) representing
strike-slip and transtensional deformation regimes in the area. Velocity is shown relative to the Sinai Plate (see
(a)).

https://doi.org/10.25921/fd45-gt74
https://eq.gsi.gov.il/en/earthquake/searchEQS.php
www.geomapapp.org
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4.2 Methods

4.2.1 ASPECT and FastScape

Computations were performed with the geodynamic finite element software ASPECT (Advanced Solver
for Planetary Evolution, Convection, and Tectonics, https://aspect.geodynamics.org, see Kronbichler
et al., 2012; Heister et al., 2017; Gassmöller et al., 2018). We use ASPECT to solve for the conservation
of mass, momentum, and energy under the extended Boussinesq approximation with an infinite Prandtl
number (see Supplementary Material, eq. B.1–B.8). For each material (e.g., upper crust) and plastic
strain, an additional advection equation is solved (continuous field method). Nonlinearities in the
rheology (Glerum et al., 2018) are iterated out using a Newton solver scheme.

We employ the recently established two-way coupling between ASPECT and the surface-processes
code FastScape (https://fastscape.org, Braun et al., 2013; Yuan et al., 2019). The coupling is
illustrated in Fig. 4.2 and works as follows (Neuharth et al., 2021b; Neuharth et al., 2022): at the
beginning of each geodynamic time step, ASPECT hands over the vertical and horizontal velocity at the
surface to FastScape for use in uplift and horizontal advection, respectively. Then, equations describing
river incision (extended stream power law), hillslope diffusion and marine sediment transport are solved.
After a prescribed number of FastScape time steps, the updated surface topography is given back to
ASPECT. The velocity of the mesh surface is then computed from the difference of the new surface with
the stored mesh from before the call to FastScape divided by the ASPECT time step. The velocity of the
mesh interior is obtained by solving a Laplace equation (see Rose et al., 2017). Subsequently, ASPECT
solves the governing equations.

To account for the negative altitude of the Dead Sea water level, we need to discriminate between
local and global sea level. We therefore introduce a new parameter, the regional erosional base level, in
the ASPECT-FastScape coupling. The new parameter minimizes mass loss and assures that only a small
lacustrine area at the releasing bend evolves, while the surroundings remain as a highland topography.
Otherwise, sediment is moved out of the domain by FastScape when not enough marine area is present to
accommodate the sediment held in rivers from the stream power law. The specific version of ASPECT and
FastScape used in this paper can be found at https://zenodo.org/doi/10.5281/zenodo.10405076.

4.2.2 Model setup

We conducted a series of 3D box simulations to investigate the influence of boundary and initial
conditions, as well as different surface process efficiencies, on the evolution of a generic strike-slip setup
comprising two stepovers that evolve into a restraining and a releasing bend (Fig. 4.2). Model parameters
are shown in the supplementary Tables B.S1 and B.S2. All ASPECT and FastScape parameter values can
be found in the ASPECT input files provided at https://zenodo.org/doi/10.5281/zenodo.10405076.

Geometry and resolution. The geodynamic model domain is 600 km long (x-direction), 152 km
wide (y-direction) and 100 km deep (z-direction). We use mesh refinement such that the uppermost
15 km and a box of 45 km depth and 36 km width along the fault have a resolution of 1 km, while
resolution gradually decreases to 4 km at the bottom of the domain. The mesh of the FastScape 2D
domain that spans the top surface of the 3D ASPECT model has a resolution of 500 m. For comparison
with nature, model topography has been corrected by adding 1000 m of elevation everywhere during
postprocessing such that the regional erosional base level fits the Mediterranean sea level. The local
FastScape sea level that determines sediment accommodation space is set to be 500 m lower than the
regional erosional base level as it represents the Dead Sea, while the latter represents global sea level.

Initial conditions. The initial model setup consists of five material layers: a sedimentary cover
on top of a 20 km thick upper and a 13 km thick lower crust that are underlain by 67 km of lithospheric
mantle and a very thin layer of asthenosphere (Fig. 4.2a). Unperturbed crustal layer thicknesses and all
densities are chosen according to the eastern part of the gravity profile crossing the DSF (Götze et al.,
2007) (see Supplementary Table B.S1for all material properties). It should be noted that these published
densities are in-situ densities based on seismic velocities from the DESERT seismic line (DESERT Group
et al., 2004), while the geodynamic models require reference densities as an input for the temperature-
dependent density. In our models, the reference densities were chosen such that values at the center of
each layer match the in-situ densities inferred from seismic experiments (see values in Fig. 4.2a). The

https://aspect.geodynamics.org
https://fastscape.org
https://zenodo.org/doi/10.5281/zenodo.10405076
https://zenodo.org/doi/10.5281/zenodo.10405076
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Figure 4.2: (a) The initial and boundary conditions of the reference model using the two-way coupled
ASPECT-FastScape software. Rheological parameters showing (b) weakening of the internal angle of friction
with accumulated plastic strain and (c) temperature and strength profiles for a representative strain rate of
1·10−15 1/s. Solid lines: unperturbed lithosphere. Dashed lines: weakened lithosphere. The spatial extent of the
initial perturbation is shown in (a) by the three boxes in the ASPECT domain

chosen model lithosphere of 100 km is slightly thicker than the lithosphere along the DSF (Mohsen et al.,
2011) to preserve the generic character of the models. The initial temperature distribution is based
on a steady-state 1D conductive continental geotherm in the lithosphere and on an adiabat below the
lithosphere (see Fig. 4.2c and Supplementary Table B.S1).

Boundary conditions. The ASPECT model setup is periodic along-strike to allow for self-
consistent localisation of strike-slip faults without prescribing their width and fault-scale kinematics.
Far-field deformation is driven through a prescribed tangential horizontal velocity on the lateral, strike-
parallel model sides. The bottom side of the model is governed by free slip boundary conditions and
the top is controlled through coupling with the FastScape code. The simulations are run for 20 Myr
model time with geodynamic (ASPECT) computational time step sizes of 100,000 years. Each of these
time steps includes 10 FastScape time steps of 10,000 years to account for the different time-scales of
geodynamic and surface processes. Testing smaller time step sizes showed no impact on modeling results.
We use a total strike-slip boundary velocity of 5 mm/yr, which is in the range of the proposed slip rates
for the DSF in the Dead Sea area of 3.8–7 mm/yr (Le Beon et al., 2008; Hamiel et al., 2019; Hamiel
et al., 2021). During 20 Myr, this results in a total displacement of 100 km in the models comparable
to the accumulated displacement of 105–107 km at the DSF (Garfunkel, 1981; Joffe et al., 1987; Götze
et al., 2007; Mohsen et al., 2011).

Rheology. Geodynamic deformation occurs through a viscoplastic rheology including pressure-,
temperature- and strain rate-dependent flow laws for viscous diffusion and dislocation creep and Drucker-
Prager plasticity for brittle faulting. The evolution of fault systems is furthermore influenced by frictional
strain softening over the plastic strain interval of 0–1 (Fig. 4.2b), reducing the internal angle of friction
from 30◦ to 7.5◦. We introduced initial random noise in the plastic strain field to account for inherited
heterogeneity within the geological units (Richter et al., 2021). By varying the seed value of this noise
pattern, we can isolate the impact of early-stage fault localisation processes on overall model evolution.
To better visualize deformation and fault offsets, we included a layer of 120,000 passive particles at an
initial depth of 8–10 km as deformation markers.
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Fault localization. Localisation of faults occurs in a self-consistent way. However, the location of
major strike-slip faults is introduced by thinning the initial lithospheric mantle layer by 20% (Fig. 4.2c)
along three linear segments parallel to the prescribed boundary velocity (Fig. 4.2a). Due to the periodicity
of the model, the three segments effectively form two 300 km long fault segments of the evolving transform
fault that link in a restraining bend at x = 150 km and a releasing bend at x = 450 km. The compositional
perturbation of the lithospheric mantle has a Gaussian shape in the y-direction (east-west) with σ = 5 km.
Thinning the lithosphere alters its internal density and strength distribution. Computing initial isostatic
balance leads to initial topographical lows at the surface (Fig. 4.2a). At depth, higher temperatures
form a weaker zone that facilitates fault localization. In this way, no initial fault geometries need to be
prescribed but all faults form self-consistently according to the prevailing stress field. It should be noted
that faults in our models do not occur as distinct planes but are represented by a concentration of high
strain rates in planar areas with a thickness of a few cells.

The initial strike-perpendicular offset of the segments amounts to 20 km. During the model run, this
leads to a border fault spacing of approximately 10 km at the releasing bend, which corresponds well
with observations made at the DSB. Note that increasing or decreasing the offset too much prevents
the generation of pull-apart basins. In the fault-parallel direction there is no underlap nor overlap in
the prescribed perturbations to maintain the generic character of the models. For transform linkage in
extensional settings, previous work (Neuharth et al., 2021a) showed no influence of this parameter on
the primary model results, given that fault tips consistently propagate in the direction of strike.

Parameter testing. In this work, we present 11 models. Besides the reference model, we assess the
impact of different seeds of the plastic strain initial random noise (1, 3, 5) and different prescribed total
strike-slip boundary velocities (2.5 mm/yr, 4.5 mm/yr, 5 mm/yr, 5.5 mm/yr, 10 mm/yr) to investigate
the importance of the localization phase (Supplementary Material, Fig. B.S1 and B.S2). In terms of
surface processes, we present results for four different values of the river incision rate Kf (1 · 10−5,
0.5 · 10−5, 0.25 · 10−5, 1 · 10−40 m0.2/yr). The first three values represent high, medium, and low surface
process efficiency (Wolf et al., 2021) and are within the range of Kf values computed for rivers with
varying lithology and climate (Stock et al., 1999). The hillslope diffusion coefficient is kept constant at a
value of 1 ·10−2 m0.2/yr, except for the fourth model, where, together with Kf , it was set to a very small
value (1 ·10−40 m0.2/yr). These low values make surface processes very inefficient such that the resulting
model evolves according to geodynamic processes only. Our reference model uses a river incision rate
Kf of 0.5 · 10−5 m0.2/yr. When assuming drainage areas of 1 to 15 km2, this value of Kf is equivalent
to the erodibility that has been used for simulating erosion in the Lebanese mountains in previous work
(Goren et al., 2015).

Limitations. To derive results that are generally applicable to the dynamics of restraining and
releasing bends, we deliberately decided to employ generic models. We therefore did not include the
variations in crustal and lithosphere thicknesses observed in our focus area (Götze et al., 2007; Mohsen
et al., 2011; Smit et al., 2008) nor melting, magmatism and potential changes in velocity and thermal
boundary conditions (Garfunkel, 1981; Joffe et al., 1987; Sobolev et al., 2005; Smit et al., 2010; Reilinger
et al., 2011; Petrunin et al., 2012; Reznik et al., 2021). At the along-strike model sides, we use
periodic boundary conditions which allow for self-consistent strain localization close to the initial crustal
perturbation instead of prescribing fault geometries. However, this results in a border fault spacing at
the restraining bend that is smaller than the current Lebanese mountains (Gomez et al., 2007; Nemer
et al., 2020; Dembo et al., 2021) as the perturbations’ placing is configured to mimic the size of the
Dead Sea. Nevertheless, our simulations capture the first-order structure of the focus region. More
importantly, the simplified models allow us to derive robust conclusions concerning the key differences
between the evolution of restraining and releasing bends, the interaction between surface processes and
tectonics, and the emergence of strain partitioning and local extension in an area where regional tectonics
are dominated by strike-slip motion.
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Figure 4.3: The four evolutionary phases in the reference model. (a–d) Topography and sediment thickness
in marine areas and rivers. Note the difference between the global sea level (global SL) and the local Dead Sea
reference lake level (DSB) as indicated in the legend. Model topography is shown relative to global sea level. (e–h)
3D view of the geodynamic model shows uplift in pink and subsidence as yellow overlain by strain rate in black.
Arrows represent the magnitude and direction of surface velocities. The outlines of the crustal layers are shown in
white. (m–p) and (u–x) show cross sections at the initial stepovers which are marked in black in the geodynamic
boxes in the upper part of the figure. The stress regime categories are based on the World Stress Map project
following Zoback, 1992: NF normal faulting regime, NS transtensional, blue SS strike-slip with less oblique strain
axes and therefore unambiguous orientation of the maximum horizontal stress, purple SS strike-slip with more
oblique strain axes, TS transpressional, TF thrust faulting. Strong intensities of the stress regime colours coincide
with regions of high strain rate. Light areas behave in a brittle manner, while ductile deformation prevails in
darker areas. Arrows depict the direction of relative motion of the different blocks, analogous to geological cross
sections. The white dotted lines show the current location of the initially horizontal layer of particles at 8–10 km
depth. (i–l) and (q–t) depict the surface velocity components at the cross sections with black being fault-parallel
motion vII , red fault-perpendicular motion v⊥, and blue the vertical motion vv. See Supplementary Material for
a full animation of the reference model.

4.3 Results

4.3.1 Model evolution

In this section, we describe the evolution of our reference model (Fig. 4.3, also see animation at https:
//zenodo.org/doi/10.5281/zenodo.10405076 with explanations in the Supplementary Material). We
find that the fault network evolution can be divided into four phases:

Phase I - Localization determines deformation geometry. Deformation in the model is
distributed until the main faults localize at ∼2 Myr model time (Fig. 4.3e). Already at this early
stage a significant difference exists between the ratios and dimensions of the geological structures at the
two main stepovers. These differences develop even though the initial weakening, length, and spacing, of
the fault at the left- and right-lateral stepovers are identical. At the releasing bend, the two transform
segments connect through a straight and narrow deformation zone (Fig. 4.3e,q,u). Contrary, the fault tips
at the restraining bend maintain an east-west distance of ∼25 km and accommodate diffuse deformation
(Fig. 4.3e,i,m).

Phase II - Strong vertical motion. In the basin area, phase II starts at ∼5 Myr through the
formation of an isolated crustal block that exhibits rapid subsidence (Fig. 4.3f,r). This process coincides
with the strain rate induced connection of the brittle parts of the lower crust and lithospheric mantle
(Fig. 4.3v). Basin floor subsidence continues until the end of the simulation with a rate of ∼0.6 mm/yr
and creates accommodation space for ∼10 km of sediments. At the surface, a morphology similar to
an asymmetric rift appears, where geological units are horizontal alongside the steep and highly active
western fault. Simultaneously, the surface along the eastern fault is bent towards the topographical
depression (Fig. 4.3a–b,u–v). The two faults bounding the mountainous area at the restraining bend
develop horse-tail splays that then connect through a strike-slip fault, crosscutting the high elevations.
This fault competes with the border faults and gradually takes up more strike-slip deformation, while
the earlier faults begin to show reverse faulting components (Fig. 4.3j–l,n–p). The resulting strain
partitioning remains until the end of the simulation. Time-wise, the formation of the new central
fault is closely followed by the reaching of the absolute maximum mountain height. Afterwards,
elevations decrease since the fault trace becomes less edgy, which reduces compressive stresses and crustal
shortening. Note however, that there is vertical movement at the restraining bend at all times (Fig. 4.3j–l,
vv), but after phase II uplift is exceeded by erosion.

Phase III - Fault system reorganization. The third phase constitutes a gradual transition from
phase II to phase IV and is exemplary shown at 15 Myr in Fig. 4.3. While in phase II, strike-slip
displacement at the restraining bend is distributed over several faults (Fig. 4.3j), it becomes increasingly
concentrated on the central fault later on (Fig. 4.3k–l,n–p), intensifying strain partitioning as the outer
faults increasingly deform in a reverse faulting regime. Simultaneously, the viscous domain between the
brittle parts of the upper and lower crust gradually vanishes. Eventually, a downward propagation of
the central fault connects the brittle crustal layers through an interplay of lower crustal advection and
strain rate driven changes in upper crustal rheological behaviour (Fig. 4.3o–p). In the mean time, at

https://zenodo.org/doi/10.5281/zenodo.10405076
https://zenodo.org/doi/10.5281/zenodo.10405076
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the releasing bend, several secondary faults form at the southern and northern ends of the basin. The
strike-slip motion is partitioned between those faults, although the main displacement remains focused
along the central fault (Fig. 4.3s, vII). The basin floor subsequently splits into several blocks that form
terraced basin sidewalls and subbasins with differential sediment accumulation.

Phase IV - Central faults dominate the long-term fault network. By the end of the model
run at 20 Myr, the main strike-slip displacement is concentrated on the central faults for both stepovers.
In the mountains, the outer faults mainly act in a reverse faulting regime (Fig. 4.3l,p (TF regime)) and
the fault system undergoes simplification compared to pahse II (Fig. 4.3f,n vs. h,p). Contrarily, in the
basin the fault network becomes more complex over model evolution (Fig. 4.3f,v vs. h,x). The outer
faults show elements of normal and strike-slip faulting but accommodate minor displacement compared
to the central fault (Fig. 4.3t,x). To examine the fault network’s long-term stability, the simulation was
prolonged till 40 Myr. The results indicate that the network established during phase IV at 20 Myr
remains stable.

4.3.2 Comparison to the Dead Sea area

The model reproduces first-order evolution of the Dead Sea Fault and Basin. The DSF
is thought to have formed over 3–4 Myr, likely between 18–14 Ma (Marco, 2007; Oren et al., 2020).
Similarly, fault localization in the model postdates the onset of strike-slip movement by ∼2 Myr (phase I
in Fig. 4.3). As in the model, the topographic depression presumably formed prior to the pull-apart
basin and is wider than the spacing of the main border faults (Garfunkel et al., 1996), which surround
the thickest part of the sedimentary succession (Brink et al., 1989; Garfunkel et al., 1996; Ben-Avraham
et al., 2008). Basin subsidence is reported to have started at ∼16–15 Ma (Garfunkel et al., 1996; Calvo et
al., 2001) (seen at 5 Myr model time, phase II in Fig. 4.3) and was enabled by the formation of an isolated
crustal block (Ben-Avraham et al., 2006). The sedimentary record shows that the oldest sediments in the
DSB came from the E–SE (Jordan/Saudi-Arabia), indicating that the elevated shoulders of the present-
day DSB morphology formed later, presumably around 6–5 Ma when basin subsidence accelerated as
well (Garfunkel, 1981; Calvo et al., 2001; Zilberman et al., 2013). Today’s sediment flux into the DSB
derives from various sources. Sediments are transported along-strike by the rivers of the Jordan and
Arava valleys, but the main part comes with rivers and creeks from the Jordanian and Judea shoulders
of the DSB (Steinitz et al., 1992). Similarly, our model shows several sediment sources with material
from along-strike directions constituting only ∼30% of the sediment input.

The model captures first-order present-day structure and kinematics of the Dead Sea Fault
system. Strike-slip motion at the Lebanese restraining bend is concentrated on the central Yammouneh
and adjacent faults, while reverse faulting is reported for faults outlining the mountain area (e.g. Gomez
et al., 2007; Elias et al., 2007; Nemer et al., 2020). This results in the same regional strain partitioning
between strike-slip and reverse faults that we see in our model results (Fig. 4.3l,p), and that was also
observed at other restraining bends (e.g. Jamaica; Wiggins-Grandison et al., 2005; Mann et al., 2007).
The main fault pattern along the Dead Sea consists of two subparallel strike-slip to transtensional border
faults along an elongated central block (e.g. Gomez et al., 2007; Elias et al., 2007; Smit et al., 2008;
Nemer et al., 2020) (Fig. 4.4a). In the model results, broad-scale normal faulting is only observed
in evolutionary phases I and II (Fig. 4.3e–f) before the second basin bordering fault has localized and
strike-slip motion prevails. This two-stage evolution is similar to what has been proposed for the releasing
stepover at Lake Kinneret (Gasperini et al., 2020) (Fig. 4.4a). The observed predominantly strike-slip
motion along today’s DSB (Hamiel et al., 2019) is hence predicted by our models for its present-day
evolutionary state. GPS measurements from the Dead Sea area also show local fault-perpendicular
motion on the order of 10% of the full strike-slip velocity in the vicinity of the border faults (Le Beon
et al., 2008; Hamiel et al., 2009). Similarly, in our models, the fault-perpendicular velocity v⊥ component
in Fig. 4.3t amounts to ∼5% and the vertical velocity vv to ∼15% of the prescribed fault-parallel velocity
vII of 5 mm/yr. These local displacements cause basin floor subsidence and result from the misalignment
of the NNW-SSE-trending main fault trace with the N-S-trending far-field stresses.

Observed seismicity reaches 30 km depth with a maximum at 20–22 km beneath most of the DSB
(Aldersons et al., 2003). In our simulations, this depth corresponds to a peak in the energy dissipation rate
that occurs within the connected brittle parts of the lower crust and lithospheric mantle (Supplementary
Material Fig. B.S4). The energy dissipation rate in model areas with brittle deformation can be used
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as the equivalent for seismic energy release, and therefore provide information on earthquakes over long
time spans in geodynamic models (Petrunin et al., 2012).

Topography and structure of the DSB. Prominent topographical features of the DSB are the
asymmetric slopes and the rift-like morphology (Quennell, 1959; Garfunkel, 1981; Ben-Avraham et al.,
1992; DESERT Group et al., 2004). Observed topography and model topography generally agree well
(Fig. 4.4a–b,d), especially around the releasing bend (blue lines in Fig. 4.4d). Our reference model does
not only closely fit the width, height, and slopes of the basin bounding topography, but also matches the
observed maximum sediment thickness of 8–12 km (Ten Brink et al., 1993; Garfunkel et al., 1996; Götze
et al., 2007; Mohsen et al., 2011). Comparable to the actual DSB (Garfunkel et al., 1996; Ben-Avraham
et al., 2006), the modeled pull-apart basin is divided into several subbasins. Additionally, our model
results show asymmetry in the basin’s basement topography (Fig. 4.4d) that is similar to the rift-like
morphology of the DSB (Wdowinski et al., 1996; Lubberts et al., 2002) (Fig. 4.1b).

Present-day surface heat flow. Heat flow values of 27–40 mW/m2 have been reported for the DSB
(Ben-Avraham et al., 1978; Shalev et al., 2013; Schütz et al., 2014; Oryan et al., 2019; Oryan et al.,
2021), which is unusually low for an active plate boundary. The low heat flow is corroborated by deep
seismicity hinting at a brittle and comparably cold lower crust (Aldersons et al., 2003). However, taking
accurate measurements of surface heat flow in the DSB environment is challenging (Oryan et al., 2019)
and observational uncertainties range between ±2.5 and 14 mW/m2, or possibly even more (Schütz et al.,
2014; Oryan et al., 2019; Oryan et al., 2021).

In agreement with observations (Shalev et al., 2013), heat flow in the modeled pull-apart basin (Fig. 4.4c)
is considerably lower than the ∼60 mW/m2 seen in the surrounding, undeformed, areas. This low heat
flow area is closely confined by the basin bordering faults and thereby constrained to areas with a thick
sediment cover. This distribution illustrates the major impact of fast sedimentation rates (e.g Wijk et al.,
2019), which outpace conductive equilibration of basin temperatures and radioactive heat production.
While the absolute values of the modeled heat flow are always higher than the observation-based curve,
their spatial variations along the center of the pull-apart basin (Fig. 4.4e) show many similarities, e.g.
in how they follow the subbasin-structure in both cases (Shalev et al., 2013). The fit of absolute values
increases when considering the uncertainty range of available data points (shown in red in Fig. 4.4e),
and the remaining differences may be attributed to the generic character of our models.

South of 33◦N, observations suggest a distinct peak in heat flow at Lake Kinneret (Fig. 4.4e) that is
similarly seen in our model results. In both observations and predictions, this heat flow signal is tightly
bounded by faults. However, while the signal at Lake Kinneret is underlain by a small stepover, within
our simulations the high heat flow occurs at a transform fault segment. Previous studies have proposed
that this heat flow is related to a crustal heat source from a paleo-thermal event at 5.3–3.5 Ma (Heimann
et al., 1996; Reznik et al., 2021). Our models, however, can alternatively explain this feature via a
dominant role of shear heating through strike-slip tectonics.

According to our simulations, heat flow at the restraining bend is expected to be locally variable, with
values in the valleys reaching up to 120 mW/m2 and lower values of 60–70 mW/m2 on the ridges. When
considering the entire mountain range, the average heat flow is 80–90 mW/m2. The high heat flow
variability can be explained by the above-average erosion rate in the valleys leading to rock exhumation
from greater depths. In the absence of heat flow measurements at the Lebanon mountains, our reference
model provides a first-order approximation of the heat flow and its pattern in that region.

4.3.3 Interaction between surface processes and tectonics

We isolate the influence of surface processes by varying the efficiency of the stream power law
(Supplementary Material, eq. B.9) through the river incision rate, Kf , while all other parameters of
the reference model remain unchanged (Fig. 4.5). For increased erosional efficiency (increased Kf ),
mountain heights decrease and the volume of the sediment infill within the pull-apart basin increases.
This supports previous work on sediment infill of basins without drainage (Berry et al., 2019). At the
restraining bend, topography and strain partitioning patterns show gradual changes connected to the
value of Kf . At the releasing bend, however, we find a stark contrast between models without surface
processes and those with erosional efficiency. This contrast is expressed in first-order changes to the basin
shape and topography (Fig. 4.5q vs. r–t). The availability of sediments triggers a threshold behaviour
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for pull-apart basin evolution that we describe in the following paragraph.

Sediments control longevity of pull-apart basin. In the simulation without surface processes, the
maximum basement depth never exceeds 4 km below sea level. In the presence of sediments, this value
increases to ∼10 km (Fig. 4.5r,s,t), clearly showing how sediments create their own accommodation space
(e.g. Bond et al., 1988) in this spatially restricted continental setting. By filling the basin, the sediments
load the hanging walls of steeply dipping strike-slip faults and thereby induce a flexural fault rotation
towards shallower dip angles (Fig. 4.5q–t). This process enhances the misalignment of the NNW-SSE-
trending Dead Sea Fault with the N-S-trending far-field stresses, which leads to more pronounced local
extension (Sec. 4.3.2) that is not related to far-field divergence. The pull-apart basins of the models
including sedimentation do not stop evolving but new main faults continuously form towards the center.
In the model without sedimentation (Fig. 4.5q), on the contrary, basin evolution stops around 15 Myr
and strike-slip faults do not renew nor change geometry. At the surface they are in close vicinity and
tend to dip away from the basin.

Erosion increases strain partitioning. At the restraining bend, mountain heights vary between 2 km
for high surface process efficiency (Kf=1 · 10−5 m0.2/yr) and > 6 km without surface processes (Kf=1 ·
10−40 m0.2/yr) (Fig. 4.5a–d). Elevations hence vary substantially with Kf , while spatial variations and
changes in the surface outline of the fault network are minor. However, the along-strike surface velocity
reveals that the number of strike-slip faults decreases with increasing Kf (see the steps in the black
lines of Fig. 4.5e–h). This is in agreement with previous studies that found decreasing fault network
complexity but increasing fault longevity caused by surface processes (Olive et al., 2014; Neuharth et al.,
2022).

The unloading of the hanging wall at strike-slip faults with a thrust component leads to faster exhumation
(Willett, 1999). The tectonic stress regime in Fig. 4.5e–l therefore shows a positive correlation between
Kf and the amount of reverse faulting and associated uplift below the mountains (see v⊥ and vv). Such a
connection has been hypothesized for the uplift at the Jamaican restraining bend (Cochran et al., 2017)
and for the amount of topographical elevation of restraining bends in general (Cowgill et al., 2004) and
is corroborated by our models.

Crustal deformation pattern. Crustal deformation patterns depend on the stepover orientation,
with crustal thinning occurring around the releasing bend and thickening around the restraining bend.
Both processes are enhanced by increased efficiency of surface processes (Fig. 4.6 and Supplementary
Table B.S3). In the following, we quantify their impact by comparing the reference model to the model
without surface processes. At the restraining bend, 39% of thickening occurs due to tectonic processes,
while erosion balances this value with ∼15% of thinning to a total crustal thickening of ∼24%. The
basement beneath the pull-apart basin experiences 23% of thinning in the simulation without surface
processes, with an additional ∼18% of thinning related to sedimentation. The crust in the reference
model’s releasing bend therefore experiences a total thinning of 41%. However, due to diffuse off-fault
deformation (Herbert et al., 2014), crustal deformation is not confined to the pull-apart and mountain
area, both in nature and models. We observe a crustal deformation pattern that resembles coupled non-
channelized crustal flow (Royden, 1996) with horizontal velocities continuously increasing towards the
surface for the entire lithosphere. Crustal flow described for many orogens is driven by gravitational
potential energy and moves crustal material away from thickened crust and high elevations (e.g.
Royden et al., 1997). A similar flow is thickening the crust adjacent to the restraining bend in our
models (Fig. 4.6). Notably, we isolate a second direction of material flow which is seemingly opposed to
gravitational potential energy. This flow component is generated by the sediment infill of the pull-apart
basin which generates crustal motions that are directed away from the basin.This type of sedimentation-
driven return flow has been previously described in highly sedimented rifted margins surrounding South-
East Asian orogens (Morley et al., 2006; Clift, 2015). The speed of return flow was shown to anti-correlate
with crustal viscosity (Clift et al., 2015). Due to the relatively high strength of our model crust, this
velocity component has only a maximum speed of 0.02 mm/yr. Nevertheless, we find that it enhances
vertical movement at the restraining bend.
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Figure 4.4: Comparison of the reference model results to observations from the Dead Sea Fault. (a) shows
present day topography for the DSF area (www.geomapapp.org, Ryan et al., 2009). Fault traces (Styron, 2019)
with an indication of the direction of motion are shown in black. Dotted black lines mark secondary faults (Elias
et al., 2007). Earthquake focal mechanisms are taken from GeoMapApp (Ekström et al., 2012). (b) shows the
topography of the reference model at the same scale and the same colour coding as a). Logarithmic strain rate is
overlain in black and arrows depict the direction of fault motion. (c) shows the modelled surface heat flow. (d)
shows profiles of model topography (lower-case letters and stronger colours) in direct comparison to topography
profiles of the Dead Sea area (upper-case letters and transparent lines). The exact locations are shown in white
in (a) and (b). The grey background marks the elevation of the local lake level and therewith gives an estimate
of model sediment thickness. The transparent blue rectangle shows the range of published sediment thicknesses
for the Dead Sea (8–12 km) (Götze et al., 2007; Mohsen et al., 2011) for comparison. (e) compares the model
surface heat flow with a published heat flow profile for the DSB (Shalev et al., 2013). The locations of the profiles
are shown as white dotted lines in (a) and (c). Values in red are heat flow measurements with uncertainty and
correction ranges taken within the DSB: points (Ben-Avraham et al., 1978), triangles (Oryan et al., 2019), squares
(Schütz et al., 2014). Their exact locations are shown in Fig. 4.1b.
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Figure 4.5: (a–d) show surface topography, stress regime and surface velocities (left to right) for the four
different surface process efficiencies tested at 20 Myr model time. Note the two water tables with the global
sea level and the local Dead Sea reference lake level as indicated in the legend. Topography and velocity are
overlain by shaded logarithmic strain rate in black. The stress regime categories are based on the World Stress
Map project following Zoback, 1992: NF normal faulting regime, NS transtensional, blue SS strike-slip with less
oblique strain axes and therefore unambiguous orientation of the maximum horizontal stress, purple SS strike-slip
with more oblique strain axes, TS transpressional, TF thrust faulting. Black arrows in the velocity plots show
magnitude and direction of the full velocity while the x-component of velocity is also colour coded. (i–l) and
(q-t) show cross sections of the stress regime at the locations of the initial stepovers with the restraining bend
at x1 = 150 km and the releasing bend at x2 = 450 km. Strong intensities of the stress regime colours coincide
with regions of high strain rate. Light areas behave in a brittle manner, while ductile deformation prevails in
darker areas. Arrows depict relative motions of the different blocks analog to geological cross sections. The white
dotted lines show the current location of the initially horizontal layer of particles as deformation markers. (e-h)
and (m-p) depict the surface velocity components at the cross sections with black being fault-parallel motion vII ,
red fault-perpendicular motion v⊥, and blue the vertical motion vv.
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4.4 Discussion

A key controversy surrounding the DSB is whether or not far-field extension played a role in its creation.
On one hand, plate kinematic studies inferred a change in Sinai’s Euler pole ∼5 Ma (Garfunkel, 1981;
Joffe et al., 1987; Reilinger et al., 2011), which added a small component of transverse extension at the
southern sector of the DSF and a component of transverse contraction at the northern, Lebanese sector
of the DSF. The timing corresponds to uplifting of the shoulders of the DSB (Chaldekas et al., 2021)
and has also been used to explain the rift-like morphology of the basin (Quennell, 1959; Garfunkel, 1981;
Ben-Avraham et al., 1992). On the other hand, regional GPS observations do not support a present-day
component of far-field divergence across the fault (Le Beon et al., 2008; Hamiel et al., 2021). Our model
shows that the velocity field near the releasing bend rotates, which creates a local component of east-west
extension that varies between 5 and 10% of the relative plate motion (Fig. 4.3q-t) during the 20 Myr of
model evolution. This effect is further enhanced by sedimentation (Sec. 4.3.3). To explicitly investigate
the effect of far-field extension, we added 0.5 mm/yr of east-west divergence to our boundary conditions
(i.e., 10% of the relative plate motion) during the last 5 Myr of the simulation. This results in a total
extension of 2.5 km, a value used in previous studies of the DSF (Sobolev et al., 2005, and references
therein). These boundary conditions result in a basin that is wider and longer than in the reference
model (Supplementary Fig. B.S3). In addition, the restraining bend shows no reverse faulting and far
too little elevation (<1 km). Because these model characteristics do not fit observations of the DSB,
while the reference model without an extensional component does, we conclude that the asymmetric rift
morphology of the DSB can form under pure strike-slip conditions. This finding is in agreement with
previous 3D geodynamic models of the DSB (Petrunin et al., 2012) as well as with analog models of
generic releasing bends (Smit et al., 2008) and the paired bend of the Marmara Sea and Ganos mountains
(Bulkan et al., 2020). Our model basins, however, lacks uplifted shoulders (blue lines in Fig. 4.4d) that
have been linked to compression near the fault tips (Wijk et al., 2017), a process that is yet also present in
our models. We attribute this discrepancy either to elastic processes that are known to alter topography
(Olive et al., 2016) or to events in the thermal evolution (Petrunin et al., 2012), both of which we do
not include.

We further find that sedimentation prolongs tectonic activity of the pull-apart basin. Sediment loading
creates a pressure that drives isostatic subsidence and balances horizontal gravitational potential energy
gradients. This leads to both bordering faults remaining active (Zwaan et al., 2018) and facilitates local
extension (Neuharth et al., 2021b). This finding changes the view on the longevity of pull-apart basins.
While some studies suggested that the lifetime and growth of both narrow and wider pull-apart basins
are limited by the development of a basin crossing fault (Wu et al., 2009; Sugan, 2014; Wijk et al., 2017),
we see no sign of ceasing growth when running our setup to 40 Myr. Instead, continued sedimentation
enables the basin to grow in length and depth while active faults are continuously being replaced by pairs
of younger, more central faults. This leads to the formation of elongated terraces (e.g. Dooley et al.,
1997; Wu et al., 2009) and a subbasin structure. Continuous fault replacement had been hypothesised by
previous studies using prescribed faults (Wijk et al., 2017) and can now be confirmed by our models due
to their ability to spontaneously form faults during the model evolution. Conversely, the evolution of the
pull-apart basin in our model without surface processes stagnates at ∼15 Myr. We therefore conclude
that the increasing sediment load plays a major role for the longevity of pull-apart basins, which has
previously mainly been linked to the basin geometry (Wijk et al., 2017). Notably, only 30% of the model
sediment infill arrives along-strike from the restraining bend, while the remaining 70% are derived from
the areas bordering the basin. This makes our results also applicable to pull-apart basins without a
restraining bend nearby.

Considering that the geometry of the crustal perturbations inducing the restraining and releasing bend
is the same, we find a striking difference between the shapes of the pull-apart basin and the push-up
mountain. The mountain fault system outline is ellipsoidal with a length-to-width ratio of ∼2, while this
ratio for the basin border faults is ∼8 (Fig. 4.3h). The shape results from the favorable orientation of the
local stress field. The NNW-SSE oriented strike-slip faults that accommodate the left-lateral stepover at
the releasing bend coincide with the overall NNW-SSE directed maximum horizontal stress (Fig. 4.5),
and therefore localize during the first phase of model evolution. The SSW-NNE directed faults of the
restraining bend are, however, less favorably oriented so that it takes more time for a segment-connecting
fault to develop. Examples for these characteristic shapes can be found in natural paired bends like the
DSF system (Smit et al., 2008; Nemer et al., 2020), but also at the Hendrix pull-apart basin with the
Jamaican restraining bend (Mann et al., 2007).
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Figure 4.6: A summary sketch of the model results depicting the material transport between the releasing
and restraining stepover with black arrows and the pattern of crustal thinning and thickening with red and blue
arrows, respectively. The length of the arrows is not to scale. The values for velocities and changes in crustal
thickness are computed from the reference model at 20 Myr. At the releasing bend on the right, higher surface
process efficiency increases the basin growth and crustal thinning. At the restraining bend, crustal thickening is
counteracted by erosion, which thins the upper crust. Most of the crustal thinning and thickening effects increase
with increasing surface process efficiency, except for whole crustal thickening at the restraining bend and upper
crustal thickening in the surrounding of the restraining bend due to enhanced erosion. Model sediments are
transported from the higher elevations at and around the restraining bend towards the releasing bend where they
are responsible for continued basin growth and subsidence. Basin growth fuels crustal transport in the direction
of the restraining bend, which enhances uplift rates and strain partitioning. The changes in crustal thickness over
20 Myr are summarized in the Supplementary Material in Table B.S3 for models with different surface process
efficiencies.

4.5 Conclusions

Despite their generic nature, our 3D models of a restraining and a releasing bend match a multitude
of observables from the Dead Sea Fault System. The asymmetric basement and the unusually thick
sediment infill of the DSB have been linked to a variety of processes. We show that both features can
emerge under purely strike-slip boundary conditions and are a direct consequence of the localization
processes. We further find that the very deep and narrow basin is a result of sediment loading within the
basin. Observed surface heat flow values for the DSB area are ∼50 mW/m2 and show a particular pattern
along the fault that is reproduced by our simulations. In the Lebanon Mountains, where observational
heat flow data is sparse, the models predict higher heat flows.

In a more general way, our models demonstrate how erosion and sedimentation are key factors for the
longevity and size of pull-apart basins in an active tectonic environment. Furthermore, we quantify the
impact of surface processes on the crustal thinning and thickening pattern seen at the releasing and the
restraining bend, respectively (Fig. 4.6). The model results reveal that the two fault bends are linked by
along-strike material transport at a crustal level, which intensifies with surface process efficiency. This
transport is driven by gravitational potential energy in conjunction with sediment deposition. At the
restraining bend, this manifests as enhanced strain partitioning because of continued and accelerated
vertical movement.
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5 Preparing ASPECT for the Modeling of the Seismic Cycle of
Great Earthquakes Using Rate-and-State Friction

5.1 Introduction

Giant earthquakes of magnitude 8.5 are rare events but have an immense destructive potential. This
is a threat for human lives and infrastructure. It is relatively well understood that these earthquakes
take place along sections of subducting plate interfaces with specific properties including a shallow slope
and a thick sediment filling in the trench (Muldashev et al., 2020) (Fig. 5.1). Additionally, statistical,
historical, and paleo-seismological methods can help to determine the probability for an event to happen
in a certain time frame (e.g. Ishibashi, 2004; Sykes et al., 2006; Kagan et al., 2010; Nováková, 2016;
Villegas-Lanza et al., 2016; Scholz, 2019, and references therein). This knowledge helps to increase the
resilience of a society, e.g. by building policies that improve shake resistance for buildings (e.g. Joyner
et al., 2020). Furthermore, rapid alert systems via cellphones, television or loudspeaker have succesfully
been installed in many places to allow people to reach a safe spot before the ground starts to shake (e.g.
Wu et al., 2016; Rahman et al., 2016; Suárez et al., 2021). The exact temporal forecasting of an event
remains, nonetheless, unpredictable to date. We are thus lacking the basis of an early warning system
suitable for alerts days, months, or a couple of years before an earthquake which would, however, be
highly valuable to societies around the globe.

One reason for this missing time scale in the warning system is a lack of detailed observational data of
the preseismic period. Only very few giant earthquakes have been recorded with modern instruments,
including the 2011 M9.0 Tohoku (Duputel et al., 2012), the 2010 M8.8 Maule (Duputel et al., 2012), the
2004 M9.2 Sumatra (Duputel et al., 2012), the 1964 M9.2 Great Alaska (Kanamori et al., 1975), and
the 1960 M9.5 Valdivia earthquakes (Kanamori et al., 1975). This sample size is very small in several
aspects. 1) The trustworthiness of statistical analysis increases with the sample size. 2) None of the
observed events can be compared well against each other as the locations differ in all sorts of properties.
3) Many locations on Earth where giant earthquakes could potentially occur experience a complete lack
of precise instrumental data so far (e.g. Muldashev et al., 2020). Clearly, a prerequisite for a meaningful
attempt to understand the preseismic period would be the existence of precise observational data from
many earthquakes that all occured along the same fault section. This means that we need observations
covering a multitude of seismic cycles at each subduction zone that is prone to host giant earthquakes.
As only one complete cycle has been observed so far (Parkfield, California - Murray et al. (2006)) it is
clear that this kind of data does not exist such that other ways to understand the crucial preseismic
phase need to be explored.

One option is the geodynamic modeling where arbitrarily many seismic cycles can be modeled for any
single location to overcome this lack of data, however, in a simplified model setup. This allows the
use of statistical tools for the processes accompanying giant earthquakes, as well as the understanding
of the prerequisites for such an event to happen (Lapusta et al., 2000; Lapusta et al., 2009; Kaneko
et al., 2011; Barbot et al., 2012; Dinther et al., 2014; Herrendörfer et al., 2015; Jiang et al., 2016;
Lambert et al., 2016; Pipping et al., 2016; Sobolev et al., 2017; Erickson et al., 2017; Barbot, 2018;
Tong et al., 2018; Herrendörfer et al., 2018; Duan et al., 2019; Barbot, 2019; Dinther et al., 2019; Preuss
et al., 2019; Muldashev et al., 2020; Erickson et al., 2020; Zelst, 2020). As the modeling of seismic
cycles is computationally costly and requires good temporal and spatial resolution over many orders of
magnitudes there are only a few modeling softwares that can handle this kind of problem. The desired
features for the perfectly suitable software would be adaptive mesh refinement, adaptive time stepping,
2D and 3D computations, rate-and-state friction (RSF), inertia or at least radiation damping, free choice
of the number of materials with different properties, free choice of fault location or better inherently
selflocalizing faults, off-fault deformation, visco-elastic-plastic deformation, parallel computation on high
performance clusters (e.g. Barbot et al., 2010; Kaneko et al., 2011; Barbot et al., 2012; Dinther et al.,
2014; Jiang et al., 2016; Lambert et al., 2016; Pipping et al., 2016; Sobolev et al., 2017; Erickson et al.,
2017; Tong et al., 2018; Herrendörfer et al., 2018; Barbot, 2019; Preuss et al., 2019; Duan et al., 2019;
Zelst, 2020; Erickson et al., 2020).

The geodynamic open-source software ASPECT, the Advanced Solver for Planetary Evolution,
Convection, and Tectonics, already combined many of these prerequisites prior to this project

https://aspect.geodynamics.org/
https://aspect.geodynamics.org/
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Figure 5.1: Locations of subduction zones and their predicted earthquake potential based on sea floor roughness
and dipping angle as published in Muldashev et al. (2020), Fig. 8b. Thick orange lines mark zones where the
predicted maximum events magnitudes (Mw) ranges between 8.8–9.2, while thick red lines predict Mw of more
than 9.2. Dotted lines mark less reliable predictions because of a lack of data on seafloor roughness. Circles show
the location of Mw ≥ 8.5 subduction interface earthquakes, where the size scales with magnitude and the color
denotes upper plate strain regime (UPS)

(Kronbichler et al., 2012; Heister et al., 2017; Rose et al., 2017; Gassmöller et al., 2018; Fraters et al., 2019;
Bangerth et al., 2021a; Bangerth et al., 2021b). For my thesis, I introduced rate-and-state friction into
the visco-elastic-plastic material model along with many postprocessing options accompanied by further
code improvement and testing outside of the friction rheology. However, as stated in the Introductory
Explanations, a final testing of the rate-and-state friction rheology has not been performed yet.

In the following, I will briefly introduce the processes during one seismic cycle at a subduction zone,
the principles of yield criteria and rate-and-state friction, the mineralogical basis for the parametrization
of the seismogenic window, and the relevant ASPECT modules and their structure together with the
additions associated with this work. Lastly, I will present an examplary input file for a simple RSF
model in ASPECT and summarize the state of the implementation.

5.1.1 The seismic cycle in subduction zones

The term ’seismic cycle’ or ’earthquake cycle’ underlines the important observation that earthquakes are
not singular geological events but merely represent one element in a sequence of reoccuring slip events on
one fault segment (see a compilation in chapter 5 of Scholz, 2019, and the references therein). One cycle
includes the timespan and the processes that happen between one earthquake and its successor. Though
it has been found that seismic cycles for a specific earthquake site can have roughly similar recurrence
times (e.g. see Figure 5.2), it should be noted that no perfect periodicity can be expected neither in
length nor for the accompanying processes nor the size of the event. The study of the seismic cycle e.g.
through paleoseismic methods may nonetheless reveal insights about future earthquakes.

The underlying concept of one cycle is the elastic strain energy accumulation, also called loading, over a
longer timespan followed by a sudden release of stress during a slip event (e.g Govers et al., 2018). The
accumulation of geodetic data from many sites revealed that one cycle can further be divided into four (or
more) different phases (e.g Lyakhovsky et al., 2001; Wang et al., 2012; Govers et al., 2018; Scholz, 2019)
due to characteristic surface motion patterns (see Figure 5.3): (1) the coseismic, (2) the postseismic, (3)
the interseismic, and (4) the preseismic phase. In the following, I briefly want to introduce the processes
that have been observed and associated to these phases for large subduction zone earthquakes worldwide.

(1) The very short coseismic phase is characterized by the slipping of the fault’s seismogenic part when
the accumulated elastic strain is released. The sudden motion leads to the appearance of seismic waves
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Figure 5.2: A compilation of the timing and slip of past earthquakes at Wallace Creek, Pallett Creek, and
Wrightwood along the San Andreas Fault that reveal the cyclic nature of the events. Taken from (Liu-Zeng
et al., 2006), Fig. 26.

which can be detected far from the hypocenter. In most cases slip happens on preexisting faults though
the formation of new faults or prolongations of existing faults is possible (e.g. the review of Scholz,
1998). Coseismic displacement has been inferred at all depths from the surface down to depths below
the brittle-ductile transition for especially large earthquakes(e.g. Jiang et al., 2016). For the 2011 M9.0
Tohoku-Oki earthquake, displacement reached as much as > 50 m (Simons et al., 2011). Slip may also
be transferred from one segment to another or rupture multiple faults as observed for example during
the complex 2016 M7.8 Kaikoura earthquake in New Zealand (Cesca et al., 2017). The heat generation
during an earthquake may be extensive enough for frictional melt to be formed (e.g. Rice, 2006, and
references therein). Its traces are visible in the form of pseudotachylytes that survive over geological
time scales. The slip of the seismogenic part of the fault enables elastic rebound which is visible as
horizontal and vertical surface motions (see Govers et al., 2018, and references therein). Recently it
has been recognized that a secondary zone of uplift exists which is directly linked to the accelerated
penetration of the subducting slab and can be observed a few hundred kilometers landward from the
trench (Dinther et al., 2019).

(2) The postseismic phase starts directly after the rupture. The two transient deformation processes that
operate during this time - afterslip and viscoelastic relaxation - can be resumed with the overlying term
of postseismic relaxation (Govers et al., 2018). The initial postseismic phase is locally characterized by
different sorts of afterslip which may last up to several years (Govers et al., 2018, and references therein).
Afterslip can be seen as a mechanism to smooth out the contrasting states of stress of the ruptured
area and its direct surroundings. This is based on the observation that afterslip dominantly appears
on unruptured patches updip and downdip of the main event (Sobolev et al., 2017; Govers et al., 2018;
Scholz, 2019, and references therein). Afterslip can occur both as seismic aftershocks and aseismic slip,
with the latter containing most of the cummulative moment of the afterslip (>90%) (Govers et al., 2018;
Weiss et al., 2019). At the deeper part of the fault, afterslip may furthermore manifest as deep tremor
(Scholz, 2019). While afterslip is a rather local phenomenon close to the fault, viscoelastic relaxation
of the mantle wedge drives velocities of the overriding crust in a distance as far as several hundred
kilometers landwards of the trench (Wang et al., 2012; Sun et al., 2015; Sobolev et al., 2017; Melnick
et al., 2018). This process starts hours or days after the great earthquake as suggested by Sobolev et al.
(2017) and may continue up to several decades for especially large slip events: Melnick et al. (2018) report
about 45 years of relaxation for the 1960 M9.5 Chile earthquake. An important driving force seems to
be the sudden drop in mantle wedge viscosity of a factor of up to 10–20 during an earthquake and the
gradual increase following the event (Sobolev et al., 2017; Weiss et al., 2019, and references therein). The
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surface displacement associated with viscoelastic relaxation is a trenchward motion. However, during
the postseismic period this is gradually overprinted by a landward directed revearsal of surface motions
starting close to the trench due to the gradual relocking of the fault (Govers et al., 2018, and references
therein).

(3) The total revearsal of surface motions marks the onset of the interseismic phase (Wang et al.,
2012; Govers et al., 2018; Scholz, 2019). This period is the longest in the seismic cycle. It is generally
associated with elastic stress build-up in the shallow lithosphere driven by deep creep and the mechanical
coupling of the plate boundary interfaces. While the deep creep may induce microseismicity, especially
large earthquakes that penetrated below the brittle-ductile transition seem to be characterized by a
seismically quiescent interseismic phase (Jiang et al., 2016).

Figure 5.3: A summary of the principal processes
during the postseismic and interseismic phase of
an earthquake cycle in a subduction zone. The
numbers in the plot mark where (1) aseismic afterslip
occurs which is mostly around the rupture zone,
(2) the coseismically stressed mantle that undergoes
viscoelastic relaxation, and (3) the fault that is
relocked. The arrows above show the associated
directions of surface movements, relative to distant
parts of the upper plate. Taken from (Wang et al.,
2012), Fig. 2

(4) The transition from interseismic to preseismic
phase is not well understood but is thought to
correspond to a change of plate coupling and
the onset of damage compared to a domination
of healing during the interseismic period (e.g.
Dieterich, 1978a; Lyakhovsky et al., 2001).
Understanding and recognizing the processes of the
preseismic phase probably is the most valuable and
desired knowledge when it comes to earthquake
forecasting. Unfortunately, a single typical
precursor process has not been outfactored yet.
Merely, a long list of possibilties has been found
which is growing with each earthquake observed
by instrumental data. However, foreshocks are
among the most common observables and have been
reported to occur years to months before the event
(e.g. Tohoku-Oki and Iquique earthquakes Miyazaki
et al., 2011; Ruiz et al., 2014). Often, it may,
however, only be possible to qualify an earthquake as
a foreshock once the main event has finally occured.
Another characteristic of the preseismic phase of
some earthquakes seems to be the occurrence of slow
slip events (SSE) (e.g. Ruiz et al., 2014). These have
been reported to be periodic (observed in the Japan
megathrust Uchida et al., 2016), episodic (3 years
before the Tohoku-Oki earthquake Ito et al., 2013) or propagating with < 10 km/day (44 min and 1
month before the Tohoku-Oki earthquake Kato et al., 2012). Furthermore, week-long seismic clusters
about 9 months before the Iquique earthquake have been observed by Schurr et al. (2014), while seismic
and aseismic slip downdip of the rupture area (Miyazaki et al., 2011) as well as gravity and mass changes
(Panet et al., 2018) have been reported to have preceded the Tohoku-Oki earthquake. Other studies point
out a reduction in vp/vs seismic velocities (Semenov, A.N., 1969), or changes in electrical resistivity or
the magnetic field (review in Mogi, K., 1985), as well as changes in pressure, flow rate, color, taste, smell,
and chemical composition of surface or subsurface water, oil, or gas (compiled in Scholz, 2019). With
the nucleation of a new earthquake, the preseismic phase ends and the coseismic phase starts. These
diverse processes, often based on observations of a single, event further underline the necessity for better
understanding the crucial phase prior to giant earthquakes.

5.1.2 Fractures, yielding, and friction

Plasticity in geodynamic models is based on the assumption that there is a material dependent yield
stress which must be overcome by the current state of stress to allow for brittle failure to occur. The
definition of this yield stress varies with the yield criterion and the formulation in use. In the following,
I will give a brief overview over the history of yield criteria that evolved from the description of fractures
to friction laws describing a wide range of slip behaviors.

The simplest criterion predicts failure based on a constant critical shear stress σcrit. In Tresca (1864) this
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Figure 5.4: Left: Rock failure envelopes in Mohr
diagrams plotted in the stress space. Right: orientation
of rupture planes in laboratory fracture tests. (a, b)
maximum shear stress criterion, (c, d) Coulomb fracture
criterion, (e, f) generalized Mohr criterion. The shaded
area shown is the failure regime of rock. ϕ is the
internal angle of friction, µ the friction coefficent, α
the fracture angle, P± represents the stress state on
the plane of failure, τ is the shear stress, σ1, σ2,
and σ3 are the principal stress directions, T0 is the
uniaxial tensile strength, C0 the uniaxial (unconfined)
compressive strength, and C(P ) the confined compressive
strength of rock dependent on confining pressures. From
Zang et al. (2009), Fig. 3.1.

is the case when (σ1 −σ3)/2 reaches σcrit, while Mises (1913) uses the second invariant of the deviatoric
stress tensor J2 and thereby also includes the intermediate principal stress σ2.

However, already in 1776 a linear dependence of yield stress and the state of stress has been proposed
by Coulomb (Coulomb, 1776; Handin, 1969). He studied shear fractures in a prism of isotropic material
under uniaxial compression and found the following relationship known as the Coulomb fracture criterion:

τ = c + µ · σ
= c + tan(ϕ) · σ

(5.12)

where τ is the shear stress, σ is the normal stress, c is cohesion, ϕ is the angle of internal friction, and
µ is the friction coefficient. Coulomb therewith introduced the concept of internal friction which is a
material property defining how easily a material fails. It can be represented as the angle between the
σ-axis and the Coulomb yield stress in a plot of τ vs σ (Fig. 5.4).

Figure 5.5: Visualization of different yield criteria
as cross-sections in the plane normal to the (1, 1, 1)
direction in the principal stress space for a friction
angle of 22.5◦. The arrows represent projections of
the principal stress axes onto the plane. The criteria
are scaled so that they have equal intercepts. From
Zang et al. (2009), Fig. 3.3.

Noticing that failure angles in nature decrease
with increasing confining pressure, Mohr generalized
Coulombs criterion by allowing for a variable
coefficient of friction (Mohr, O., 1900; Zang et al.,
2009). The resulting failure criterion is nonlinear,
empirical, fits well experimental data and is widely
used. However, similar to Tresca’s yield criterion,
it does not take into account the influence of the
intermediate principal stress σ2 which is however
visible in triaxial testing (e.g. Wojciechowski,
2018).

This shortcoming led to the introduction of the
Drucker-Prager yield criterion in the 1950s (Drucker
et al., 1952) by adding a term dependent on
the mean normal stress I1. In 2D the Drucker-
Prager and the Mohr-Coulomb yield criteria are
equivalent while they differ in 3D considerations.
In the geodynamic modeling software ASPECT, the
following formulations of the Drucker-Prager yield
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criterion is used (Bangerth et al., 2021b):

σy:2D = c · cos(ϕ) + I1 · sin(ϕ) (5.13)

σy:3D =
6c · cos(ϕ)√
3(3 + sin(ϕ))

+
6I1 · sin(ϕ)√
3(3 + sin(ϕ))

(5.14)

where σy:2D and σy:3D are the yield stresses in 2D and 3D, ϕ is the angle of internal friction and I1 is the
normal stress. For modelling purposes the Drucker-Prager yield criterion has the advantage of a smooth
surface in principal stress state representation while the Mohr-Coulomb criterion has edges (Fig. 5.5)
which is more difficult to implement (Zang et al., 2009).

Figure 5.6: Visualization of the frictional
response to changes in velocities based on
RSF. Modified after Scholz (1998) and Scholz
(2019).

Later, it was observed by conducting ”slide-hold slide”
and ”velocity stepping” experiments that friction angles do
not only depend on the confining pressure, but also on
sliding velocity and the sliding history. This led to the
development of rate-and-state friction (RSF) by Dieterich
(1978b), Dieterich (1979), and Ruina (1983). This empirical
equation can be used to simulate stick-slip behavior as it is
witnessed in seismic cycles. The logarithmic formulation for
a rate-and-state dependent friction coefficient (Ruina, 1983)
consists of three terms:

µ = µ0 + a · ln
(
V

V0

)
+ b · ln

(
θ · V0

L

)
(5.15)

µ0 is the friction coefficient at reference velocity V0. The
second term is often referred to as the ’viscosity-like’
direct effect (Rice et al., 1983), the magnitude of which is

determined by the factor a. This term makes the friction coefficient increase when higher slip velocities
V set in while it decreases when the slip velocities experience a sudden change towards lower values
(Fig. 5.6). The third term is the ’evolution effect’ which manifests after the direct effect. It determines
how friction asymptotically approaches its steady-state value after the sudden change implied by the
direct effect. The magnitude of this last term is prescribed by the factor b while the asymptotic evolution
is governed by the state variable θ which itself evolves as a function of slip velocity. In this work, I use
the aging law (also called Dietrich law or slowness law) for the evolution of θ through time:

dθ

dt
= 1 − θV

L
(5.16)

The sensitivity on velocity is determined by the critical slip distance L which is often interpreted as the
sliding distance required to renew the contact population of the two sides of the fault surface (Scholz,
1998). Laboratory values of the critical slip distance are on the order of microns as it was shown to
correlate with the roughness of the frictional surface and hence asperity size (e.g. Rabinowicz, 1958;
Dieterich, 1978b; Scholz, 2019). For geodynamic modeling most publications, however, use a value in
the order of centimeters (e.g. Kaneko et al., 2011; Sobolev et al., 2017; Barbot, 2018; Herrendörfer et al.,
2018) which facilitates model convergence. The magnitudes of the competing direct and evolution effects
either characterize a material as velocity weakening (VW) when a − b < 0 or as velocity strengthening
(VS) when a− b > 0.

Because the classical RSF formulation is ill-posed for very small velocities, several strategies have
been developed to overcome this deficiency: While geodynamic modeling software commonly uses a
generalized, high-velocity approximation (e.g. Barbot et al., 2010; Herrendörfer et al., 2018; Erickson
et al., 2020), a variational approach has been developed and implemented in Pipping et al. (2015).
Generalized rate-and-state friction is also used in this work and is denoted as:

µ = a · sinh−1

[
V

2V0
exp

(
µ0 + b · ln(V0θ/L)

a

)]
(5.17)

The term sinh−1 prevents values of negative infinity at very small velocities.

As rate-and-state friction is an empirical set of equations that are derived from laboratory experiments, a
major concern is that the laboratory scales may only loosely be scalable to the temporal and spatial scales
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found in nature (e.g. Scholz, 2019, chapter 2.5). Recently, much work has been done on the development
of microphysical (Chen et al., 2016) and thermodynamic (Aharonov et al., 2018; Barbot, 2019) models
to universally explain stick-slip behavior at all scales. Nonetheless, the classical RSF equations are still
widely used, as these new models are complex and require parameters that are as yet only insufficiently
characterized.

In the meantime, many additions to classical RSF have been proposed e.g. velocity dependence of more
parameters than just the internal friction coefficient (Im et al., 2020) or a combination with linear slip
weakening (Sobolev et al., 2017). Furthermore, there are several competing ways to compute the state
variable θ, all of them describing a part of the observational data while lacking processes described by
others (e.g Scholz, 2019). The aging law used in this work and many other geodynamic modeling studies
(e.g. Kaneko et al., 2011; Barbot et al., 2012; Sobolev et al., 2017; Herrendörfer et al., 2018) is built
on observations of healing at stationary contact over time, e.g. during the interseismic phase, meaning
that state increases when V = 0 (Ruina, 1983). The slip law on the other hand properly describes the
response to velocity jumps, e.g. during an earthquake, and requires V > 0 for θ to increase (Ruina, 1983;
Dieterich, 1979). Amongst others, this led Nagata et al. (2012) to propose an evolution law where both
processes are included, but the debate about the best model is ongoing (e.g. Scholz, 2019).

5.1.3 Mineralogical explanation of the seismogenic window

The parameterization of the theoretical and empirical concepts in Chapter 5.1.2 comes with many
uncertainties. This is for example because of the upscaling issue from laboratory to geologic scales
and the empirical nature of the parameters a and b. Frictional parameters of a plate boundary fault
in geodynamic RSF models are usually chosen such that the uppermost sedimentary and lowermost
viscous parts of the fault are velocity strengthening (VS) and characterized by stable sliding. Within
the RSF framework, this is obtained when (a − b) > 0 regardless of the absolute values. The depth
section in between is characterized by (a− b) < 0 and a velocity weakening (VW) behavior (e.g. Scholz
et al., 1972; Lapusta et al., 2000). The VW zone corresponds to the ’seismogenic window’ which is the
term for the frictionally instable depth section of the fault surface where stick-slip behaviour prevails
and earthquakes nucleate. This division into three depth sections is based on laboratory experiments
of rock friction dependence on temperature. Frictional behavior is observed to transition from VS to
VW around the isotherms of ≈150◦C–≈350◦C and from VW to VS around the isotherms of ≈300◦C–
≈500◦C depending on the mineral composition of the rock (Chapter 2.3.4 in Scholz, 2019, and references
therein). The first attempt of such a stability analysis was done for granite by Byerlee et al. (1968), Brace
et al. (1970), and Stesky et al. (1974). For application to nature the isotherms are converted into depth
according to the regional geothermal gradient. Explanations for these contrasting sliding behaviors is
not straight-forward to obtain due to the impossibility of in situ observations and the many parameters
involved.

One part of the explanation for the VS behavior in the topmost layer may lay in the abundance of clay
minerals in this sediment-rich environment of the subduction trench. Clay minerals exhibit unusual
frictional properties that violate Byerlee’s law (Byerlee, 1968). They show VS behavior under all
conditions that can be studied in a lboratory. Phyllosilicates have one perfect cleavage and absorb water
between their atom-scale sheets which reduces friction. It is thus the alignment of the clay minerals due
to the motion of the two tectonic plates that causes a change in frictional properties of the bulk material
and gives them a dominant role despite their relatively small absolute amount. Clay minerals may
furthermore coat clastic grains (Bos et al., 2000) which further increases the influence of their unusual
frictional properties.

The temperature range where bulk rock behavior changes from VS to VW depends on the mineral content
and seems to be controlled by mineral alterations due to temperature-induced onset of dehydration. One
example is the transition of Montmorillonite from the Smectite group to Illite at ≈150◦C (e.g. Morrow
et al., 1992; Scholz, 2019, and references therein). While the clay minerals’ mineralogical structure
consists of tetrahedal sheets which mostly inhibit the healing of faults (Tesei et al., 2012), further
increase in temperature ultimately enables quartz and other minerals to heal fractures by viscous creep
which changes the frictional behavior from VW to VS. This temperature range is called the frictional
plastic transition and is located at ≈300–400◦ and ≈15 km. The ’frictional plastic transition’ is a term
introduced by Scholz (e.g. see p. 93 in the textbook Scholz, 2019) to replace the term ’brittle ductile
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transition’ used to describe a kink in the depth dependent yield strength envelope. This temperature
range furthermore corresponds to the transition from Illite to Muscovite (e.g. Hartog et al., 2013; Scholz,
2019).

5.2 Rate-and-state friction in ASPECT

ASPECT has initially been designed to compute mantle flow dynamics. It has, however, successively
been expanded to a wide range of processes including lithospheric problems with visco-elasto-plastic
deformation. As further described in Chapter 1.4, ASPECT has a modular structure which results in a
high flexibility when designing models but also when adding functionalities.

This Chapter focuses on the addition of a rate-and-state friction rheology into the visco-plastic rheology
model, which is the base for the computation of visco-elastic-plastic (VEP) deformation. A new friction
rheology model was implemented, enabling the user to choose between various frictional behaviors. In
the following, I will first introduce the elements of the VEP rheology and the computational order
of relevant parts of the code. Then, I will briefly summarize the functionalities that where added to
ASPECT during the course of this work before describing the implementation of rate-and-state friction
and a suitable time stepping model. Finally, I provide input files and further guidelines for a rate-and-
state model setup for further use. Because final testing of RSF has not been finished yet, the code has
not been merged into ASPECT’s main line, but can be found at https://github.com/EstherHeck/

aspect/tree/cleanup-friction-branch.

5.2.1 The visco-elastic-plastic rheology in ASPECT

The visco-elastic-plastic rheology in ASPECT provides the base for lithospheric deformation and thus
rate-and-state friction models. Its implementation can be found at the following Pull Request (PR)
#4370 and will be published by Glerum et al. (in prep.). Figure 5.7 visualizes the three rheological
elements included in this complex rheology and how their particluar behavior sums up to a total stress
and strain rate.

The function where changes in friction must be taken into account is called
calculate_isostrain_viscosities and is located within the visco_plastic rheology of the
visco_plastic material model. It is here that the friction module is called at several places. The
following summarizes the structure of calculate_isostrain_viscosities by using the corresponding
lines of the code. It also includes the places modified by rate-and-state friction which are mark as bold
text.

� Initialize variables

� Loop over volume_fractions to calculate the effective viscosity for each compositional field

Step 1: Viscous behavior

Step 1a: compute viscosity from diffusion creep law, at least if it is going to be used

Step 1b: compute viscosity from dislocation creep law

Step 1c: select what form of viscosity to use (diffusion, dislocation, fk, or composite)

Step 1d: compute the viscosity from the Peierls creep law and harmonically average with current
viscosities

Step 1e: multiply the viscosity by a constant (default value is 1)

Step 2: calculate strain weakening factors for the cohesion, friction, and pre-yield viscosity

Step 3: calculate the viscous stress magnitude and strain rate. If requested compute visco-elastic
contributions.

Step 3a: calculate viscoelastic (effective) viscosity. Estimate the timestep size when in timestep 0.
Scale the preyield viscoelastic viscosity with the timestep ratio.

Step 3b: calculate non yielding (viscous or viscous + elastic) stress magnitude

Step 4: Friction and cohesion

https://github.com/EstherHeck/aspect/tree/cleanup-friction-branch
https://github.com/EstherHeck/aspect/tree/cleanup-friction-branch
https://github.com/geodynamics/aspect/pull/4370
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Figure 5.7: A sketch of the visco-elasto-viscoplastic rheology, including a plastic damper as implemented in PR
#4370. The total strain rate ε̇T is partitioned between three elements in series. τT is the applied total stress
that is experienced by all elements. The element to the left represents viscous deformation by dislocation and
diffusion creep with a viscosity of ηv and a viscous strain rate of ε̇v. The spring in the middle represents elastic
deformation with a strain rate ε̇el and an elastic shear modulus G. The element to the right represents Bingham
viscoplasticity. It includes a plastic element based on τyield and a viscous damper with a viscosity of ηd. The
plastic and viscous stresses τp and τd experiened by the parallel elements result in a strain rate of ε̇b for the
Bingham element. Taken from Glerum et al. (in prep.) thanks to Bob Myhill.

Step 4a: calculate the strain-weakened friction and cohesion

Step 4b: Step 4b: calculate friction angle dependent on strain rate and/or state if specified
and we are inside the fault or if dynamic friction is used

Step 5: plastic yielding. Modify pressure_for_plasticity with effective_friction_factor if
requested

Step 5a: calculate the Drucker-Prager yield stress - take radiation damping into account if
requested

Step 5b: select if the yield viscosity is based on Drucker Prager or a stress limiter rheology

Step 5b-1: case stress_limiter: always rescale the viscosity back to the yield surface

Step 5b-2: case drucker_prager: if the non-yielding stress is greater than the yield stress,
rescale the viscosity back to yield surface. If this is the fault material and
rate-and-state friction is used, assume that we are always yielding. Take
radiation damping into account for computing the effective_viscosity if
requested

Step 6: limit the viscosity with specified minimum and maximum bounds

� return output paramters

5.2.2 New features in ASPECT that came along with rate-and-state friction

For the implementation of rate-and-state friction, the following features where added to the ASPECT
code. Some have already been added to ASPECT main, while others exclusively exist in the RSF branch
found here: https://github.com/EstherHeck/aspect/tree/cleanup-friction-branch. Merged
changes in the list include the PR number in brackets.

The following is a list with bigger changes in the code due to the new Rheology Model:
friction_models which is a structure to choose between the previous implementation of friction, defining
friction as a function of space and time, dynamic friction, and different versions of rate-and-state friction
(RSF) (parts of this is merged with my PRs #4357 and #4525).

� Condition to use RSF: if use_theta() returns true, RSF is used, this function is accessible
through the MaterialModel ViscoPlastic

https://github.com/geodynamics/aspect/pull/4370
https://github.com/EstherHeck/aspect/tree/cleanup-friction-branch
https://github.com/geodynamics/aspect/pull/4357
https://github.com/geodynamics/aspect/pull/4525
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� Particle Property: theta for RSF which is the option to store and calculate the state variable
θ on particles instead of fields.

� Additional Output: Have additional frictional output: edot_ii, a, b, L. Friction angles for
output are now taken directly from the returned values of calculate_isostrain_viscosities
instead of being computed based on input values and volume fractions of the different materials

� Timestepping: a Lapusta time step criterion and a RSF convection time step. The former is
described in Chapter 5.2.4. The latter is based on a CFL criterion which varies according to
maximum velocities in the model. It was useful during the work in progress, e.g. of the Lapusta
time step, but may not be feasible for final RSF models.

� Radiation Damping: apply a radiation damping term to the yield_stress if specified by user

� Yield condition: change the if statement for the yield condition, as material is always assumed
to be at yield within RSF framework

� RSF material input parameter to specify the name of the material(s) that shall deform according
to rate-and-state friction

� Structure: make calculate_isostrain_viscosities() a structure that outputs:
composition_yielding, composition_viscosities, current_friction_angles,
current_edot_ii

� Work in progress: option to let aspect write the lengths of the different timestepping criteria
into the statistics file.

Additionally to the list above, I have also implemented a couple of smaller changes. These rather rework
existing functionalities instead of adding new ones.

� add function get_time_stepping_model() in simulator_access

� add many new references in manual.bib

� take elastic stresses into account in stress and shear_stress postprocessor (PR #4001)

� use particles, iterated advection, and elastic stress materials: initialize reaction_terms input with
particle value, not with field value

� add an effective friction factor which is multiplied with pressure to take effects of pore fluids
into account

� change the accuracy of the value for model time in output files like the log file to account for the
different time scales used in RSF models. This prevents having several time steps that seemingly
happen at exactly the same time

� work on the already existing dynamic friction model. Correctly convert the friction coefficient
µ, and friction angles in RAD or degree. Add a dynamic friction smoothness exponent to
prescribe the sensitivity of the frictional response to changes in velocity (PR #4357)

� rename compositional stress fields (PR #4002)

Furthermore, some features closely related to this project were implemented by other developers as stated
behind the PR number. We were, however, in close contact and I took over the main testing of them.

� add elastic time scale factor (PR #3770 by Rene Gassmoeller)

� add yield stress and stress residual postprocessor (internal by Anne Glerum)

� have the option to repeat a time step (PR #3842 by Timo Heister)

� have the possibility to use a free surface with repeating timesteps (PR #3923 by Timo Heister and
Anne Glerum)

https://github.com/geodynamics/aspect/pull/4001
https://github.com/geodynamics/aspect/pull/4357
https://github.com/geodynamics/aspect/pull/4002
https://github.com/geodynamics/aspect/pull/3770
https://github.com/geodynamics/aspect/pull/3842
https://github.com/geodynamics/aspect/pull/3923
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� add minimum time step size parameter (PR #3860 Timo Heister)

Finally, there are a couple of changes in ASPECT that are crucial to this work but have lastly been
implemented by other developers while I only initiated them. These changes have mainly already been
merged into ASPECT main.

� fundamentally rework VEP material model (PR #4370 by Anne Glerum, Bob Myhill, John
Naliboff, Rene Gassmoeller)

� have the possibility to use particles with mesh deformation (PR #3760 by Anne Glerum)

� have the possibility to use particles with repeating time steps (#3932 by Anne Glerum)

� change the use of the reference viscosity from fixed input parameter to time step dependent model
outcome (PR #3681 by Rene Gassmoeller and follow-up PRs by Juliane Dannberg)

There are some minor issues left in the RSF rheology module and associated relevant parts of other
modules. These are marked with the keyword ToDo: or TODO: at the relevant passages in the code.

5.2.3 Implementation of the friction rheology

I implemented rate-and-state friction in ASPECT as a rheology model called friction_models. This
rheology model provides the functions to compute the evolution of the state variable θ and the dependence
of the friction coefficient µ on strain rate and on θ. The user has the option to choose between several
formulations of friction dependence including the logarithmic (Eq. 5.15) as well as the regularized
(Eq. 5.17) version of the RSF equation, rate-dependence (Dinther et al., 2013), as well as slip rate
dependence of the RSF parameters a and L (Im et al., 2020). To facilitate the transition from a long-
term tectonic model into an RSF model that focuses on smaller time spans, I also added an option to
use the steady-state friction equation from the RSF framework. Here, the friction coefficient is based
on the distribution of the parameters a, b, and L but is not rate-dependent as it is assumed that the
steady-state corresponding to a certain slip velocity is already achieved and the evolution according to
this steady-state value is not resolved due to large time steps. In this case the friction coefficient is
computed as follows (Ruina, 1983):

µ = µ0 + (a− b) · log
(
Vstst

V0

)
(5.18)

where Vstst is the user-defined input velocity at which a frictional steady-state is assumed. The
implementation of further equations describing friction is facilitated by the structure provided.

The evolution of the state variable θ is currently only possible using the aging law (Eq. 5.16). With
the assumption of constant velocities during any integration time step, Eq. 5.16 can be analytically
integrated such that the state variable θ can be updated at the end of the time step through its value at
the end of the previous time step using (Sobolev et al., 2017):

θn+1 =
L

Vn+1
+

(
θn − L

Vn+1

)
· exp

(
−Vn+1∆t

L

)
(5.19)

To limit computation time, I limited the computation of both the updated value of θ as well as the
dependent friction coefficient to those evaluation points where the sum of the volumes of all materials
that the user defines to behave in a RSF manner exceeds 0.5. In the future, an input parameter for this
value would be desirable.

Contrary to the original RSF theory, normal stress σn is replaced by mean pressure p and shear stress τ
by the second invariant of the deviatoric stress tensor as in other continuum modeling approaches (e.g.
Sobolev et al., 2017; Herrendörfer et al., 2018). Furthermore, the second invariant of the strain rate
tensor ε̇ii was used for the rate-dependence instead of slip velocity V. Ideally, one would only consider
the plastic part of ε̇ii, but for high slip rates the plastic part is nearly equal to the full ε̇ii. Because
ASPECT is lacking the inertial term in the momentum equation, I introduced a radiation damping term

https://github.com/geodynamics/aspect/pull/3860
https://github.com/geodynamics/aspect/pull/4370
https://github.com/geodynamics/aspect/pull/3760
https://github.com/geodynamics/aspect/pull/3932
https://github.com/geodynamics/aspect/pull/3681
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according to Rice (1993). This approximates the energy radiated as seismic waves with a flow of energy
out of the model and ensures that slip velocities do not increase infinitely with decreasing time step sizes.
The radiation damping term is currently added to the yield stress but lacks proper testing.

While classical Drucker-Prager implementations assume no slip when the yield stress is not overcome,
the RSF theory is based on the assumption that there is always some slip occuring on a fault. In my
implementation, this is realized through a change in the if-statement for the rescaling of viscosities due
to plastic yielding. In the case of the use of RSF, plastical yielding and associated rescaling is always
performed wherever the total volume of RSF materials exceeds 0.5 regardless of the magnitude of the
current state of stress in relation to the yield stress.

In sum there are 4 places where the friction rheology changes the visco-elasto-plastic material behavior:

� calculate_isostrain_viscosities, step 4b, modify the friction angle according to strain rate

� calculate_isostrain_viscosities, step 5b, reduce yield stress according to radiation damping
term

� calculate_isostrain_viscosities, step 5c-2, modified yielding condition

� calculate_isostrain_viscosities, step 5c-2, take radiation damping into account when
computing the effecitve_viscosity

Because of its influence on velocities, RSF may strongly influence the size of time steps.

5.2.4 Implementation of new time stepping criteria

In order to capture all time scales relevant for earthquakes - from fractions of a second during a slip
event to hundreds or thousands of years between two events - I use the methodology initially published
by Lapusta et al. (2000) and further developed in Herrendörfer et al. (2018). Therein, the time step size
necessary to resolve all processes is determined by taking the minimum of four different criteria: (1) the
displacement time step (eq. 5.20), (2) the visco-elasto-plastic relaxation time step (eq. 5.21), (3) the state
healing time step (eq. 5.22), and (4) the state weakening time step (eq. 5.23). These are the equations
used in Herrendörfer et al. (2018):

∆td = ∆dmax ·min

[
|∆x

Vx
|, |∆x

Vy
|
]

(5.20)

∆tvep = 0.2 · ηvep
G

(5.21)

∆th = 0.2 · θ (5.22)

∆tw = ∆θmax · L

Vp
(5.23)

with

ξ =
1

4

[
kL

aP
− b− a

a

]2
− kL

aP
(5.24)

k =
2G∗

π∆x
(5.25)

G∗ =
G

1 − ν
(5.26)

if ξ > 0:

∆θmax = min

[
aP

kL− (b− a)P
, 0.2

]
(5.27)
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if ξ < 0:

∆θmax = min

[
1 − (b− a)P

kL
, 0.2

]
(5.28)

where a, b, L, and θ are rate-and-state friction parameters as described above in Chapter 5.1.2. Vp is
the plastic or slip velocity which is approximated with ε̇ii · ∆x in our implementation. P is the effective
pressure which takes the effect of pore fluids into account. G is the elastic shear modulus and ν is
the Poisson number. ηvep is the effective visco-elasto-plastic viscosity. ∆x is the cellsize in x-direction,
and Vx and Vy are the velocity components in x-direction and y-direction, respectively. In ASPECT I
replaced ∆x with the minimum_vertex_distance of the cell to account for the possibility of movement
in all three spatial direction.

Equations 5.20–5.23 are evaluated at every quadrature point below the surface where the total of RSF
materials exceeds a volume fraction of 0.5. The smallest resulting time step then prescribes the size for
the next time step. Due to ASPECT’s plugin structure it is easily possible to couple this time stepping
scheme with other criteria, e.g. the possibility to repeat a time step with a smaller size if the two values
are very different. This ensures that time step sizes don’t become too large to resolve an earthquake.

5.2.5 Example input file

This is an example input file for a simple, 2D, periodic RSF model that can be run on one processor. It can
be used as a starting point for testing and using RSF in ASPECT. It returns a long and thin model with
the dimensions of 48x0.75 km or 128x2 cells. One of the short model sides is fixed, while the other side is
moved with a constant velocity. The long model sides are periodic boundaries. The short side that is not
moving has 4 cells of fault material which behaves according to RSF and is prestressed by initializing the
shear stress stress_xy with 26e6. This allows the first earthquake to happen immediately without having
to let the shear stress build up during model time. It is recommended to use particles instead of fields to
prevent the diffusion of fault material. Key parameters for the testing of the RSF implementation are (1)
the time stepping scheme and its sensibility to velocities, applicability to earthquake cycle modeling and
feasibility in terms of computational resources, (2) the values and spatial distribution of RSF parameters
a, b, L, (3) the radiation damping term.

Note: With discontinuous elements, which are needed for the VEP rheology, adaptive mesh refinement
and periodic boundaries can not be used in a parallelized model to date. This input file should therefore
be run on one processor only.

#### Periodic strike slip fault model

#### Global parameters

set Dimension = 2

set Start time = 0

set End time = 10e4

set Use years in output instead of seconds = true

set Nonlinear solver scheme = iterated Advection and Stokes

set Nonlinear solver tolerance = 1e-6

set Max nonlinear iterations = 100

set Output directory = output

set Timing output frequency = 1

set Maximum time step = 2

subsection Checkpointing

set Steps between checkpoint = 20

end

set Resume computation = auto

subsection Time stepping

set List of model names = repeat on cutback , lapusta

time step

set Minimum time step size = 3.169e-10

set Minimum time step size for first time step = true

subsection Repeat on cutback
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set Relative repeat threshold = 0.2

end

end

set Maximum relative increase in time step = 10

# Model geometry [m]

subsection Geometry model

set Model name = box

subsection Box

set X repetitions = 2

set Y repetitions = 128

set X extent = 750

set Y extent = 48e3

set X periodic = true

end

end

subsection Mesh refinement

set Initial global refinement = 0

set Initial adaptive refinement = 0

set Time steps between mesh refinement = 0

set Strategy = minimum refinement function

subsection Minimum refinement function

set Coordinate system = cartesian

set Variable names = x,y,z

set Function expression = if(y<=1e3 , 0, 0)

end

end

# Velocity on boundaries characterized by functions

subsection Boundary velocity model

set Prescribed velocity boundary indicators = top:function , bottom:function

subsection Function

set Variable names = x,y

# the BP1 of the SCEC -SEAS group requires a plate speed of 1e-9 m/s,

which equals 31.5 mm/y.

# Here I take half of it because I only model one side of the fault

set Function constants = mm=0.001 , year=1, outflow =

15.75

set Function expression = if(y<=0, 0, outflow*mm/

year); 0

end

end

# Number and names of compositional fields

# The four compositional fields represent the upper crust , lower crust , mantle

# and a vertical ’fault’ with specific friction parameters.

subsection Compositional fields

set Number of fields = 8

set Names of fields = ve_stress_xx , ve_stress_yy , ve_stress_xy ,

ve_stress_xx_old , ve_stress_yy_old , ve_stress_xy_old , theta , fault

set Compositional field methods = particles , particles , particles , particles ,

particles , particles , particles , particles

set Mapped particle properties = theta:theta , ve_stress_xx:ve_stress_xx ,

ve_stress_yy:ve_stress_yy , ve_stress_xy:ve_stress_xy , ve_stress_xx_old:

ve_stress_xx_old , ve_stress_yy_old:ve_stress_yy_old , ve_stress_xy_old:

ve_stress_xy_old , fault:initial fault

end

subsection Initial composition model

set Model name = function

subsection Function

set Variable names = x,y
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set Function expression = 0;\

0;\

if(y>1.5e3 ,26e6 ,0);\

0;\

0;\

0;\

1.4e7;\

if(y <=1.5e3 ,1,0);

end

end

subsection Boundary composition model

set List of model names = initial composition

end

# Temperature boundary conditions

subsection Boundary temperature model

set Fixed temperature boundary indicators = bottom , top

set List of model names = box

subsection Box

set Bottom temperature = 273

set Top temperature = 273

end

end

subsection Initial temperature model

set Model name = function

subsection Function

set Function expression = 273

end

end

subsection Formulation

# incompressible

set Formulation = Boussinesq approximation

set Enable elasticity = true

end

# Constant internal heat production values (W/m^3) for background material

# and compositional fields.

subsection Heating model

set List of model names = compositional heating

subsection Compositional heating

set Compositional heating values = 0.

end

end

# Material model

subsection Material model

set Model name = visco plastic

subsection Visco Plastic

set Reference temperature = 293

# The minimum strain -rate helps limit large viscosities values that arise

# as the strain -rate approaches zero.

# The reference strain -rate is used on the first non -linear iteration

# of the first time step when the velocity has not been determined yet.

set Minimum strain rate = 1.e-50

set Reference strain rate = 1.e-14

# Limit the viscosity with minimum and maximum values

set Minimum viscosity = 1e6

set Maximum viscosity = 1.5 e23
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# Thermal diffusivity is adjusted to match thermal conductivities

# assumed in assigning the initial geotherm

set Thermal diffusivities = 1.333333e-6

set Heat capacities = 750.

set Densities = 2670

set Thermal expansivities = 2e-5

set Elastic shear moduli = 3.2 e10

# Viscosity

set Viscosity averaging scheme = maximum composition

set Viscous flow law = dislocation

# Dislocation creep parameters for

set Prefactors for dislocation creep = 1e-23

set Stress exponents for dislocation creep = 1.0

set Activation energies for dislocation creep = 0.0

set Activation volumes for dislocation creep = 0.0

# Plasticity parameters

set List of compositional field names to use rate and state friction =

fault

set Friction mechanism = regularized rate and state dependent

friction

subsection Rate and state parameter a function

set Variable names = x,y

set Function expression = 0;0;0;0;0;0;0;0; 0.01

end

subsection Rate and state parameter b function

set Variable names = x,y

set Function expression = 0;0;0;0;0;0;0;0;0.015

end

set Angles of internal friction = 30

set Cohesions = 20e6 , 20e6 , 20e6 , 20e6 , 20e6 ,

20e6, 20e6, 20e6, 2e6

subsection Critical slip distance function

set Variable names = x,y

set Function expression = 1;1;1;1;1;1;1;1;0.008

end

set Use fixed elastic time step = false

set Fixed elastic time step = 3.169e-10

set Stabilization time scale factor = 1

set Use radiation damping = false

end

end

# Gravity model

subsection Gravity model

set Model name = vertical

subsection Vertical

set Magnitude = 9.81

end

end

# Post processing

subsection Postprocess

set List of postprocessors = velocity statistics , visualization ,

point values , particles , composition statistics , Stokes residual

subsection Visualization

set List of output variables = viscosity , strain rate , error

indicator , named additional outputs , stress

set Output format = vtu

set Time between graphical output = 0
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set Interpolate output = true

set Write higher order output = true

end

subsection Particles

set Number of particles = 0.25e6

set Time between data output = 0

set Data output format = gnuplot

set List of particle properties = velocity , theta for RSF , elastic

stress , initial composition

set Interpolation scheme = quadratic least squares

set Update ghost particles = true

set Particle generator name = quadrature points

end

subsection Point values

# A line of points to visualize slip with postprocessing scripts

set Evaluation points = 0.05 ,2000; 0.1 ,2000; 0.15 ,2000;

0.2 ,2000; 0.25 ,2000; 0.3 ,2000; 0.35 ,2000; 0.375 ,2000; 0.4 ,2000;

0.45 ,2000; 0.5 ,2000; 0.55 ,2000; 0.6 ,2000; 0.65 ,2000; 0.7 ,2000

set Time between point values output = 0

end

end

subsection Solver parameters

subsection Stokes solver parameters

set Number of cheap Stokes solver steps = 400

set Linear solver tolerance = 1e-7

end

# Make sure to do only 1 splitting step

subsection Operator splitting parameters

set Reaction time step = 5000 # larger than maximum

Stokes time step

set Reaction time steps per advection step = 1

end

end

subsection Discretization

# DG for viscoelastic stresses

set Use discontinuous composition discretization = true

end

5.3 Conclusion

Even though final testing of RSF in ASPECT has not been done yet because of a forced change in the
subject of the thesis, the latest models using the input file of Chapter 5.2.5 look promising. The changes
in the VEP rheology that I have been implementing within the last 2.5 years since the need for them was
discovered during the work on this thesis, improve the RSF models substantially. Convergence is much
better, such that a nonlinear tolerance of 1e-7 is now achieved within about 20 iterations during much
of the model run. Time step sizes in a the range of milliseconds can be used such that a slip event spans
more than one time step. Model velocities span many magnitudes without the model crashing, ranging
from a root mean square velocity of 1010 m/year during an event to smaller than 10−2 only a few model
seconds afterwards. These may not be realistic values yet but illustrate the capabilities of the software.
Similarly, the values for the state variable θ as well as the shear stress in the fault instantly drop during
an event as expected. However, the above model does not increase time step sizes after an event, such
that no full cycle could be computed. Future work must overcome this deficiency. Furthermore, testing
more values for the RSF parameters is needed such that ASPECT’s RSF can be compared to other
softwares, e.g. by using the benchmark problems from the SEAS-SCEC community (Luo et al., 2018;
Erickson et al., 2020).
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6 General Discussion and Conclusion

This thesis explores the different scales and process interactions involved in the formation of continental
plate boundaries by making use of state-of-the-art geodynamic modeling tools. I specifically studied
the interaction (1) of a rifting crust with the heat flow field, (2) of rock softening with the kinematics
of folding and faulting, (3) of neighboring restraining and releasing bends in a strike-slip model that
includes geodynamic and surface processes. I furthermore prepared the ASPECT software for studying
interactions related to earthquake-like behavior. Figure 6.1 summarizes the processes and interactions
within and across Chapters, which I will discuss in the following in more detail.

6.1 Temperature Diffusion, Rifting and Faulting

The first interaction that I studied is the transient heat flow with the folding, faulting, and crustal
thinning related to continental rifting. In Chapter 2, I investigate the strength and location of the
transient temperature signal in relationship to a range of extension velocities varying between 0.5 and
10 mm/yr and crustal thicknesses between 20 and 50 km. I therewith include the conditions of most wide
and narrow rifts worldwide. Since continental rifts are a major source for resources like hydrocarbons or
geothermal heat(e.g. Brune et al., 2023, and references therein), the prediction of subsurface temperatures
as correct as possible, is important. Changes of a few tenths of degrees Celsius may have a big impact,
e.g. when determining the feasibility of a geothermal power plant (e.g. Bodvarsson, 1974; Nathenson,
1975).

Even though the heating effect of a thinning crust is well known, the transients of this heat flow component
are mostly not taken into account when deducing present day heat flow fields. Instead, temperatures are
mostly computed under the simplification of the 1D heat equation and the assumption of an immediately
equilibrating temperature field (e.g. Scheck-Wenderoth et al., 2014; Freymark et al., 2017; Sippel et al.,
2017). To take the long-term temporal component of diffusing temperatures in an ever-changing system
into account, I set up a series of generic geodynamic simulations. This resulted in thresholds for the
applicability of the steady-state assumption and guidelines for the uncertainty range in continental rifts.
Both much depend on the exact location and the scale involved in the research question. The models
show the largest deviation from the 1D temperature field for locations beneath the rift shoulders of
narrow rifts. The mismatch becomes more important and concerns larger depths with increasing rifting
velocities as isotherms are faster advected to the surface. We find that the 100◦C isotherm is never
shallower than 5 km compared to its steady-state counterpart with an average of about 1 km difference
in depth. On a crustal scale this may seem small. However, when drilling, 1 km can make a difference
of millions of Euros (e.g. Lukawski et al., 2014) which may change the feasibility of a planned project.
When looking at deeper isotherms the transient rifting-related temperature signal becomes even larger.
For the 400◦ isotherm, the tectonically-induced advection may be larger than 15 km at locations below
the faults of the rift flanks.

This interaction of comparably slow temperature diffusion in crustal material with the much faster
tectonic deformation may have implications on various other variables and processes. Amongst others, a
rise in temperatures changes the stable phase of mineral assemblages (e.g. Matthes, 1990, and references
therein), alters the solubility of minerals in a fluid and the saturation level of a fluid (e.g. Suleimenov
et al., 1994), and may imply a transition from crystallized to molten rock in an extreme case. Higher
temperatures furthermore change the frictional behavior of a fault (see Chapter 5.1.3 for details) which
needs to be taken into account when analyzing the seismic hazard of a region. It is therefore important to
incorporate this uncertainty of tectonic origin in the subsurface temperature modeling for many projects.
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Figure 6.1: A graphical summary of examplary process interactions at plate boundaries discussed in this
thesis. Colors indicate the Chapters where they are researched. Solid ellipses mark the processes studied while
transparent areas enclose the resulting processes and interactions.

6.2 The Kinematics of Folding and Faulting, Rheological Contrasts, and
Reservoirs

My second research question deals with the applicability of the theoretical and purely kinematic trishear
model, which was first proposed by (Erslev, 1991), to more realistic setups of fault-propagation folds as
described in Chapter 3. Therein I investigate the implications of different rheological parameters, such
as changes in cohesion and the angle of friction and their impact on the velocity field and the style of
folding and faulting. Large fault-propagation folds are typical structures of fold-and-thrust belts which
are situated in the borders of a range of compressional plate boundaries such as the Himalayan-Pamir
mountain belt, the Alps and the Andes (Fig. 1.2). However, fault-propagation folds can be found on a
variety of scales ranging from millimeters to tens of kilometers (Fig. 3.1). In my models, I am simulating
folding behind and above the tip of faults with a length of a few kilometers involving three rock layers
with a total thickness of 15 km. Similar geological situations have been found to host fluid reservoirs of
economic importance, which for example bear hydrocarbons such as oil and gas or water bodies (Cooper,
2007; Goffey et al., 2010; Hammerstein et al., 2020, and references therein). Identifying potential host
structures and reconstructing their evolution is the first step to find and use these valuable resources.

The trishear model has succesfully been applied to the inverse reconstruction of fault-propagation folds
(e.g. Hardy et al., 1997; Allmendinger et al., 2005; Grothe et al., 2014), even though it limits deformation
to a triangular zone above the fault tip. Instead, our geodynamic forward models cover more complex
setups with a variety of lithologies and rheological contrasts and deformation may occur everywhere.
While the kinematic fields of both kind of models are comparable for structures of limited complexity as
in the initial phases of folding and faulting, I show that later stage folding is not well represented by the
purely kinematic model. This is due to the increased propagation of the main fault and the appearance of
secondary structures and faults. I therewith contribute to the understanding of the rheological impact on
the evolution of fault-propagation folds. The timing of folding in interaction with the presence of fluids
may for instance determine if the forming anticline structure will act as a trap and form a reservoir or not
(e.g. Roure et al., 2005). Furthermore its lifetime may be limited by the main fault breaking through the
folded roof or by the appearance of secondary faults and cracks (Evans et al., 2012; Cosgrove, 2015, and
references therein). In Chapter 3, I find for example that relatively weak cover layers, e.g. simluated by an
evaporitic rheology, experience more diffuse deformation, which is the geodynamic modeling equivalence
of small scale faulting. In reality, these faults might provide pathways for the migration of fluids. For the
evalution of potential reservoir-bearing folds with complex folding and faulting histories, it is therefore
important to take the rheological particularities and contrasts of all units involved into account.

The existence or non-existence of small-scale faulting in the upper layer may also make a difference in
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terms of landscape evolution. More fractured, weaker layers will facilitate erosion (e.g. Dühnforth et al.,
2010), which in turn will change the principal stress directions and thus impact the kinematics of the
underlying fault system (Fig. 1.1). Surface processes have been ignored in the model suite of Chapter 3
together with numerous other processes acting in the real-world. However, including more of them will
again increase our understanding of the many interactions and feedbacks shaping small- and big-scale
folding and faulting. With my models I made one further step out of the simplifying trishear model to
more realistic rheologies.

6.3 Tectonics, Surface Processes, and Restraining and Releasing Bends

Chapter 4 deals with a variety of interactions. These include those between surface processes and
tectonics through the coupling of ASPECT and FastScape as well as feedbacks between neighboring
restraining and releasing bends of a major strike-slip fault. I included all of them in a single generic
3D model setup of a strike-slip fault with two stepovers. Its areal extent, boundary velocity and crustal
thickness were roughly based on the Dead Sea Fault as an example region with adjacent pull-apart
basin and push-up mountains, namely the Dead Sea Basin and the Lebanese mountains. I find that
the efficiency of surface processes has no major impact on the general fault system outline but alters
topograhical elevations and the stress regime. The basin’s depth is controlled both by sediment deposition
(e.g. Bond et al., 1988) and strike-slip velocity through the timing and complexity of the fault network
evolution (see Chapter B.3 for details). This is in general accordance with previous studies (e.g. Berry
et al., 2019) but had not been applied to bending strike-slip faults.

Furthermore, I find a crustal flow pattern that links the restraining and the releasing bend and intensifies
with surface process efficiency. I see at least two components of the flow linking the bends. One is driven
by gravitational potential energy and erosion of the restraining bend and moves crustal material from
higher elevations and thicker crust to lower elevations and thinner crust, i.e. from the restraining to
the releasing bend. The other component is smaller and is probably very obscured by the many other
processes in observational data. However, with my novel models I am able to catch this second component
of flow moving crustal material in the opposite direction, i.e. from the low elevations of the releasing
bend to the high elevations and thicker crust of the restraining bend. It is driven by the deposition
of sediments in the pull-apart basin. A similar return flow has been described earlier for continental
margins that experience rapid sediment accumulation, e.g. those surrounding South-East Asian orogens
(Morley et al., 2006; Clift, 2015). My work shows that also areas with sediment accumulation that
is several magnitudes smaller experience this kind of flow. Accordingly, I find the flow to be several
orders of magnitude slower. Nonetheless, uplift at the model restraining bend is detectably increased
and prolonged.

These interactions between surface processes and tectonics at the two types of bends imply that
restraining bends evolve differently depending on the existence and proximity of a releasing bend of
the same fault and vice versa. Since there are very few studies that include both kinds of bends in a
single framework (e.g. Bulkan et al., 2020), there might be many more interactions between the bends
that are thus, to date, undescribed. Increased and prolonged uplift may for example alter the temperature
distribution in the crust of the restraining bend (e.g. Čermák et al., 1996), which in turn influences the
crustal rheology (e.g. Goetze et al., 1979; Beaumont et al., 2006) and the earthquake behavior of its fault
system (Chapter 5.1.3).

6.4 Outlook

As described in Chapters 6.1 and 6.3, temperature variations may result from a variety of interactions.
As known from various studies, temperature strongly influences rock properties including the transition
from brittle to ductile rheology (e.g. Goetze et al., 1979; Beaumont et al., 2006) and the frictional strength
of faults (Chapter 5.1.3).With the changes added to the ASPECT code as described in Chapter 5, it is
possible to extend the work of Chapters 2–4 to study the impact of the tectonic history to various variables
in the light of earthquake risk assessment. The additions from Chapter 5 yield the basis to restart any
kind of crustal ASPECT model on smaller time-scales with earthquake-like behavior enabled. This may
greatly increase our understanding of crustal interactions on shorter time-scales and has the potential
of improving seismic hazard assessments of major faults worldwide. This would not only improve our
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general understanding but could also help to identify infrastructure at risk and modify it accordingly.

Improving geodynamic software to model even more realistic setups is an ongoing development in the field
of geodynamic modeling and is accompanied and greatly supported by great advances in computational
infrastructure. The possibility to use cross-scale code coupling and the development towards exa-scale
computation does not only improve model resolution but also increases the options for more and more
realistic interaction chains as an increasing number of processes can be included in the computation.
Fast and recent progress is especially visible in the field of modeling the seismic cycle (e.g. Pipping et al.,
2016; Erickson et al., 2017; Herrendörfer et al., 2018; Barbot, 2019; Zelst et al., 2019; Erickson et al.,
2020). However, so far, merely software using the boundary integral equation method or boundary
element method has proven sufficient for modeling recurrent earthquakes (e.g. Lapusta et al., 2009;
Barbot, 2019). Conversely to software that uses the finite element method like ASPECT, this holds the
disadvantage of a prescribed fault system. The rate-and-state implementation in ASPECT together with
its improved visco-elasto-plastic rheology may overcome this obstacle with freely evolving fault systems.
Additionally, this could open the possibility to shed light onto the many hidden and obscured interactions
in the Earth’s crust on a wide range of temporal and spatial scales in a single modeling framework.

6.5 General Conclusion

In this thesis I aim to qualify and quantify process interactions at continental plate boundaries. With
my work, I cover a wide range of temporal and spatial scales, and include models of all three main plate
boundary types. Since many processes are difficult to study with observational data, I use geodynamic
modeling where I have full controll on the complexity and the efficiency of single processes and their
interactions.

My main findings include

(1) a quantification of the transient tectonic thermal imprint on crustal temperatures in continental rifts
in Chapter 2. I compare it to the 1D steady-state heat flow field often assumed for the modeling
of crustal temperatures. This interaction between the comparably slow conduction of heat and
the faster tectonic deformation of folding, faulting and creep has implication for all temperature-
dependent processes. It may for example change conclusions on the feasibility of the exploitation
of geothermal or hydrocarbon reservoirs, the prevailing mineral assemblage, the presence of melt,
or the chemical composition of fluids.

(2) interactions between the kinematics of fault-propagation folding and the rheological properties
of the rock units involved in Chapter 3. These structures are often modeled with the kinematic
trishear model for which the results compare well to simple geologic settings in geodynamic models.
However, geodynamic models can cover more complex and therewith realistic geologic settings
which for example include off-fault deformation. Studying off-fault deformation and secondary
faulting during the evolution of a fold structure may provide valuable insights on fluid migration,
and reservoir formation.

(3) feedback mechanisms of geodynamic and surface processes which ultimately link neighboring
releasing and restraining bends on a crustal level. In Chapter 4, I show that two opposing types
of crustal flow exist. One is driven by gravitational potential energy and moves crustal material
from the thickened crust of the restraining bend to the thinned crust of the releasing bend. This
is influenced by surface processes through the thinning effect of erosion on the restraining bend
crust. On the other hand, sediment deposition drives a small opposed component of crustal flow
that moves material from the releasing to the restraining bend. This effect too is influenced by
surface processes through its controll on sedimentation.

While these findings enhance our view on plate boundary processes and their interactions, it is yet only
a small window into the big picture of process interactions at plate boundaries. Further improvement
of geodynamic software will enable the study of more and more complex settings and reveal interactions
on the many different spatial and temporal scales involved, e.g. by linking short-term tectonic events
like earthquakes to processes that evolve more slowly as is the aim of Chapter 5. With the recent rapid
increase in computational capabilities, we may soon find many more exciting interactions that shape the
plate boundaries of the Earth.
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1. Results for the alternative steady-state model series using the dynamic model 1300◦C isotherm as
steady-state thermal LAB, comparable to Figures 2.4–2.6 of the main text.

2. Figures of mean ∆disotherm for the evolution of four exemplary models.

3. Additional plots for isotherms between 100◦C and 600◦C.

4. Alternative setups of the steady-state models using a 1250◦C boundary condition at the LAB or a
2D thermal steady-state equation.

A.1 Alternative definition of the LAB

Figures 2.4–2.6 of the main text, but for the alternative steady-state model series. Here, instead of the
material contour at the bottom of the lithospheric mantle, the 1300◦C isotherm is extracted from the
dynamic model snapshot and used as the steady-state thermal LAB. Comparing Figures 2.4–2.6 of the
main text to Figures A.S1–A.S3, it can be seen that the overall pattern of ∆disotherm is the same for
both approaches. However, the values for ∆disotherm are smaller and have a more local effect when the
material contour is chosen as the steady-state LAB, as is discussed in the main text.

https://doi.org/10.1029/2020GC009577
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Figure A.S1: Impact of using the 1300◦C isotherm to define the LAB of the steady-state models in narrow
rift setups. The difference to the setup of Figure 2.4 in the main manuscript is best visible in (b), where the
isotherms at the base of the model are more evenly distributed. However, shallower crustal isotherms are almost
not affected, so that the differences in depth of isotherms (c,d) are very similar to those shown in Figure 2.4.

Figure A.S2: Impact of using the 1300◦C isotherm to define the LAB of the steady-state models in wide rift
setups. The difference to the setup of Figure 2.5 in the main manuscript is best visible in (b), where the isotherms
at the base of the model are more distributed. However, shallower crustal isotherms are almost not affected, so
that the differences in depth of isotherms (c,d) are very similar to those shown in Figure 2.5.
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Figure A.S3: Impact of using the 1300◦C isotherm to define the LAB of the steady-state models. The diagrams
reveal a roughly 30% greater depth difference than for the reference LAB definition. For more figure details and
abbreviations, see Figure 2.6 in the main manuscript.
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A.2 Evolution of ∆disotherm for four exemplary models

In the main text, we discuss ∆disotherm after 50 km of extension only. Here, we show the entire evolution of
the difference in isotherm depth for four exemplary models. It can be seen that the mean ∆disotherm stays
in the same range after a first build-up phase, making the analyses of the 50 km snapshots representative
for almost the entire rift evolution.
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Figure A.S4: Differences of the isotherm depth for the evolution of four exemplary models with extension
velocities of 3 and 8 mm/a and initial crustal thicknesses of 30 and 50 km. The x-axis indicates the amount
of extension in km and the time after model start in million years. Solid lines give the arithmetic mean of
∆disotherm in the central third of the model domain, which includes the entire rift region for all narrow rifts.
The one standard deviation interval is shown as a colored envelop. The dashed lines represent the similarity
thresholds ϵ = ±2.5 and ϵ = ±5 km.

A.3 Additional plots for isotherms between 100◦C and 600◦C

Here, we show the difference between transient and steady-state models in terms of ∆disotherm for
isotherms between 100◦C and 600◦C for all crustal thicknesses and extension velocities. These plots
are analogous to the right-hand sides of Figures 2.5 and 2.6. Red colors indicate a warmer crust in
the transient model with the isotherms being shallower compared to the steady-state model. The black
contour marks a 5 km difference in depth.



114 A SUPPLEMENTARY MATERIAL CHAPTER 2

Figure A.S5: a) ∆disotherm for the 100, 200, and 300◦C isotherms for all crustal thicknesses and extension
velocities.
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Figure A.S5: b) ∆disotherm for the 400, 500, and 600◦C isotherms for all crustal thicknesses and extension
velocities.
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A.4 Alternative setups of the steady-state models

Figure A.S6: Comparison of the influence of alternative setups of the steady-state models.

In this section, we compare the models used in the analysis of the main text with alternative setups of
the steady-state models. We use an exemplary model which has an initial crustal thickness of 30 km
and an extension velocity of 5 mm/a to show the influence of different setups of the steady-state models.
The steady-state models in the main text use the material contour extracted from the dynamic models
as the new LAB which is associated with the 1300◦C boundary condition (the plots with a thick black
frame display the same model results as in Figure 2.5 in the main text). These models are shown on
the left side of Figure A.S6. On the right of Figure A.S6, the same analysis is shown for steady-state
models that use an isotherm from the dynamic model as the steady-state LAB (the plots with a thick
black frame display the same model results as in Figure 2.2 in the supplement).

We compare these models to two other possibilities to set up the steady-state models: To the left of the
plots for the reference models, we use 1250◦C as the temperature of the LAB to account for the variation
of LAB temperatures found in the literature. For these models we used the same dynamic models as in
the main text, but associated the extracted material contour with a 1250◦C boundary condition (left),
or extracted the 1250◦C isotherm from the dynamic model to use it as the steady-state LAB (right). To
the right of the plots for the reference models, we use the same temperature for the LAB as in the main
analysis (1300◦C), but use a 2D thermal steady-state approach, while the models in the main analysis
use a 1D steady-state approach.

While the 1D thermal steady-state was achieved by simply initializing a model without deformation
(no time-stepping), the 2D thermal steady-state needed to employ a computationally more demanding
method. We used the same structural snapshots of the dynamic model, but instead of only initializing a
model, the 2D model was run for 1 Ma to allow the temperature field enough time to equilibrate through
2D thermal diffusion based on the given material properties. To ensure that only diffusional processes
were active while the surface and the structural boundaries remained constant, zero velocity conditions
were applied at the boundaries and only the temperature equation (Eq. 3) was solved. Furthermore, the
thermal diffusivity of the asthenosphere was set to an unrealistically high value to prevent cooling at the
LAB.
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B.1 Numerical model

The geodynamic modeling was carried out using the open-source code ASPECT (Kronbichler et al., 2012;
Heister et al., 2017; Gassmöller et al., 2018). In this study, it solves the incompressible flow equations
of momentum, mass and energy (assuming an infinite Prandtl number) for velocity v, pressure P and
temperature T , combined with advection equations for each Eulerian compositional field ci:

−∇ · (2ηϵ̇) + ∇P = ρg (B.1)

∇ · v = 0 (B.2)

ρ̄cP

(
∂T

∂t
+ v · ∇T

)
−∇ · k∇T = ρ̄H radioactive heating (B.3)

+ (2ηϵ̇) : ϵ̇ shear heating

+ αT (v · ∇P ) adiabatic heating

∂ci
∂t

+ v · ∇ci = 0, (B.4)

where η is the effective viscosity (see Eq. B.5-B.8), ϵ̇ is the deviator of the strain rate tensor 1
2 (∇v +

(∇v)T ), density ρ = ρ0(1 − α(T − T0)) with T0 the reference temperature, and g gravity. ρ̄ is the
adiabatic reference density, cP the specific isobaric heat capacity, k the thermal conductivity, and α the
thermal expansivity, as given in Table B.S1.

We use a visco-plastic rheology (Glerum et al., 2018) with dislocation and diffusion creep rheologies as
well as the Drucker-Prager yield criterion. In 2D, these are implemented within ASPECT through the
following equations:

ηcomp
eff =

(
1

ηdf
+

1

ηds

)−1

composite viscosity (B.5)

with ηds|df =
1

2
A

− 1
nds|df d

mds|df

nds|df
ϵ̇ii

1 − nds|df

nds|df
exp

(
Eds|df + PVds|df

nds|dfRT

)
ds—df creep (B.6)

When 2ηcomp
eff ϵ̇ > σy, the plastic effective viscosity (Eq. B.7) is used instead of the composite effective

viscosity (Eq. B.5):

ηpleff =
σy

2ϵ̇ii
plastic effective viscosity

(B.7)

with σy = P · sin(ϕ) + C · cos(ϕ) Drucker-Prager plasticity
(B.8)
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where ηeff is the effective viscosity, ds|df corresponds to dislocation or diffusion creep, d is grain size,
R is the gas constant, Ads|df are prefactors, nds|df and mds|df are stress and grain size exponents. For
diffusion creep, ndf = 1, while for dislocation creep, mds = 0. Eds|df are the activation energies, Vds|df
are the activation volumes, σy is the yield stress, ϕ is the internal angle of friction and C is cohesion.
ϵ̇ii is defined as the square root of the second invariant of the deviatoric strain rate tensor. The final
effective viscosity (Eq. B.5 or Eq. B.7) is capped by a user-defined minimum and maximum viscosity
ηmin and ηmax. The parameters used are listed in Table B.S1.

Sediments Upper
crust

Lower
crust

Lithospheric
mantle

asthenos-
phere

Unit

(wet
quartzite)

(wet
quartzite)

(wet
anorthite)

(dry
olivine)

(wet
olivine)

Thermal properties
thermal diffusivity κ 0.728 0.926 0.585 0.838 0.833 mm2 s−1

heat capacitiy cp 1200 1200 1200 1200 J kg−1 K−1

density at surface
conditions ρ

2118 2668 2835 3260 3300 kg m−3

density at in-situ
conditions ρ0

2150 2750 2900 3300 3300 kg m−3

thermal expansivity α 3.70 2.70 2.70 3.00 3.00 10−5 K−1

radioactive heating H 1.2 1.5 0.2 0 0 µW m−3

Dislocation creep (a) (a) (b) (c) (c)

prefactor Ads 8.57·10−28 8.57·10−28 7.13·10−18 6.54·10−16 2.12·10−15 Pa−n s−1

stress exponent nds 4 4 3 3.5 3.5 -
activation energy Eds 223 223 345 530 480 kJ mol−1

activation volume Vds 0 0 3.80·10−5 1.80·10−5 1.10·10−5 cm3 mol−1

Diffusion creep (a) (a) (b) (c) (c)

prefactor Adf 5.97·10−19 5.97·10−19 2.99·10−25 2.25·10−9 1.5·10−9 Pa−1 s−1

grain size exponentmdf 2 2 3 0 0 -
activation energy Edf 223 223 159 375 335 kJ mol−1

activation volume Vdf 0 0 3.80·10−5 6.00·10−6 4.00·10−6 m3 mol−1

Drucker-Prager
plasticity
friction angle ϕ 30 30 30 30 30 ◦

cohesion C 20 20 20 20 20 MPa

Table B.S1: Material properties used in the geodynamic models. We assume a grain size of 1 mm that is
included in the pre-exponential factors. These factors have further been converted from the experimental values
to account for the usage of second invariants for strain rate and stress. The user-defined minimum and maximum
viscosities are ηmin = 1 · 1019 Pas and ηmax = 1 · 1024 Pas. (a) Rutter et al., 2004, (b) Rybacki et al., 2006, (c)

Hirth et al., 2004. Frictional strain softening is used, where the friction coefficient reduces linearly from 30◦ to
7.5◦ for brittle strain between 0 and 1. For strains larger than 1, it remains constant at 7.5◦.

Surface processes are simulated using FastScape (Braun et al., 2013; Yuan et al., 2019), which solves the
stream power law:

∂h

∂t
= U −KfA

mSn +
G

A

∫
A

(
U − ∂h

∂t

)
dA + Kd∇2h (B.9)

where h is topographical height, U uplift, S slope, and A the drainage area. These parameters evolve
with the model run and are taken from the surface mesh. Prescribed parameters are Kf - the bedrock
river incision rate, m - the drainage area exponent, n - the slope exponent, G - the bedrock deposition
coefficient and Kd - the bedrock diffusivity. All values used are listed in Table B.S2. For details about
the coupling of ASPECT and FastScape, we refer the reader to Neuharth et al., 2021 and Neuharth
et al., 2022.
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Value Unit

Bedrock river incision rate Kf 0.25·10−5 / 0.5·10−5 / 1·10−5 m0.2/yr
Bedrock diffusivity Kd 1·10−2 m2/yr
Bedrock deposition coefficient G 1 -
Drainage area exponent m 0.4 -
Slope exponent n 1 -
Marine diffusivity 500 m2/yr

Table B.S2: Prescribed FastScape parameters for simulations including surface processes

B.2 Influence of inheritance

We represent possible inherited heterogeneity (rock type, weaknesses) with initial non-zero plastic strain.
The initial plastic strain magnitude is obtained by multiplying random numbers on the 0–1 interval with
a Gaussian distribution of a user-set amplitude and standard deviation perpendicular to the initial fault
seeds. The random numbers are controlled by the seed of the random number generator. Varying this
seed allows us to generate different initial conditions while keeping all other parameters constant. This
holds interesting ramifications because our models show that some aspects of the final basin geometry
are controlled by the localization of the first faults around the releasing bend. These modulate the final
basin width and the interbasinal structures, but they also affect the asymmetry of the basement surface
observed at the Dead Sea, which has been subject to much discussion (Quennell, 1959; Garfunkel, 1981;
Ben-Avraham et al., 1992; Wdowinski et al., 1996; Lubberts et al., 2002; DESERT Group et al., 2004).
Figure B.S1 shows that minor variations in crustal heterogeneities can play a significant role in shaping
the basin (compare Fig. B.S1a,c,e, with b,d,f). However, the asymmetric basement topography is a
constant in all presented model results. We therefore suggest that the general asymmetry of the Dead
Sea Basin is an inevitable consequence of this particular geological setting, while the details of its actual
shape may be influenced by smaller-scale and less-predictable processes.
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Figure B.S1: Models using different values for the seed of the random noise in initial strain, described with
noise A,B,C. (a), (c), (e) Boundary parallel velocity vx in colour overlain by strain rate in black during the
localization phase at 0.5 Myr. The black arrows depict magnitude and direction of the surface velocity, while
the white bars show the direction of maximum horizontal compressive stress. (b), (d), (f) Surface topography
and sediment thickness overlain by strain rate in black at the end of the model runs at 20 Myr. (g–l) Upper
crustal profiles of the stress regime at the locations of the initial stepovers at x1 = 150 km and x2 = 450 km at
20 Myr. Brighter colours correlate with higher strain rates. Lighter areas deform in a brittle, darker areas in a
ductile manner. Sediment age is shown in a separate colour scale. Black arrows demonstrate relative motions of
fault-separated blocks.
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B.3 Influence of the boundary velocity

The reference model has a full strike-slip velocity of 5 mm/yr. We furthermore explored a variation
of ± 10%, resulting in velocities of 4.5 and 5.5 mm/yr. These values are within the range of observed
and assumed velocity variations for both present day and geological strike-slip motion of the Dead Sea
area (Le Beon et al., 2008; Hamiel et al., 2019; Hamiel et al., 2021). For a more generic exploration
of the influence of the boundary velocity, we also ran models with 2.5 mm/yr and 10 mm/yr, which is
equivalent to half and double the reference velocity (Fig. B.S2). All models were run to the same amount
of total displacement of 100 km.

Figure B.S2: Final state of models that were run to a total displacement of 100 km using different boundary
velocities (i.e., different velocities need a different amount of time to reach 100 km of displacement). Full strike-
slip velocities and model times range from (a) 2.5 mm/yr over 40 Myr to (e) 10 mm/yr over 10 Myr. The
reference model in this paper uses (c) 5 mm/yr over 20 Myr. (a–e) show topography, drainage network and
sediment thickness. (f–j) vertical velocities shown in colour scale and overlain by strain rate in black and and
arrows depicting the magnitude and direction of velocities in the x-y-plane. White lines show layer thicknesses.
(k–o) profiles through the restraining bend and (p–t) profiles through the releasing bend. Their location is shown
in (f–j). Stress regime is shown as a colour scale with brighter colours indicating higher strain rates. Light areas
deform in a brittle and dark areas in a ductile manner. Arrows depict relative motion similar to geological cross
sections. Sediment age is indicated in a separate colour scale within the basin. The white dotted lines show the
current location of the initially horizontal layer of particles used as deformation markers.
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Faster boundary velocities increase basin volume through timing of fault localization.
Running the model with double or half the reference boundary velocity to the same amount of total
displacement shows that velocity has a larger impact on the resulting basin than the coupling to surface
processes. While varying the surface process efficiency mainly affects the topography of the surface and
basement, the boundary velocity also has a major impact on the fault network that manifests during
the localization phase. At the releasing bend of the slow model with a total strike-slipe velocity of
2.5 mm/yr, the fault localizes as a straight surface trace without many bends, no branching and no
deep basin (Fig. B.S2a,f). Contrarily, in the fast model with 10 mm/yr (Fig. B.S2e,j), many faults
quickly localize simultaneously and form a mosaic of blocks. The basin quickly elongates and deepens,
forming a basin that is wider and deeper than the reference model basin (Fig. B.S2r vs. t). This
relationship between opening velocity and sediment volume has also been described for other types of
basins (Berry et al., 2019). For the more DSB-like variations of the boundary velocity of 5 mm/yr ± 10%
(Fig. B.S2b,d), we see similar trends. Overall, the sediment thickness shows an almost linear relationship
with the boundary velocity, where a variation of 0.5 mm/yr changes the sediment thickness by ∼1 km.
This increase in sediment volume can likely be explained by the fast localization of several faults in
the models with greater strike-slip motion. As described in Section 3.1 of the main manuscript, rapid
subsidence and sediment accumulation only start with the formation of a second border fault around a
distinct crustal block at the location of the future pull-apart basin. While many of these blocks exist
early in the fastest model (by ∼4 km of strike-slip displacement), the one in the slowest model forms
later (∼10 km of strike-slip displacement), which limits sediment accumulation and subsidence.

Faster boundary velocities increase mountain heights and decrease off-fault deformation.
At the fault network of the restraining bend, it is noticeable that lower boundary velocities result in longer
bordering faults that take up more displacement. This goes hand in hand with the central connecting
fault becoming decreasingly important with decreasing velocity. While this central fault is long-lived in
most models, in the fastest model (10 mm/yr) several mountain cutting faults exist that are short-lived
as the fault network evolves (Fig. B.S2j,o). Except for the fastest model, a decrease in the boundary
velocity makes the fault-generated crustal block separation more diffuse and the fault trace more edgy
(Fig. B.S2f–i,k–n). While a smoothening fault trace should reduce compressive stresses and therefore
uplift, mountain heights in our models increase with increasing velocity. This trend can be explained by
the balancing of tectonic and erosional forces and their temporal components (e.g. Willett, 1999). The
faster the boundary velocity, the shorter the time for erosion to reduce elevations. For slower strike-slip
velocities on the other hand there is more time for erosion to outbalance tectonic uplift. More erosion
should hence provide a higher amount of sediments available to fill the pull-apart basin. However, this
is not what we observe in our model series (Fig. B.S2p–t). Instead, the models show that sediment
thickness is tightly bound to the timing of the formation of a fault-bounded basin floor, and therefore to
the interaction of stress, strain and strain rate during the localization phase which limits the depositional
space.
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B.4 Influence of temporal changes in the boundary velocity
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Figure B.S3: Plots of a model that equals the reference model until 15 Myr and has afterwards been restarted
until 20 Myr with extension included in the boundary velocity. Extension equals 10% of the strike-slip velocity,
so 0.5 mm/yr. (a) topography and sediment thickness. (b) vertical velocity and strain rate pattern. Almost no
surface uplift occurs. (c) cross sections comparing model topography (locations shown in a) with the topography
of the Dead Sea Basin locations shown in Fig. 4d of the main article) It can be seen that the model basin becomes
wider and the mountains smaller than at the DSB. (d–e) cross sections at the restraining and the releasing bend
showing the stress regime and the sediment age. The colors of the stress regime are more intense for areas with
high strain rate.

B.5 Vertical axis rotations

Observed shortening at the Lebanese restraining bend amounts to only 5 km. This is relatively small,
which is attributed to a 22–60◦ counterclockwise rotation of blocks around a vertical axis (Dembo et al.,
2021a). The same applies to our model’s restraining bend, showing only minor shortening in the fault-
parallel direction but substantial rotation around the z-axis close to the faults. We attribute this rotation
to the offset in initial weaknesses representing inherited structures (Glerum et al., 2020). As suggested
for the Lebanese mountains (Gomez et al., 2007), the main part of our modeled rotation happens before
the mountain-cutting fault forms, while strain partitioning emerges after this event. Model rotation of
the block to the west of the central fault in the restraining bend amounts to 15–30◦, while we see only
5–15◦ next to the basin border faults. With paleomagnetic data from the Hula and Kinneret releasing
stepovers (see Fig. 4a in main article for location) indicating rotation magnitudes of 4–32◦ (Dembo et al.,
2021b), the model block rotations are at the lower end of observations for both types of bends. Both
predicted and observed rotation is clockwise in between the faults and anticlockwise otherwise.

B.6 Seismicity patterns

Concerning deep seismicity, our models show high strain-rate values along the basin bordering faults
that induce local rheological changes towards a brittle regime at usually ductily behaving depths
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(Supplementary Fig. B.S4). In our models, this analog to deep earthquakes exists in combination with
relatively high surface heat flow values. Indeed, we find that ∼45% of the brittle energy dissipation
rate resides in the layer below 20 km depth, which is consistent with 40% of observed micro-earthquakes
nucleating below 20 km (Aldersons et al., 2003).
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Figure B.S4: Cross sections at the restraining bend (x = 150 km) and the releasing bend (x = 450 km) showing
the energy dissipation rate, which has been used as a model analog of the energy released by all earthquakes
during the length of one time step (Petrunin et al., 2012). Layer outlines are shown as white lines and tracked
particle locations as white dots to visualize deformation. Lighter areas behave in a brittle and darker areas
behave in a ductile way.

B.7 Crustal deformation patterns

Crustal thinning and thickening occur near the releasing bend and restraining bend, respectively (Fig. 4.6
of the main manuscript). Thinning and thickening are correlated with the efficiency of surface processes.
To assess its impact, we compared the three models using different surface process efficiencies and the
model without any surface processes (Fig. 4.5 of the main text) as well as a model without erosion but
with marine sedimentation regarding their crustal thickness changes over 20 Myr (Table B.S3). Below
the pull-apart basin at the main fault, thinning in the model without surface processes amounts to
23%. However, when sedimentation is taken into account, the amount of crustal thinning increases to
38%. When erosion and sedimentation are included, thinning ranges between 40–41% for Kf between
0.25·10−5 to 1·10−5 m0.2/yr. It should be noted that the lower crust experiences stronger thinning of
∼75%, while it is ∼15% for the upper crust. Below the highest elevations at the restraining bend, crustal
thickening amounts to 39% for the purely geodynamic model, but is reduced to 24% for the reference
model and to 16% for the model with high surface process efficiency. Crustal thickening at the restraining
bend therefore shows a much stronger correlation with Kf than crustal thinning at the releasing bend.
Moreover, while the lower crust is thickening more intensively for higher surface process efficiency with
values between 85% and 106%, the upper crust experiences thinning for all models with erosion, and
it only thickens when erosion is not accounted for. The thinning is more intensive for higher surface
process efficiency (15% for Kf=0.25 m0.2/yr, 45% for Kf=1·10−5 m0.2/yr), which is a combined effect
of erosion and increased uplift as described above. It is also the reason why at this place the amount of
total crustal thickening decreases for higher surface process efficiencies. Additionally to these prominent
changes directly at the restraining and the releasing bend, we also observe thinning and thickening of the
crust away from the fault network. 25 km to the east of the pull-apart basin, crustal thinning increases
with surface process efficiency just as below the basin, but it has values ranging between 6–16%. However,
thinning of the upper crust amounts to >30% for all models including sedimentation. Contrarily, the
lower crust experiences increasing thickening with increasing surface process efficiency ranging between
8–23%. Thickening of the lower crust surrounding the releasing bend is probably induced by the high
amount of lower crustal thinning below the basin. 50 km to the east of the restraining bend, crustal
thickening in both the lower and the upper crust amounts to ∼4% and slightly decreases with surface
process efficiency. One exception from the low values is the upper crust of the purely geodynamic model
without surface processes, which is thickened by 33%.



B SUPPLEMENTARY MATERIAL CHAPTER 4 125

Restraining bend Releasing bend
x = 150 km x = 450 km

surface process at the fault surrounding at the fault surrounding
efficiency y = 74 km y = 125 km y = 74 km y = 100 km

upper crust none 7 33 7 -2
only sedimentation 6 5 -13 -3
low -14 4 -16 -3
medium (ref model) -26 5 -16 -3
high -45 2 -16 -4

lower crust none 85 3 -68 1
only sedimentation 85 3 -75 1
low 105 5 -75 2
medium (ref model) 98 4 -76 2
high 106 4 -77 2

whole crust none 39 4 -23 -1
only sedimentation 38 4 -38 -2
low 30 4 -40 -1
medium (ref model) 24 4 -41 -1
high 16 2 -41 -1

Table B.S3: Influence of the surface process efficiency on changes in crustal thickness for four locations. Values
are given in percentage (%) of the initial layer thickness. Negative values indicate crustal thinning, positive values
stand for crustal thickening. A value of 0 means no change in thickness, while -100% means complete thinning,
while +100% means that the layer’s thickness has doubled. The change in crustal thickness has been computed
with ∆t = −(t0 − t20)/t0, where t0 is the initial thickness and t20 the thickness at 20 Myr. It can be seen that
thinning and thickening mostly increases with increasing surface process efficiency. An opposite trend only exists
at the restraining bend, for whole crustal thickness changes at y = 74 and 125 km and upper crustal changes at
y = 125 km.

B.8 Animation

An animation of the reference model can be found at https://zenodo.org/doi/10.5281/zenodo.

10405076. On the left side, the evolution of topography and sediment thickness are shown in two
complementing color scales as a 3D surface. In the middle, cross sections of the stress regime at the
two stepovers at x1 = 150 km and x2 = 450 km are shown. The white dotted lines show the initially
horizontal layers of particles that are used as deformation markers. The line graphs on top show the x-,
y- and z-components of the surface velocities of the two cross sections. On the right side, map views of
topography, stress regime and boundary parallel velocity vx are provided, from left to right, respectively.
All three are overlain by strain rate. For more information on the parameters, see Fig. 4.5 of the main
text.
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