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Abstract

Knowledge about causal structures is crucial for decision support in various domains.
For example, in discrete manufacturing, identifying the root causes of failures and qual-
ity deviations that interrupt the highly automated production process requires causal
structural knowledge. However, in practice, root cause analysis is usually built upon indi-
vidual expert knowledge about associative relationships. But, “correlation does not imply
causation”, and misinterpreting associations often leads to incorrect conclusions. Recent
developments in methods for causal discovery from observational data have opened the
opportunity for a data-driven examination. Despite its potential for data-driven decision
support, omnipresent challenges impede causal discovery in real-world scenarios. In this
thesis, we make a threefold contribution to improving causal discovery in practice.

(1) The growing interest in causal discovery has led to a broad spectrum of methods
with specific assumptions on the data and various implementations. Hence, application
in practice requires careful consideration of existing methods, which becomes laborious
when dealing with various parameters, assumptions, and implementations in different
programming languages. Additionally, evaluation is challenging due to the lack of ground
truth in practice and limited benchmark data that reflect real-world data characteristics.

To address these issues, we present a platform-independent modular pipeline for
causal discovery and a ground truth framework for synthetic data generation that pro-
vides comprehensive evaluation opportunities, e.g., to examine the accuracy of causal
discovery methods in case of inappropriate assumptions.

(2) Applying constraint-based methods for causal discovery requires selecting a con-
ditional independence (CI) test, which is particularly challenging in mixed discrete-
continuous data omnipresent in many real-world scenarios. In this context, inappropriate
assumptions on the data or the commonly applied discretization of continuous variables
reduce the accuracy of CI decisions, leading to incorrect causal structures.

Therefore, we contribute a non-parametric CI test leveraging k-nearest neighbors
methods and prove its statistical validity and power in mixed discrete-continuous data,
as well as the asymptotic consistency when used in constraint-based causal discovery. An
extensive evaluation of synthetic and real-world data shows that the proposed CI test
outperforms state-of-the-art approaches in the accuracy of CI testing and causal discov-
ery, particularly in settings with low sample sizes.

(3) To show the applicability and opportunities of causal discovery in practice, we
examine our contributions in real-world discrete manufacturing use cases. For example,
we showcase how causal structural knowledge helps to understand unforeseen produc-
tion downtimes or adds decision support in case of failures and quality deviations in
automotive body shop assembly lines.
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Zusammenfassung

Kenntnisse über die Strukturen zugrundeliegender kausaler Mechanismen sind eine Vor-
aussetzung für die Entscheidungsunterstützung in verschiedenen Bereichen. In der Ferti-
gungsindustrie beispielsweise erfordert die Fehler-Ursachen-Analyse von Störungen und
Qualitätsabweichungen, die den hochautomatisierten Produktionsprozess unterbrechen,
kausales Strukturwissen. In Praxis stützt sich die Fehler-Ursachen-Analyse in der Re-
gel jedoch auf individuellem Expertenwissen über assoziative Zusammenhänge. Aber
“Korrelation impliziert nicht Kausalität”, und die Fehlinterpretation assoziativer Zusam-
menhänge führt häufig zu falschen Schlussfolgerungen. Neueste Entwicklungen von Me-
thoden des kausalen Strukturlernens haben die Möglichkeit einer datenbasierten Betrach-
tung eröffnet. Trotz seines Potenzials zur datenbasierten Entscheidungsunterstützung
wird das kausale Strukturlernen in der Praxis jedoch durch allgegenwärtige Herausfor-
derungen erschwert. In dieser Dissertation leisten wir einen dreifachen Beitrag zur Ver-
besserung des kausalen Strukturlernens in der Praxis.

(1) Das wachsende Interesse an kausalem Strukturlernen hat zu einer Vielzahl von
Methoden mit spezifischen statistischen Annahmen über die Daten und verschiedenen
Implementierungen geführt. Daher erfordert die Anwendung in der Praxis eine sorgfältige
Prüfung der vorhandenen Methoden, was eine Herausforderung darstellt, wenn verschie-
dene Parameter, Annahmen und Implementierungen in unterschiedlichen Programmier-
sprachen betrachtet werden. Hierbei wird die Evaluierung von Methoden des kausalen
Strukturlernens zusätzlich durch das Fehlen von “Ground Truth” in der Praxis und be-
grenzten Benchmark-Daten, welche die Eigenschaften realer Datencharakteristiken wi-
derspiegeln, erschwert.

Um diese Probleme zu adressieren, stellen wir eine plattformunabhängige modulare
Pipeline für kausales Strukturlernen und ein Tool zur Generierung synthetischer Daten
vor, die umfassende Evaluierungsmöglichkeiten bieten, z.B. um Ungenauigkeiten von Me-
thoden des Lernens kausaler Strukturen bei falschen Annahmen an die Daten aufzuzeigen.

(2) Die Anwendung von constraint-basierten Methoden des kausalen Strukturlernens
erfordert die Wahl eines bedingten Unabhängigkeitstests (CI-Test), was insbesondere bei
gemischten diskreten und kontinuierlichen Daten, die in vielen realen Szenarien allge-
genwärtig sind, die Anwendung erschwert. Beispielsweise führen falsche Annahmen der
CI-Tests oder die Diskretisierung kontinuierlicher Variablen zu einer Verschlechterung der
Korrektheit der Testentscheidungen, was in fehlerhaften kausalen Strukturen resultiert.

Um diese Probleme zu adressieren, stellen wir einen nicht-parametrischen CI-Test vor,
der auf Nächste-Nachbar-Methoden basiert, und beweisen dessen statistische Validität
und Trennschärfe bei gemischten diskreten und kontinuierlichen Daten, sowie dessen
asymptotische Konsistenz in constraint-basiertem kausalem Strukturlernen. Eine um-
fangreiche Evaluation auf synthetischen und realen Daten zeigt, dass der vorgeschlagene
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CI-Test bestehende Verfahren hinsichtlich der Korrektheit der Testentscheidung und ge-
lernter kausaler Strukturen übertrifft, insbesondere bei geringen Stichprobengrößen.

(3) Um die Anwendbarkeit und Möglichkeiten kausalen Strukturlernens in der Pra-
xis aufzuzeigen, untersuchen wir unsere Beiträge in realen Anwendungsfällen aus der
Fertigungsindustrie. Wir zeigen an mehreren Beispielen aus der automobilen Karosse-
riefertigungen wie kausales Strukturwissen helfen kann, unvorhergesehene Produktions-
ausfälle zu verstehen oder eine Entscheidungsunterstützung bei Störungen und Qua-
litätsabweichungen zu geben.
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1

Introduction

In this opening chapter, we motivate this thesis with the example of occurring failures
and quality deviations that interrupt an automotive manufacturing process (Section 1.1).
In this context, causal discovery, for which we provide a gentle introduction (Section 1.2),
has attracted increasing attention as a basis for data-driven decision support. Although
methods for causal discovery enable the root cause analysis of failures and quality devia-
tions, multiple challenges impede its application in practice (Section 1.3). In this thesis,
we contribute in a threefold manner: (1) we provide the tooling necessary to support the
evaluation and the applicability of methods for causal discovery, (2) we introduce a non-
parametric conditional independence (CI) test that improves causal discovery from mixed
discrete-continuous data, and (3), we demonstrate the applicability and show opportuni-
ties in real-world discrete manufacturing scenarios (Section 1.4). Further, we outline the
structure of this thesis (Section 1.5).

1.1 Motivation from Automotive Manufacturing

Automotive manufacturing enterprises must cope with growing demands for increased
product quality, greater product variability, reduced cost, and global competition [97].
To meet these demands, modern car body shop assembly lines are highly optimized and
operative with a minimum human intervention [54].

As depicted in Fig. 1.1 (on page 2), an assembly line consists of multiple sections,
e.g., underbody, body assembly, attachments, and finish, where each section is separated
into high-automated production cells. In this context, hundreds of individual steel and
aluminum parts are assembled step by step to form the vehicles’ metal coats. For exam-
ple, in the attachments section, doors, bonnets, and boot lids are added to the vehicles’
bodies by robots that weld, rivet, or bend in the high-automated production cells. The
occurrence of failures and deviations of quality measurements are a major cause of un-
scheduled stoppage of the car body assembly line and are costly not only in terms of time
lost but also in terms of capital destroyed [19]. Despite the high degree of automation,
human workers are essential for quality control, systems operation, and root cause anal-
ysis of unscheduled stoppages. Usually, the analysis of failures and quality deviations is
built upon non-persistent, individual on-site expert knowledge, and hence, troubleshoot-
ing relies on the individual knowledge of the staff on shift [70]. Therefore, the technical
staff relies on their experience with coincidences of failures and quality deviations, which
may be error-prone.

To provide a simplified example that serves as a running example, we will consider a
welding robot within a production cell of a car body shop assembly line. Preventing bad
weld seams is crucial for the quality of automotive manufacturing, such that the technical
staff constantly observes the robots’ welding process. As depicted in Fig. 1.2, there is an



2 1 Introduction

2.2 Vorstellung des Production Monitors

2.2 Vorstellung des Production Monitors

Der Production Monitor ist eine Anwendung, mit der es möglich ist, Produk-
tionsdaten aus der Karosseriebauproduktion zu einem historischen oder aktuellen
Zeitpunkt zu visualisieren. Zudem ist es möglich, Events, wie Alarme oder War-
nungen, zu beobachten und gesammelt für eine bestimmte Karosserie zu betrach-
ten. Dabei steht das Verstehen der Ursachen und kausalen Zusammenhänge im
Vordergrund. Wie diese Funktionen in die Anwendung integriert sind, wird im
Folgenden beschrieben.

 

Abbildung 1: Grundriss der Produktionslinie

Es bestehen drei verschiedene Views in der Applikation: Überblicks-, Gruppendetail-
und Auftragsdetail-Ansicht.

Überblick Auf der Startseite der Applikation ist der Grundriss der Produktions-
linie zu erkennen (siehe Abbildung 1). Diese ist in sieben farblich gekennzeichnete
Gruppen aufgeteilt, die jede Karosserie bis zur Fertigstellung durchlaufen muss.
Diese Gruppen heißen Unterbau 1 - 2 (orange markiert), Aufbau 1 - 3 (grün mar-
kiert), Anbau und Finish (blau markiert).

5

Fig. 1.1: A schematic car body shop assembly line consisting of multiple sections,
i.e., underbody (orange), body assembly (green), and attachments and finish (blue),
where each section is separated into high-automated production cells (grey squares)
in which robots weld, rivet, or bend.

observable coincidence of failures (“Serious”, “Moderate”, “Negligible”, “OK”) sent by
the welding robot and quality deviations of the weld seam (smaller better), denoted by
Failure and Quality, respectively. In particular, more serious errors relate to higher de-
viations in the quality of the weld seam, i.e., Quality and Failure are dependent, denoted
by Quality ⊥̸⊥ Failure (see Fig. 1.2 (a), left). Hence, one may conclude that preventing
failures in the welding process results in decreased quality deviations, i.e., assuming that
Failure causally influences Quality. But “correlation does not imply causation” and mis-
interpreting associative behaviors between variables yields incorrect causal conclusions.
In particular, preventing failures in our welding example will not affect the quality of a
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(a) Quality ⊥̸⊥ Failure
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(b) Quality⊥⊥Failure |Temperature

Fig. 1.2: (Confounder) Boxplots depicting the relationship between Quality
(smaller better) and Failure of a welding process. The observational data shows
a dependence between Quality and Failure, i.e., higher quality deviations are re-
lated to more serious errors; see (a). However, the dependence vanishes conditioned
on the confounding common cause Temperature, i.e., similar distributions of quality
deviations for all errors given Temperature around 1 000 degrees; see (b).
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weld seam! This is due to the confounding Temperature of the welding process that is the
decisive factor causally influencing the quality and failures of the welding process. This
observation follows Reichenbach’s common cause principle [142], which states that when-
ever there is a relation between two variables, such as Failure and Quality, then either,
first, Failure causally influences Quality, second, Quality causally influences Failure,
or third, there is a common cause influencing both. Thus, conditioned on the confound-
ing common cause Temperature, the dependence of Quality and Failure vanishes given
Temperature around 1 000 degrees, i.e., Quality and Failure become independent con-
ditioned on Temperature. Hence, we observe that Quality ⊥⊥ Failure |Temperature
(see Fig. 1.2 (b) on page 2, right).

Note that similar incorrect conclusions are common pitfalls in the application of
machine learning or deep learning techniques, which build upon the associative nature
of probability theory, e.g., see [130, 168]. Hence, the Turing award-winning Judea Pearl
points out that “Machines’ lack of understanding of causal relations is perhaps the biggest
roadblock to giving them human-level intelligence” [131]. In this context, the emergence
of methods for causal discovery, e.g., see [168, 130], created the basis of a data-driven
assessment of the causal relationships from observational data of a manufacturing pro-
cess [95, 108, 54, 70].

1.2 A Gentle Introduction to Causal Discovery

Generally, causal discovery, also referred to as causal structure learning (CSL), aims to
infer the underlying data-generating causal structures among a set of variables V, e.g.,
of relevant features of the manufacturing process in an automotive assembly line, i.e.,
V = {Steel, Electrode, Temperature,Quality, Failure}. In this context, the underlying
causal structures are depicted in a causal graph G where each node represents a variable,
e.g., Temperature or Failure, and a directed edge between two nodes represents a direct
causal relationship, e.g., Temperature→ Quality denotes that Temperature is the cause
ofQuality. In our exemplary automotive assembly line, Fig. 1.3 (a) depicts the underlying
causal structures of the welding process as a causal graph G that serves as a running
example in this gentle introduction. These structures are not, or only partially, known to
the technical staff on a real automotive assembly line. Therefore, we aim to infer as much
of these causal structures from observational data of the welding process as possible.

𝑺𝒕𝒆𝒆𝒍

𝑸𝒖𝒂𝒍𝒊𝒕𝒚

𝑻𝒆𝒎𝒑𝒆𝒓𝒂𝒕𝒖𝒓𝒆

𝑬𝒍𝒆𝒄𝒕𝒓𝒐𝒅𝒆

𝑭𝒂𝒊𝒍𝒖𝒓𝒆

(a) Causal structures in G
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(b) Density of Temperature

Fig. 1.3: The welding process is determined by the underlying causal structures
between Steel, Electrode, Temperature, Quality, and Failure; see (a). The con-
tinuous distributed welding temperature Temperature is the crucial factor of the
welding process with an optimal value range of around 1 000 degrees with critical
temperature ranges highlighted in red; see (b).
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The crucial factor of the welding process is the applied temperature at the weld-
ing electrodes, which follows a continuous distribution with an optimal value range of
around 1 000 degrees as depicted in Fig. 1.3 (b) (on page 3). It is directly influenced
by the grade of the welded steel, i.e., Steel → Temperature, where Steel is categorized
according to the steel’s chemical composition as “Excellent”, “Normal”, or “Poor”. Fur-
ther, the technician controls the welding process by adjusting the electrodes’ setting, i.e.,
Electrode→ Temperature, where Electrode is a continuously distributed value centered
around zero. As previously observed in Section 1.1, the temperature causally influences
both the quality of the welding seam, i.e., Temperature → Quality, and whether the
welding process can be carried out or failed due to errors, i.e., Temperature→ Failure.
Further, the quality of the welding seam depends on the quality of the steel, i.e.,
Steel→ Quality.

The causal structures depicted in Fig. 1.3 (a) (on page 3) are an accessible graphical
representation of the more complicated underlying causal mechanisms. For example, in
Steel→ Temperature, the discrete values of Steel incorporate variations of carbon con-
tent, inclusions, or conductivity of the different steel grades, which influences the welding
temperature following complicated thermodynamic processes. In a real automotive as-
sembly line, there also exist other factors that influence the welding temperature, e.g.,
small fluctuations of the factory’s temperature, the component’s geometry, and many
more. In our causal model, we abstract those away as noise and model the welding tem-
perature as

Temperature = f(Steel, Electrode,NT ),

where f is a function of Steel, Electrode, and an independent Gaussian distributed
noise variable NT . Similarly, all variables in V can be modeled as functions of their
causes, which yield a structural causal model (SCM) defining the causal mechanisms of
the welding process by

Steel = NS , NS ∼ B(2, 0.5) (1.1)

Electrode = NE , NE ∼ N (0, 1) (1.2)

Temperature = 0.3 ∗ Electrode2 − Steel +NT , NT ∼ N (1000, 1) (1.3)

Quality = Temperature+ 7 ∗ Steel +NQ, NQ ∼ N (−990, 3) (1.4)

Failure = fF (Temperature) +NF , NF ∼ B(3, 0.2), (1.5)

where fF is a probabilistic mapping from R to Z/4Z. In a real automotive assembly line,
SCMs are generally unknown to the technical staff, but they abstract the underlying
thermodynamic processes. As defined above, the variables that determine our welding
process are either discrete distributed, such as Steel and Failure as defined in Eq. (1.1)
and (1.5), continuous distributed, such as Electrode as defined in Eq. (1.2), or follow a
discrete-continuous mixture distribution, such as Temperature and Quality as defined in
Eq. (1.3) and (1.4). In this context, the discrete realizations of Steel and Failure relate to
the ordinal values “Excellent”, “Normal”, or “Poor” and “Serious”, “Moderate”, “Neg-
ligible”, “OK”, respectively. Hence, from Eq. (1.1), we see that poorer steel grades yield
lower welding temperatures, as graphically depicted in the edge Steel → Temperature
in G; see Fig. 1.3 (a) (on page 3).

Altogether, this SCM allows us to model the nodes of the causal graph G (see
Fig. 1.3 (a) on page 3) as random variables V and defines a joint distribution PV among
them. The observational data, i.e., realizations of V are independent and identical (i.i.d.)
distributed samples drawn from PV. In our running example, the observational data of
the welding process is shown in Table 1.1 (on page 5) being synthetically generated ac-
cording to the SCM. Hence, the goal of causal discovery is to learn the underlying causal
structures of G from the observational data that can be, in our case synthetically, gath-
ered during the welding process. However, “No causation without manipulation.” [62],
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Table 1.1: Observational data of our welding process example, which is sampled
according to the SCM defined in Eq. (1.1) - (1.5). It comprises i.i.d. samples of all
relevant variables V = {Steel, Electrode, Temperature, Quality, Failure} drawn
according to the joint distribution PV.

Electrode Steel Temperature Quality Failure

-0.5604756 Excellent 1001.5476 0.02271 OK
-0.2301775 Normal 997.5680 6.03202 OK
1.5587083 Poor 999.1471 25.76893 Moderate
0.0705084 Poor 997.0821 20.78925 Serious
0.1292877 Normal 1002.7410 2.14548 Negligible
0.4609162 Poor 995.9723 9.33221 Serious
-1.2650612 Poor 998.3094 22.22655 Serious
-0.6868529 Normal 998.8192 4.01134 Moderate
1.7150650 Poor 998.0470 18.89567 Serious
-0.4456620 Normal 999.2840 13.27954 Moderate

... ... ... ... ...

such that, unlike data collected through controlled experiments, observational data is in-
sufficient to infer causal structures [130]. Yet, if we are willing to make some assumptions,
ideally as mild as possible, such that they are likely to hold in practice, causal discovery
becomes feasible [168].

A common assumption is called causal sufficiency, which assumes that we observe
all relevant variables, i.e., there are no unmeasured confounders [168]. Besides, we will
assume that the causal structures in the causal graph are acyclic, i.e., there are no
feedback loops. Under the assumption that causal sufficiency holds and there are no
cycles, the true causal graph can be described by a directed acyclic graph (DAG) G,
similar to the one shown in Fig. 1.3 (a) on page 3. Further, to infer the DAG G over nodes
V from i.i.d. samples drawn according to PV, we need to make assumptions that hold
for the graph and the joint distribution. Most common are the causal Markov condition
(CMC) and the faithfulness assumption, which state that the graphical separation in the
causal structures of G yields conditional independence (CI) characteristics of the joint
distribution PV and vice versa [168].

Roughly, the CMC states that conditioned on its causes in the causal graph G, every
variable is independent of every other variable according to PV, except its effects. For
example, consider our introductory example on Quality and Failure that have a common
cause Temperature in G, i.e., Quality ← Temperature → Failure. Hence, we can
correctly conclude from the CMC that Quality is independent of Failure if we condition
on Temperature, i.e., Quality ⊥⊥ Failure |Temperature; see Fig. 1.2 (b) on page 2. In
contrast, Quality and Failure are dependent, if we do not condition on Temperature,
i.e., Quality ⊥̸⊥ Failure; see Fig. 1.2 (a). Similarly, Steel and Failure are connected
through a chain over Temperature in G, i.e., Steel → Temperature→ Failure. Hence,
the CMC implies that the dependence of Steel and Failure vanishes if we condition on
the Failures cause Temperature; see Fig. 1.4 (b) on page 6. However, since Steel and
Failure are connected through a directed path, it may still hold that Steel and Failure
are dependent if we do not condition on Temperature; see Fig. 1.4 (a).

The faithfulness assumption simplified means that whatever (in)dependency occurs
in PV, it arises not from incredible coincidence but rather from the structure of the
DAG G. For example, Steel and Electrode are, obviously, independent in PV as both
variables are generated through the SCM from two independent noise variables NS and
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Fig. 1.4: (Chain) Heatmaps depicting the relationships between Steel and Failure
within our welding process, with color grading according to the samples’ proportions
(rounded to two decimal digits). The observational data shows a dependence between
Steel and Electrode, i.e., different frequencies of errors for different steel grades, such
as higher frequencies of serious errors for poor steel grades; see (a). However, the
dependence vanishes conditioned on Temperature, which is the cause of Failure in
the chain Steel → Temperature → Failure, i.e., equal frequencies of errors for all
steel grades given a Temperature around 1 000 degrees; see (b).

NE , see Eq. (1.1) and (1.2) on page 4, respectively. Hence, as depicted in Fig. 1.5 (a),
the observational data of our welding process shows independence between Steel and
Electrode, too. Therefore, we correctly conclude from the faithfulness assumption that
both nodes are not adjacent in the true causal graph G; see Fig. 1.3 (a) on page 3. From
the graph G, on the other hand, we see that all directed paths from Steel to Electrode
are blocked by the node Temperature, which is a collider, i.e., Steel→ Temperature←
Electrode. Accordingly, we expect that due to the CMC Steel and Electrode will become
independent if we condition on Temperature as depicted in Fig. 1.5 (b).
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Fig. 1.5: (Collider) Boxplots depicting the relationships between Steel and
Electrode in our welding process. The observational data shows independence be-
tween Steel and Electrode, i.e., similar distributions of electrode settings for all steel
grades; see (a). However, the dependence vanishes if we condition on the colliding
common effect Temperature in Steel→ Temperature← Electrode, i.e., high vari-
ance of electrode settings are related to poorer steel qualities given Temperature
around 1 000 degrees; see (b).
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In summary, the causal structures between variables V are encoded in a causal graph-
ical model (CGM) consisting of the corresponding DAG G, and the joint distribution over
V, e.g., see [130, 168].

After briefly discussing the background on SCMs, the CMC, and the faithfulness
assumption, we will sketch how to learn the causal structures from observational data
under those assumptions. In particular, assuming that both assumptions hold, we can
1) distinguish between (in)dependencies for each node, that is, infer the true undirected
graph, and 2) orient some of the edges. Note that this introduction is tailored towards
constraint-based causal discovery, which relies on applying conditional independence (CI)
tests. However, the main ideas also translate to other classes of algorithms, such as score-
based methods. The most popular constraint-based algorithm for causal discovery is the
well-known Peter and Clark (PC) algorithm [169], mainly considered in this thesis. Under
the assumption that the true underlying causal structures in G are acyclic and that causal
sufficiency, faithfulness, and CMC hold, the PC algorithm achieves 1) and 2) as depicted
in Fig. 1.6 according to the following main ideas. First, to obtain the undirected graph,
called skeleton, the algorithm starts with a fully connected graph, i.e., each pair of nodes
is connected through an edge (see Fig. 1.6 left).

First, the PC algorithm deletes edges based on the faithfulness assumption; see
Fig. 1.6, 1). In particular, edges between two nodes are deleted if they can be ren-
dered independent by testing for conditional independence given a set of other ran-
dom variables. For example, in the welding process, we can delete the edge between
Steel and Electrode since Steel ⊥⊥ Electrode; see Fig. 1.5 (a). Further, we can
delete the edges Electrode −− Quality and Steel −− Failure as they are blocked by
Temperature in the corresponding chains Electrode → Temperature → Quality and
Steel → Temperature → Failure which yields conditional independence in PV, re-
spectively, e.g., see Fig. 1.4 (b). Finally, we can delete the edge between Quality and
Failure since Quality ⊥⊥ Failure |Temperature for the confounding Temperature; see
Fig. 1.2 (b) on page 2. Generally, this first part of the PC algorithm, called skeleton dis-
covery, iterates over the adjacency structures of all nodes until no further independence
can be detected.

Second, to infer some of the edge directions, see Fig. 1.6, 2), it suffices to identify
v-structures. A v-structure describes a triple of nodes in which two non-adjacent nodes
jointly cause the third colliding node, e.g., Steel → Temperature ← Electrode. In par-
ticular, if faithfulness holds, Steel and Electrode are dependent given Temperature,
even if we additionally condition on any other node in the graph; see Fig. 1.5 (b).
Vice versa, Steel and Electrode can be rendered independent if we do not condition
on Temperature, see Fig. 1.5 (a), such that we can identify this v-structure, and, hence
infer the corresponding edge directions. The PC algorithm repeats this procedure for
each unshielded triple in the skeleton, which we determined in the previous step. As a
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Fig. 1.6: (PC algorithm) First, see 1), the PC algorithm starts with a fully
connected graph (left) and deletes edges through the application of CI tests, which
yields the skeleton of G (center). Second, see 2), the identification of v-structures
and the application of Meek’s rules allow orienting edges to return the CPDAG of
G (right).
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result, we identified the correct skeleton and all v-structures. Subsequently, it might be
possible to further infer some edge directions due to the graph’s acyclicality by applying
Meek’s rules [115]. Such a complete partially directed acyclic graph (CPDAG) represents
the Markov equivalence class of the true DAG G, provided that faithfulness and the
CMC hold. Generally, the PC algorithm allows only to infer the edge directions up to
the Markov equivalence class and needs to leave some of the edges undirected. In our ex-
emplary welding process, the CPDAG coincides with the true DAG G, i.e., there is only
one graph G in the Markov equivalence class, such that the PC algorithm unambigu-
ously returns the true G (Fig. 1.6 right). In particular, after detecting the v-structure
Steel → Temperature ← Electrode, we can further orient Temperature → Failure
and Temperature → Quality as an inverse direction would generate the non-existing
v-structures Steel → Temperature ← Failure and Electrode → Temperature ←
Qualtiy, respectively. Finally, we can orient Steel → Quality as an inverse direction
would generate the cycle Steel → Temperature → Quality → Steel, which contradicts
the acyclicality of G.

In summary, causal discovery allows learning the underlying causal structures from
the observational data of the welding process. Let’s recapitulate that the technician aims
to improve the quality of the weld seams; see Section 1.1. In this context, the causal
structures in G show that Quality is directly causally influenced solely by Steel and
Temperature; see Fig. 1.6 (right). Hence, impeding serious errors will not affect Quality;
see Fig. 1.2. As the technician cannot change the steel grade, Temperature becomes the
crucial factor in controlling the welding process to achieve quality improvements. In
this context, the CGM is the key to formalizing causality as established in the ground-
breaking work of Judea Pearl, for which he received the 2011 Turing Award. Traditionally,
examining how the variable Temperature causally influences Quality is built upon ran-
domized experiments or interventions into the system under observation, i.e., manually
changing the Temperature even if this may break the welding system. This ensures that
observed changes in Quality cannot be associated with changes of other variables but are
solely implied through Temperature→ Quality. Such an intervention on Temperature
changes Temperature to a fixed temperature temperature, which graphically matches
the deletion of all incoming edges of Temperaute in G transforming the observational
to an experimental setup [130]. This concept for causal inference is formalized through
Pearl’s do-operator denoted by do(temperature) as a notion to distinguish the conditional
observational probability distribution denoted by P(Quality | temperature) from the con-
ditional interventional probability distribution denoted by P(Quality | do(temperature)).
Hence, we distinguish between the observation probability distribution given that we
see Temperature = temperature and the interventional probability distribution given
that we manipulate Temperature = temperature [130]. Under further identifiability con-
straints, the CGM, together with the do-operator, enables estimating causal effects by
examining interventional probability distributions from purely observational data [127].

For example, when examining the causal effect of Temperature on Quality, estimat-
ing the linear relationship between Temperature and Qualtiy within the conditional
observational distribution shows that increasing temperature may reduce the quality of
the weld seam; see Fig. 1.7 (a) on page 9. Note that this contradicts the contrary rela-
tionship defined in the SCM; see Eq. (1.4) on page 4. On the contrary, the do-operator
allows resolving this paradoxical behavior. In our example, the do-operator is identifi-
able, as the so-called backdoor criterion allows dissolving the conditional interventional
probability distribution as sketched by

P(Quality | do(temperature)) =
∑
steel

P(Quality | steel, temperature)P(steel).

Hence, we adjust for the common confounder Steel to receive the conditional in-
terventional distribution according to the perturbed structure Steel → Quality ←
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Fig. 1.7: (Simpson’s Paradox) Scatterplots depicting the causal effect of
Temperature on Quality (smaller better) within our welding process. Estimating
the linear relationship between Temperature and Quality shows a negative trend
in the observational data; see (a). In contrast, conditioned on the steel grades, this
trend is reversed and shows the correct functional relationship as defined in the true
underlying SCM Eq. (1.4) (on page 4), which aligns with Simpson’s paradox; see (b).
The distribution depicted in (b) mimics the conditional interventional distribution,
where we adjust for the common confounder Steel.

Temperature of an experimental setup. Then, estimating the linear relationship be-
tween Temperature and Qualtiy within the conditional interventional observational dis-
tribution shows the correct behavior as generated by the underlying SCM defined in
Eq. (1.4); see Fig. 1.7 (b). This paradoxical behavior is called Simpson’s paradox, which
states that a particular trend is reversed when the observational data is conditioned on
subgroups [164]. In our welding process, we observe this behavior due to the confounding
steel grade, which simultaneously increases the Temperature and decreases Quality, see
Eq. (1.3) and (1.4). Hence, with the knowledge of the above framework, Simpson’s para-
dox is only paradoxical if we misinterpret the conditional observational probability dis-
tribution P(Quality | temperature) as conditional interventional probability distribution
P(Quality | do(temperature)). In summary, the concepts for causal discovery and causal
inference provide a comprehensive framework for data-driven assessment of underlying
causal mechanisms that surpass the opportunities of traditional machine learning or deep
learning techniques. Therefore, as the 2018 Turing award winner and “Godfather of Deep
Learning” Yoshua Bengio stated in a 2019 IEEE Spectrum interview “Causality is very
important for the next steps of progress of machine learning”1.

Although this sounds appealing in theory, the above concepts for causal discovery
and causal inference contain quite a list of ifs and buts. In particular, if causal discovery
results in incorrect causal structures, its interpretation and the application of the do-
operator are misleading, if not at all, incorrect. Hence, there is ongoing research aiming
to provide milder assumptions of causal discovery, e.g., approaches that aim to relax
causal sufficiency, faithfulness, or acyclicality, e.g., see [168, 111, 40]. As this is not the
focus of this thesis, we refer to [44, 135, 173, 196] for more information on causal discov-
ery in general and recent advances. In real-world scenarios, as we will show below, there
are multiple challenges beyond the concepts and assumptions of causal discovery that
impede its application in practice. First, given real-world data, selecting an appropriate
approach for data preprocessing and causal discovery becomes quite difficult. This is also
due to the broad spectrum of different methods and implementations, each having spe-

1 Bengio Y.: Yoshua Bengio, Revered Architect of AI, Has Some Ideas About What to Build
Next. In IEEE Spectrum, 2019; https://spectrum.ieee.org/yoshua-bengio-revered-architect-
of-ai-has-some-ideas-about-what-to-build-next [Online; accessed September 5th, 2023]

https://spectrum.ieee.org/yoshua-bengio-revered-architect-of-ai-has-some-ideas-about-what-to-build-next
https://spectrum.ieee.org/yoshua-bengio-revered-architect-of-ai-has-some-ideas-about-what-to-build-next
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cific assumptions and introducing implementation-specific overheads. Second, the entire
construction of the graph relies on correctly detecting (in)dependencies, which require
access to a CI oracle. Thus, in practice, small sample sizes, complex underlying causal
mechanisms, and mixed discrete-continuous data make this task of selecting the appro-
priate CI test difficult. These are precisely the challenges we tackle with our research
questions, as we elaborate below.

1.3 Challenges and Research Questions

In this section, we examine two omnipresent challenges that impede causal discovery in
practice and present our research questions. First, the broad spectrum of implementa-
tions in different programming languages and methods with various assumptions impede
its evaluation, and application becomes a cumbersome manual task with high setup
costs (Section 1.3.1). Second, omnipresent data characteristics of real-world scenarios do
not meet the theoretical assumptions of common CI tests, which yields incorrect causal
structures (Section 1.3.2).

Note that we focus on these two challenges because they have been painfully apparent
in the application of causal discovery in the real-world scenarios of our cooperation part-
ners and have not yet been adequately addressed in related work. For more information
on other challenges and recent advances, we refer to [44, 135, 173, 196]

1.3.1 Cumbersome Evaluation and Application of Causal Discovery

In real-world scenarios, determining the correct algorithmic approach and the most suit-
able implementation for a given observational dataset becomes a tedious manual task.
As depicted in Fig. 1.8, applying causal discovery in practice requires the execution of
three steps.

First, in Step 1, the raw data needs to be preprocessed to generate i.i.d. observations
over a set of relevant variables. For example, in an automotive assembly line, data about
the production process is stored as raw log data, which may need to be aggregated to

Fig. 1.8: Outline of the causal discovery process from raw machine log data. Step 1
covers the necessary preprocessing to transform the raw data to observational data,
Step 2 includes selecting an appropriate approach for causal discovery considering
the characteristics of the given dataset, and Step 3 involves evaluating the accuracy
the learned causal structures to recognize mistakes in previous steps. This process
needs to be repeated until the whole process seems to be flawless and the learned
causal mechanisms agree with the partly available domain knowledge (DK).



1.3 Challenges and Research Questions 11

receive well-defined variables, e.g., see [54]. In this context, mistakes in the preprocessing
increase the potential for statistical errors to the detriment of the accuracy of the learned
causal structures, e.g., see [104, 29, 139].

Second, Step 2 requires examining state-of-the-art algorithms with different imple-
mentations in different programming languages utilizing different hardware setups. In
particular, each algorithm comes with different assumptions on the characteristics of the
underlying causal mechanisms and requires selecting various parameters, which all signifi-
cantly impact the accuracy and the computational complexity [68]. Therefore, the vastly
expanding field of research in causal discovery results in a “sheerly unlimited number
of methods”. Hence, neither is a complete evaluation feasible [37] nor is the computa-
tional complexity manageable without an interdisciplinary team incorporating computer
scientists, too [5].

Third, in Step 3, the learned causal structures need to be validated to recognize
mistakes in previous steps. In particular, incorrectly learned structures may hint at er-
rors in the preprocessing or inapplicable assumptions of causal discovery regarding the
given dataset, e.g., see [54]. Therefore, this process needs to be repeated until the whole
process seems to be flawless and the learned causal mechanisms agree with the partly
available domain knowledge. In this context, evaluating is further impeded due to the
lack of ground truth in practice and limited benchmark data that reflect characteristics
of real-world scenarios [67].

Due to the aforementioned observations, evaluation and application of causal discov-
ery becomes a cumbersome task. Hence, we formulate the following first research question
that will be addressed in this thesis:

• Research Question 1 (RQ1): How to support the evaluation of methods for causal
discovery and their applicability in practice?

• Significance: The access to tools that enable plugging in existing methods from
different libraries into a single system to compare and evaluate the results, also under
the prism of improving existing algorithms, is of great importance for researchers
and practitioners. Although this is omnipresent in the machine learning domain,
where such tools follow a methodology referred to as the common task framework
(CTF) [30], providing publicly available benchmarking datasets, a set of competitors,
and a scoring referee to compare the competitors, such tools are barely available in
the context of causal discovery.

1.3.2 Causal Discovery from Mixed-Discrete Continuous Data

As described in our gentle introduction to causal discovery, see Section 1.2 (page 3),
constraint-based causal discovery relies on correctly detecting all (in)dependencies in
PV, which require access to a conditional independence (CI) oracle. In this context,
commonly used CI tests require variables of the same type or have strong statistical as-
sumptions on the underlying causal mechanisms2. In contrast, most real-world scenarios
incorporate mixed discrete-continuous data, i.e., variables may follow a discrete, con-
tinuous, or discrete-continuous mixture distribution, and underlying causal mechanisms
may follow complex nonlinear relationships [67, 69]. For example, in our exemplary weld-
ing process, observational data incorporates mixtures of discrete steel grades Steel and
continuous temperature measurements Temperature as well as complex non-linear rela-
tionships, e.g., for Electrode → Temperature, see Fig. 1.9 on page 12. As depicted in

2 Note that recent advances in score-based methods for causal discovery allow for mixed
discrete-continuous data, e.g., see [64], but are not considered in this thesis as we focus
on constraint-based causal discovery.
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Fig. 1.9: (Mixed discrete-continuous data) Scatterplot and boxplot depicting
the mixed discrete-continuous dependence characteristics in PV. As depicted in (a),
Electrode → Temperature follows a quadratic relationship such that Pearson’s
correlation coefficient vanishes, i.e., there is no linear trend, and the correlation is
close to zero (Cor = −0.005), which implies an incorrect but statistically significant
independence statement (p = 0.75). As depicted in (b), Steel → Temperature
shows a mixed discrete-continuous relationship, i.e., poorer steel grades relate to
lower, more critical temperatures.

Fig. 1.9 (a) Electrode→ Temperature, the causal relationship is quadratic as defined in
the SCM Eq. (1.3). Hence, the present observational data requires that an appropriate CI
oracle must capture both conditional (in)dependencies. In practice, the true statistical
properties are mostly unknown such that inadequate assumptions, e.g., of parametric
CI tests, yield incorrect learned causal structures [168]. For example, the well-known
partial Pearson’s correlation-based CI test via Fisher’s Z transformation assumes that
PV is multivariate Gaussian [4, 75]. Hence, the underlying causal mechanisms are as-
sumed to be linear, and edges are deleted if the correlation vanishes. But as depicted
in Fig. 1.9 (a), Pearson’s correlation coefficient vanishes if the causal mechanisms are
quadratic, i.e., there is no linear trend, and the correlation (Cor) is close to zero, which
implies a statistically significant (p = 0.75) independence statement. This becomes even
more complex when examining mixed discrete-continuous causal relationships. As de-
picted in Fig. 1.9 (b) Steel → Temperature, the discrete steel grades causally influ-
ence the mixed discrete-continuous temperature measurements of our welding process,
i.e., poorer steel grades relate to lower, more critical temperatures. Similarly, commonly
used CI tests postulate an underlying parametric functional model, which allows for a
regression-based characterization of CI. For example, well-known likelihood ratio tests
assume conditional Gaussianity (CG) [2, 157] or use multinomial logistic regression mod-
els [180]. Hence, similar to Pearson’s correlation-based CI test, these require that the
postulated parametric models hold, which may yield invalid CI decisions if assumptions
are inaccurate, too [168]. Therefore, mixed discrete-continuous data is often transformed
to be either discrete or continuous to use standard tests to the detriment of the accuracy
of the learned causal structures. In particular, discretization comes with an information
loss such that non-linear causal relationships may not be detectable [104, 29, 139].

Due to the aforementioned observations, selecting an appropriate CI test for causal
discovery is impeded by the omnipresence of mixed discrete-continuous data. Hence, we
formulate the following second research question that will be addressed in this thesis:

• Research Question 2 (RQ2): How to weaken the assumptions of constraint-based
causal discovery on data characteristics?
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• Significance: As reviewed by Li and Fan [94], there exist a wide range non-
parametric CI tests to weaken assumptions in continuous data, e.g., kernel-based
approaches, such as KCIT [195], or k-nearest neighbors (kNN)-based CI tests, such
as CMIknn by Runge [148]. In contrast, non-parametric CI tests for mixed discrete-
continuous data are barely available and hardly suitable for constraint-based causal
discovery. For example, minimum description length (MDL)-based CI tests suffer
from their worst-case computational complexity and weaknesses regarding low sam-
ple sizes.
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1.4 Contributions

In this thesis, we provide a comprehensive answer to the research questions RQ1 and
RQ2, which arise from omnipresent challenges when applying causal discovery in prac-
tice; see Section 1.3 (page 10).

As depicted in Fig. 1.10, we contribute threefold. First, we tackle RQ1 and provide
tooling to support the evaluation and application of causal discovery.

• Contribution 1 (C1): Tooling for Causal Discovery
• Overview: We contribute a platform-independent modular pipeline for causal dis-
covery, called MPCSL and a ground truth framework for synthetic data generation,
called MANM-CS, that provide comprehensive evaluation opportunities, e.g., to exam-
ine the accuracy of causal discovery methods in case of inappropriate assumptions.
For a detailed description of the contributions and information on the related papers,
see Section 1.4.1.

Second, we tackle RQ2 and provide a non-parametric CI test that captures CI charac-
teristics in mixed discrete-continuous data under mild assumptions.

• Contribution 2 (C2): Non-parametric CI Testing
• Overview: We contribute a non-parametric CI test leveraging k-nearest neighbors
methods and prove its statistical validity and power in mixed discrete-continuous
data. For a detailed description of the contributions and information on the related
papers, see Section 1.4.2.

Third, we validate C1 and C1 in practice.

• Contribution 3 (C3): Validation in Real-World Use Cases
• Overview: To demonstrate the applicability and show the opportunities in prac-
tice, we validate our contributions to improve causal discovery in several real-world
discrete manufacturing use cases, see Section 1.4.3.

Furthermore, we sketch complementary contributions, e.g., made in the context of hard-
ware acceleration to speed up causal discovery, see Section 1.4.4.
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Fig. 1.10: Schematic overview of our contributions C1, C2, and C3 (top) to an-
swer the research questions RQ1 and RQ2 (center), which arise from omnipresent
challenges of causal discovery in practice (bottom).
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1.4.1 C1: Tooling for Causal Discovery

With contribution C1, we tackle the research question RQ1 “How to support the eval-
uation of methods for causal discovery and their applicability in practice?”. To provide
a comprehensive answer, we examine the requirements for tooling, which should enable
us to plug existing methods from different libraries into a single system to compare and
evaluate the learned causal structures, also under the prism of improving existing algo-
rithms in the context of mixed discrete-continuous data.

To meet these requirements, we propose an architectural blueprint of a pipeline for
causal discovery and our reference implementation MPCSL that addresses requirements
towards platform independence and modularity while ensuring the comparability and
reproducibility of experiments [68]3. In this context, we demonstrate the capabilities
of MPCSL within a case study, where we evaluate existing implementations of the well-
known PC algorithm concerning their runtime performance characteristics. Further, we
introduce the mixed additive noise model (MANM) that provides a ground truth model
for generating observational data following various distribution models and present our
ground truth framework MANM-CS [67]. In this context, we demonstrate the usability of
MANM-CS compared to well-known benchmark data sets and in a simple benchmarking
experiment on the accuracy of causal discovery from mixed discrete-continuous data.

The material of contribution C1 has previously been published in the following peer-
reviewed papers:

[68]3 Huegle, J.; Hagedorn, C.; Perscheid, M.; Plattner, H.: MPCSL - A Modu-
lar Pipeline for Causal Structure Learning . In Proceedings of the Conference on Knowl-
edge Discovery and Data Mining (KDD). 2021, pp. 3068–3076.

[67]Huegle, J.;Hagedorn, C.;Böhme, L.;Pörschke, M.;Umland, J.; Schlosser,
R.: MANM-CS: Data Generation for Benchmarking Causal Structure Learning from
Mixed Discrete-Continuous and Nonlinear Data. In Neural Information Processing Sys-
tems (NeurIPS), Workshop on Causal Inference and Machine Learning: Why Now? 2021:
pp. 1–15.

Contribution: The author of this thesis is the first author of the two publications. The
thesis author prepared the original draft of the papers and worked out the necessary con-
cepts as well as the theoretical basis. The implementation was joint work with Christopher
Hagedorn, who contributed several ideas and supported the implementation process, which
was carried out by all authors and students involved in the respective student projects.
The coauthors improved the paper’s material and its presentation. A detailed examina-
tion of the author’s contribution is provided at the beginning of the corresponding chapters
Chapter 3 (page 29) and Chapter 4 (page 43).

1.4.2 C2: Non-Parametric CI Testing

With contribution C2, we tackle the research question RQ2 “How to weaken the as-
sumptions of constraint-based causal discovery on data characteristics?”. To provide a
comprehensive answer, we examine the requirements on conditional independence (CI)
testing when applying causal discovery in practice. In particular, constraint-based meth-
ods require CI tests that yield accurate CI decisions in mixed discrete-continuous data
and are computationally feasible as they are applied hundreds of times.

3 Equal contribution of Johannes Huegle and Christopher Hagedorn.
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To meet these requirements, propose mCMIkNN, non-parametric CI test that builds
upon a k-nearest neighbors (kNN)-based local conditional permutation scheme and a
kNN-based conditional mutual information (CMI) estimator as a test statistic [69], which
was first sketched in [66]. We provide theoretical results on the CItest’s validity and
power [69]. In particular, we prove that mCMIkNN can control type I and type II errors.
Further, we show that mCMIkNN allows for consistent estimation of causal structures when
used in constraint-based causal discovery [69]. An extensive evaluation on synthetic data
shows that mCMIkNN outperforms state-of-the-art competitors, particularly for low sample
sizes [69].

The material of contribution C2 has previously been published in the following peer-
reviewed papers:

[66] Huegle, J.: An Information-Theoretic Approach on Causal Structure Learning for
Heterogeneous Data Characteristics of Real-World Scenarios. In Proceedings of the In-
ternational Joint Conference on Artificial Intelligence (IJCAI), Doctoral Consortium
Track . 2021, pp. 4891–4892.

[69] Huegle, J.; Hagedorn, C.; Schlosser, R.: A kNN-Based Non-Parametric Con-
ditional Independence Test for Mixed Data and Application in Causal Discovery . In
Proceedings of the European Conference on Machine Learning and Knowledge Discovery
in Databases (ECML PKDD), Part I . 2023, pp. 541 – 558.

Contribution: The author of this thesis is the first author of the two publications
and contributed the theoretical basis and main parts of the implementation, and prepared
the original draft of the papers. Christopher Hagedorn supported the implementation and
evaluation of mCMIkNN. The coauthors improved the paper’s material and its presentation.
A detailed examination of the author’s contribution is provided at the beginning of the
corresponding chapters Chapter 8 (page 87) and Chapter 9 (page 103).

1.4.3 C3: Validation in Real-World Use Cases

With contribution C3, we demonstrate the applicability of C1 and C2 in practice.
Therefore, we examine constraints and show opportunities in three real-world discrete
manufacturing use cases.

In particular, we motivate our contributions by demonstrating how causal struc-
tural knowledge adds decision support in monitoring automotive body shop assembly
lines [70, 71]. Furthermore, we show that the results provided by C1 support causal
discovery from manufacturing log data to understand unforeseen production down-
times [54]3. In particular, we showcase challenges and requirements that arise when deal-
ing with raw log data and provide necessary concepts for the transferability of causal
discovery to practice. Moreover, in the appendix of the [69]4, we demonstrate that our
non-parametric CI test, see C2, outperforms common discretization-based approaches
for causal discovery in a real-world discrete manufacturing use case. In particular, we
show that mCMIkNN correctly detects the (in)dependencies and, hence, allows for a data-
driven assessment of underlying causal mechanisms of a machinery production process
to improve the production quality performance.

4 Note that [69] is also listed in C2, where we contribute the theoretical basis, implementation,
and synthetic evaluation of mCMIkNN.
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The material of contribution C3 has previously been published in the following peer-
reviewed papers:

[70] Huegle, J.; Hagedorn, C.; Uflacker, M.: How Causal Structural Knowledge
Adds Decision Support in Monitoring of Automotive Body Shop Assembly Lines. In Pro-
ceedings of the International Joint Conference on Artificial Intelligence (ICJAI), Demos.
2020, pp. 5246–5248.

[71] Huegle, J.; Hagedorn, C.; Uflacker, M.: Unterstützte Fehlerbehebung durch
kausales Strukturwissen in Überwachungssystemen der Automobilfertigung . In Software
Engineering (SE). Gesellschaft für Informatik, 2021, pp. 1–2.

[54]3 Hagedorn, C.; Huegle, J.; Schlosser, R.: Understanding Unforeseen Produc-
tion Downtimes in Manufacturing Processes Using Log Data-Driven Causal Reasoning .
In Journal of Intelligent Manufacturing 33(7), 2022: pp. 2027–2043.

[69]4 Huegle, J.; Hagedorn, C.; Schlosser, R.: A kNN-Based Non-Parametric Con-
ditional Independence Test for Mixed Data and Application in Causal Discovery . In Pro-
ceedings of the European Conference on Machine Learning and Knowledge Discovery in
Databases (ECML PKDD), Part I . 2023, pp. 541 – 558.

Contribution: The author of this thesis is the first author of [70, 71, 69]. The thesis
author prepared the original draft of the papers and worked out the necessary concepts.
In [54], the thesis author is the second author with equal contribution as Christopher
Hagedorn, who prepared the original draft of the paper. In this context, all cooperation
projects with the industry partners are a joint work of the thesis author and Christopher
Hagedorn, led by the thesis author. All authors improved the paper’s material and its
presentation. A detailed examination of the author’s contribution is provided at the be-
ginning of the corresponding chapters Chapter 5 (page 57), Chapter 10 (page 117), and
Chapter 12 (page 129).

1.4.4 Complementary Contributions

In addition to the main contributions covered within this thesis, the thesis author con-
tributed in the field of hardware acceleration to speed up causal discovery, e.g., in high-
dimensional settings. In this context, the concomitant increase in the runtime of causal
discovery algorithms hinders their widespread adoption in practice. Therefore, we de-
sign efficient execution strategies that leverage the parallel processing power of graphics
processing units (GPUs). In particular, we derive GPU-accelerated variants of the PC
algorithm considering different CI tests chosen according to the observational data char-
acteristics and approaches to scaling our GPU-based variants beyond a single GPU’s
memory capacity. For more information, we refer to the doctoral thesis of Christopher
Hagedorn [51].

The material of our complementary contributions to hardware acceleration for causal
discovery has previously been published at international conferences, workshops, and
technical reports.

[12] Braun, T.; Hurdelhey, B.; Meier, D.; Tsayun, P.; Hagedorn, C.; Hue-
gle, J.; Schlosser, R.: GPUCSL: GPU-Based Library for Causal Structure Learning .
In Proceedings of the International Conference on Data Mining (ICDM), Open Project
Forum. 2022, pp. 1236–1239.
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[55] Hagedorn, C.; Lange, C.; Huegle, J.; Schlosser, R.: GPU Acceleration for
Information-Theoretic Constraint-Based Causal Discovery . In Proceedings of the Inter-
national Conference on Knowledge Discovery and Data Mining (KDD), Workshop on
Causal Discovery . 2022, pp. 30–60.

[155] Schmidt, C.; Huegle, J.; Horschig, S.; Uflacker, M.: Strategies for an Im-
proved GPU-Accelerated Skeleton Discovery for Gaussian Distribution Models. In Pro-
ceedings of the 2018 HPI Future SOC Lab, Technical Reports. 2022, pp. 187–197.

[53] Hagedorn, C.; Huegle, J.: GPU-Accelerated Constraint-Based Causal Structure
Learning for Discrete Data. In Proceedings of the International Conference on Data
Mining (SDM). 2021, pp. 37–45.

[52] Hagedorn, C.; Huegle, J.: Constraint-Based Causal Structure Learning in Multi-
GPU Environments. In Proceedings of the Lernen. Wissen. Daten. Analysen. (LWDA),
Workshop of Fachgruppe Knowledge Discovery and Machine Learning (KDML). 2021,
pp. 106–118.

[152] Schmidt, C.; Huegle, J.: Towards a GPU-Accelerated Causal Inference. In Pro-
ceedings of the 2017 HPI Future SOC Lab, Technical Reports. 2020, pp. 187–194.

[154] Schmidt, C.; Huegle, J.; Horschig, S.; Uflacker, M.: Out-of-Core GPU-
Accelerated Causal Structure Learning . In Proceedings of the International Conference
on Algorithms and Architectures for Parallel Processing (ICA3PP). 2019, pp. 89–104.

[153] Schmidt, C.; Huegle, J.; Bode, P.; Uflacker, M.: Load-Balanced Par-
allel Constraint-Based Causal Structure Learning on Multi-Core Systems for High-
Dimensional Data. In Proceedings of the Conference on Knowledge Discovery and Data
Mining (KDD), Workshop on Causal Discovery . 2019, pp. 59–77.

[156] Schmidt, C.; Huegle, J.; Uflacker, M.: Order-Independent Constraint-Based
Causal Structure Learning for Gaussian Distribution Models Using GPUs. In Proceed-
ings of the International Conference on Scientific and Statistical Database Management
(SSDBM) 2018: pp. 19:1–19:10.

Contribution: The first author and main contributor of these publications is Christo-
pher Hagedorn (née Schmidt). The thesis author contributed several ideas, detailed sec-
tions regarding the theoretical background of causal graphical models and causal discovery,
and improved the papers’ material and presentation.

Beyond the topic of causal discovery, the thesis author contributed to several other
research projects. This includes the quantitative impact evaluation of data stream pro-
cessing [60], or research in data-driven agile software process improvement [113, 114].
Moreover, the thesis author contributed to a synthetic simulation framework that en-
ables evaluating self-learning agents for recommerce markets [48].

The material of our complementary contributions to other research projects beyond
causal discovery has previously been published at international conferences.

[60] Hesse, G.; Matthies, C.; Glass, K.; Huegle, J.; Uflacker, M.: Quantita-
tive Impact Evaluation of an Abstraction Layer for Data Stream Processing Systems. In
Proceedings of the International Conference on Distributed Computing Systems (ICDCS).
2019, pp. 1381–1392.
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[113] Matthies, C.; Huegle, J.; Dürschmid, T.; Teusner, R.: Attitudes, Beliefs,
and Development Data Concerning Agile Software Development Practices. In Proceedings
of the International Conference on Software Engineering (ICSE), Software Engineering
Education and Training . 2019, pp. 158–169.

[114] Matthies, C.; Huegle, J.; Dürschmid, T.; Teusner, R.: Attitudes, Beliefs,
and Development Data Concerning Agile Software Development Practices. In Software
Engineering (SE). 2020, pp. 73–74.

[48] Groeneveld, J.; Herrmann, J.; Mollenhauer, N.; Dreeßen, L.; Bessin, N.;
Schulze Tast, J.; Kastius, A.; Huegle, J.; Schlosser, R.: Self-Learning Agents
for Recommerce Markets. In Business and Information Systems Engineering (BISE).
2023. (To Appear).

Contribution: The thesis author conducted the statistical analysis in [113, 114], con-
tributed several ideas to all papers, and improved the papers’ materials and presentations.
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1.5 Outline

In the following, we provide an overview of the structure of this thesis and how it relates
to the previously introduced research questions and contributions. As depicted Fig. 1.11,
this thesis is structured into three distinct parts.

The first part of this thesis, Part I (page 23), covers the tooling to answer RQ1
“How to support the evaluation of methods for causal discovery and their applicability in
practice?”. In Chapter 4 (page 43), we introduce MANM-CS to provide a framework for
generating data characteristics omnipresent in real-world scenarios. In Chapter 3 (page
29), we present a blueprint and a reference implementation, called MPCSL, of a modular
pipeline for causal discovery. In Chapter 5 (page 57), we demonstrate the process, the
challenges, and the opportunities of causal discovery in a real-world discrete manufactur-
ing scenario. In Chapter 6 (page 77), we discuss limitations and future research directions
to conclude Part I.

The second part of this thesis, Part II (page 83), introduces our non-parametric CI
test to answer RQ2 “How to weaken the assumptions of constraint-based causal dis-
covery on data characteristics?”. In Chapter 8 (page 87), we examine the problem of
CI testing and related work, provide background on kNN-based CMI estimation, and
introduce mCMIkNN as well as prove theoretical results. In Chapter 9 (page 103), we em-
pirically evaluate the accuracy of mCMIkNN in CI testing and causal discovery compared
to state-of-the-art approaches. In Chapter 10 (page 117), we apply mCMIkNN in a real-
world discrete manufacturing scenario. In Chapter 11 (page 123), we discuss limitations
and future research directions to conclude Part II.

The closing part of this thesis, Part III (page 127), showcases how causal structural
knowledge adds decision support in the monitoring of automotive body shop assembly
lines, see Chapter 12 (page 129). Finally, in Chapter 13 (page 133), we conclude this
thesis by summarizing the contributions made to answer our research questions.
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Fig. 1.11: Schematic overview of our contributions C1, C2, and C3 and how they
relate to the structure of this thesis. Publications are colored according to the cor-
responding parts, i.e., Part I (page 23) in yellow, Part II (page 83) in orange , and

Part III (page 127) in red .
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As the knowledge of underlying causal structures is the basis for decision support,
causal discovery has received widespread attention. In recent years, the corresponding
research addressing challenges of causal discovery in practice has led to a broad spec-
trum of different methods and implementations, each having specific assumptions and
accuracy characteristics or is introducing implementation-specific overhead in the run-
time. Hence, methods for causal discovery should be validated within different scenarios,
including a varying number of variables or sensitivity of parameters, aiming to under-
stand the method’s behaviors in specific edge cases, e.g., when underlying assumptions
on the causal relationships are violated. However, considering and evaluating a selection
of algorithms or different implementations in different programming languages utilizing
different hardware setups becomes a tedious manual task with high setup costs.

Consequently, tooling that enables to plug in existing methods from different libraries
into a single system to compare and evaluate the results is substantial support for data
scientists in their research efforts. In this context, there is a lack of access to a well-defined
ground truth within real-world scenarios to evaluate these methods. In particular, com-
monly used synthetic benchmarks are limited in their scope as they are either restricted to
a “static” low-dimensional data set or do not allow examining mixed discrete-continuous
or nonlinear data.

In this part, we tackle RQ1 “How to support the evaluation of methods for causal
discovery and their applicability in practice?”. To provide a comprehensive answer to this
research question, our contributions are threefold. First, we propose MPCSL, a pipeline
for causal discovery that addresses the requirements towards platform independence and
modularity while ensuring the comparability and reproducibility of experiments. Second,
we introduce the mixed additive noise model that provides a ground truth framework
for generating observational data following various distribution models and present our
reference implementation MANM-CS to support researchers and practitioners. Third, we
demonstrate the process of causal discovery in a real-world discrete manufacturing use
case to showcase challenges and requirements and provide concepts for the applicability
of causal discovery.
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Overview on Tooling for Causal Discovery

The knowledge of causal structures is crucial for data scientists in various real-world
scenarios. (Section 2.1). In this context, the growing interest and research in methods
for causal discovery are confronted with many challenges that impede its application in
practice (Section 2.2). Therefore, we contribute by providing the necessary tooling for
causal discovery and showcasing its application in a real-world scenario (Section 2.3).
Further, we outline Part I of this thesis (Section 2.4).

Contribution: Parts of this chapter have previously been published in the papers [68,
67, 54]. A detailed depiction of the author’s contributions is discussed at the beginning
of the corresponding chapters Chapter 3, Chapter 4, and Chapter 5, respectively.

2.1 Motivation and Background

The knowledge about the causal structures between the variables of a system is of high
interest for data scientists and researchers in a variety of domains [168, 130]. Examples
are drug design, where causal graphical models (CGMs) learned from gene expression
data depict genetic regulatory relationships [141], or manufacturing, where the knowl-
edge about causal structures supports the root cause analysis of failures within complex
production processes, e.g., see [70, 54].

In this context, the growing interest in methods for causal discovery has led to a wide
spectrum of scientific publications, each tackling different domain-specific constraints,
e.g., statistical considerations to improve the accuracy in non-linear settings [178] or the
examination of parallel computing strategies [157, 90, 153] or adoption of accelerator
cards [192, 156] to speed-up the learning process. This led to the development of several
libraries in different programming languages [151, 157, 75, 90, 179, 86] or standalone
implementations [156, 192, 153], each introducing implementation-specific improvements
to both the accuracy of the learned causal structures and the runtime of causal discovery.

2.2 Challenges in Practice

Therefore, data scientists of different domains are confronted with the omnipresent chal-
lenge of selecting the most appropriate algorithm for causal discovery, given the unique
characteristics of their application domain. This may be accompanied by specific hard-
ware and software constraints or unique data characteristics. In these scenarios, deter-
mining both the correct algorithmic approach with the corresponding choice of the al-
gorithm’s parameters and the most suitable implementation for a given observational
data set becomes cumbersome. Even though studies comparing algorithms for causal
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discovery exist and provide an indication for the best choice, e.g., see [159, 139], they
are limited to the algorithms considered and available at the time of writing, as well as
the data characteristics utilized in the experimental evaluation. Hence, the evaluation
of experiments given an observational data set, considering a selection of state-of-the-
art algorithms or different implementations in different programming languages utilizing
different hardware setups becomes a tedious manual task with high setup costs.

In real-world scenarios, both missing ground truth and the computational complexity
further impede the evaluation of the algorithm’s reliability, e.g., see [85, 44]. For example,
in genetics, large-scale gene expression data introduces domain-specific constraints with
regard to statistical assumptions on the complex, mostly unknown, underlying biological
mechanisms on one side and algorithms’ performance required for causal discovery in
this high-dimensional setting on the other side [37, 5]. Therefore, for biologists aiming
to derive gene regulatory networks, the question of practical relevance is the appropriate
choice of an existing method for causal discovery for their genetic observational data set
specific to their biological research question. As the vastly expanding field of research in
methods of causal discovery results in a ”sheerly unlimited number of methods”, neither
is a complete evaluation feasible [37] nor is the computational complexity manageable
without an interdisciplinary team that incorporates computer scientists, too [5].

Moreover, data scientists working on advancements of existing algorithms for causal
discovery are confronted with the task of considering both naive baseline methods and
novel competitive methods in their evaluation. For example in the research field of hard-
ware acceleration in causal discovery, a comprehensive evaluation becomes a tedious man-
ual task with high setup costs as it requires the orchestration of a setup that incorporates
not only different programming languages such as R, C++, or Python but also experiments
in a heterogeneous hardware setup with multi-core central processing units (CPUs) and
GPUs [156].

Glymour et al. summarized the current state as follows: “There are multiple algo-
rithms available, many of them are poorly tested, some of them are poor implementations
of good algorithms, some of them are just plain poor algorithms, all of them have choices
of parameters [...], and all of them have conditions on the data distributions and other
assumptions under which they will be informative rather than misleading.” [44]. Hence,
methods for causal discovery should be validated within different scenarios, including
a varying number of variables or sensitivity of parameters, aiming to understand the
method’s behaviors in specific edge cases, e.g., when underlying assumptions on the
causal relationships are violated [88].

2.3 Contributions

In this first part of this thesis, we contribute by providing necessary tool support for
the evaluation and application of methods for causal discovery, see RQ1 in Section 1.3.1
(page 10), in a threefold manner.

• We propose an architectural blueprint of a pipeline for causal discovery, and our ref-
erence implementation MPCSL to support data scientists in their research on methods
for causal discovery.

• We introduce the mixed additive noise model (MANM) that provides a ground truth
model for generating observational data following various distribution models and
present our reference implementation MANM-CS.

• We demonstrate the process of causal discovery in a real-world discrete manufactur-
ing use case to showcase challenges and requirements and provide concepts for the
applicability of causal discovery.
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2.4 Outline of Part I

The remainder of this part is structured as follows. In Chapter 3 (page 29), we present a
blueprint and a reference implementation, called MPCSL, of a modular pipeline for causal
discovery. In Chapter 4 (page 43), we introduce MANM-CS to provide a framework for
generating data characteristics omnipresent in real-world scenarios. In Chapter 5 (page
57), we demonstrate the process, challenges, and opportunities of causal discovery in a
real-world discrete manufacturing scenario. In Chapter 6 (page 77), we conclude our work
and discuss limitations and future research directions.
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A Modular Pipeline for Causal Discovery

In this chapter, we start by considering requirements for a modular causal discovery
pipeline and describe our contributions in more detail (Section 3.1). Further, we consider
related work on available tools to support causal discovery (Section 3.2). We provide a
blueprint for a pipeline for causal discovery and describe our reference implementation,
called MPCSL (Section 3.3). Moreover, we showcase its application in a case study on the
runtime of causal discovery (Section 3.4). We close this chapter with a conclusion and a
discussion on limitations and future work (Section 3.5).

Contribution: Parts of this chapter have previously been published in the paper [68].
The pipeline was developed over multiple student projects. The thesis author worked out
the concepts as well as the theoretical basis and ensured the correctness of the applied
mathematical concepts. Christopher Hagedorn and the thesis author worked out the ex-
perimental evaluation and guided the implementation, which was a joint work together
with the involved students. Furthermore, the thesis author prepared the original draft.
The coauthors improved the paper’s material and its presentation.

3.1 Background: Modular Pipelines for Causal Discovery

Pipelining causal discovery to support the application and evaluation of methods for
causal discovery encounters requirements, which follow the common task framework
(CTF) (Section 3.1.1). On this basis, we contribute an architectural blueprint and our
reference implementation, called MPCSL (Section 3.1.2).

3.1.1 Motivation and Requirements on Modular Pipelines

Learning the causal structures between a finite set of variables V is crucial for data sci-
entists, as it provides data-driven decision support in various application scenarios [130].
For a gentle introduction to causal discovery, see Section 1.2 (page 3) and, for an elaborate
background on causal discovery, we refer to [168].

In recent years, the growing interest in research on methods for causal discovery has
led to a wide spectrum of independent implementations, each having specific accuracy
characteristics and introducing implementation-specific overhead in the runtime. For ex-
ample, there exist a variety of modifications and extensions of the PC algorithm that
can handle a weakened set of assumptions to enable a wider range of applications, e.g.,
the FCI algorithm [168] allows for causal discovery in the presence of latent confounders,
i.e., a violation of causal sufficiency. Hence, considering a selection of algorithms with
different assumptions or different implementations in different programming languages
utilizing different hardware setups becomes a tedious manual task with high setup costs.
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Fig. 3.1: The essential components of the modular pipeline for causal discovery,
which are required for a comprehensive benchmarking of different causal discovery
algorithm implementations given observational datasets.

Consequently, access to a tool that enables plugging in existing methods from different
libraries into a single system to compare and evaluate the results, also under the prism of
improving existing algorithms, is of great importance. In the machine learning domain,
such tools follow a methodology referred to as the common task framework (CTF) [30],
which has the following three components:

• publicly available training datasets;
• a set of competitors;
• and a scoring referee to compare the competitors.

This can be transferred to the process of causal discovery, which can be represented as
the pipeline structure depicted in Fig. 3.1. In particular, we introduce the necessary parts
of a pipeline that enable incorporating and evaluating existing methods and implementa-
tions for causal discovery. Starting with an Observational Dataset Management and given
an Experimental Setup, which enables the selection of both appropriate algorithms and
execution environments, the pipeline needs to orchestrate the experiments in a step for
Experiment Execution & Monitoring. To evaluate the results of causal discovery about
both the runtime performance and the accuracy of the results, a Result Comparison com-
ponent completes the pipeline.

The variety of algorithms, different hardware requirements, and constraints of a sci-
entific research setting imply the following requirements for a platform-independent,
modular pipeline for causal discovery that ensures the comparability and repro-
ducibility of experiments:

• Modularity: The pipeline should be implemented based on the principle of mod-
ularity [126] to enable easy adaptation for extensions of the components’ feature
set, e.g., the addition of new metrics for comparing causal discovery algorithms in
different dimensions to support a wide range of evaluation objectives.

• Platform Independence: Applying concepts of virtualization and containerization,
the pipeline should be designed in a platform-independent manner to support vari-
ous implementations, independent from the programming language or the hardware
requirements, in a single pipeline.

• Comparability and Reproducibility: To address the high scientific demand of
the research community, all metadata, which contains information regarding the ex-
perimental setup, e.g., dataset, algorithms’ parameters, or information regarding the
underlying hardware setup, should be persisted.

3.1.2 Contribution

Following the previously introduced requirements for a modular causal discovery pipeline,
our contributions are threefold.

• We derive a blueprint for a modular causal discovery pipeline to support data scien-
tists in their research on methods for causal discovery.
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• We provide a reference implementation, called MPCSL, open accessible to the research
community on https://github.com/hpi-epic/mpcsl.

• We demonstrate the MPCSL’s applicability in a case study where we determine suit-
able implementations regarding the runtime of causal discovery for a range of obser-
vational data sets.

3.2 Related Work on Tools for Causal Discovery

The challenge of comparing and evaluating a selection of algorithms is omnipresent in the
research community and requires an objective evaluation of competitors, as portrayed
in the common task framework (CTF) [30]. In the area of causality in general, Dorie et
al. [31] implemented the idea of a common task in the “2016 Atlantic Causal Inference
Competition”, the first large-scale data analysis competition for causal inference from
observational data. Though the results explore the relative strengths and weaknesses of
methods for causal effect estimation, a sound causal inference requires knowledge about
the causal structures of the problem [58]. Hence, causal competitions should evaluate the
entire causal inference pipeline incorporating both the examination of methods for causal
structure learning and for effect estimation [76].

Several attempts exist to provide tools for the empirical evaluation of methods for
causal effect estimation to support an objective comparison between competitors. For ex-
ample, Lin et al. [98] propose an application programming interface (API) for evaluating
causal inference models inspired by the idea of CTF aiming to provide a centralized com-
petition platform for and extended by researchers in causal inference. The researcher can
submit new models, datasets, metrics, and parameterizations, which become available to
the community and allow for more comparable benchmarks. Shimony et al. [79] present
a causal inference benchmarking framework distributed to support a better comparison
between methods that estimate causal effects.

In contrast to the task of evaluating methods for causal effect estimation, to the best
of our knowledge, there is no common evaluation framework for causal structure learning
algorithms across multiple programming languages. Within the R programming language,
the package CompareCausalNetworks [57] provides an interface to compare supported
causal structure learning algorithms from different classes. In particular, the authors of
the package evaluate, PC [168], FCI [168], GES [17], GIES [56], MMHC [182], LINGAM [163]
and backshift [147] on simulated graphical networks and use the relations isAncenstor
and isParent to compare the learned causal structures across the algorithms. The study
provides an overview of the applicability of the methods for researchers, yet it is limited
to the considered data characteristics, i.e., not covering any datasets above 100 vari-
ables. Furthermore, the package only supports algorithms written in R, not supporting
implementations written in other programming languages.

A range of different libraries written in R try to provide a toolbox for causal struc-
ture learning, e.g., pcalg [75], or bnlearn [157]. Yet, neither do they support the data
scientist with regard to a comparison of runtime performance and accuracy of the re-
sults, nor do they cover all existing algorithms. For example, smaller packages in various
programming languages implement research in the context of improvements within dif-
ferent statistical settings, e.g., kpc [178] for non-linear causal relationships, or in the con-
text of algorithmic advances for improved runtime performance, e.g., parallelPC [90]
or Lock-Free-PC [153] addressing parallel execution strategies, or cupc [192] for exe-
cution on accelerator cards. Each library covers a mix of the available approaches and
implements particular algorithms in their respective programming language. Hence, a
comparison to other implementations for causal discovery becomes a tedious manual
task with high setup costs. While there are software tools whose construction follows the
pipeline structure of Fig. 3.2 to support a comparison of results, e.g., BayesiaLab [23]

https://github.com/hpi-epic/mpcsl


32 3 A Modular Pipeline for Causal Discovery

or tetrad [151], they are limited to the algorithms implemented within the respective
software tools.

With our modular pipeline for causal discovery, we provide a framework to incorporate
existing libraries and thereby compare implementations across multiple libraries and
various programming languages without the need to manually change the experimental
setup for each implementation.

3.3 MPCSL: A Modular Pipeline for Causal Discovery

In this section, we present a modular pipeline for causal discovery that addresses the
requirements on platform independence and modularity while ensuring the com-
parability and reproducibility of experiments. In particular, we propose an architec-
tural blueprint (Section 3.3.1) and outline our reference implementation called MPCSL5

(Section 3.3.2).

3.3.1 An Architectural Blueprint

In the following, we introduce an architectural blueprint, depicted in Fig. 3.2 on page
33, for a modular pipeline that covers the necessary steps for benchmarking algorithms
for causal discovery. It is designed to fulfill the previously mentioned requirements and
consists of four main elements. A Web Application provides visual support to a data
scientist and communicates with the core of the pipeline, the Backend Service. A sepa-
rate service, the Experiment Execution Service, is responsible for creating, schedul-
ing, and monitoring dedicated Execution Containers. These Execution Containers run
specific causal structure learning algorithms and derive the causal graphs based on the
observational data stored within the Backend Service.

Web Application: The Web Application provides an interactive front-end that sup-
ports the data scientist in the task of creating the experimental setup following the
pipeline paradigm depicted in Fig. 3.1 on page 30 (see Fig. 3.2 top). The Web Appli-
cation communicates with the Backend Service to create the user-defined experimental
setup which includes the dataset’s source, the method for causal discovery with the
corresponding library, and implementation-specific parameters of the algorithm. For an
experiment, multiple experiment runs can be executed and thereupon monitored in the
Web Application to ensure flawless execution. Once one execution is finished, the Web
Application provides mechanisms for the data scientist to explore the determined causal
relationships, e.g., visualizing the learned causal graph, examining data distributions,
causal dependencies, or causal effect estimation using the do-operator [130]. Further, the
Web Application visualizes the collected execution statistics, e.g., runtimes of the selected
causal discovery implementation, and enables examining predefined accuracy metrics of
the learned causal graph, e.g., the false positive rate of edges concerning the expected
ground truth graphical model.

Experiment Execution Service: The Experiment Execution Service is responsible
for the execution of experiment runs (see Fig. 3.2 left). Upon request by the Backend
Service, it creates Execution Containers according to the requirements defined for the
experiment, e.g., fitting to the causal discovery implementation and on the requested
available hardware. Using independent Execution Containers, which are scheduled on the

5 https://github.com/hpi-epic/mpcsl

https://github.com/hpi-epic/mpcsl
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Fig. 3.2: Architectural blueprint of a modular pipeline for causal discovery, which
covers the four main elementsWeb Application (top), Backend Service (center),
Experiment Execution Service (left), and Execution Containers (bottom).

appropriate hardware, ensures platform independence. The experiment runs are sched-
uled and, according to the setup, the Experiment Execution Service ensures sequential
execution to avoid the influence between different experiments. Further, the experiment
runs are monitored and the information is provided to the Backend Service.

Backend Service: The Backend Service handles the requests posted by the Web Ap-
plication (see Fig. 3.2 center). Therefore, it communicates with the Experiment Execution
Service and stores metadata for experiments, e.g., parameter settings and information
on datasets to ensure reproducibility and comparability of experiment runs. The Back-
end Service is composed of a Dataset Manager, an Experiment Controller, an Internal
Database, and a Result Controller.

The Dataset Manager handles all internal and external requests related to the
datasets, i.e., creation, deletion, or access. During the creation of a dataset, its meta-
data, i.e., an identifier, a name and a description of the dataset, the data source, an
access method, a validity flag, and a list of its variables, are stored within the Internal
Database of the Backend Service. Moreover, a dataset is invalidated in case of critical
changes, revoking any new experiment to ensure comparability and reproducibility. The
data source points to the location where the observational data is stored, i.e., the Internal
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Database or an External Data Source, including access information such as an SQL select
statement to retrieve the data.

The Internal Database stores the above-described metadata on all observational
datasets, regardless of their source. Further, it stores the available implementations for
causal discovery within the pipeline, the parameter setup of all created experiments,
together with the learned causal graph and corresponding statistics collected during ex-
ecution. In combination with the information on the utilized hardware stored for each
experiment run, comparability and reproducibility of results are ensured.

The Experiment Controller handles requests from the Web Application concerning
experiments and their setup, i.e., registration of observational datasets, creation of ex-
periments, or triggering experiment runs. Registration of observational datasets and ob-
taining observational datasets for experiment execution are forwarded to the Dataset
Manager. The corresponding metadata on the experiments is queried and sent, together
with samples from the observational dataset, to the Experiment Execution Service in
case an experiment run is triggered.

After execution, the Result Controller receives the learned causal graph and collected
statistics from the experiment runs through the Wrapper available within the Execution
Containers. Further, the Execution Container enables an evaluation of the experiment
results through the calculation of accuracy metrics concerning the learned causal graph
in comparison to the ground truth stored in the Internal Database. Note that the mod-
ular extensibility ensures the incorporation of more advanced accuracy metrics beyond
false-positive rates, graph edit distances, or the structural Hamming distance (SHD) that
may be required within the respective experimental evaluation, e.g., see [182, 16].

Execution Containers: The Execution Containers are orchestrated by the Backend
Service and provide a virtualized environment for the execution of algorithms for causal
discovery (see Fig. 3.2 bottom). Thus, appropriate execution environments according
to the requirements of the implementations are provided. In addition, the container
requires a dedicated Wrapper as an interface to communicate with the Backend Service.
It provides functionality to receive the dataset and start the execution of the algorithm
with the provided parameters. Further, it collects statistics during execution and, upon
successful execution, sends the results to the Backend Service.

Upon request from the Web Application, the Result Controller provides the learned
causal graph, stored in the Internal Database, for a comprehensive exploration and eval-
uation of the experimental results. The Web Application enables examining the statistics
and calculated metrics, e.g., the SHD, in case that ground truth is available for the ob-
servational dataset. Moreover, if the ground truth is not available, the provided sampling
opportunities from the observational dataset enable a robustness examination, see [85].

In summary, the presented architectural blueprint enables an extensive comparison
of implementations for causal discovery with regard to the runtime and accuracy of the
learned causal structures.

3.3.2 MPCSL: A Reference Implementation

Based on the previously introduced architectural blueprint that covers the requirements
on the pipeline for causal discovery, we provide a reference implementation called MPCSL5.

The Web Application of MPCSL is written in JavaScript using React, Redux, and
D3 libraries. It provides an interface to interact with the different components of the
pipeline necessary for an experimental evaluation. It includes components to manage the
experiments, to compare and evaluate individual experiment runs, see Fig. 3.3 on page
35, and to explore the learned causal graphs, see Fig. 3.4 on page 35.



3.3 MPCSL: A Modular Pipeline for Causal Discovery 35

Fig. 3.3: The Validation View of MPCSL’s Web Application enables examining
the accuracy metrics to compare different experiments, e.g., the graph edit distance
or the mean Jaccard coefficient of identical causal graphs learned with pcalg (left)
and parallelPC (right) which demonstrate the statistical accordance of the two
different implementations.

For example, the Validation View enables examining the accuracy of the learned
causal structures compared to the ground trough. As depicted in Fig. 3.3, it displays
different accuracy metrics such as the graph edit distance or the mean Jaccard coefficient
for accuracy evaluation and allows comparing different experiment runs.

Fig. 3.4: The Causal Graph Explorer of MPCSL’s Web Application enables exam-
ining the learned causal structures and corresponding data distributions.
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Moreover, the Causal Graph Explorer presents the learned causal structures between
variables, using the well-known causal graph representation of edges and nodes as in-
troduced in Section 1.2 (page 3). As depicted in Fig. 3.4, it displays the causal graph
and the original data distribution for each variable. Further, it supports functionality to
estimate the causal effects of interventions following the do-operator paradigm.

The Backend Service of MPSCL is written in Python, using the Flask framework [47]
to communicate with the Web Application through a RESTful API. In our reference
implementation, the Dataset Manager uses SQL to communicate with the Internal
Database, an instance of a PostgreSQL [124] database, and to communicate to external
database management systems. We use the Python SQL toolkit and the object-relational
mapper SQLAlchemy [140] to realize the communication and restrict the external data
sources to those supported by SQLAlchemy.

The Experiment Execution Service uses the Python docker package to create
individual docker containers for the execution of experiment runs with the corresponding
requirements of the experiment.

The Execution Containers are based on Docker [116]. Currently, MPCSL provides
docker images that support the R language, Python and that support the CUDA frame-
work, when running on systems that include NVIDIA graphics processing unit (GPU)
hardware. Through the R execution environment, we support the packages pcalg [75],
ParallelPC [90] and bnlearn [157]. With the CUDA execution environment, we added
support for GPU-accelerated implementations [53, 156, 192].

For each experiment run, MPCSL collects and presents a selection of statistics, e.g.,
the runtime or the number of learned edges. Moreover, the Result Controller provides
the common accuracy metrics, such as the SHD or false positive rates of the learned
causal model with respect to edges within the ground truth CGM. The examination
of accuracy metrics, such as the graph edit distance or mean Jaccard coefficient, for
differently learned causal structures enables a direct comparison of experiments on the
same dataset, compare Fig. 3.3, and, in combination with sampling, provides the basis
for a robustness examination [85].

All implemented MPCSL services run in separate containers. The implementation uses
Kubernetes to orchestrate the containers and execute them on different physical host
systems, depending on the requirements of the causal discovery implementation.

3.4 A Case Study on Runtime of Causal Discovery

In this section, we showcase the capabilities of MPCSL in a case study on the runtime
of causal discovery. In particular, after motivating our experimental evaluation (Sec-
tion 3.4.1) and describing our experimental setup (Section 3.4.2), we evaluate the runtime
of different PC-stable implementations that are executed single-threaded (Section 3.4.3),
parallel (Section 3.4.4), and on graphics processing units (GPUs) (Section 3.4.5).

3.4.1 Motivation

As previously introduced, data scientists trying to apply methods for causal discovery in
real-world scenarios are confronted with a wide spectrum of different implementations.
There is work that evaluates the different causal discovery approaches with respect to
the accuracy of learned causal models, e.g., see [159, 57]. While this may support a
data scientist in selecting the appropriate approach, there is, to the best of our knowl-
edge, no work that evaluates the runtime of different implementations on datasets with
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different data distributions. Especially medical scenarios, such as genetics, require fast
implementations that allow for causal discovery in these high-dimensional settings [75, 5].
As different implementations are written in different programming languages and utilize
different hardware setups, an evaluation about runtime becomes a tedious manual task
with high setup costs.

In the following case study, we illustrate the capabilities of MPCSL when compar-
ing a selection of constraint-based causal discovery implementations with respect to
their runtime. We choose constraint-based causal discovery for the following reasons.
First, it is widely used in real-world scenarios [70, 90], making it an interesting case
for practitioners. Second, it provides flexibility to adjust to different data distribu-
tions and dependencies by changing the utilized conditional independence (CI) test
accordingly. Third, constraint-based causal discovery implementations are available in
many different programming languages, libraries, and packages. In particular, we fo-
cus on the well-known PC algorithm [168], especially its order-independent version PC-
stable [20]. Existing implementations with varying hardware acceleration of the PC-
stable [75, 157, 53, 90, 192, 153, 156, 151, 86] are based upon the same algorithm, hence,
should have equal accuracy for identically selected parameters, e.g., see Fig. 3.3. Yet,
specific implementation details impact the runtime, making it an interesting case for an
experimental evaluation.

Our case study consists of three separate experiments on datasets with different data
distributions. Further, the datasets differ in the number of variables N = |V| and the
number of samples n. Both characteristics impact the runtime of the PC-stable algorithm.

First, we conduct multiple experiment runs examining single-threaded runtimes of
two different causal discovery implementations to provide an indication of the suitability
in the context of given data distribution with the corresponding CI test, provided by the
respective library; see Section 3.4.3. In the second and third experiments, we examine
the potential of modern hardware to reduce the runtime of causal discovery. Therefore,
we consider the speed-up of causal discovery implementations on a multi-core server,
see Section 3.4.4, and investigate the runtime of a GPU-accelerated implementation, see
Section 3.4.5.

3.4.2 Experimental Setup

In the following, we provide an overview of the observational datasets, the hardware
setup, and the causal discovery implementations supported by MPCSL for the experiments
of our case study. During the setup of MPCSL, we added the datasets as described below.
We use the Web Application to parameterize the experiments for each causal discovery
implementation. The experiment execution on the chosen hardware setup is orchestrated
by MPCSL’s Experiment Execution Service. After execution of multiple experiment runs,
the requested metric, for our case study, the median runtime, is presented in the Web
Application.

Data: The characteristics of the observational datasets loaded into MPCSL for the
experimental evaluation are provided in Table 3.1.

The datasets are either real-world gene expression datasets following a multivari-
ate Gaussian distribution, used in existing evaluations [90, 192, 156] (Table 3.1 top),
or generated datasets according to the well-known reference Bayesian networks from the
bnlearn [157] network repository (Table 3.1 bottom). The datasets contain different num-
bers of variables, ranging from, e.g., N = 24 in MEHRA up to N = 5361 in S.CEREVISIAE.
Thus, the datasets cover both low-dimensional datasets, which we define as N < 500, and
high-dimensional datasets, i.e., N ≥ 500. Furthermore, the datasets incorporate different
data distributions, for instance, multivariate Gaussian distributed data, called Gaussian,
multinomial distributed data, called Discrete, and conditional Gaussian distributed data,
called Mixed.
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Table 3.1: Characteristics of gene expression datasets (top) and datasets from the
bnlearn repository (bottom) with different numbers of variables N and numbers of
samples n.

Dataset Distribution N n Dimension

NCI-60 Gaussian 1 190 47 High
MCC Gaussian 1 380 88 High
BR51 Gaussian 1 592 50 High

DREAM5-INSILICO Gaussian 1 643 850 High
S.AUREUS Gaussian 2 810 160 High

S.CEREVISIAE Gaussian 5 361 63 High

ARTH150 Gaussian 107 20 000 Low
ALARM Discrete 37 10 000 Low
ANDES Discrete 223 20 000 Low
LINK Discrete 724 20 000 High
MUNIN Discrete 1 041 20 000 High
MEHRA Mixed 24 20 000 Low

Hardware Setup: All experiment runs are executed in a Kubernetes cluster con-
sisting of a virtual machine, running the MPCSL Experiment Execution Service, the MPCSL
Backend Service, including the Internal Database and an enterprise-grade server with 2
Intel® Xeon® Gold 6148 CPU with 20 cores each. The server is equipped with 1.5 TB
of RAM, allowing to keep all data in memory during the execution of the experiment
runs, and has a 4 NVIDIA V100 card, with 32 GB of high bandwidth memory. The
Execution Containers are run on the server. Furthermore, datasets are fetched from an
external database management system running on a separate system. During the runtime
measurements, only a single container is executed at a time and no other operations are
executed on the server. Measurements are conducted within the MPCSL Wrapper, mea-
suring the algorithm’s function call, e.g., for R library bnlearn [157] using the difftime
of the Sys.time() prior to and after the call of pc.stable. If not stated differently, we
repeat each experiment run at least 10 times and present the median runtime. Further,
we set the tuning parameter α to 0.01, which is common in application [20].

Employed Causal Discovery Implementations: We compare implementations
of the PC-stable [20] from the well-known libraries pcalg [75] and bnlearn [157], as
well as, from the libraries Parallelpc [90] and cupc [192], which allow for a comparison
of different parallel execution strategies, and hardware acceleration in GPU-accelerated
environments. The four implementations support Gaussian data using a Fisher’s Z test.
For Discrete data bnlearn uses Pearson’s X2 test, pcalg and Parallelpc use the very
similar G2 test and cupc has no test implemented. Mixed data is only supported by
bnlearn that incorporates a mutual information-based CI test for conditional Gaussian
settings, provided through the mi-cg implementation. Parallelpc is written entirely
in R and uses the R library parallel for parallel execution. Bnlearn is written in R

and C, using C to provide efficient implementations for most functions. It also uses the
R library parallel for parallel execution. Pcalg is written in R and implements the
test for Gaussian data in C++. For this particular case, it uses openMP [26] for parallel
execution. In contrast to the previous libraries, cupc targets a heterogeneous system with
an NVIDIA GPU. It provides an R Interface, yet the core algorithm is written using the
CUDA framework [122] to utilize the parallel computing capabilities of a GPU.
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Table 3.2: Median runtimes in seconds of PC-stable in single-threaded execu-
tion. Comparing implementations from libraries pcalg and bnlearn on benchmark
datasets (see Table 3.1). Note, for algorithms exceeding the runtime of a day, we
executed a single run or terminated after five days.

Dataset pcalg bnlearn

ARTH150 248.7 7 617.0
NCI-60 6.7 45 251.1
MCC 21.5 83 886.0
BR51 32.3 171 629.7

DREAM5-INSILICO 4 257.0 360 572.2
S.AUREUS 180.0 > 432 000.0

S.CEREVISIAE 108.2 > 432 000.0

ALARM 30.1 0.5
ANDES 2 824.0 108.8
LINK 324 873.4 3 827.2
MUNIN > 432 000.0 6 753.0

MEHRA - 11.9

3.4.3 Single-Threaded Runtime

In the following, we measure the single-threaded runtime of the PC-stable implemen-
tation from pcalg and bnlearn on all datasets presented in Table 3.1. The measured
runtimes are shown in Table 3.2.

For the Gaussian datasets, our measurements show that the implementation from
the pcalg library outperforms the bnlearn implementation by factors of 30 for low-
dimensional datasets, e.g., ARTH150 and factors of up to 6 753 for high-dimensional
datasets. For the datasets S.AUREUS and S.CEREVISIAE, we terminated the execution
of bnlearn after 5 days without any result, whereas pcalg’s implementation finished af-
ter 180 seconds. Both implementations use Fisher’s Z test for CI testing and are written
in C or C++. Yet, pcalg works on a pre-calculated correlation matrix, whereas within
bnlearn the correlation is calculated repeatedly for each independence test, which we
account for the significant difference in measured runtime. Note, the calculation of the
correlation matrix prior to the execution of the PC-stable, for the datasets subject of the
study ranges from 0.044 seconds for NCI-60 to 1 391 seconds for S.CEREVISIAE. Thus, it
does not impact the total runtime in a significant way.

For the Discrete datasets, the implementation from the bnlearn package outperforms
pcalg implementation by factors of up to 25, for low-dimensional datasets, e.g., ALARM, to
factors of up to 84 for higher-dimensional datasets, e.g., LINK. For the dataset MUNIN, the
execution of the pcalg implementation was terminated after 5 days, without any result,
compared to bnlearn’s implementation, which finished below 2 hours. We account the
difference to the fact that the CI test for Discrete data in pcalg is written in R, whereas
bnlearn uses efficient C code.

For the Mixed dataset MEHRA, we report numbers only for bnlearn, as no other library
used in the case study supports Mixed data.

Based on the measurements, we conclude that it is advisable to use the implementa-
tion from the pcalg library for Gaussian data, whereas for Discrete and Mixed data the
bnlearn library should be used.
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Table 3.3: Factors of speed-up measured with an increasing number of cores run-
ning parallel versions of the PC-stable of different implementations compared to the
single-threaded execution for different benchmark datasets (see Table 3.1).

Library Dataset Cores
5 10 20 40

Parallelpc ARTH150 3.3 4.1 6.9 7.2
bnlearn ARTH150 3.3 5.3 8.3 11.7
pcalg ARTH150 3.0 5.7 8.9 15.5

Parallelpc ANDES 3.4 6.2 10.9 14.3
bnlearn ANDES 1.6 1.6 1.6 1.4
bnlearn LINK 3.4 5.3 7.0 7.6
bnlearn MUNIN 4.0 6.8 11.3 14.4

3.4.4 Parallel Efficiency on Multi-Core Systems

In the following experiment, we measure the runtime of parallel implementations of
the PC-stable algorithm, taken from the libraries pcalg, Parallelpc and bnlearn. In
previous studies [158, 90], the benefit of parallel execution to reduce the runtime of
constraint-based causal discovery algorithms is shown, yet, to the best of our knowl-
edge, no comparison between library-specific implementations exists. Therefore, we aim
to determine differences in the implementations’ behavior, when scaling the number of
cores. All three implementations follow the framework for parallel constraint-based causal
discovery learning [158]. Yet, parallel processing within the implementations of the PC-
stable is applied only to the adjacency search, which comprises the CI tests. Other parts
of the implementations are executed sequentially, which limits the effect of scaling the
number of cores on the measured runtime.

In Table 3.3, we provide our measurements for the Gaussian dataset ARTH150 using
all three libraries and for Discrete datasets using Parallelpc and bnlearn, given that
pcalg does not support parallel execution for Discrete data. For all measurements, we
observe that the ideal speed-up is not achieved, which is due to the sequential part of
the implementations.

For the Gaussian dataset ARTH150, Parallelpc shows the implementations’ worst
speed-up, achieving only a factor of up to 7.15 on 40 cores compared to a factor 15.51
speed-up of pcalg. Except for this particular difference, the behavior is similar for all
implementations. Note that the overall runtime remains significantly slower for bnlearn
compared to pcalg, see Table 3.2 on page 39.

Considering Discrete datasets, we observe a runtime improvement for bnlearn using
up to 40 cores for the high-dimensional datasets LINK and MUNIN. For the dataset ANDES,
speed-up through the increase in cores is small with factors below 2 and even decreases
when running on 40 cores compared to 20 cores. We assume that the sequential part of
the execution dominates the processing of the dataset ANDES in bnlearn and that the
adjacency search is already efficient in single-threaded execution. In contrast, processing
ANDES with ParallelPC, we observe a strong speed-up, yet the overall runtime for 40
cores is slower than the single-threaded execution with bnlearn. This supports our as-
sumption that bnlearn has efficient adjacency search and CI test implementations for
Discrete data.

Overall, we did not observe a significant difference in the implementations’ behavior
with regard to scaling the number of cores. Yet, for lower-dimensional datasets, e.g.,
ANDES, efficient implementations, e.g., found in bnlearn, cannot benefit from multi-core
systems and may even be slowed down.
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Table 3.4: Median runtimes in seconds of PC-stable with the adjacency search
executed on a GPU using cupc or in parallel using 40 CPU cores executed with
pcalg for different benchmark datasets (see Table 3.1).

Dataset cupc pcalg (40 cores)

ARTH150 1.93 16.03
NCI-60 1.94 3.18
MCC 2.45 4.93
BR51 4.48 6.42

DREAM5-INSILICO 5.41 168.09
S.AUREUS 13.58 35.21

S.CEREVISIAE 32.79 55.59

3.4.5 GPU-Acceleration

In a third experiment, we consider a heterogeneous system and investigate the speed-up
of a GPU-accelerated implementation, cupc, over a CPU-based parallel implementation,
pcalg running on 40 cores. The MPCSL Experiment Execution Service ensures that the
experiment runs are scheduled on hardware that fulfills the requirements to execute the
implementations, e.g., provide an NVIDIA GPU for cupc.

In Table 3.4, we report the measured runtimes on all Gaussian datasets considered in
our case study. Using a GPU to process the datasets leads to additional speed-up for all
datasets, ranging from speed-up of factor 1.43 for dataset BR51 to speed-up of factor 31.07
for dataset DREAM5-INSILICO. We observe that the two datasets, DREAM5-INSILICO and
ARTH150, result in higher speed-up when the adjacency search is executed on the GPU.
Both datasets have a larger number of observations N , compared to the other datasets,
which results in an increased number of higher-order CI tests. For the other five datasets,
execution on the GPU leads to a speed-up of less than factor 2. For these datasets, over
94% of the independence tests are either unconditioned or with a conditioning set of
size 1, e.g., see [156], for the given tuning parameter α = 0.01. We account for the high
percentage of low-order independence tests for the small factor of speed-up achievable
with GPU-acceleration.

3.5 Discussion

We close this chapter with a summary of our contributions (Section 3.5.1), an examination
of limitations (Section 3.5.2), and future work (Section 3.5.3).

3.5.1 Summary

We presented a blueprint and a reference implementation of a modular pipeline for
causal discovery called MPCSL. The pipeline supports the experimental evaluation of the
wide spectrum of implementations of algorithms for causal discovery from data scientists
and their application in practice. In particular, the platform manages the observational
datasets and parameter setups for experiment runs. Further, it orchestrates the execu-
tion of the experiments with given hardware constraints using virtualized environments.
Storing the parameterization ensures reproducibility. The collection of runtime statistics
and accuracy metrics allows for a comprehensive experimental evaluation in the pipeline.

We presented the capabilities of our reference implementation MPCSL that was de-
veloped to address the requirements of deployment in scenarios from both a theoretical
and practical perspective. In detail, we conduct a case study using MPCSL to investigate
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the runtime performance of implementations of the well-known PC algorithm [168]. In
this scenario, the results indicate that for Gaussian data, the pcalg library provides
better runtimes by factors of over 1, 000, whereas for Discrete data, the bnlearn library
outperforms the pcalg implementation by factors of up to 84. An investigation of paral-
lel execution on multi-core systems showed similar behavior with an increasing number
of cores across the implementations, achieving a speed-up of up to factor 15.5 on 40
cores. Additional speed-up of factors of up to 31 is possible employing GPUs, yet their
application is currently limited to Gaussian data.

3.5.2 Limitations

As the goal of developing a universal modular pipeline that covers all aspects of causal
discovery and causal inference is a neverending story, we restricted MPCSL’s capabilities
to cover the “basic” set of tools and methods.

Hence, due to the thesis’ focus on causal discovery under the common assumptions
(see Section 1.2 on page 3), the current implementation of MPCSL does not cover al-
gorithms that allow for latent variables, e.g., the FCI algorithm [168], or enable causal
discovery when interventional data is partly available, e.g., see [13, 133]. Furthermore, we
simplified the capabilities of MPCSL for causal inference to the case of discrete variables, as
it simplifies application of the do-operator (see Chapter 5 on page 57). Therefore, MPCSL
does not cover more complex concepts for causal inference, e.g., causal strengths [72] or
estimating causal effects as average treatment effects (ATE) [129, 168].

Moreover, MPCSL’s visualization capabilities are restricted as well. For example, the
reference implementation is limited to showing a single causal graph which impedes the
comparability of two experiment runs’ learned CPDAGs.

Currently, MPCSL lacks the opportunity to generate datasets with different data char-
acteristics following a selection of data-generating models such that the pipeline envelopes
the whole benchmarking pipeline. Therefore, we developed MANM-CS, see Chapter 4, as a
ground truth framework for synthetic data generation for causal discovery, but MANM-CS
is not included in MPCSL. Nontheless, generated data from MANM-CS can be easily loaded
into MPCSL as described in Section 3.3.2.

3.5.3 Future Work

While MPCSL currently serves as a starting point, the pipeline’s modularity with respect to
the CTF enables for extensibility regarding the causally insufficient case or interventional
data. In this context, we aim to extend the platform to directly provide a larger set of
causal discovery implementations to further raise the interest of the research community.
We invite the research community to actively participate in the extension of MPCSL.
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Synthetic Data Generation for Causal Discovery

In this chapter, we introduce the mixed additive noise model (MANM) that provides
a ground truth framework for generating observational data following various distribu-
tion models omnipresent in practice. We start by considering requirements for modeling
causal structures and describe our contributions in more detail (Section 4.1). Further,
we consider related work on available benchmarking methods of causal discovery (Sec-
tion 4.2). We introduce the MANM as a benchmarking framework and demonstrate its
application in several scenarios (Section 4.3). Furthermore, we present our reference im-
plementation MANM-CS (Section 4.4) and its application in a case study for benchmarking
causal discovery (Section 4.5). We close this chapter by discussing limitations and future
work (Section 4.6).

Contribution: Parts of this chapter have previously been published in the paper [67].
The data generator was developed in a student project. The thesis author worked out
the concepts and theoretical basis of the data generator. Hagedorn and the thesis author
worked out the experimental evaluation and guided the implementation, which was a
joint work by all authors. Furthermore, the thesis author prepared the original draft. The
coauthors improved the paper’s material and its presentation.

4.1 Background: Benchmarking Methods for Causal Discovery

In this section, we motivate by examining how the growing research on causal discov-
ery encounters requirements concerning well-defined benchmark data, particularly mixed
discrete-continuous or nonlinear data (Section 4.1.1) Therefore, we contribute the mixed
additive noise model (MANM) to establish a flexible yet well-defined ground truth model,
allowing the data generation under various evaluation perspectives (Section 4.1.2).

4.1.1 Motivation and Requirements for Synthetic Data Generation

In the following, the following standard notation as introduced in Section 1.2 is used.
The causal structures between a finite set of V random variables V = {V1, . . . , VN} are
encoded in a causal graphical model (CGM) consisting of a directed acyclic graph (DAG)
G, where directed edges Vj → Vi depict a direct causal relationship between two respective
nodes Vj and Vi, i, j = 1, . . . , N , and the joint distribution over the variables V, denoted
by PV, e.g., see [130, 168].

Within this framework, causal discovery aims to derive as many of the underlying
causal relationships in G from independent and identically distributed observational data
as possible. For a gentle introduction to causal discovery, see Section 1.2 (page 3) and,
for an elaborate background on causal discovery, we refer to [168].
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While all methods for causal discovery require that several assumptions hold (see
Section 1.2 on page 3), observational data of real-world scenarios often violates the con-
straints made for causal discovery. For example, in practice, it may be impossible to
observe all variables to ensure causal sufficiency, i.e., that there are no latent confound-
ing variables [168]. Moreover, real-world data often does not follow a simple functional
form but includes nonlinear and mixed discrete-continuous relationships [44, 106]. There-
fore, a wide spectrum of scientific publications focus on different extensions to improve
the accuracy under weakened constraints, e.g., given latent variables [21, 170], assuming
a nonlinear function f within the structural causal model (SCM) [63, 194] or considering
causal discovery from mixed discrete-continuous data [2, 64, 161, 180].

As (novel) methods for causal discovery are commonly evaluated against their own
synthetic benchmarks and compared within a limited scope, e.g., [139, 165, 182], it is
difficult to compare individual methods against each other, particularly, if they may
require different assumptions. In this context, Glymour et al. [44] summarized the cur-
rent state as follows: “There are multiple algorithms available, many of them are poorly
tested [...], all of them have choices of parameters [...], and all of them have conditions
on the data distributions and other assumptions under which they will be informative
rather than misleading.”. Hence, methods for causal discovery should be validated within
different scenarios, including a varying number of variables or sensitivity of parameters,
aiming to understand the method’s behaviors in specific edge cases, e.g., when underlying
assumptions on the causal relationships are violated [88]. Therefore, a thorough evalua-
tion of methods for causal discovery requires the introduction of an easily customizable
framework for generating observational data supplemented with precise definitions of
underlying causal structures that connect and extend existing ideas, see Section 4.2. In
particular, a data-generating model should satisfy the following requirements:

(R1) be formalized as a SCM to ensure interoperability of causal relationships, e.g.,
concerning causal inference;

(R2) allows for continuous, discrete, and mixed discrete-continuous causal relation-
ships, i.e., to mimic data characteristics in practice;

(R3) be flexible and easily extendable, e.g., to allow for interventional data;

(R4) be implemented as an easy-to-use open access package.

4.1.2 Contribution

In this chapter, we propose the mixed additive noise model (MANM) as a flexible yet easy-
to-use synthetic data generation process for benchmarking methods for causal discovery
under a wide range of conditions. Our main contributions can be summarized as follows:

• We introduce the MANM as a SCM to model causal structures within various dis-
tribution models that incorporate discrete, mixed discrete-continuous, or nonlinear
causal relationships, see (R1)-(R3).

• To provide easy access to the research community, we present our reference imple-
mentation, called MANM-CS, open accessible on https://github.com/hpi-epic/manm-
cs, see (R4).

• We demonstrate the usability of MANM-CS in comparison to well-known benchmark
data sets and in a simple benchmarking experiment on the accuracy of causal dis-
covery from mixed discrete-continuous and nonlinear data.

4.2 Related Work on the Benchmarking of Causal Discovery

Usually, the accuracy of methods for causal discovery is evaluated within different syn-
thetic benchmark scenarios to identify their strengths and weaknesses. As the simulated

https://github.com/hpi-epic/manm-cs
https://github.com/hpi-epic/manm-cs
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data is often not publicly available, there is a lack of comprehensive comparison with
other state-of-the-art methods [139]. Therefore, it is desired to create a general and flex-
ible framework that can be used to benchmark causal discovery methods, particularly
within data with real-world characteristics.

Commonly, data for evaluating methods for causal discovery is generated according
to the following approaches:

(I) predefined benchmark data sets supplemented by an expected ground truth;

(II) well-established parameterized benchmark models to generate data; and

(III) flexible models based upon a probabilistic or functional formalization.

In Table 4.1, we recap a selection of the above approaches that have been used for
evaluation within work on causal discovery, e.g., [2, 139, 161, 180, 182]. We do not claim
completeness but focus on the most well-known and representative data sets or models.
In this context, currently used models and data sets of the three approaches come with
limitations that restrict the evaluation opportunities.

Predefined benchmark data sets (I) allow a direct comparison given a common and
enclosed ground truth model. However, they do not allow for performance comparison
concerning a varying complexity or data set size. For example, the “DREAM5 SYSGEN A -
In-silico network challenge” [109] is based on simulated gene expression data from [100]
restricted to 1 000 variables and sample sizes of n = 100, n = 300, or n = 999. To
allow for performance evaluation of large sample properties, models from (II) sample
observational data from well-established “static” parameterized models with fixed model
complexity. While this allows evaluating and comparing methods for causal discovery
within the provided distribution and model assumption, they do not allow for an ex-
amination given a varying model complexity. For example, within the mixed case, the
well-known conditional Gaussian distributed MEHRA model from [183] is restricted to 24
nodes that incorporate a mixture of 8 discrete and 16 continuous variables. Further,
within the discrete case, the ALARM model from [6] fixes the number of possible discrete
values each variable can take to the model’s assumptions. Therefore, following approach
(III), most causal discovery methods are evaluated within their respective scenarios, e.g.,
linear relationships with i.i.d. Gaussian noise, see [75], the mixed graphical model (MGM)
of [91], or the two-variable case, see [63, 136]. As a basis for a comprehensive evaluation,
these models are quite restrictive or vary strongly on their assumptions, e.g., the solely
undirected edges of the mixed MGM model [91], and require manual implementation
overhead as they are often not open accessible.

In summary, there exist numerous different data sets and models that allow for exam-
ining the performance of causal discovery methods within their specific scenarios. Apart
from that, they do not allow the generation of observational data with varying complex-
ity needed within a comprehensive accuracy examination of causal discovery. Especially

Table 4.1: Implementations for modeling continuous, mixed, or discrete data based
upon (I) predefined benchmark data sets, (II) well-established parameterized mod-
els, and (III) functional or probabilistic models (*undirected; ‡ two-variable case; §

discretized auxiliary variables).

Approach Continuous Mixed Discrete

(I) [109], [120]‡, [157] [46] [149]

(II) [125], [150], [160] [105], [157], [183] [6], [8], [22], [80], [87]

(III) [63]‡, [75] [2]§, [75], [91]* [134]‡
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as this requires varying the model complexity, e.g., concerning the number of considered
variables, the ratio of discrete nodes, or the number of possible discrete values, see (R2).
Moreover, currently, no common framework provides a functional formalization that en-
sures interpretability see (R1). In contrast, we aim to establish a flexible yet well-defined
and unified ground-truth model, allowing the generation of observational data under
various evaluation perspectives.

4.3 The Mixed Additive Noise Model (MANM)

In this section, we introduce the mixed additive noise model (MANM) as a framework
for generating causal structures with mixed discrete-continuous and nonlinear relation-
ships. Therefore, according to (R1), we define the MANM in its functional form (Sec-
tion 4.3.1). Further, regarding (R2), we provide some exemplary distribution models from
continuous (Section 4.3.2), discrete (Section 4.3.3), and mixed discrete-continuous space
(Section 4.3.4).

4.3.1 MANM for Modeling Mixed Discrete-Continuous Data

In general, we say that variables Vi, i = 1, . . . , N (see Section 4.1.1) of a probability space
(Ω,A, PV) are discrete if they have a (finite) discrete domain, i.e., where Vi : Ω → Zi ⊆ R
with countable subset Zi, or continuous if they have a continuous domain, i.e., where
Vi : Ω → R, such that all Vi have Lebesgue measurable domains in A. Modeling causal
relationships requires defining a structural causal model (SCM) that generates a variable
Vi ∈ V according to the sets of possible discrete or continuous parents of Vi in G, denoted
by Pdis(Vi) and Pcon(Vi), respectively.

We define the mixed additive noise model (MANM) with mutually independent noise
Ni where Ni ⊥⊥ Vj for all Vj ∈ V as

Vi =
∑

Vj∈Pdis(Vi)

fj,i(Vj) +
∑

Vk∈Pcon(Vi)

fk,i(Vk) +Ni, for all Vi ∈ V, (4.1)

with functions fj,i : Zj → Zi and fk,i : R → Zi if Vi has a discrete domain Zi, or
fj,i : Zj → R and fk,i : R→ R if Vi has a continuous domain. Moreover, we require that
the independent noise variable Ni either is a continuous distributed random variable,
e.g., Ni ∼ N (0, 1), or discrete distributed over Zi with P(Ni = 0) ≥ P(Ni = k) for all
k ∈ Zi with k ̸= 0 if Vi is continuous or discrete, respectively.

Therefore, the proposed MANM of (4.1) extends the well-known “simple” data gener-
ating causal models and incorporates recent work on causal discovery in the two-variable
model, which either are defined within a fully continuous space, e.g., see [63, 163, 194],
or a fully discrete space, e.g., see [136, 134]. While we focus on causal discovery from
purely observational data, the modeling of causal structures via the MANM allows for
the generation of interventional data as described by [130] as well, e.g., see [57].

4.3.2 Scenario 1: MANM in the Continuous Space

In the following scenario, we provide intuitive and relatively well-established examples
of the MANM assuming linear and nonlinear SCMs within the continuous domain, i.e.,
Pdis(Vi) = ∅ for all Vi ∈ V.

Linear Additive Noise Models: Given that fk,i : R → R in (4.1) is linear, i.e.,
fk,i(x) = βk,ix, the MANM reduces to the most common form of SCMs [44]. In this
context, the linearity assumption greatly simplifies causal discovery, e.g., see [168, 130].
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In particular, when the additive noise Ni is i.i.d. standard Gaussian distributed such
that (4.1) reduces to Vi =

∑
Vk∈Pcon(Vi)

βk,iVk +Ni with i.i.d. Ni ∼ N (0, 1) for all Vi ∈
V. Then, V = {V1, . . . , Vp} is multivariate Gaussian distributed with mean zero and co-
variance matrix Σ = (IN−B)−1(IN−B)−1, where IN is the N×N identity matrix and B
the N ×N weighted adjacency matrix with non-zero entries Bi,j = βj,i if there is an edge
Vj → Vi. In this scenario, multivariate Gaussianity allows constraint-based methods to
infer conditional independencies within V by testing for zero partial correlation, which
makes causal discovery feasible for sparse graphs with up to thousands of variables, e.g.,
see [74]. Due to its applicability to high-dimensional settings, the linear Gaussian model
has found wide use in systems biology, e.g., to infer gene regulatory networks from obser-
vational gene expression data [168]. Note that, although Gaussianity is widely assumed
within linear SCMs, a non-Gaussian additive noise Ni allows for identifiability of the
underlying DAG G beyond its Markov equivalence class, e.g., see [163].

Nonlinear Additive Noise Models: While linear models are well understood and
easy to work with, causal structures within many real-world scenarios are not necessarily
linear [44]. Therefore, several causal discovery methods consider nonlinear SCMs of the
form Vi =

∑
Vk∈Pcon(Vi)

fk,i(Vk)+Ni for all Vi ∈ V, where fk,i : R→ R is not required to

be linear, e.g., see [63, 178, 193]. In this context, [63] showed that, for “almost any” non-
linearities, the identifiability results of the linear non-Gaussian model can be generalized
to the nonlinear case as long as the noise remains additive.

4.3.3 Scenario 2: MANM in the Discrete Space

In the discrete case, a functional relationship fj,i : Zj → Zi provides an “interpretable”
formalization of causal structures and enables the generation of observational and in-
terventional data. Therefore, we consider that all variables V have a discrete domain,
i.e., Pcon(Vi) = ∅ for all Vi ∈ V. Then, causal relationships between discrete variables
can be modeled in two different ways [136, 134]: First, Vi has the domain Zi = Z with
support supp(Vi), such that the MANM can be defined analogously to the continuous
case. Second, Vi has the domain Zi ⊂ Z, which allows to define + as addition within the
respective modulo ring Z/miZ, where mi = |supp(Vi)|.

Integer Additive Noise Models: Let Vi : Ω → Z, Vi ∈ V, be a discrete random
variable with (maybe finite) support supp(Vi). In this scenario, the MANM of (4.1)
reduces to Vi =

∑
Vj∈Pdis(Vi)

fj,i(Vj) + Ni, for all Vi ∈ V, with a function fj,i : Z → Z
and mutually independent noise Ni such that P(Ni = 0) ≥ P(Ni = k) for all k ∈ Zi with
k ̸= 0. Note that fj,i can be any probabilistic or deterministic assignment from Z to Z.

For illustration, consider the two variable case V2 = f1,2(V1) + N2 with the fol-
lowing simplified example adapted from [136]. Let V1 be uniformly distributed over
{−2,−1, 0, 1, 2} and let N2 be characterized by P(N2 = −2) = P(N2 = 2) = 0.05, and
P(N2 = −1) = P(N2 = 0) = P(N2 = 1) = 0.3. Then, f1,2(x) can either be deterministic,
e.g., f1,2(x) = ⌈0.5 x2⌉ or probabilistic, e.g.,

f1,2(x) =


Binomial(0.8, 2), if x ∈ {−2, 2}
Binomial(0.5, 2), if x ∈ {−1, 1}
Binomial(0.2, 2), if x ∈ {0},

(4.2)

which both induces supp(V1) = {−2, . . . , 4}, as implied by f1,2 and N2 given supp(V1) =
{−2,−1, 0, 1, 2}.
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Cyclic Additive Noise Models: Following the idea of Peters et al. [136], we con-
sider the concept of m-cyclic random variables. Therefore, let Vi : Ω → Zi = Z/miZ,
i.e., taking values in {0, . . . ,mi − 1}, such that the MANM incorporates functions
fj,i : Z/mjZ → Z/miZ. Contrary to the integer additive noise model (ANM), this
scenario bounds the values each variable Vi can take to be from {0, . . . ,mi − 1}, i.e., to
targeted domain Z/miZ.

For illustration, again consider the two-variable case V1 → V2 with V1 taking values
{0, 1}, i.e., V1 : Ω → Z/2Z, and V2 : Ω → Z/3Z. Let V1 ∼ Bernoulli(0.75) and N2 be
characterized by P(N2 = 0) = 0.5, P(N2 = 1) = 0.3 and P(N2 = 2) = 0.2. We then can
define V1 → V2 as V2 = f1,2(V1) +N2 with f1,2 : Z/2Z → Z/3Z as mapping 0 7→ 1 and
1 7→ 2. Moreover, the cyclic ANM enables categorical variables with discrete values that
do not have any order, e.g., see [134]. For more information on the modeling of causal
structures within discrete data with the ANM and further examples, see [136, 134].

4.3.4 Scenario 3: MANM in the Mixed Discrete-Continuous Space

When considering causal discovery from mixed discrete-continuous variables, mostly, a
conditional linear Gaussian (CLG) model is the assumed SCM [44]. While the CLG model
restricts discrete variables to have discrete parents only [2, 139], the MANM allows for
both directions of causal relationships between discrete and continuous variables, e.g.,
following the augmented conditional linear Gaussian (ACLG) model.

Conditional Linear Gaussian Models: First, we examine how the MANM enables
to generate V being conditional linear Gaussian (CLG) distributed. Then, the MANM
of (4.1) is given by

Vi =


∑

Vj∈Pdis(Vi)

fj,i(Vj) +
∑

Vk∈Pcon(Vi)

βk,iVk +N (µi, σi), for continuous Vi ∈ V∑
Vj∈Pdis(Vi)

fj,i(Vj) +Ni, for discrete Vi ∈ V,
(4.3)

where fj,i can be any functional assignment fj,i : Z → Zi ⊆ Z ⊂ R, continuous Gaus-
sian noise N (µi, σi), and the discrete noise term Ni as defined in Section 4.3.3. As
all continuous variables are multivariate Gaussian by definition, all continuous Vi are
CLG distributed given the vectors of realizations vdis and vcon of the respective dis-
crete and continuous parents Pdis(Vi) and Pcon(Vi), i.e., we have P

(
Vi
∣∣ vdis,vcon

)
∼

N
(∑

vj∈vdis fj,i(vj) +
∑

vk∈vcon βk,ivk + µi, σi
)
, e.g., see [93]. Note that we restrict the

CLG distribution to cases where neither the regression coefficients βk,i nor the variance
vary given the realization of discrete parents, see [93].

Augmented Conditional Linear Gaussian Models: To overcome the restrictions
of the CLG models, [93] introduced the so-called augmented conditional linear Gaussian
(ACLG) model, in which discrete variables with continuous parents are generated by
using the softmax function. Then, fk,i : R → Z assigns a probability to each realization
vi within the support supp(Vi), i.e., vi ∈ Zi with P(Vi = vi) > 0, given the realization vk
of Vk. Therefore, let fk,i be given by the probabilistic mapping

fk,i := P(Vi = vi|Vk = vk) =
exp(αk,i + βk,ivk)∑

s∈{1,...,mi−1}: vs∈supp(Vi)

exp(αk,s + βk,svk)
(4.4)

with soft-max parameters αk,s and βk,s defined for all vs ∈ supp(Vi) given the realization
Vk = vk. Then, the MANM of (4.1) allows for generation of data according to the ACLG
model via
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Vi =


∑

Vj∈Pdis(Vi)

fj,i(Vj) +
∑

Vk∈Pcon(Vi)

βk,iVk +N (µi, σi), for continuous Vi ∈ V∑
Vj∈Pdis(Vi)

fj,i(Vj) +
∑

Vk∈Pcon(Vi)

fk,i(Vk) +Ni, for discrete Vi ∈ V,
(4.5)

with fj,i as defined in the context of (4.3) and the discrete noise term Ni as defined in
Section 4.3.3. In this context, the MANM is flexible enough to model causal structures
within discrete-continuous mixtures by incorporating various deterministic and proba-
bilistic mappings fj,i from Z to R, and vice versa via fk,i. For example, consider simple
step functions for fk,i : R→ Z.

In summary, the MANM provides a flexible functional framework to model causal
structures with various characteristics of an edge Vj → Vi, see (R1)-(R2).

4.4 MANM-CS: A Ground Truth Framework

To provide the research community easy access to the MANM for benchmarking meth-
ods for causal discovery, see (R4), we present our reference implementation MANM-CS6

implemented in Python. It generates mixed and nonlinear observational data according
to predefined parameters (Section 4.4.1), can generate high-dimensional scenarios (Sec-
tion 4.4.2), and covers various distribution models for mixed discrete-continuous data
(Section 4.4.3).

4.4.1 Implementation of Data Sampling Process

Data generation of MANM-CS follows the common three-step approach for sampling ob-
servational data according to a CGM:

• First, a DAG G is sampled;
• Second, a SCM is generated according to the structure of G;
• Third, each observation is sampled by iterating over the nodes considering the func-
tional relationships regarding their parents.

Currently, MANM-CS enables generating observational data for benchmarking causal
discovery in the context of mixed discrete-continuous data according to the parameters
depicted in Table 4.2 on page 50.

First, (according to Table 4.2 top), MANM-CS generates a DAG that incorporates
num nodes number of ordered nodes with edge density edge density .

Second (according to Table 4.2 center), nodes are chosen to be discrete with a number
of classes between min discrete value class and max discrete value class or con-
tinuous distributed according to discrete node ratio . If the joint distribution is condi-
tional Gaussian, as defined in conditional gaussian, the first discrete node ratio×
num nodes are discrete, otherwise for augmented conditional Gaussian each variable is
chosen to be discrete with probability discrete node ratio . According to the MANM
noise terms for discrete and continuous variables are chosen to be discrete with cor-
responding discrete signal to noise ratio or normal distributed with standard de-
viation continuous noise std, respectively. Moreover, functional relationships for each
edge in G are either sampled from self-chosen functions within the continuous space (see
Section 4.3.2), follow the cyclic additive noise model within discrete (see Section 4.3.3),
or defined as a soft-max and CLG model within the mixed space, respectively (see Sec-
tion 4.3.4). Furthermore, the effect of continuous parents can be scaled to increase or

6 https://github.com/hpi-epic/manm-cs

https://github.com/hpi-epic/manm-cs
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Table 4.2: Selection of parameters and their definitions for the data generation
currently implemented in MANM-CS. It covers the characterization of the DAG G
(top) and the SCM (center) and defines the sampling process of MANM-CS (bottom).

Parameter Definition

num nodes Number of nodes N of G
edge density Edge density of G

discrete node ratio Ratio of discrete nodes compared to num nodes

discrete signal to noise ratio Ratio of uniform noise added to discrete nodes
min discrete value class Minimum size of discrete domains Zi

max discrete value class Maximum size of discrete domains Z
continuous noise std Standard deviation of continuous Gaussian noise
functions List of sample probabilities and functions fk,i
conditional gaussian Flag for CGM or ACGM
beta lower limit Lower limit for influence of continuous parents
beta upper limit Upper limit for influence of continuous parents
scale parents Scaling to avoid varsortability, see [143]

num samples Number of observational samples n
num processes Number of processes used for sampling
variables scaling Scaling of continuous variables, e.g., normalization

decrease noise and parent’s influence can be scaled to avoid varsortibility [143]. Hence,
MANM-CS returns a fully parameterized CGM following the specifications of the MANM.

Finally (acc. Table 4.2 bottom), MANM-CS samples num samples observations by iterat-
ing over the nodes considering the noise terms and functional relationships regarding their
parents. In this context, the sampling process can be parallelized via num processesand
continuous variables of the generated observational data can be transformed according
to variables scaling, e.g., returning normalized or standardized samples.

4.4.2 Runtime Performance of Data Generation Process

To speed up data generation enabling high-dimensional scenarios, MANM-CS’ data sam-
pling can be executed in parallel by specifying the number of processes num processes.
Although ideal speed-up is not achieved, parallelization reduces data generation signif-
icantly, particularly for many nodes. For example, the execution time of one million
samples generated according to a DAG with 1 000 nodes and edge density 0.4 decreases
from 4 322 seconds (16 cores) over 2 214 seconds (32 cores) to 1 367 seconds (64 cores).
Note, execution times are measured on a modern bare-metal server with four 32 core
CPUs, with overall 2 TB RAM, varying the number of parallel processes.

4.4.3 Exemplary Characteristics of Data Generated by MANM-CS

As previously introduced, MANM-CS provides a ground-truth framework that enables ex-
amining the accuracy of causal discovery according to various distribution models. The
following two examples illustrate the range of causal relationships and respective data
characteristics.
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Fig. 4.1: Unconfounded data distributions: (a) scatter plots for the linear edge
V5 → V8, (b) the nonlinear edge V3 → V6, (c) a heatmap of conditional probabilities
for the discrete edge V1 → V4, and (d) a density plot of V3 given the realization of
a discrete parent V2 for a mixed edge V2 → V3.

Example 1: First, we consider a small and sparse DAG G such that the distri-
butional characteristics of direct causal relationships are primarily induced through the
corresponding functional mappings of the underlying MANM.

In this sense, we consider a mixed CGM (setting conditional gaussian=1 and
discrete node ratio=0.5) of num nodes=10 with edge density=0.4 that includes
discrete variables (with min discrete value class =3 and max discrete value class

=4) and continuous variables with nonlinear causal relationships (defined by functions

={[0.4, linear], [0.3, quadratic], [0.3, cosine]}) and corresponding noise terms
( discrete node ratio=0.5 and continuous noise std=1.0).

On this basis, the data characteristics of num samples=10 000 depicted in Fig. 4.1
follow the expected evidently linear, quadratic, discrete, and mixed causal relationships of
direct edges within the sparse CGM.
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Fig. 4.2: Confounded data distributions: (a) scatter plots for the linear edge V17 →
V21, (b) the nonlinear edge V23 → V24, (c) a heatmap of conditional probabilities for
the discrete edge V2 → V9, and (d) a density plot of V23 given the realization of a
discrete parent V5 for a mixed edge V5 → V23.

Example 2: Next, we consider a larger and denser DAG G such that the distri-
butional characteristics of direct causal relationships may be distorted through common
confounding variables.

Accordingly, we adapt Example 1 by increasing num nodes from 10 to 25 and
edge density from 0.4 to 0.8 while retaining all other parameters.

On this basis, the data distributions of direct causal relationships depicted in Fig. 4.2
are now characterized by interferences of respective direct linear, cosine, discrete, or
mixed causal relationships with indirect causal relationships induced through confounders
within a denser CGM.
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Hence, these examples not only illustrate the achieved interpretability of a causal re-
lationship based upon a well-defined SCM, see (R1), but also demonstrate the achievable
complexity of data characteristics provided by MANM-CS. Note, variations of the noise
parameters discrete signal to noise ratio and continuous noise std yield further
statistical dispersion. Moreover, the contrary interference on the data distribution be-
tween nodes with no direct edge in the DAG G may induce a visible but not existing
dependence, e.g., according to confounders (see Fig. 1.2 on page 2) or chains (see Fig. 1.4
on page 6).

4.5 Benchmarking Scenarios and Experimental Evaluation

In this section, we demonstrate that MANM-CS not only covers common benchmarking
approaches (Section 4.5.1), but allows for a more comprehensive evaluation of causal
discovery from mixed discrete-continuous, too (Section 4.5.2).

4.5.1 Experiment 1: Comparison to other Benchmark Approaches

In this experiment, we compare large sample properties of the well-known PC algo-
rithm [168] with appropriate conditional independence (CI) tests on observational data
generated by MANM-CS that aims to mimic data sampled from common type (II) and (III)
approaches (see Section 4.2 on page 44).

As depicted in Fig. 4.3, we show a coincidence in improvements of the structural
Hamming distance (SHD) regarding the learned CPDAGs from data with increasing
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Fig. 4.3: Median SHD of learned CGMs with the PC algorithm from (a) observa-
tional data sampled by MANM-CS or pcalg for the continuous space with a varying
number of nodes, from (b) the Bayesian benchmark networks ALARM for the discrete,
or from (c) MEHRA for the mixed space.
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sample size in the context of different distribution models as introduced in Section 4.3
on page 46.

In the continuous space, see Fig. 4.3 (a), the SCM of the linear ANM (see Section 4.3.2
on page 46) allows for easy data generation following approach (III), e.g., using pcalg [75].
Given that the MANM is a more general model class, the SHD of CGMs learned by the
PC algorithm with Fisher’s z-test shows a direct coincidence on multivariate Gaussian
data sampled by MANM-CS and pcalg for variations in the number of variables as well as
in the number of observations.

In the discrete and mixed space, see Fig. 4.3 (b) and Fig. 4.3 (c), benchmarking
of causal discovery methods is often restricted to data generated by “static” type (II)
approaches, e.g., parameterized models found in the bnlearn repository [157]. For com-
parison, we generate observational data using MANM-CS’s capabilities for parameter ad-
justment to mimic the characteristics of the well-known ALARM [6] and MEHRA [183] net-
works. In this context, the descriptive functional restriction on modeling a causal relation-
ship between two discrete variables within MANM-CS becomes recognizable. For example,
ALARM incorporates probabilistic mappings fk,i between two discrete nodes Vi, Vj while
MANM-CS’s implementation is currently restricted to the mapping of the cyclic ANM (see
Section 4.3.3 on page 47). Hence, the induced independence characteristics of the vari-
ables’ joint distribution are empirically stronger within data sampled by MANM-CS, which
yield lower SHDs in comparison to the parameterized discrete ALARM and CLG MEHRA

networks, respectively, see Fig. 4.3 (b) and (c). Nevertheless, the coincidence in a de-
creasing SHD of the CGMs learned by the PC algorithm with appropriate Pearson’s X2

(discrete, see[75]) and asymptotic mutual information χ2 test (CLG, see [157]) for an
increasing number of samples is visible for all approaches and distribution models.

Therefore, MANM-CS’s capabilities not only provide enough opportunities to mimic
common benchmarking approaches but also allow for more comprehensive evaluations
with varying model complexity that exceed these “static” type (II) approaches.

4.5.2 Experiment 2: Benchmarking Causal Discovery with MANM-CS

In this experiment, we demonstrate MANM-CS’s capabilities for benchmarking causal dis-
covery methods in the context of various scenarios regarding mixed discrete-continuous
data. In particular, we examine the decreasing accuracy of CLG model-based causal
discovery when assumptions on the causal relationships, e.g., linearity, are violated. Fol-
lowing [139], we include a discretization-based approach as a nonparametric baseline but
consider distribution models beyond simple CLG or Lee Hastie data. Therefore, we com-
pare the median SHD (10 runs) of learned CPDAGs with the PC algorithm [75, 157],
with asymptotic mutual information χ2 test assuming a CLG model [157], compared to
Pearson’s X2 test [75], where continuous variables are discretized through the k-means
algorithm [103] with k = 5.

Violating Linearity: We consider a violation of linearity within the CLG and its
implication on the accuracy of learned CPDAGs.

In this sense, Fig. 4.4 (a) and (b) depict the median SHD of the parametric
against the discretization-based approach for an increasing ratio of underlying quadratic
and cosine functional relationships, respectively (num nodes=10, edge density=0.4,
discrete node ratio=0, num samples=10 000). As the asymptotic mutual information
χ2 test is based upon the partial correlation within continuous space, its good accu-
racy within the purely linear case decreases steadily for an increasing ratio on nonlinear
functional relationships. In contrast, the discretization-based approach’s accuracy be-
haves rather invariant in the context variations in terms of nonlinearity for both cases
(a) and (b). Further, although not true generally, see [106, 139], the accuracy of the
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Fig. 4.4: Median SHD (10 runs) of learned CGMs with the PC algorithm with
asymptotic mutual information χ2 test assuming a CLG model compared to Pear-
son’s X2 test where continuous variables are discretized (k-means with k = 5) given
violation of the CLG model assumption for an increasing ratio of (a) quadratic and
(b) cosine functional relationships, respectively, and (c) for considering the aug-
mented CLG model.

discretization-based approach even exceeds the parametric CLG-based approach in the
presented edge cases of mainly quadratic or cosine functional relationships.

Violating Conditional Gaussianity We consider the implication of changing from
the CLG to another mixed model (see Section 4.3.4 on page 48).

In this sense, Fig. 4.4 (c) depicts the median SHD of the parametric CLG-based
against the discretization-based approach under the assumption of an CLG and an aug-
mented CLG model (num nodes=50, edge density=0.4, discrete node ratio=0.5,
num samples=10 000). Although the PC algorithm with an appropriate asymptotic mu-
tual information χ2 shows a significantly better accuracy within the CLG model, the
accuracy is slightly exceeded by the discretization-based approach if discrete nodes are
allowed to have continuous parents, i.e., within the augmented CLG model.

The above examples demonstrate the importance of validating causal discovery meth-
ods assumptions in practice and the demand for understanding the method’s accuracy
within specific edge cases, e.g., when assumptions on the causal relationships are violated,
see [88].
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4.6 Discussion

We close this chapter with a summary of our contributions (Section 4.6.1), an examination
of limitations (Section 4.6.2), and future work (Section 4.6.3).

4.6.1 Summary

In this chapter, we introduced the mixed additive noise model (MANM) to provide a
framework for generating causal structures within mixed discrete-continuous and nonlin-
ear data. Its functional formalization defined in (4.1) provides an interpretable character-
ization of causal structures as demonstrated from a theoretical and empirical perspective
(see Sections 4.3.2 to 4.3.4 and Section 4.5, respectively), see (R1). In particular, it
connects well-established work of causal discovery within different distribution models,
such as CLG, and allows for the generation of continuous, discrete, and mixed discrete-
continuous observational data, see (R2). Due to the functional form, the MANM is flexible
enough to support further extensions, e.g., to consider the generation of interventional
data similar to [57], see (R3). Moreover, it allows examining methods’ accuracy in case of
a misspecified choice of hyperparameters or given invalidated assumptions, e.g., using an
incomplete selection of V to model the causally insufficient case of latent variables. To
provide easy access to the research community, we present our reference implementation
MANM-CS and benchmarking scenarios, see (R4). In particular, MANM-CS capabilities not
only provide enough opportunities to mimic common benchmarking approaches but also
allow for more comprehensive evaluations with varying model complexity that exceed
”static” type (II) approaches (see Section 4.5). Further, MANM-CS can be easily integrated
into pipelines for causal discovery such as MPCSL [68], which allows researchers and prac-
titioners to easily evaluate their methods.

4.6.2 Limitations

While the restriction on the SCM allows for a formalization of various causal relation-
ships, the functional constraints induce limitations that are worth to be noticed. For
example, in contrast to the assumptions of the MANM within the discrete space, see
Section 4.3.3, there may not always be a functional representation of a causal relation-
ship between discrete variables in practice [134], see Section 4.5.1. Moreover, the em-
bedding of discrete variables into the continuous space as defined in (4.1) restricts the
functional relationship to be location-related, which may be violated within real-world
scenarios. In this context, possible generalizations are weakened additivity concerning
the independent noise or a post nonlinearity [63, 194]. Note that if the characteristics of
the data generating mechanism do not follow the MANM, the requirements of methods
for causal discovery should be general enough to reveal the data generating processes
approximately [44].

4.6.3 Future Work

As the MANM provides a ground truth model for generating observational data follow-
ing various distribution models with nonlinear and mixed discrete-continuous data, we
work on a more comprehensive empirical evaluation of several popular causal discovery
methods for future work. Moreover, we aim to provide more parameters, e.g., to allow for
missing values or interventional data, different noise distributions, and functional classes
to enable a more fine-grained evaluation of causal discovery methods. Further, we invite
the research community to participate in the extension of MANM-CS actively.
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Application Scenario in Discrete Manufacturing

In the previous chapters, we introduced MPCSL and MANM-CS as tools to support the
evaluation and application of causal discovery in practice, see Chapter 3 on page 29
and Chapter 4 on page 43, respectively. In this chapter, we showcase how these tools
can be applied in a real-world discrete manufacturing scenario to understand unforeseen
production stops. Therefore, start by motivating the application scenario and describe
our contributions in more detail (Section 5.1). Further, we consider related work causal
discovery in the manufacturing domain (Section 5.2). We introduce the real-world sce-
nario of unforeseen production downtimes and the corresponding machine log data, which
serves as the basis for causal discovery (Section 5.3). Moreover, we explain the transfor-
mation rules applied to the machine log data and our proposed algorithmic approach for
causal discovery from the extracted data. We close this chapter with a conclusion and a
discussion on limitations and future work (Section 5.5).

Contribution: Parts of this chapter have previously been published in the journal pa-
per [70], which was noted as an equal contribution of Christopher Hagedorn and the thesis
author. Christopher Hagedorn is the first author and prepared the original draft, which
was developed in a cooperation project led by the thesis author. Christopher Hagedorn and
the thesis author established the cooperation with the industry partner and carried out the
necessary implementations as joint work. The thesis author worked out the application
concepts of causal discovery, ensured the correctness of the applied mathematical con-
cepts, particularly regarding the transformation rules and implemented algorithms, and
improved the paper’s material and its presentation.

5.1 Background: Machinery Production Downtimes

In this section, we motivate causal discovery from log data of discrete manufacturing (Sec-
tion 5.1.1) and describe existing challenges that impede its application (Section 5.1.2).
On this basis, we contribute transformation rules and a variable selection step to re-
ceive well-defined observational data, enrich causal discovery with domain knowledge to
improve its accuracy, and showcase the whole causal reasoning process (Section 5.1.3).

5.1.1 Motivation for Causal Discovery from Log Data

Production downtime is one of the most significant contributors to production ineffi-
ciency [99], resulting in lost profit. While planned production downtime occurs, e.g., for
scheduled maintenance based on regular schedules or predictive models [166, 77, 101, 10],
unforeseen production stops are a result of failures in the production process, e.g., mis-
configuration of a machine, intervention of a worker, or defective raw material. In this
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case, direct action from production workers is required to resolve the issue promptly and
limit the financial loss [118]. Therefore, knowing the reason for the production stop and
understanding the root cause supports resolving the issue effectively. Furthermore, the
corresponding knowledge about the causal structures supports the machine operator to
take useful precautionary measures to avoid future production stops.

Modern discrete manufacturing companies aim for increased product quality, diversi-
fied products, reduced cost, and lower manufacturing time while at the same time being
faced with shortened product life cycles and global competition [97, 15, 187]. These goals
are reflected in production machines that provide hundreds of configuration parameters.
The introduced complexity in the machine’s operation becomes challenging for the hu-
man operator to handle. The complexity rises further as, driven by the Internet of Things
(IoT), an increasing amount of data is generated during production [108, 138], e.g., com-
ing from shop floor systems, production machinery, robots, or sensors. This information
is commonly stored while monitoring the production process and the product quality
to detect defects. Harnessing this log data vault beyond monitoring opens the opportu-
nity for a data-driven examination of predictive maintenance or automatic root cause
analysis (RCA), e.g., for increasing production efficiency, reducing defects, or decreas-
ing unforeseen production downtime [175, 166, 27, 188, 185, 50, 123, 144, 96]. In this
context, random forests are used to derive models for predicting general machine break-
down [185, 50] or to select possible causes of faults within a manufacturing process [18].
Other approaches, based on neural networks [123, 33] or deep belief networks [96], fo-
cus on predicting specific mechanical issues within machines as an indicator for required
maintenance. Clustering techniques are a way to diagnose faults in mechanical systems
to retain productivity [144] or to find fault-generating combinations of machines [146].

Usually, most methods used for predictive maintenance and automatic RCA rely
on associational patterns within the observational data of the production process [35].
In recent years, the emergence of methods for causal reasoning enables a data-driven
examination of causal structures and causal effects beyond associational patterns within
observational data [168, 130, 135, 59]. In this context, a causal graphical model depicts the
respective causal structures and is the basis for causal effect estimation. Understanding
the causal structures in complex manufacturing settings supports finding root causes
of faults, which in practice allows machine operators to address unforeseen production
stops effectively, e.g., see [84], [108], [189], or [70]. Moreover, the causal effect estimation
based on learned causal structures points the machine operator to relevant adjustments
or repairs within the production process, e.g., see [175] or [34]. For a detailed overview
of recent advances and methods used for automatic RCA, we refer to Oliveira et al. [35].
In their work, Oliveira et al. point out the need to consider methods that allow causal
conclusions and do not rely on associational patterns within the observational data. In
this context, they mention the challenges of causal discovery or causal effect estimation
from log data and state a research gap that focuses on the application of these methods
on RCA in manufacturing processes.

In our work, we close this research gap and apply causal discovery and causal inference
on log data within a real-world scenario and data from a globally operating precision
mechanical engineering company. The company produces large manufacturing machines
and supports the customers who operate the machinery. We focused our running example
on a single machine for simplicity, yet we discovered the same patterns based on the data
from similar machines of the precision mechanical engineering company.

5.1.2 Challenges in Causal Discovery from Log Data

In the scenario at hand, we find three relevant challenges to causal discovery from log
data that are common in practice [106].
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Challenge I (High-Dimensionality): A machine logs its configuration parameters, in-
ternal state based on sensor readings, and error messages during production. Thus, the
machinery raw data contains millions of entries with several thousand different types,
resulting in high-dimensional data. High-dimensional data leads to long execution times,
hindering the application of causal discovery in practice [89]. Further, it increases the
potential for statistical error [104].

Challenge II (Semi-Structured Raw Data): The data is recorded at different time in-
tervals and may be stored in a semi-structured log format. Hence, the raw machinery log
data needs to be preprocessed [188] before the application of causal discovery to extract
the independent and identically distributed (i.i.d) observational samples [172].

Challenge III (Mixed Discrete-Continuous Data): The machinery raw log data con-
tains a mixture of continuous variables, such as sensor measurements, and discrete vari-
ables, such as configuration parameters or error messages (see Section 1.3.2 on page 11).
While recently developed methods for causal discovery work on mixed data with contin-
uous and discrete variables [66], they are often not considered in practice due to high
computational requirements.

5.1.3 Contribution

We propose a process to learn causal structures from machine log data, addressing the
previously mentioned challenges. The process consists of three steps, a preprocessing
procedure, a procedure to learn the causal structures, and an optional causal
effect estimation.

Step 1 (Preprocessing): Within the preprocessing procedure, we define a set
of transformation rules as a preprocessing step to obtain independent and identically
distributed (i.i.d.) observations (see Challenge II ). We integrate additional processing
steps into the causal discovery procedure to handle the mixed discrete-continuous and
high-dimensional data incorporating domain expertise (see Challenges I and III ).

Step 2 (Causal Discovery): Despite these additions, the causal discovery pro-
cedure follows common constraint-based methods that leverage conditional indepen-
dence (CI) information for learning the causal structures. Further, we define rules for
edge orientation based on process-specific and engineering-specific knowledge.

Step 3 (Causal Inference): On the basis of the learned causal structures, causal
effect estimation using the do-operator may additionally support the production worker
in the RCA of production downtimes.

Our contributions to the root cause analysis (RCA) in discrete manufacturing can be
summarized as follows:

• Considering a real-world production scenario, we show how the causes of unforeseen
production downtimes can be revealed using causal discovery.

• We demonstrate causal effect estimation’s applicability and effectiveness in an exper-
imental regime using the learned causal structures from raw machinery log data.

• The concepts used within the proposed process are domain-independent and general
enough to apply to other manufacturing industries.
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5.2 Related Work on Causal Discovery from Log Data

Several studies have considered the application of causal discovery for root cause analy-
sis (RCA) in specific use cases in the manufacturing domain [95, 84, 108, 189, 70]. Each
work focuses on improvements concerning the particular use case, input data, or applica-
tion. Some work incorporates preprocessing of the raw manufacturing data and utilizes
domain-specific background knowledge. For an overview comparing the existing litera-
ture, see Table 5.1. To the best of our knowledge, there is no overall approach for causal
reasoning in the manufacturing domain, which starts with raw log data from production
monitoring and includes the application of causal inference. For general best practices
for causal discovery on real-world data, we refer to Malinsky et al. [106].

In [95], see Table 5.1, Li and Shi focus on the identification of causal structures in a
rolling process. They use product quality and process data to derive causal relationships
to facilitate process control. Their work proposes adaptions to the PC algorithm to in-
corporate domain knowledge. In particular, they suggest a feature selection to relevant
variables for a given causal objective to reduce dimensionality. They include temporal
order information to reduce the search space. Further, they utilize engineering knowledge
to discretize continuous variables from sensors and fix causal relationships that have to
exist. In contrast, our study focuses on preprocessing raw machine log data to obtain ob-
servational data first, e.g., by applying transformation rules. Next, we include additional
rules derived from domain knowledge during edge orientation. Further, we aim to apply
general techniques for discretization when faced with a mixture of data. Lastly, we apply
causal inference based on the learned causal graphical model.

Table 5.1: Comparison of related work and use cases on RCA in the manufacturing
domain enriched with the focused steps of the suggested processes, the considered
data, the preprocessing procedure and which domain knowledge is integration in the
application scenario.

Paper &
Input Data Preprocessing

Domain
Application

Use Case Knowledge

[95]
rolling process

control
-

causal objective,
identify
causal

structures

product quality temporal order,
& process data engineering

knowledge

[84]

- -
chemical time series of root cause

stirred-tank process data analysis
reactor

[108]
assembly line
for injectors

sensor readings

remove

temporal order
variables: root cause

unique keys, analysis
zero variance

[189]
manufacturing

systems

binary
manufacturing

data
- -

identify
causal

structures

[70]
failure occurrences
& quality measures

of car bodies
not specified not specified

automotive failure
body shop prediction

assembly line
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In [84], Kühnert and Beyerer discuss techniques to detect causal structures for root
cause analysis in process technology using the example of a simulated chemical stirred-
tank reactor. The work focuses on handling the time series of the process data, which
differs from our approach and underlying assumptions. Yet, with changed assumptions,
a time series-based approach might yield interesting results for the machine log data of
our study as well.

In [108], Marazopoulou et al. focus on root cause analysis in an assembly line for
injectors. Their study is based on sensor readings obtained from the assembly line. In a
data preprocessing step, variables that contain unique keys or that have zero variance in
their data are removed. The resulting set of variables is assumed to be continuous, and
the PC algorithm is applied to learn the causal relationships. Within this step, domain
knowledge, in the form of temporal order information, is applied during edge orientation.
Further, they tune the significance level α according to the effect strength, based on
the assumption that weak dependencies are of no interest to the domain experts, and
cluster highly correlated variables into medoids to reduce the feature space. In contrast,
in our study, we have a stronger focus on data preprocessing, incorporate discretization
techniques to handle mixed data during causal discovery, and utilize the learned causal
relationships in the causal inference step to understanding key relationships.

In [189], Ye proposes a reverse engineering algorithm to identify the underlying causal
structures in manufacturing systems. The proposed approach focuses on variables with
binary data only. In an evaluation, the approach outperforms several Bayesian network
learning techniques. In contrast, our work is more general and not restricted to learning
causal structures from binary data.

In [70], Huegle et al. demonstrate how causal structure knowledge can extend existing
monitoring tools in the automotive body shop assembly lines. They use the learned causal
relationships between failure occurrences and quality measures of car bodies to support
technical staff in time-critical failure situations, highlighting potential root causes and
predicting future failures. The authors mention data preprocessing and domain knowledge
inclusion but do not specify any concrete approaches. The learned causal model from
the manufacturing machine in our work could be applied similarly. Furthermore, in our
work, we elucidate data preprocessing and the application of domain knowledge during
the causal discovery process.

Beyond causal discovery, several research works investigate using log data for pre-
dictive maintenance [50, 166, 185]. In this context, the preprocessing of log data follows
similar steps to aggregate data within time windows and select relevant features for
model creation. In general, predictive maintenance aims to avoid unexpected equipment
failure to reduce downtime. In contrast to these predictions, the learned causal struc-
tures support understanding the root cause and allow for a causal effect estimation in an
experimental setting applying the do-operator.

5.3 A Real-World Production Stop Scenario

In this section, we describe a real-world scenario of production stops of a machinery
production process that produce different products with a precision in the micrometer
range twenty-four hours a day, seven days a week (Section 5.3.1). Further, we explain the
raw data that is logged while monitoring the operation of the machinery (Section 5.3.2).
In this context, we relate the three introduced challenges in causal discovery from log
data to the production process and machinery data. Further, we mention assumptions
and relaxations relevant to our model concerning the production scenario (Section 5.3.3).

We want to note that specific components are not described in detail for confidential
reasons. However, these details are not necessary for the overall understanding of the
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scenario. Instead, the more general description explicitly leaves the door open for other
similar applications.

5.3.1 Production Process

The machinery considered in this scenario manufactures different products operating on
a two-step production process.

• Upon receiving a new manufacturing task, the machine starts manufacturing the
products, first in a ramp-up phase. The machine is calibrated during the ramp-up
phase, in which manufactured products are discarded due to low quality.

• Once the quality of manufactured products exceeds a threshold, the machine switches
into the manufacturing phase. The specified number of products, as defined in the
current manufacturing task, is manufactured during the manufacturing phase.

After finishing the current manufacturing task, the machine continues with the next
manufacturing task. The entire process is monitored, e.g., to determine the quality of the
products to switch from the ramp-up to the manufacturing phase, and log messages are
obtained and stored. The production process is interrupted when unforeseen production
stops occur.

Manufacturing Tasks: We denote the set of all manufacturing tasks with T . Hence, a
new manufacturing task t ∈ T is issued for each product change with a set of specified
configuration parameters. As previously mentioned, a manufacturing task is split into
two separate phases:

1. First, the task enters its ramp-up phase tc to calibrate the configuration parameters
and assure the quality of the product. During this phase, both the machine opera-
tor and the machine itself optimize the machine settings to adjust for an accurate
manufacturing result.

2. Second, upon successful execution of the ramp-up phase, the task enters its manu-
facturing phase te, which executes the defined task and manufactures the predefined
number of corresponding products from the provided input material.

Accordingly, the set of tasks T can be split into subsets for the ramp-up and manufac-
turing phases, denoted with tc and te, respectively.

Log Messages: During operation, internal machine parameters are constantly moni-
tored within different machine subsystems during the ramp-up and manufacturing phases.

During monitoring, messages are logged and stored in a single event log for all machine
parameters. In this context, logging occurs event-based (Challenge II ), and we denote
the set of all messages with M . Hence, measurements provided through sensors are con-
tinuously logged at a sampling frequency of multiple values per second. Furthermore,
event-based logging occurs either in the case that a predefined threshold is violated or in
the case that a machine operator interacts with the machine. The majority of the mes-
sages are interactions of the machine operator with the machine, or non-critical issues,
e.g., “low oil level”.

Moreover, there exist messages which indicate changes in a task’s phase. In particular,
we distinguish between messages for the beginning of the ramp-up phase, the beginning
of the manufacturing phase, and the end of the manufacturing phase. Hence, we define
the following disjoint subsets of the messages M . The set of messages M bc ⊂M contains
all messages indicating the start of the ramp-up phases, the set of messages M be ⊂ M
contains all messages indicating the start of the manufacturing phases, which also rep-
resents the ends of the ramp-up phases. Further, the set of messages Mee ⊂M contains
all messages indicating the end of the manufacturing phases. All remaining messages are



5.3 A Real-World Production Stop Scenario 63

contained in Mk ⊆M .

Production Stops: A threshold violation with a respective message directly results
in an unforeseen production stop for several parameters. While this informs a machine
operator about a production stop and its direct trigger, it does not inform the machine
operator of any causes that lead to the threshold violation.

5.3.2 Description of Raw Machinery Log Data

The raw machinery data logged for monitoring is semi-structured, i.e., individual log
data entries, called log messages, vary in their structure.

In the following, we define a joint model for all log messages as shown in the class
description for a LogMessage in Fig. 5.1, which specifies mandatory and optional fields.

The two mandatory fields, time, and message id occur in all log messages and are
inevitable for the transformation to observational data. The time field contains a times-
tamp of the message’s occurrence, and the message id contains a unique identifier of the
message type. Together both fields uniquely identify each log message instance.

Optionally, a log message object contains the three fields location,
parameter value, and message description. The location contains machine-specific
location information, for example, describing the position within the machine according
to components. The parameter value contains a value from a continuous or discrete
domain (Challenge III ), which is sent for certain message types such as sensor readings.
The message description provides additional detail for a message. Note that both
parameter value and message description have varying formats, depending on the
machine’s component and implementation.

In our example, we focus on a single machine, which logged over 40 million entries
within one year. Based on the set of logged messages M , we reconstruct 25 729 tasks
t ∈ T and determine over 6 000 unforeseen production stops. Further, the logged messages
contain 2 330 distinct message types, i.e., unique message ids. In the context of a causal
graph G (see Section 1.2 on page 3), we will map a unique message id to a variable
Vi ∈ V. Consequently, the large number of variables constitutes Challenge I.

Message types can be classified into four distinct classes based on domain knowl-
edge. This classification supports the transformation to observational data, particularly
for many message types, as handling them manually becomes too time-consuming. The
four classes are task configuration parameters C, non-critical operational messages O,
production stop messages S and continuous measurements Q.

class LogMessage:

def __init__(self, time, sub_id, msg_id,

location=None, param=None, msg_desc=None):

self.time = time

self.message_id = msg_id

self.location = loc

self.parameter_value = param

self.message_description = msg_desc

Fig. 5.1: Representation of a log message object LogMessage with its defined
mandatory and optional fields. Optional fields of LogMessage are marked with =None

in the init function.
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• The configuration parameters C subsume all message types that refer to product
specifications defined for a manufacturing task.

• The class of non-critical operational messages O contains all message types that
signal standard production process flow, such as the message types for changes in
the task’s phases or message types indicating rotation of the product.

• The class of production stop messages S contains all message types that signal an
unplanned production stop during the production process, e.g., due to issues with
amounts of material picked up by subsystems of the machine.

• Lastly, the continuous measurements Q subsume all message types that relate to
continuously obtained measurements, such as sensor readings.

We utilize this classification schema throughout the paper, e.g., when naming distinct
messages, respectively variables. Note that the messages for changes in the task’s phase
are classified as “non-critical operational messages”.

5.3.3 Assumptions and Relaxations of Causal Discovery

For a gentle introduction to causal discovery and its assumptions, see Section 1.2 (page
3) and, for an elaborate background on causal discovery, we refer to [168].

According to the theoretical background on causal discovery, we assume that the true
underlying directed acyclic graph (DAG) G is acyclic, i.e., we limit the production stop
scenario to exclude feedback cycles such that messages cannot mutually influence each
other. Further, we assume causal sufficiency, i.e., that the set of messages contains all
relevant information for the production process such that we may rule out unmeasured
confounding variables. Thus, we also cannot account for outside influences such as fluctu-
ations of the temperature in the factory, see Section 1.2 (page 3). Furthermore, we assume
faithfulness and that the causal Markov condition (CMC) hold, i.e., (in)dependencies be-
tween machinery measurements, configuration parameters, and messages arise not from
incredible coincidence but rather from the structure of the DAG G, and vice versa.

Concerning the production process itself, we assume that the underlying mechanisms
logging the data do not change within the available time period, e.g., due to software up-
dates or hardware changes. Note that this assumption is required to receive independent
and identically distributed (i.i.d.) observational samples necessary for causal discovery.
Hence, we do not cover drift in the underlying model, respectively the DAG G. Similarly,
when generalizing the results to other machines of the precision mechanical engineering
company, we assume that the same operations and processes occur. Otherwise, the causal
structures have to be learned for each machine individually.

5.4 From Raw Machinery Log Data to Causal Insights

In this section, we detail our fairly general process for causal discovery from raw machin-
ery log data, as shown in Fig. 5.2, and apply methods of causal inference based upon the
learned causal structures. Note, while we will explain and apply this process in the con-
text of our scenario described in Section 5.3, we would like to highlight that the process’
components and concepts to be used are of general type, i.e., they are not limited to our
scenario and can also be adapted to analyze the log data of other applications.

In particular, the information provided by the domain expert marked with DK in
Fig. 5.2 requires adaption to correspond to the considered application. While some do-
main knowledge is required, see bold elements in DK data structures in Fig. 5.2, other
domain-specific information is optional. If optional domain knowledge is not provided,
the process resorts to defaults, affecting the quality and interpretability of results.
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Fig. 5.2: Outline of the process for causal discovery from raw machinery log data.
Rectangles with rounded corners depict process steps, while rectangles with a folded
corner depict data structures. Data structures marked with DK represent a list of
information provided by a domain expert. Bold list elements are required; other list
elements are optional. Providing optional information avoids defaults and improves
the quality and interpretability of results.

Note that the following steps have been developed with the tool support provided
by MPCSL and MANM-CS, which helped improving the accuracy and applicability of the
proposed procedure. Hence, this case study not only demonstrates the opportunities of
causal discovery in practice but also emphasizes the contribution of C1 to answer RQ1
(see Section 1.4.1 on page 15).

In Step 1 (Preprocessing), see Section 5.4.1 on page 65, we preprocess logged raw
machinery data, mapping the log messages to individual observations, to obtain obser-
vational data, addressing Challenge II. This step requires the domain experts’ input of
a causal objective, which guides the mapping approach. Optionally, the domain expert
can classify the obtained variables from the log data and assign an aggregation function
to each class of variables to improve the mapping step. The observational data is input
for the second.

In Step 2 (Causal Discovery), see Section 5.4.2 on page 68, we apply algorithms
to learn the underlying causal structures. Given the real-world data characteristics, we
include variable selection and data discretization into the causal discovery procedure,
addressing Challenge I and III. Furthermore, providing process and engineering-specific
knowledge in the form of relations between classes of variables allows extending existing
orientation rules to reflect domain knowledge.

In the optional Step 3 (Causal Inference), see Section 5.4.3 on page 74, we ap-
ply the do-operator to understand key relationships. In this context, the learned causal
structures are input to methods of causal inference, which finally allow revealing causal
effects in the considered production scenario.

5.4.1 Step 1 (Preprocessing): Mapping of Raw Machinery Log Data to
Observational Data

In the following, we provide details on our transformation procedure, i.e., Step 1 (Pre-
processing), which maps machine log data to observations, tackling Challenge II (see
Section 5.1.2 on page 58).

In our transformation procedure, we define time windows based on the context of a
domain-specific causal objective. We map the machine log messages into the time win-
dows to extract the set of relevant variables for the DAG G and to transform the log
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messages within a time window into one observation through the application of three
defined transformation rules. Finally, we apply this transformation procedure in our pro-
duction stop scenario to obtain well-defined observational samples, which results in 25 729
observations of 1 903 variables.

Transformation Procedure: The transformation to derive observational data from
raw machinery log data requires the input of a causal objective that is based on the domain
knowledge of the machine operator. Further, optional inputs are a variable classification
and specific aggregation functions.

The transformation procedure uses the context of the causal objective to define time
windows for individual observations. Then, all machine log messages are mapped into
a time window. These mapped machine log messages are used to extract the set of N
variables V = (V1, . . . , VN ) corresponding to the nodes of the DAG G.

Finally, through the definition and application of three transformation rules, the log
messages within each time window are processed together with the set of variables to
determine the observations. Note, if provided, variable classification and aggregation
functions can replace defaults within the transformation rules.

In the production process at hand, the objective to understand production stops is
defined in the context of the set of manufacturing tasks T (see Section 5.3.1 on page
62). Each manufacturing task comprises of a ramp-up phase tc and manufacturing phase
te. Accordingly, the following three time windows are defined for each manufacturing task.

Definition of Time Windows: A time window δt is defined for a task t ∈ T . A
second time window δct represents the task’s ramp-up phase, while a third time window
δet is defined for the task’s manufacturing phase.

The calculation of the time windows is based upon the timestamp time of the cor-
responding messages drawn from the sets M bc,M be,Mee for the task t, as shown in
Eq. (5.1). The function time() retrieves the timestamp from the selected message. Note
that, for each task t, there exists exactly one messagembc

t ∈M bc, one messagembe
t ∈M be,

and one message mee
t ∈Mee. Hence, let

δt := time(mbc
t ) until time(mee

t )

δct := time(mbc
t ) until time(mbe

t )

δet := time(mbe
t ) until time(mee

t ).

(5.1)

Lastly, we denote the set of all time windows δt for all tasks T as ∆.

Mapping Messages to Time Windows: The time windows δt, δ
c
t or δet , see

Eq. (5.1), for each task t are used to map all messages mk ∈ Mk to the task’s ramp-up
phase tc or to the task’s manufacturing phase te. Therefore, for each message mk first,
its timestamp time from the log message object is selected.

Next, while mk is not mapped to a task t, all time windows δt ∈ ∆ are iterated, and
it is checked if time of mk is within δt. Once the condition is met, it is specified whether
the time is within the corresponding time windows δct or δet . Accordingly, the log message
mk is mapped to task t corresponding to δt and specifically to either tc or te. Note that
messages outside these time windows, e.g., during general maintenance, are ignored.

As a result, two lists of log message objects for each task t are returned. One list
contains all messages mk corresponding to tc, while the other list contains all messages
mk one corresponding to te.

Extracting Variables from Messages: The distinct message ids of all log message
objects (see Fig. 5.1 on page 63) make up the potential set of variables V = (V1, . . . , VN )
corresponding to the nodes of the DAG G. Yet, given the previous transformation steps,
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we limit the set of variables. Therefore, we consider variables for which a message id oc-
curred within any time windows δt. Further, we distinguish for each message id whether
it occurred within the ramp-up or manufacturing phase. Note that the same unique
message id is used in both phases. Therefore, we search the two lists of log message
objects for each task t and extract the distinct message ids annotated per phase. The
resulting set of message ids defines the set of variables V = (V1, . . . , VN ) for each ob-
servation.

Transformation Rules: Based on the set of variables V for all observations, we
define the following three transformation rules to transform the mapped log messages
per time window to independent and identically distributed observations.

Hence, the three rules are applied for each task t ∈ T and its corresponding time
window δt ∈ ∆, respectively δct and δet .

• TransformationRule 1: For each variable Vi ∈ V, i = 1, . . . , N , for which there
exists only a single message in Mk within the time windows δct or δet , the value of
Vi is set for the corresponding task t in the following way. If the log message object
contains a parameter, the parameter’s value is used as a value for Vi. Otherwise, Vi
is set to 1.

• TransformationRule 2: For each variable Vi ∈ V, i = 1, . . . , N , for which there
exists no message in Mk within the time windows δct or δet , the value of Vi is set to
be 0.

• TransformationRule 3: For each variable Vi ∈ V, i = 1, . . . , N , with multiple
occurrences of a message Mk within the time windows δct or δet , an aggregation
function is applied to calculate the value for Vi.

For each variable Vi ∈ V, a different aggregation function may be specified. If the
message Mk contains a parameter, well-known aggregation functions, such as average,
minimum, maximum, or last value, can be chosen. Otherwise, if the messagesMk contain
no parameter, the choice of aggregation function is limited to counting occurrences or
one-hot encoding the occurrence.

The TransformationRule 3 resorts to default functions, i.e., average if the messages
contain a parameter and counting if the messages contain no parameter. Yet, the defaults
are overwritten if domain experts provide the optional list of aggregation functions for
variables.

In case of a high number of variables, specifying an aggregation function for each
variable becomes cumbersome. Therefore, we allow for aggregation functions to be spec-
ified for classes of variables if a variable classification is provided as input by the domain
expert. Note that the choice of the aggregation function depends on the causal objective
and influences the interpretability of the subsequent process steps. Hence, domain exper-
tise is invaluable to the choice of a suitable aggregation function.

Real-World Production Stop Scenario: In the production stop scenario of the
machine manufacturer, the transformation procedure from machine log data to obser-
vations results in 1 903 variables with 25 729 observations, corresponding to individual
manufacturing tasks t ∈ T .

The variables stem from both the ramp-up and manufacturing phases. Out of the
2,330 distinct message types 427 did not occur in any time window δt ∈ ∆. With close
to 2 000 variables choosing an aggregation function for each variable is infeasible for a
domain expert.

Therefore, domain experts provided aggregation functions together with a variable
classification of four classes (see Section 5.3.2 on page 63). In detail, the last value is used
for configuration parameters C. The occurrences are counted for non-critical operational
messages O. Production stop messages S are always binary, indicating whether a stop
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Table 5.2: Excerpt of the derived observational samples after applying the trans-
formation procedure to raw machinery log data. Each row marks one observational
sample. Each of the columns 2-12 marks one variable. Observational data from a
selection of eleven variables is presented.

task id Cx Cy Cz O1 O2 S1 S2 Q
{e}
speed Q

{c}
speed Q

{e}
number Q

{c}
number

1 1 020 710 11 0 0 0 1 9 833 11 000 1 101
2 890 641 11 0 0 0 0 14 000 12 000 412 3
3 915 640 19 0 1 0 0 6 825 13 000 172 101
... ... ... ... ... ... ... ... ... ... ... ...
25 729 1 020 710 14 3 0 1 0 13 000 7 800 1 404

occurred or not. Lastly, continuous measurements Q use the mean parameter value from
all messages that occurred within the current task’s phase. An exemplary excerpt is
shown in Table 5.2.

5.4.2 Step 2 (Causal Discovery): Application of Causal Discovery Procedure
to the Observational Samples

In the following, we outline the application of the causal discovery procedure, i.e., Step 2
(Causal Discovery), to learn the underlying causal structures of the machinery pro-
duction process. We introduce the procedure tailored to the manufacturing domain and
highlight steps that address Challenge I and III (see Section 5.1.2 on page 58).

The procedure takes the observational data as input to output the learned causal
structures. Furthermore, structured information on the process and engineering knowl-
edge is required from the domain expert to facilitate the learning procedure. Optionally,
the domain expert can specify a subset of variables to limit the size of the CGM. Finally,
we report the learned causal structures of the production stop scenario in two different
settings, i.e.,

• Case I (Application) on the entire variable set and
• Case II (Validation) on a subset of variables selected by a domain expert.

Causal Discovery Procedure: As depicted in Fig. 5.3, we propose a causal discov-
ery procedure based on the well-known PC algorithm [168] (see Section 1.2 on page 3).
The procedure incorporates two steps that address the manufacturing domain-relevant
Challenges I and III (see Section 5.1.2 on page 58) and augments the edge orientation
step of the PC algorithm using domain knowledge.

The procedure starts with the Select Variables step addressing Challenge I. This
step extracts a subset of variables from the observational data specified by a domain ex-

Fig. 5.3: Steps of the causal discovery procedure, Step 2 (Causal Discovery),
which consists of the two steps, i.e., Select Variables and Discretize Data, that
address manufacturing domain-relevant challenges and two steps of the PC algo-
rithm, i.e., Learn Skeleton and Orient Edges Using Domain Knowledge.
Note that in this procedure, the edge orientation from the PC algorithm is aug-
mented with domain knowledge.
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pert. Next, in the Discretize Data step, the observational data of the selected variables
is discretized, addressing Challenge III. The skeleton C of the DAG G is estimated from
the discretized observational data in the Learn Skeleton step. The resulting undirected
edges in the skeleton C are oriented using common orientation rules of the PC algorithm
and domain knowledge within the last stepOrient Edges Using Domain Knowledge.

Select Variables: In the first step of the procedure, a domain expert can select a
subset of variables denoted by VS ⊆ V that is relevant to the given causal objective.

The variable selection step has two goals.

• First, considering only a subset of variables can effectively reduce the search space
within the Learn Skeleton step, resulting in faster execution times and poses a
solution for Challenge I.

• Second, removing variables having similar meaning or variables known to have no
relevant impact [171] reduces the effects of noise within the dataset.

The selection requires expert knowledge, as no common rule, i.e., for removing se-
mantically dependent variables, exists [186]. Further, selecting variables requires caution
to avoid violation of the causal sufficiency assumption. The subset of variables VS is
said to be causally sufficient if VS incorporates all common causes or confounders that
causally influence more than one variable in VS [167] (see Section 1.2 on page 3).

Discretize Data: In the second step of the procedure, the observational data of
variables Vi ∈ VS with continuous data is discretized. Hence, as a result of this step, the
observational data for all variables Vi ∈ VS is assumed to be discrete. While discretization
results in loss of information [32, 106] it allows to handle datasets with a mixture of
continuous and discrete variables, addressing Challenge III.

In this context, we refer to the experiments using MANM-CS in Section 4.5 on page
53, which indicates that the discretization-based approach may exceed competitive ap-
proaches, particularly if the corresponding assumptions are violated. Moreover, this dis-
cretization is particularly relevant for higher-dimensional datasets, where the alternative
to use CI tests for mixed data,e e.g., see [66, 69, 112], is impeded due to their long
runtimes. Moreover, discretization simplifies causal inference as we need to only consider
causal effect estimation using the do-operator between discrete variables.

There exist approaches that consider domain-specific discretization [97]. Yet, with a
larger number of variables, such an approach becomes tedious and time-consuming for
any domain expert and thus infeasible in our case. Therefore, general discretization tech-
niques, such as clustering, e.g., k-means clustering, or binning, e.g., equal-width binning,
must be considered. These approaches are applied to each variable and assign the obser-
vational data of the variable to one of k representatives. The choice of k directly impacts
the amount of information loss, with smaller values of k reducing the significance of the
information flow [73]. Yet, for large values of k, the degree of freedom within the CI test
increases, demanding a higher number of observations or leading to poorer quality of the
learned causal structures [29]. Therefore, a careful choice of the parameter k is required.

Learn Skeleton: In the third step of the procedure, the discrete observational data
for the subset of variables VS is used in the first phase of the PC algorithm, referred to as
skeleton discovery. Through the repeated application of appropriate CI tests, which is di-
rectly determined by the underlying data distribution [28], the undirected skeleton graph
C of the DAG G is learned. For the discrete observational data, this step applies Pearson’s
χ2 test [132] as the CI test. Further, to handle high-dimensional datasets efficiently on
modern hardware, this step utilizes an existing parallel implementation [53, 153, 158].
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Orient Edges Using Domain Knowledge: In the final step of the procedure, the
undirected edges of the skeleton C are oriented to derive the CPDAG of G (see Section 1.2
on page 3).

Therefore, the well-known Meek’s orientation rules of the PC algorithm are applied,
see [115, 74, 167], before the incorporation of domain knowledge according to an approach
that was originally introduced by Meek [115], too.

In this context, we introduce the necessary standard notation for edges in a graphical
model, e.g., [168, 130]. In particular, a graph G is defined as

G = (V,E) with V = (V1, . . . , VN ) and E ⊆ V ×V, (5.2)

whereV and E denote the set of N nodes and the set of edges between nodes, respectives.
As introduced in Section 1.2 on page 3, each node Vi, i = 1, . . . , N relates to an observed
variable. Hence, an edge is defined as (Vi, Vj) ∈ E, for i, j = 1, . . . , N and j ̸= i. Therefore,
a directed edge Vi → Vj is encoded as (Vi, Vj) ∈ E and (Vj , Vi) /∈ E, and a undirected
edge Vi − Vj is encoded as (Vi, Vj) ∈ E and (Vj , Vi) ∈ E.

Then, domain knowledge DK, also called background knowledge, is defined as a
pair DK = (F,R), where F ∈ E is a set of forbidden directed edges and R ∈ E is a
set of required directed edges [115]. The original algorithm by Meek [115] fails if the
learned complete partially directed acyclic graph (CPDAG) based on the application of
the standard orientation rules of the PC algorithm is not consistent with the DK, i.e.,
learned oriented edges violate edges in R or F .

We propose to relax this consistency constraint and considerDK as recommendations,
i.e., we consider R as recommended edges, and further exclude any forbidden directed
edges, i.e., F = ∅. We process DK, respectively R, as follows. Note that at this point,
we start with the skeleton learned with the PC algorithm and oriented according to the
detected v-structures (see Section 1.2 on page page 3). In the following, we denote this
partially directed acyclic graph with Gv.

Then, for each edge E = (Vi, Vj) ∈ R check if E /∈ E of Gv. If the edge E does not
exist in Gv, add E ∈ R to a list of edge violations. Otherwise, if E = (Vi, Vj) exists in Gv
and there exists E′ ∈ E of Gv with E′ = (Vj , Vi), i.e., we have an undirected edge in the
partially directed acyclic graph Gv, remove E′ from Gv and close orientations following
Meek’s edge orientation rules of the PC algorithm [115]. The list of violations is returned
and allows for further investigation by the domain expert. Thus, the returned list of
violations may introduce feedback loop into the causal structure learning procedure,
which accounts for erroneous assumptions in the variable selection, i.e., due to violations
of the semantic independence of variables [106], or erroneous assumptions in the data
discretization.

Instead of relying on input from a domain expert for individual edges to define the set
of recommended edges R, we define domain-specific rules to determine R. Generally, these
rules can be based on temporal ordering, engineering details, or process knowledge [97].

For the production process in our case study, we utilize process and engineering
knowledge that is passed as input to the causal structure learning procedure to define
the following rules.

• Rule 1: For each variable Vi ∈ V, with Vi stemming from the ramp-up phase and
Vj ∈ V\{Vi}, with Vj stemming from the manufacturing phase and i, j = 1, . . . , N , if
there exists an edge between Vi−Vj in C, add a recommended directed edge Vi → Vj
into R.

• Rule 2: For each variable Vi ∈ V, with Vi stemming from a configuration parameter
c and Vj ∈ V\{Vi}, with Vj stemming from either a non-critical operational message
o, a production stop message s or a continuous measurement m and i, j = 1, . . . , N , if
there exists an edge between Vi−Vj in C, add a recommended directed edge Vi → Vj
into R.
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Hence, Rule 1 considers process knowledge based on the context of the causal ob-
jective, recommending to orient all existing edges between variables from the ramp-up
phase and variables in the production phase to orient towards the variables in the pro-
duction phase. moreover, Rule 2 considers engineering-specific information, stating that
variables representing configuration parameters should not be influenced by any variables
representing information obtained during the production process, regardless of the task’s
phase. Hence, the edge is oriented away from the configuration parameter. Note that
there is no particular rule covering temporal ordering.

Real-World Production Stop Scenario: The following analysis has two goals.
First, we want to illustrate the application and value of learning the causal structures to
understand unforeseen production downtimes in manufacturing. Second, we aim to vali-
date our proposed process to determine accurate causal structures from raw machinery
log data.

Therefore, we consider two different settings in the production stop scenario. First,
in Case I (Application), we take the entire set of variables V skipping the variable
selection. Here, we demonstrate the applicability of our proposed process to derive causal
structures from log data. Since validation of the process’ results on the entire set of
variables with over 3 million possible causal relationships is infeasible for domain experts,
we consider a second case. In Case II (Validation), we let a domain expert select a
validated subset VS containing 11 variables. Within this subset of variables, the domain
experts fully understand the mechanisms and can judge if our process correctly learned
the structures, detected false positives, or is missing any relevant structures. Besides, we
use the resulting causal structures from VS as input for methods of causal inference to
keep this illustrative example simple.

In both cases, we discretized the sets of variables (see the part on Discretize Data).
We considered a standard equal-width binning and k-means clustering for the discretiza-
tion step. We could not find a significant difference in the resulting learned causal graphs.
Yet, binning showed a marginally improved result on the validated subset. Hence, for
both cases, we consider the results using equal-width binning. Further, through param-
eter tuning, we determined a value of k = 5 to produce the best results on the validated
subset VS , which is also used as a parameter for the case of learning on the entire set of
variables V. In the subsequent skeleton learning step, we set the decision threshold for
each CI test α to 0.01, which is common in practice [20].

Case I (Application): In the following, we consider the learned causal structures
on the complete dataset from the globally operating machine manufacturer, omitting the
step to select variables based on domain knowledge. Given the larger number of variables
and a missing gold standard, validation by a domain expert becomes infeasible, and we
cannot report overall accuracy metrics for the entire set of variables. Yet, we report the
accuracy of the domain knowledge-based edge orientation. Further, to understand the
learned causal graph, we report metrics common to describe graphical models. Besides the
number of variables and learned edges corresponding to the causal structures, we report
each node’s maximum and average in- and outdegree. The indegree is defined as the
number of incoming edges, whereas the outdegree describes the number of outgoing edges.
Thus, the maximum and average in- and outdegree over the entire graph allow getting an
understanding of the complexity of the learned causal model. For example, a low average
in- and outdegree describe sparse graphical models. The parameters characterizing the
learned causal relationships on the entire dataset are shown in Table 5.3 on page 72.

The nodes in the learned graph represent the 1, 903 variables, which are connected
by 550 edges, counting both directed and undirected edges. In total, 1, 068 nodes have
no edges, meaning no causal relationship to any other node. The maximum indegree
max(deg−(V)) and maximum outdegree max(deg−(V)) are both four and the average
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Table 5.3: Parameters and values describing the learned causal graph on the entire
machinery dataset. The parameters consist of the number of variables N , the number
of learned edges |E|, the average indegree avg(deg−(V)), the maximum indegree
max(deg−(V)), the average outdegree avg(deg+(V)) and the maximum outdegree
max(deg+(V)).

N |E| avg(deg−(V)) max(deg−(V)) avg(deg+(V)) max(deg−(V))

1,903 550 1.21 4 1.12 4

indegree avg(deg−(V)) is slightly higher than the average outdegree avg(deg+(V)) with
a factor of 1.21 compared to 1.12.

Concerning the domain knowledge-based edge orientation, we found that nine edges
of the 550 edges have a wrong orientation according to the set R. The edges in R stem
entirely from Rule 1. Hence, there is no violation of Rule 2. Further, four of these edges
have been oriented following Meek’s orientation rules [115]. Regarding the unforeseen
production stops, eleven unique production stop messages, respectively variables, exist
in the data. For seven of these variables, a total of eight causal relationships have been
identified.

While there is little error according to the domain knowledge-based edge orientation,
full validation of all existing and non-existing edges is out of scope for any domain ex-
pert. Additionally, we assume that many nodes without any causal relationship indicate
that several variables obtained from the log data have little relevance to the production
process. Yet, these variables might introduce additional noise to the model, impacting its
overall quality. Hence, fully relying on the learned causal structures within the entire set
of variables is not advisable. Thus, the identified causal relationships for the production
stop messages should only be considered an indication for further investigation of root
causes, for example, through a careful selection of relevant variables by a domain expert,
including the identified variables.

Case II (Validation): For the second case, a domain expert selected a subset VS

of 11 variables for which the underlying causal mechanisms are known. In this context,
the goal is to derive a relevant and comprehensible sub-problem that can be evaluated
through domain expertise. The variables’ classification, data type, and description are
provided in Table 5.4.

The 11 variables represent three task configuration parameters, two non-critical op-
erational messages, two different production stop messages, and four continuous mea-
surements. Note, the two variables for the measurements, shown in Table 5.4 have a
realization during the ramp-up phase Qc

X and the manufacturing phase Qe
X , with X

being either number or speed. Overall, the variables cover three data types: categori-
cal, binary, or discretized. Note that discretized means a continuous variable has been
discretized using binning. The categorical variables of the product dimensions Cx, Cy,
Cz have between two to five different categories. The binary variables are either zero or
one. A zero indicates that the operational message or production stop did not occur in
the corresponding observation. In contrast, one indicates that the operational message
or production stop happened in the corresponding observation.

The resulting causal graph is shown in Fig. 5.4. Note, Cx and Cy are causally depen-
dent on each other and have, similar to Qc

number, no relationship to any other variable.
Therefore, they are omitted in Fig. 5.4. Further, the learned causal relationships suggest
an influence of the operational messages O1, O2, as well as Cz on the unforeseen pro-
duction stops S1, S2. Both product rotations within the machine and the material’s and
product’s thickness can cause internal machine subsystems to pick up the wrong amount
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Table 5.4: The 11 variables contained in the validated dataset, including their
classification, their type and a description of its meaning. Note that the bottom two
variables Qspeed and Qnumber have two representations one in each task’s phase,
ramp-up (c) and execution (e).

Variable Classification Type Description

Cx configuration parameter categorical product length
Cy configuration parameter categorical product width
Cz configuration parameter categorical product thickness

O1
non-critical

binary product rotated clockwise
operational message

O2
non-critical

binary product rotated anti-clockwise
operational message

S1 production stop binary no material in finishing step
S2 production stop binary too much material in finishing step

Q
{e/c}
speed measurement discretized machine speed

Q
{e/c}
number measurement discretized number of produced products

of material for the finishing step. Thus, causing a production stop due to no material or
too much material in the finishing step. In this case, the relationship between the two
production stops is plausible, too. The causal relationship of the product thickness Cz

between the machine speeds Q
{e/c}
speed, as well as the relationship of the number of produced

products Qe
number to the manufacturing speed Qe

speed, is also confirmed. The domain ex-
pert questions only the causal relationship of the machine speed during manufacturing
Qe

speed to the machine speed during the ramp-up phase Qc
speed. This particular edge is

marked by the algorithm as a violation of Rule 1 and is considered to be a wrongly
detected edge. We believe the wrong direction to be caused by the discretization of the
measurements. Overall, the solution obtained was confirmed by the experts.

The validated learned causal graph is a starting point to support a machine operator
to identify causes for the production stops S1, S2, e.g., rotations of the product during
production O1, O2 or the product thickness Cz. In contrast to commonly applied classi-
fication methods where the most relevant variables are used for root cause analysis, e.g.,
see [18] or [35], the knowledge about causal structures not only provides the opportunity
to detect sequences of root causes but also distinguishes between associative and causal

S2

O1

S1

O2

Cz

Qc
speed

Qe
speed

Qe
number

Fig. 5.4: The learned causal graph, resulting from the application of process Steps
1 and 2 . Note that a subset of 11 variables was selected from the entire machine
dataset and that the phase of the measurements, ramp-up (c) or execution (e), is
added at the end of the variable.
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variables [128]. For example, the product thickness Cz as a common confounder induces
an associative dependence of the machine speed Qc

speed and production stops S1. Hence,
the relevance of Qc

speed is increased within the classification approach, although there
exists no causal effect of Qe

speed on S1.
Due to the restrictive selection of variables, sequences of influences beyond the sub-

graph cannot be identified, e.g., causes for O1 or O2, such that domain experts should
consider a larger set of relevant variables in practice to investigate influences for O1 and
O2, too.

5.4.3 Step 3 (Causal Inference): Apply Causal Inference to Understand Key
Relationships

The framework of causal graphical models (CGMs) together with the do-operator (see
Section 1.2 on page page 3) allows for an estimation of causal effects in an experimental
regime on the basis of observational data [135]. The do-operator provides answers to
questions, such as, “What is the impact of a machine change?”, which might not be
affordable in real-world scenarios due to production process interruption or unavailability
of an experimental setup.

Furthermore, an examination of causal relationships avoids wrong deductions and
decisions based on associational characteristics. For example, consider the following sce-
nario of a domain expert investigating the causes of the production stop S1, i.e., S1 = 1.
In this setting, a domain expert aims to decrease the probability P(S1 = 1) by changing
the values of possible causes. Let us assume the machine operator considers that the
machine speed during manufacturing Qe

speed impacts the occurrence of production stop
S1 as indicated by a classification approach (see Case (II) of Section 5.4.2). In this
setting, the machine operator consults the data, inspecting conditional probabilities of
S1 = 1 given any of the five categories of Qe

speed during manufacturing as displayed in
Table 5.5. The data indicates that using a machine speed within the range represented
by category k = 1 yields the lowest probability of an occurrence of the production stop
S1 = 1.

In this example, the do-operator enables calculating the interventional conditional
probabilities of S1, i.e., P(S1 = 1|do(Qe

speed = k)), to examine the causal effect of an
intervention on Qe

speed to 1. Based on the result, the machine operator could judge if
changing the machine speed results in the desired reduction in the occurrence of the pro-
duction stop S1 = 1. To calculate the respective probabilities, we utilize the R-package
causaleffect [177], which applies rules to determine a formula to calculate the respec-
tive probabilities under a given intervention. Note, the causal.effect function operates
on a Directed Acyclic Graph (DAG). Hence, for the learned graph depicted in Fig. 5.4, we
select one of the two represented DAGs of the Markov equivalence class, i.e., extending
the CPDAG to a DAG considering S1 → S2. For the case of S1 = 1 the conditional proba-
bility given an intervention on Se

speed is given by P(S1 = 1|do(Qe
speed = 1)). Applying the

formula determined by the R-package causaleffect when intervening on Qe
speed = 1 coin-

cides with the unconditioned probability of P(S1 = 1) = 13.4%. Thus, for our example,

Table 5.5: The conditional probabilities for the occurrence of the unique stopper
S1 = 1, when either selecting a distinct machine speed during execution Qe

speed = k
or not selecting any, represented by unconditioned. The machine speed was dis-
cretized into five categories k = 0, 1, . . . , 4 using equal-width binning.

unconditioned k = 0 k = 1 k = 2 k = 3 k = 4

P(S1 = 1|Qe
speed = k) 13.4% 10.6% 8.6% 15.3% 13.3% 13.3%
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changes to the machine speed Qe
speed do not influence S1 and based on this assumption,

the machine operator would have applied impractical changes to the machine setting. Af-
firmatively, the learned causal graphical model does not contain any causal relationship
between the two variables Qe

speed and S1.

5.5 Discussion

We close this chapter with a summary of our contributions (Section 5.5.1), an examina-
tion of limitations, particularly regarding the applicability and transferability to other
domains (Section 5.5.2), and future work (Section 5.5.3).

5.5.1 Summary

We proposed a process to learn causal structures in the context of a discrete manu-
facturing production process, which comes with domain-specific challenges. The causal
relationships are learned based on data logged for monitoring the manufacturing ma-
chines during operation. Using real-world data from a globally operating machine man-
ufacturer, we showed how to apply all single process steps to derive the causal graphical
model, which we utilize to estimate causal effects in an experimental regime. Our ex-
ample showed how to provide data-driven decision support to assist domain experts in
avoiding wrongly assumed influences of unforeseen production stops.

Our proposed process integrates domain knowledge at different steps to increase the
quality and interpretability of the results. First, transformation rules are defined to ex-
tract sound observations from the log data (see Challenge II ). Second, domain experts
are encouraged to select relevant variables to reduce the search space and noise in high-
dimensional settings (see Challenge I ). To handle mixed data, we suggest discretizing the
data (see Challenge III ) before applying parallel constraint-based causal structure learn-
ing algorithms. Further, we extend the rules commonly applied during the algorithm’s
edge orientation. Note this procedure and the basic methods applied in our approach
could also address the causal reasoning from machine log data in similar applications.

5.5.2 Limiations

In the following discussion on limitations, we point out necessary considerations concern-
ing generalizability and limitations that need to be mentioned.

Transferability to Other Domains: We see the potential to apply the proposed
process in similar production settings, e.g., automotive production. In these production
settings, monitoring systems are in place, and similar messages are logged. Further, using
domain knowledge to specify a causal objective in combination with a set of definitions
similar to the ones defined in Section 5.4.1, e.g., based on time or location constraints,
e.g., by utilizing the location information of a LogMessage, allows applying the trans-
formation rules to derive sound observational data. To sketch a concrete example from
automotive production, consider the causal objective to understand the reasons for de-
fective cars in the context of the car assembly. The car is worked on in different assembly
stations within the car assembly at specific points in time [70]. Thus, analogously to our
proposed process, time windows can be detected for the car’s presence in each station,
and all monitoring log messages are mapped accordingly. Hence, the observations can
be constructed using the same set of transformation rules, and causal structures can be
learned following our proposed process.

Yet, it remains to investigate if the generalized approaches to apply the same ag-
gregation function for a category of messages or a single discretization approach yield
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acceptable results in these settings. In the context of discretization, we see the potential
for an automatic selection of the most appropriate discretization technique for each con-
tinuous variable. Such a step requires a validated subset to determine the impact on the
learned causal structures and a generalization to the remaining variables, e.g., based on
the variable categories. Further, it remains to be investigated if the transformation rules
remain applicable in domains in which constraints other than the time dimension are
used to derive sound observational data. The applicability of the transformation rules
may become a limiting factor for the transferability to other domains.

Methodological Limitations: While the proposed process yields appropriate re-
sults in our use case, it is worth examining methodological limitations that need to be
considered when applying causal structure learning and causal inference. First, note that
the assumptions of methods for causal structure learning are quite restrictive. In this
context, it is important to check whether the particular dataset satisfies the required
preconditions such as causal sufficiency, i.e., no latent confounding variables. Note that
there exists a variety of extensions to the PC algorithm that allow the application of
causal structure learning under weakened assumptions, e.g., the FCI algorithm in case
of violated causal sufficiency [167]. In this context, it is worth mentioning that our ap-
proach may serve as the basis for capturing time-dependent causal effects through the
implementation of methodological extensions for time-related causal graphical models
with respective algorithms.

Second, besides the theoretical restrictions on the dataset, the accuracy of our ap-
proach is strongly influenced by the trustworthiness of the incorporated domain knowl-
edge. In particular, incorrect domain knowledge within the process of causal structure
learning from machine log data, see Fig. 5.2, may yield not only unreliable observational
data but also wrong causal structures and hence an incorrect causal inference. Moreover,
while discretization improves the interpretability of both causal structures and causal
effects, a wrong technique may preserve relevant causal relationships.

Third, while adequate within our use case, data quality is a well-known problem in
practice and requires an additional step for data cleaning, e.g., the imputation of missing
values. In the context of machine log data, changes in both the logging technique and
systematic changes within the machine, such as modifications during the observation pe-
riod, may yield changes within the underlying causal mechanism and hence inconsistent
learned causal structures.

In summary, both the implementation of the proposed process for causal structure
learning and the interpretation of the results should be made carefully. For more informa-
tion on the challenges of causal discovery in practice, see the practical guide of Malinsky
and Danks [106].

5.5.3 Future Work

In future work, the methodological limitations can be addressed, by considering causal
discovery methods with weaker assumptions, e.g., the FCI algorithm [167], through de-
tailed studies on the impact of discretization [29], and investigating model drift concern-
ing systematic changes within machines. Additionally, future work needs to develop a
sophisticated validation method to verify entire learned causal models with domain ex-
perts. This validation method allows receiving a quantifiable judgment of the correctness
of the applied techniques in the given context of the machine log data.
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Conclusion of Part I

In this chapter, we close Part I by summarizing our results (Section 6.1), point out lim-
itations (Section 6.2), and discuss future work (Section 6.3).

Contribution: Parts of this chapter have previously been published in the papers [68,
67, 54]. For a depiction of the author’s contributions and a more detailed discussion on
the corresponding limitations and future work, we refer to Chapter 3, Chapter 4, and
Chapter 5, respectively.

6.1 Summary

Recap that this first part of this thesis, Part I, was motivated with the goal of providing
necessary tool support to improve the evaluation and application of methods for causal
discovery in practice (see Section 2.1 on page 25). In this context, we contributed in a
threefold manner.

• We proposed an architectural blueprint of a modular pipeline for causal dis-
covery, and our reference implementation MPCSL to support data scientists in their
research on methods for causal discovery. (see Chapter 3 on page 29).

• We introduced the mixed additive noise model (MANM) to provide a ground truth
model for synthetic data generation following various distribution models and
presented our reference implementation MANM-CS (see Chapter 4 on page 43).

• We demonstrated the process of causal discovery in a real-world discrete manu-
facturing scenario to showcase challenges and requirements and provide concepts
for the applicability of causal discovery (see Chapter 5 on page 57).

In the following, we explain the added value of the above contributions regarding im-
provements in the evaluation and application of methods for causal discovery in practice.

A Modular Pipeline for Causal Discovery: The architectural blueprint of a
pipeline for causal structure learning and our reference implementation MPCSL addresses
the requirements towards platform independence and modularity while ensuring the com-
parability and reproducibility of experiments. Therefore, MPCSL provides researchers and
practitioners a tool to evaluate and apply methods for causal discovery considering vari-
ous application scenarios. In this context, a case study on the runtime of the well-known
PC algorithms demonstrates the capabilities of MPCSL to evaluate existing implementa-
tions concerning their runtime performance in several data characteristics.

Beyond the demonstrated research aspect, we used the developed tool with industry
partners from the manufacturing domain. Here, the focus is on comparing the accuracy
of learned causal structures with different approaches for causal discovery, as well as
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different data preparation techniques. In this context, we found that MPCSL covers the
strong need for visual support during the selection and preparation of data for causal
discovery and when comparing different learned causal structures. For a more detailed
summary, we refer to Section 3.5.1 (on page 41).

Synthetic Data Generation for Causal Discovery: We introduced the mixed
additive noise model (MANM) to provide a ground truth framework for generating ob-
servational data following various distribution models. In this context, our reference
implementation MANM-CS provides easy access to researchers and practitioners. In par-
ticular, MANM-CS’s capabilities not only provide enough opportunities to mimic common
benchmarking approaches but also allow for more comprehensive evaluations with vary-
ing model complexity. Therefore, MANM-CS, together with MPCSL, provides a framework
for benchmarking causal discovery and, hence, supports researchers in the attempt to
develop novel algorithms for causal discovery, e.g., to achieve a milder set of assumptions
regarding mixed discrete-continuous data. For example, MANM-CS is the basis of the syn-
thetic evaluation of our non-parametric CI test developed for mixed discrete-continuous
data (see Part II on page 83). For a more detailed summary, we refer to Section 4.6.1
(on page 56).

Application Scenario in Discrete Manufacturing: We analyzed a real-world use
case from a globally operating precision mechanical engineering company to show the ap-
plicability of our customized process for causal discovery and causal inference from raw
machinery log data. The application of MPCSL and lessons learned in MANM-CS yields
a process to learn causal structures from raw machinery log data that could support
machine operators, for example, to identify the root causes of unexpected production
downtimes. In particular, the machine operator consults the causal structures to deter-
mine the variables, which have edges pointing to the production stop message monitored
at production downtime. Thus, the search space to remove the production stop is re-
duced, and time is saved. Note, as the time of experienced machine operators is valuable
and limited, such kind of automated data-driven support can be highly beneficial. For a
more detailed summary, we refer to Section 5.5.1 (on page 75).

In summary, we contributed a comprehensive toolkit for causal discovery to support
researchers and practitioners and showcased its capabilities in a real-world scenario to
identify root causes of unexpected product stops.

6.2 Limitations

Although the presented tools provide a comprehensive toolkit, they require a deep un-
derstanding of the methods and concepts of causal discovery. For example, using MPCSL

within a discrete manufacturing factory presupposes that the machine operator is familiar
with causal graphs or the do-operator.

Therefore, for efficient integration into the workflow of a machine operator, we suggest
integrating the learned causal structures into an existing monitoring solution, see [70].
In this context, we suggest a careful selection of variables when using causal structure
learning in practice. On the one hand, to avoid noise, i.e., when using all variables, on
the other hand, to avoid missing influences, i.e., when selecting too restrictive.

Further, we suggest visually presenting only the relevant selection of the causal model
for the occurring production stop to provide a focus for the machine operator. Extending
this monitoring solution with the capability for causal inference further strengthens the
support for the machine operator. The integration of causal inference is beneficial for
inexperienced machine operators, as it avoids drawing false conclusions (cf. Section 5.4.3).
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6.3 Future Work

For future work, we aim to integrate MAM-CS into MPCSL such that the pipeline envelopes
the whole benchmarking pipeline. Furthermore, we consider the application of transfor-
mation rules developed in our discrete-manufacturing scenario to other use cases. For
more details on future work regarding each contribution we refer to Section 3.5.3 on page
42, Section 4.6.3 on page 56, and Section 5.5.3 on page 76, respectively.
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Causal Discovery
from Mixed Discrete-Continuous Data
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Testing for conditional independence (CI) is a fundamental task for constraint-based
causal discovery but is particularly challenging in mixed discrete-continuous data om-
nipresent in many real-world scenarios. In this context, inadequate assumptions or dis-
cretization of continuous variables reduce the CI test’s statistical power, which yields
incorrect learned causal structures.

In this part, we tackle RQ2 “How to weaken the assumptions of constraint-based
causal discovery on data characteristics?” to improve causal discovery in practice. There-
fore, we present a non-parametric CI test leveraging k-nearest neighbors (kNN) meth-
ods that are adaptive to mixed discrete-continuous data. In particular, a kNN-based
conditional mutual information estimator serves as the test statistic, and the p-value
is calculated using a kNN-based local conditional permutation scheme. We prove the
CI test’s statistical validity and power in mixed discrete-continuous data, which yields
consistency when used in constraint-based causal discovery. An extensive evaluation on
synthetic and real-world data shows that the proposed CI test outperforms state-of-the-
art approaches in the accuracy of CI testing yields more accurate causal structures when
used in constraint-based causal discovery, particularly in settings with low sample sizes.
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Overview: Mixed Discrete-Continuous Data

Conditional Independence (CI) testing is at the core of causal discovery (Section 7.1),
but particularly challenging in mixed discrete-continuous data omnipresent in many real-
world scenarios (Section 7.2). Therefore, we contribute by providing a data-adaptive CI
test for mixed discrete-continuous data (Section 7.3). Further, we outline Part II of this
thesis (Section 7.4).

Contribution: Parts of this chapter have previously been published in the paper [69].
The thesis author developed the applied concepts and prepared the original draft. A de-
tailed depiction of the author’s contributions is discussed at the beginning of the corre-
sponding chapters Chapter 8, Chapter 9, and Chapter 10, respectively.

7.1 Motivation and Background

Causal discovery has received widespread attention as the knowledge of underlying causal
structures improves decision support within many real-world scenarios [44, 168]. For
example, in discrete manufacturing, causal discovery is the key to root cause analysis of
failures and quality deviations [70, 54].

For a gentle introduction to causal discovery, see Section 1.2 (page 3) and, for an
elaborate background on causal discovery, we refer to [168]. However, in short, we provide
the necessary notation needed in this part, which can be slightly simplified as we restrict
our attention to the conditional independence (CI) testing problem of causal discovery.

Causal structures between a finite set of random variables V = {X,Y, . . . } are en-
coded in a causal graphical model (CGM) consisting of a directed acyclic graph (DAG)
G, and the joint distribution over the variables V, denoted by PV, cf. [130, 168]. In G,
a directed edge X → Y depicts a direct causal mechanism between the two respective
variables X and Y , for X,Y ∈ V. Causal discovery aims to derive as many underlying
causal structures in G from observational data as possible building upon the coincidence
between the causal structures of G and the CI characteristics of the joint distribution
PV [168]. Therefore, constraint-based methods, such as the well-known PC algorithm,
apply CI tests to recover the causal structures, cf. [20]. For instance, if a CI test states
the conditional independence of variables X and Y given a (possibly empty) set of vari-
ables Z ⊆ V \ {X,Y }, denoted by X⊥⊥Y | Z, then there is no edge between X and Y .
Constraint-based methods are flexible and exist in various extensions, e.g., to allow for
latent variables or cycles [145, 168, 174], or are used for causal feature selection [190].
Hence, they are popular in practice [106].
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7.2 Challenges in Practice

In principle, constraint-based methods do not make any assumption on the functional
form of causal mechanisms or parameters of the joint distribution. However, they require
access to a CI oracle that captures all CI characteristics of PV such that selecting an ap-
propriate CI test is fundamental and challenging [44, 106]. In practice, the true statistical
properties are mostly unknown such that inadequate assumptions, e.g., of parametric CI
tests, yield incorrect learned causal structures [168]. For example, the well-known par-
tial Pearson’s correlation-based CI test via Fisher’s Z transformation assumes that PV

is multivariate Gaussian [4, 75]. Hence, the underlying causal mechanisms are assumed
to be linear, and conditional independence cannot be detected if the mechanisms are
non-linear. Further, the omnipresence of mixed discrete-continuous data, e.g., continu-
ous quality measurements and discrete failure messages in discrete manufacturing [54],
impedes the selection of appropriate CI tests in real-world scenarios [49, 106]. In this case,
parametric models that allow for mixed discrete-continuous data usually make further
restrictions, such as conditional Gaussian models assuming that discrete variables have
discrete parents only [139]. Hence, for simplification in practice, continuous variables
are often discretized to use standard CI tests such as Pearson’s χ2 test for discrete data,
cf. [54, 65, 110], to the detriment of the accuracy of the learned causal structures [29, 139].

7.3 Contributions

In this work, we propose mCMIkNN7 a data-adaptive CI test for mixed discrete-continuous
data and its application to causal discovery. In particular, we contribute the following:

• We propose a kNN-based local conditional permutation (CP) scheme to derive a
non-parametric CI test, called mCMIkNN, building upon a kNN-based CMI estimator
as a test statistic.

• We provide theoretical results on the CI test’s validity and power. In particular, we
prove that mCMIkNN is able to control type I and type II errors.

• We show that mCMIkNN allows for consistent estimation of causal structures when
used in constraint-based causal discovery.

• An extensive evaluation on synthetic and real-world data shows that mCMIkNN out-
performs state-of-the-art competitors, particularly for low sample sizes.

• We show that mCMIkNN improves the accuracy of causal discovery in a real-world
discrete manufacturing scenario.

7.4 Outline of Part II

The remainder of this part is structured as follows. In Chapter 8 (page 87), we examine
the problem of CI testing and related work, provide background on kNN-based CMI
estimation, and introduce mCMIkNN as well as prove theoretical results. In Chapter 9
(page 103), we empirically evaluate the accuracy of mCMIkNN in CI testing and causal
discovery compared to state-of-the-art approaches. In Chapter 10 (page 117), we apply
mCMIkNN in a real-world discrete manufacturing scenario. In Chapter 11 (page 123), we
conclude our work and discuss limitations and future research directions.

7 https://github.com/hpi-epic/mCMIkNN

https://github.com/hpi-epic/mCMIkNN
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Non-Parametric CI Testing

In this chapter, we provide a formalization of the conditional independence (CI) test-
ing problem together with existing fundamental limits of CI testing (Section 8.1) before
considering related work on CI testing for mixed discrete-continuous data (Section 8.2).
Then, we provide the necessary background on kNN-based conditional mutual infor-
mation (CMI) estimation (Section 8.3). On this basis, we introduce our approach for
kNN-based CI testing in mixed discrete-continuous data, called mCMIkNN, and prove the-
oretical results (Section 8.4).

Contribution: Parts of this chapter have previously been published in the paper [69].
The thesis author developed all statistical concepts, implemented the methods, and pre-
pared the original draft of the paper. Christopher Hagedorn supported the implementation
of mCMIkNN. The coauthors improved the paper’s material and its presentation.

8.1 Problem Description and Fundamental Limits

In this section, we provide a formalization of the conditional independence (CI) testing
problem (Section 8.1.1) and examine existing fundamental limits of CI testing (Sec-
tion 8.1.2).

8.1.1 Problem Description

Let (X ×Y ×Z,B, PXY Z) be a probability space defined on the metric space X ×Y ×Z
with dimensionality dX + dY + dZ , equipped with the Borel σ-algebra B, and a regular
joint probability measure PXY Z . Hence, we assume that dX , dY , and dZ-dimensional
random variables X, Y , and Z take values in X , Y, and Z according to the marginal
mixed discrete-continuous probability distributions PX , PY , and PZ . I.e., single variables
in X, Y , or Z may follow a discrete, a continuous, or a mixture distribution.

We consider the problem of testing the CI of two random vectors X and Y given a
(possibly empty) random vector Z sampled according to the mixed discrete-continuous
probability distribution PXY Z , i.e., testing the null hypothesis of CI H0 : X ⊥⊥ Y |Z
against the alternative hypothesis of dependence H1 : X ⊥⊥ Y |Z. Therefore, let
(xi, yi, zi)

n
i=1 be n i.i.d. observations sampled from PXY Z such that we aim to derive

a CI test Φn : Xn × Yn ×Zn × [0, 1]→ {0, 1} that rejects H0 if Φn = 1 given a nominal
level α ∈ [0, 1].

8.1.2 Fundamental Limits of CI Testing

The general problem of CI testing is extensively studied, as it is a fundamental concept
beyond its application in constraint-based causal discovery [28].
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In this context, it is necessary to note that Shah and Peters [162] provided a no-
free lunch theorem for CI that, given a continuously distributed conditioning set Z,
it is impossible to derive a CI test that can control the type I error, via for instance a
permutation scheme, and has nontrivial power without additional restrictions. But, under
the restriction that the conditional distribution PX|Z is known or can be approximated
sufficiently, conditional permutation (CP) tests can calibrate a test statistic guaranteeing
a controlled type I error [7]. Further, the recent work of Kim et al. [78] shows that
the problem of CI testing is more generally determined by the probability of observing
collisions in Z.

8.2 Related Work on CI Testing

We consider the problem of conditional independence (CI) testing in mixed discrete-
continuous data and its application in causal discovery. In this context, constraint-based
methods require CI tests that

• (R1) yield accurate CI decisions in mixed discrete-continuous data and
• (R2) are computationally feasible as they may be applied hundreds of times.

Generally, testing for CI in mixed discrete-continuous data can be categorized into
discretization-based (Section 8.2.1), parametric (Section 8.2.2), and non-parametric ap-
proaches (Section 8.2.3).

8.2.1 Discretization-Based Approaches

As CI tests for discrete variables are well-studied, continuous variables are often dis-
cretized, cf. [65, 110]. In this context, commonly used CI tests for discrete data are
Pearson’s X 2 and likelihood ratio tests [36, 132, 168]. Although discretization simplifies
the testing problem, the resulting information loss yields a decreased accuracy of CI
decisions [29, 139], see (R1).

8.2.2 Parametric CI Testing

Postulating an underlying parametric functional model allows for a regression-based char-
acterization of CI that can be used to construct valid CI tests. Examples are well-known
likelihood ratio tests, e.g., assuming conditional Gaussianity (CG) [2, 157] or using multi-
nomial logistic regression models [180].

Another stream of research focuses on Copula models to examine CI characteristics
in mixed discrete-continuous data, where variables are assumed to be induced by latent
Gaussian variables such that CI can be determined by examining the correlation matrix
of the latent variables model [24, 25]. As these approaches require that the postulated
parametric models hold, they may yield invalid CI decisions if assumptions are inaccu-
rate [168], cf. (R1).

8.2.3 Non-Parametric CI Testing

Non-parametric CI testing faces the twofold challenge to, first, derive a test statistic from
observational data without parametric assumptions, and second, derive the p-value given
that the test statistic’s distribution under H0 may be unknown.

In continuous data, a wide range of methods is used for non-parametric CI testing, as
reviewed by Li and Fan [94]. For example, kernel-based approaches, such as KCIT [195],
test for vanishing correlations within Reproducing Kernel Hilbert Spaces (RKHS). An-
other example is CMIknn from Runge [148], which uses a k-nearest neighbors (kNN)-based
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estimator to test for a vanishing conditional mutual information (CMI) in combination
with a local permutation scheme.

The recent emergence of non-parametric CMI estimators for mixed discrete-continuous
data provides the basis for new approaches to non-parametric CI testing. For exam-
ple, the construction of adaptive histograms derived following the minimum descrip-
tion length (MDL) principle allows for estimating CMI from mixed discrete-continuous
data [14, 107, 112, 191]. In this case, CMI can be estimated via discrete plug-in estima-
tors as the data is adaptively discretized according to the histogram with minimal MDL.
Hence, the estimated test statistic follows the common X 2 distribution, which allows
for derivation via Pearson’s X 2 test, which we refer to as aHisχ2, see [112]. However,
MDL approaches suffer from their worst-case computational complexity and weaknesses
regarding a low number of samples, see (R2).

Another approach for non-parametric CMI estimation builds upon kNN methods,
which are well-studied in continuous data, cf. [41, 82, 83], and have recently been applied
to mixed discrete-continuous data [43, 117]. As the asymptotic distribution of kNN-based
estimators is unclear, it remains to show that they can be used as a test statistic for a
valid CI. In this context, it is worth noticing that permutation tests yield more robust
constraint-based causal discovery than asymptotic CI tests, particularly for small sample
sizes [181], see (R1).

In this work, we combine a kNN-based CMI estimator with our novel kNN-based local
conditional permutation (CP) scheme (similar to Runge [148], which is restricted to the
continuous case), and additionally provide theoretical results on the test’s validity and
power as well its asymptotic consistency when used in constraint-based causal discovery.

8.3 Background on kNN-Based CMI Estimation

In this section, we provide information on kNN-based CMI estimation for mixed discrete-
continuous data (Section 8.3.1). Further, we introduce an algorithmic description of the
estimator (Section 8.3.2) and recap theoretical results (Section 8.3.3).

8.3.1 Introduction to CMI Estimation

A commonly used test statistic is the conditional mutual information (CMI) I(X;Y |Z)
as it provides a general measure of variables’ conditional independence (CI), i.e., it holds
that I(X;Y |Z) = 0 if and only if X ⊥⊥ Y |Z, see [43, 45, 148]. Generally, I(X;Y |Z) is
defined as

I(X;Y |Z) =
∫

log

(
dPXY |Z

d(PX|Z×PY |Z)

)
dPXY Z , (8.1)

where
dPXY |Z

d(PX|Z×PY |Z)
is the Radon-Nikodym derivative of the joint conditional measure,

PXY |Z , with respect to the product of the marginal conditional measures, PX|Z × PY |Z .
Note the non-singularity of PXY Z ensures the existence of a product reference measure
and that the Radon-Nikodym derivative is well-defined [117, Lemma 2.1, Theorem 2.2].

Although well-defined, estimating CMI I(X;Y |Z) from mixed discrete-continuous
data is a particularly hard challenge [43, 112, 117]. Generally, CMI estimation can
be tackled by expressing I(X;Y |Z) in terms of Shannon entropies, i.e., I(X;Y |Z) =
H(X,Y, Z) − H(X,Z) − H(Y, Z) + H(Z) with Shannon entropy H(W ) for all cases
W = XY Z,XZ, Y Z,Z, respectively, cf. [45, 112, 117]. In the continuous case, the KSG
technique from Kraskov et al. [83] estimates the Shannon entropy H(W ) locally for every
sample (wi)

n
i=1 where wi ∼ PW , for W = XY Z,XZ, Y Z,Z, i.e., estimating H(W ) via
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Ĥn(W ) = −∑n
i=1 log

̂fW (wi) by considering the k-nearest neighbors within the ℓ∞-
norm for every sample i = 1, ..., n to locally estimate the density fW density of W =
XY Z,XZ, Y Z,Z, respectively, cf. [45, 112, 117]. For mixed discrete-continuous data,
there is a non-zero probability that the kNN distance is zero for some samples i. In this
case, Gao et al. [43] extended the KSG technique by fixing the radius and using a plug-in
estimator that differentiates between mixed, continuous, and discrete components.

Recently, Mesner and Shalizi [117] extended this idea to derive a consistent estimator
for CMI in the mixed discrete-continuous case.

8.3.2 Algorithm for kNN-Based CMI Estimation

Algorithm 1 provides an algorithmic description of the theoretically examined estimator
În(X;Y |Z) developed by Mesner and Shalizi [117].

The basic idea is to take the mean of Shannon entropies estimated locally for each
sample i = 1, ..., n considering samples j ̸= i, j = 1, ..., n, that are close to i according
to the ℓ∞-norm, i.e., under consideration of the respective sample distance di,j(w) :=
∥(wi) − (wj)∥∞, i, j = 1, ..., n, of w = (wi)

n
i=1 for all cases w = xyz, xy, yz, z (see

Algorithm 1, line 1). In this context, fixation of a k-nearest neighbors (kNN) radius ρi
used for local estimation of Shannon entropies yields a consistent global estimator.

Algorithm 1 kNN-Based CMI Estimator [117]

Input: Samples (x, y, z) := (xi, yi, zi)
n
i=1, and kNN-parameter kCMI

Output: The estimated value În(x; y|z) of the CMI I(X;Y |Z)
1: Let di,j(w) := ∥(wi)− (wj)∥∞ for w ⊆ (x, y, z), i, j = 1, . . . , n
2: for i = 1, . . . , n do
3: ρi := the kCMI-smallest distance in {di,j(x, y, z), j ̸= i} ▷ Adapt kCMI acc. ρi
4: k̃i := |{(xj , yj , zj) : di,j(x, y, z) ≤ ρi, j ̸= i}|
5: nxz,i := |{(xj , zj) : di,j(x, z) ≤ ρi, j ̸= i}| ▷ Local estimates
6: nyz,i := |{(yj , zj) : di,j(y, z) ≤ ρi, j ̸= i}|
7: nz,i := |{(zj : di,j(z) ≤ ρi, j ̸= i}|
8: ξi := ψ(k̃i)− ψ(nxz,i)− ψ(nyz,i) + ψ(nz,i)
9: end for
10: În(x; y|z) = 1

n

∑n
i=1 ξi ▷ Global CMI estimation

11: return max(În(x; y|z), 0)

Therefore, for each sample i = 1, . . . , n, let ρi be the smallest distance between
(xi, yi, zi) and the kCMI-nearest sample (xj , yj , zj), j ̸= i, j = 1, . . . , n, and replace kCMI

with k̃i, the number of samples whose distance to (xi, yi, zi) is smaller or equal to ρi (see
Algorithm 1, line 3-4). For discrete or mixed discrete-continuous samples (xi, yi, zi)

n
i=1, it

holds that ρi = 0, and there may be more samples than kCMI samples with zero distance.
In this case, adapting the number of considered samples k̃i to all samples with zero
distance prevents undercounting, which, otherwise, yields a bias of the CMI estimator,
see [117]. In case of continuous samples (xi, yi, zi)

n
i=1, there are exactly k̃i = kCMI samples

within the kCMI-nearest distance with probability 1. The next step estimates the Shannon
entropies required by the 3H-principle locally for each sample i, i = 1, . . . , n. Therefore,
let nxz,i, nyz,i, and nz,i be the numbers of k̃i-nearest samples within the distance of ρi in
the respective subspaceXZ, Y Z, and Z (see Algorithm 1, lines 5-7). Fixing the local kNN
distance ρi, using the ℓ∞-norm, simplifies the local estimation as most relevant terms

for CMI estimation using the 3H-principle cancel out, i.e., ξi := − ̂fXY Z(xi, yi, zi) +
̂fXZ(xi, zi) + ̂fY Z(yi, zi)− f̂Z(zi) = ψ(k̃i)−ψ(nxz,i)−ψ(nyz,i) +ψ(nz,i), with digamma

function ψ (see Algorithm 1, line 8) [43, 117].
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Then, the global CMI estimate În(x; y|z) is the average of the local CMI estimates
ξi of each sample (xi, yi, zi)

n
i=1, and the positive part is returned, as CMI or mutual

information (MI) are non-negative (see Algorithm 1, line 10-11).

8.3.3 Properties of kNN-based CMI Estimation

We recap the theoretical results of În(X,Y |Z) proved by Mesner and Shalizi [117], and
we infer its consistency. Under mild assumptions, În(x; y|z) is asymptotically unbiased,
see [117, Thm. 3.1].

Corollary 1 (Asymptotic-Unbiasedness of În(x; y|z) [117, Thm. 3.1]).
Let (xi, yi, zi)

n
i=1 be i.i.d. samples from PXY Z . Assume

(A1) PXY |Z is non-singular such that f ≡ dPXY |Z
d(PX|Z×PY |Z) is well-defined, and assume,

for some C > 0, f(x, y, z) < C for all (x, y, z) ∈ X × Y × Z;
(A2) {(x, y, z) ∈ X × Y × Z : PXY Z((x, y, z)) > 0} countable and nowhere dense in

X × Y × Z;
(A3) kCMI = kCMI,n →∞ and

kCMI,n
n → 0 as n→∞;

then EPXY Z

[
În(x; y|z)

]
→ I(X;Y |Z) as n→∞.

While (A1) seems rather technical, checking for non-singularity is helpful for data
analysis by checking sufficient conditions. Given non-singularity, assumptions (A2) and
(A3) are satisfied whenever PXY Z is (i) (finitely) discrete, (ii) continuous, (iii) some di-
mensions are (countably) discrete and some are continuous, and (iv) a mixture of the
previous cases, which covers most real-world data. For more details on the assumptions,
see Section 8.4.5.

Next, we prove that the În(X;Y |Z), as described in Algorithm 1, is an asymptotic
consistent estimator of I(X;Y |Z).
Corollary 2 (Consistency of În(x; y|z)).
Let (xi, yi, zi)

n
i=1 be i.i.d. samples from PXY Z and assume (A1)-(A3) of Corollary 1 hold.

Then, for all ϵ > 0,

lim
n→∞

PPXY Z

(∣∣∣În(x; y|z)− I(X;Y |Z)
∣∣∣ > ϵ

)
= 0. (8.2)

Proof. Recap that În(x; y|z) has asymptotic vanishing variance [117, Thm. 3.2], i.e.,
lim

n→∞
Var(În(x; y|z)) = 0, and is asymptotically unbiased, see Corollary 1 or [117, Thm.

3.1]. The consistency of În(x; y|z) follows from Chebyshev’s inequality. ⊓⊔

Therefore, the kNN-based estimator described in Algorithm 1 serves as a valid test
statistic for H0 : X⊥⊥Y |Z vs. H1 : X⊥̸⊥Y |Z.

Note that În(x; y|z) is biased towards zero for high-dimensional data with fixed sample
size, i.e., it suffers from the curse of dimensionality, see [117, Thm. 3.3].

Corollary 3 (Dimensionality-Biasedness of În(x; y|z) [117, Thm. 3.3]).
Let (xi, yi, zi)

n
i=1 be i.i.d. samples from PXY Z and assume (A1)-(A3) of Corollary 1 hold,

if the entropy rate of Z is nonzero, i.e., lim
dZ→∞

1

dZ
H(Z) ̸= 0, then, for fixed dimensions

dX and dY , PPXY Z

(
În(x; y|z) = 0

)
→ 1 as dZ →∞.

Hence, even with asymptotic consistency, one must pay attention when estimating
În(X;Y |Z) in high-dimensional settings, particularly for low sample sizes.
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8.4 mCMIkNN: A kNN-Based Non-Parametric CI Test

In this section, we recap the concept of conditional permutation (CP) schemes for con-
ditional independence (CI) testing (Section 8.4.1). Then, we introduce our approach for
kNN-based CI testing in mixed discrete-continuous data, called mCMIkNN (Section 8.4.2).
Further, we prove that mCMIkNN can control type I and type II errors (Section 8.4.3).
Moreover, we examine mCMIkNN-based causal discovery and prove its consistency (Sec-
tion 8.4.4). Finally, we recap the required assumptions and their implication for applica-
tion (Section 8.4.5).

8.4.1 Introduction to Conditional Permutation Schemes

Using permutation schemes for non-parametric independence testing between two vari-
ables X and Y has a long history in statistics, cf. [11, 61, 92].

The basic idea is to compare an appropriate test statistic for independence calculated
from the original samples (xi, yi)

n
i=1 against the test statistics calculated Mperm times

from samples (xπm(i), yi)
n
i=1 for a permutation πm of {1, . . . , n}, m = 1, . . . ,Mperm,

i.e., where samples of X are randomly permuted such that H0 : X ⊥⊥ Y holds. In the
discrete case, a permutation scheme to test for conditional independence (CI), i.e., for
H0 : X⊥⊥Y |Z, can be achieved by permuting X for each realization Z = z to utilize the
unconditional X⊥⊥Y |Z = z. In contrast, testing for CI in continuous or mixed discrete-
continuous data is more challenging [162], as simply permuting X without considering
the confounding effect of Z may yield very different marginal distributions, hence, suffers
in type I error control [7, 78].

Therefore, conditional permutation (CP) schemes aim to compare a test statis-
tic estimated from the original data (xi, yi, zi)

n
i=1, with test statistics estimated from,

conditionally on Z, permuted samples (xπm(i), yi, zi)
n
i=1, m = 1, ...,Mperm to ensure

H0 : X ⊥⊥ Y |Z. Then, the Mperm + 1 samples (xi, yi, zi)
n
i=1 and (xπm(i), yi, zi)

n
i=1,

m = 1, ...,Mperm are exchangeable under H0, i.e., are drawn with replacement such
that the p-value can be calculated in line with common Monte Carlo simulations [7, 78].
This requires either an approximation of PX|Z either based upon model assumptions to
simulate PX|Z [7], or using an adaptive binning strategy of Z such that permutations
can be drawn for each binned realization Z = z [78] (which are both focusing on the
continuous case).

To provide a data-adaptive approach valid in mixed discrete-continuous data with-
out too restrictive assumptions, see (R1), which is computationally feasible, see (R2),
we propose a local CP scheme leveraging ideas of kNN-based methods, see Section 8.3.
In particular, our local CP scheme draws samples (xπm(i), yi, zi)

n
i=1 such that (I) the

marginal distributions are preserved, and (II) xi is replaced by xπm(i) only locally re-
garding the kperm-nearest distance σi in the space of Z. Intuitively, the idea is similar
to common conditional permutation schemes in the discrete case, where entries of the
variable X are permuted for each realization Z = z, but considering local permutations
regarding the neighborhood of Z = z.

8.4.2 Algorithm for kNN-Based CI Testing

Algorithm 2 gives an algorithmic description of our kNN-based local CP scheme for
non-parametric CI testing in mixed discrete-continuous data.

First, the sample CMI value În := În(x; y|z) is estimated from the original samples
via Algorithm 1 with parameter kCMI (see Algorithm 2, line 1). To receive local condi-
tional permutations for each sample (xi, yi, zi)

n
i=1, the kperm-nearest neighbor distance

σi w.r.t. the ℓ∞-norm of the subspace of Z is considered. Hence, z̃i is the respective set
of indices j ̸= i, j = 1, ..., n of points with distance smaller or equal to σi in the subspace
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Algorithm 2 mCMIkNN: kNN-Based Non-Parametric CI Test

Input: Samples (x, y, z) := (xi, yi, zi)
n
i=1, and parameters kCMI , kperm, and Mperm

Output: The estimated p-value pperm,n for H0 : X⊥⊥Y |Z
1: În := În(x; y|z)
2: for i = 1, . . . , n do ▷ Neighbors within kpermNN-distance σi in Z
3: σi := kperm smallest distance in {∥(zi)− (zj)∥∞, j ̸= i, for i, j = 1, ..., n}
4: z̃i := {j : ∥(zi)− (zj)∥∞ ≤ σi, j ̸= i}
5: end for
6: for m = 1, . . . ,Mperm do ▷ Local CP scheme
7: πi

m := permutation of z̃i, i = 1, . . . , n
8: πm := π1

m ◦ · · · ◦ πn
m;

9: Î
(m)
n := În

(
x(m); y|z

)
where x(m) := (xπm(i))

n
i=1

10: end for
11: pperm,n := 1

1+Mperm

(
1 +

∑Mperm

m=1 1{Î(m)
n ≥ În}

)
▷ Monte Carlo p-value

12: return pperm,n

of Z (see Algorithm 2, lines 3-4). According to a Monte Carlo procedure, samples are
permuted Mperm times (see Algorithm 2, line 6). For each m = 1, . . . ,Mperm, the local
conditional permutation πi

m, i = 1, . . . , n, is a random permutation of the index set of
z̃i such that the global permutation scheme πm of the samples’ index set {1, . . . , n} is
achieved by concatenating all local permutations, i.e., πm := π1

m ◦ ... ◦ πn
m (see Algo-

rithm 2, lines 7-8). In the case of discrete data, z̃i contains all indices of samples j with
distance ρi = 0 to zi, i.e., the permutation scheme coincides with discrete permutation
tests where permutations are considered according to Z = zi. In the continuous case, z̃i
contains exactly the, in space Z, kperm-nearest neighbors’ indices and the global permuta-
tion scheme approximates PX|Z=zi locally within kperm-NN distance σi of zi. Therefore,
local conditional permuted samples (xπm(i), yi, zi) are drawn by shuffling the values of

xi according to πm and respective CMI values Î
(m)
n := În

(
x(m); y|z

)
are estimated using

Algorithm 1 (see Algorithm 2, line 9). Hence, by construction, (xπm(i), yi, zi) are drawn
under H0 : X⊥⊥Y |Z such that the p-value pperm,n can be calculated according to a

Monte Carlo scheme comparing the samples’ CMI value În with the H0 CMI values Î
(m)
n

(see Algorithm 2, line 11).
We define the CI test mCMIkNN as Φperm,n := 1{pperm,n ≤ α} for the pperm,n returned

by Algorithm 2 and, hence, reject H0 : X⊥⊥Y |Z if Φn = 1.

The computational complexity of mCMIkNN is determined by the kNN searches in Algo-
rithm 1 and Algorithm 2, which is implemented in O(n×log(n)) using k-d-trees. For more
details on assumptions, parameters, and computational complexity, see Section 8.4.5.

8.4.3 Properties of mCMIkNN

The following two theorems show that mCMIkNN is valid, i.e., can control type I errors as
shown in Theorem 1, and has nontrivial power, i.e., can control type II errors as shown
in Theorem 2 (on page 97).

Theorem 1 (Validity: Type I Error Control of Φperm,n).
Let (xi, yi, zi)

n
i=1 be i.i.d. samples from PXY Z , and assume (A1) - (A3), and

(A4) kperm = kperm,n →∞ and
kperm,n

n → 0 as n→∞,

hold, then Φperm,n with p-value estimated according to Algorithm 2 can control the type
I error, i.e., for any desired nominal value α ∈ [0, 1], when H0 is true, then

lim
n→∞

EPXY Z
[Φperm,n] ≤ α. (8.3)
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Note that this holds true independent of the test statistic Tn : Xn × Yn × Zn → R.
The idea of the proof is to bound the type I error using the total variation distance be-
tween the samples’ conditional distribution Pn

X|Z and the conditional distribution P̃n
X|Z ,

approximated by the local CP scheme to simulate H0 and show that it vanishes for
n→∞.

Proof. First, we use similar arguments as in the proof of [7, Thm. 4] to show that, under
H0, the type I error of Φperm,n (see Algorithm 2) can be bounded in the finite case by

the total variation distance of Pn
X|Z and P̃n

X|Z simulated with the local CP scheme. Note

that (A1) and (A2) ensure the well-definiteness of all marginal distributions for a regular
probability space throughout this proof.

Therefore, given that PXY |Z is non-singular, (A1), regularity ensures that PXY |Z ≪
PX|Z×PY |Z such that, underH0, we have PXY Z ≡ PX|Z×PY |Z×PZ , see [117, Thm. 2.2].

Further, we define the simulated product measure P̃XY Z = P̃X|Z × PY |Z × PZ , where

PY |Z and PZ are the marginals of PXY |Z and PXY Z , respectively, and where P̃X|Z is the
approximated conditional probability distribution of permuted samples in Algorithm 2.
In this context, note that, in the finite case, the distribution of P̃X|Z depends on the

distribution of the observed samples (xi, zi)
n
i=1. We write P̃n

X|Z and Pn
X|Z to denote the

samples’ distribution in the finite case, respectively. In particular, let Sn denote the
set of permutations on the indices {1, . . . , n} such that, for a permutation πm ∈ Sn
sampled according to the local CP scheme in Algorithm 2, P̃n

X|Z denotes the samples’
conditional distribution where samples of X are permuted according to πm ∈ Sn, i.e.,
where x(m) = (xπm(i))

n
i=1 with (xπm(i), zi) ∼ P̃n

X|Z=zi
, m = 1, . . . ,Mperm.

Let x̃ = (x̃i)
n
i=1 be drawn from P̃X|Z , and letMperm permutations x̃(m) = (x̃πm(i))

n
i=1,

m = 1, . . . ,Mperm be drawn from the local CP scheme of Algorithm 1 sampled from x̃
instead of the true values in x.

Now, we define

Aα :=

{
(x, y, z), (x(1), y, z), ..., (x(Mperm), y, z) :

1 +
∑Mperm

m=1 I{Î(m)
n ≥ În}

1 +Mperm
≤ α

}
,

where În = În(x; y|z) and Î(m)
n = În(x

(m); y|z) i.e., the set where pperm,n ≤ α. Then, by
definition of Aα, we have that

EPXY Z
[Φperm,n]

= PPXY Z

(
(x, y, z), (x(1), y, z), ..., (x(Mperm), y, z) ∈ Aα

)
≤ PPXY Z

(
(x̃, y, z), (x̃(1), y, z), ..., (x̃(Mperm), y, z) ∈ Aα

)
+DTV

(
Pn
XY Z , P̃

n
XY Z

)
,

with total variation distance DTV

(
Pn
XY Z , P̃

n
XY Z

)
= sup

A∈B
|Pn

XY Z(A) − P̃n
XY Z(A)|. Since

(x̃(1), y, z), ..., (x̃(Mperm), y, z) are clearly i.i.d. sampled according to P̃XY Z , and are there-
fore exchangeable, by definition of Aα, we must have

PPXY Z

(
(x̃, y, z), (x̃(1), y, z), ..., (x̃(Mperm), y, z) ∈ Aα

)
≤ α.

Further, by construction of P̃XY Z , it holds that

DTV

(
Pn
XY Z , P̃

n
XY Z

)
= DTV

(
Pn
X|Z , P̃

n
X|Z

)
.
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Hence, EPXY Z
[Φperm,n] ≤ α+DTV

(
Pn
X|Z , P̃

n
X|Z

)
.

Next, we show that DTV

(
Pn
X|Z , P̃

n
X|Z

)
diminishes for

kperm,n

n → 0 as n→∞. In this

context, we relate the total variation distance to the Kullback-Leibler divergence using
Pinsker’s inequality, namely

DTV

(
Pn
X|Z , P̃

n
X|Z

)
≤
√

1

2
DKL

(
Pn
X|Z

∥∥∥P̃n
X|Z

)
, (8.4)

where DKL

(
Pn
X|Z

∥∥P̃n
X|Z
)
=

∫
log(

dPn
X|Z

dP̃n
X|Z

)dPn
X|Z denotes the Kullback-Leibler divergence.

Notice that, by construction, Pn
X|Z ≪ P̃n

X|Z such that the Radon-Nikodym derivative

f ≡ dPn
X|Z

dP̃n
X|Z

is well-defined. Notice that P̃n
X|Z = P̃n

X|Z=z1
× · · · × P̃n

X|Z=zn
and Pn

X|Z =

Pn
X|Z=z1

× · · · × Pn
X|Z=zn

such that

DKL

(
Pn
X|Z

∥∥∥P̃n
X|Z

)
=

n∑
i=1

DKL

(
Pn
X|Z=zi

∥∥∥P̃n
X|Z=zi

)
. (8.5)

It is therefore sufficient to show that DKL

(
Pn
X|Z=zi

∥∥∥P̃n
X|Z=zi

)
diminishes for one point

zi for increasing sample sizes.
Therefore, for X in X sampled according to Pn

X|Z=zi
or P̃n

X|Z=zi
, respectively, for a

r ≥ 0, we define

Pn
X|Z=zi

(x, zi, r) = Pn
X|Z=zi

({x ∈ X : ∥(x, zi)− (x, zi)∥∞ ≤ r) , or
P̃n
X|Z=zi

(x, zi, r) = P̃n
X|Z=zi

({x ∈ X : ∥(x, zi)− (x, zi)∥∞ ≤ r) ,
(8.6)

respectively, which is possible due to (A2).
Then, we partition X × Z into three disjoint sets:

1) Ω1 = {(x, zi) ∈ X × Z : f = 0};
2) Ω2 = {(x, zi) ∈ X × Z : f > 0, Pn

X|Z=zi
(x, zi, 0) > 0};

3) Ω3 = {(x, zi) ∈ X × Z : f > 0, Pn
X|Z=zi

(x, zi, 0) = 0};

such that X × Z = Ω1 ∪Ω2 ∪Ω3.
Using the law of total expectation and properties of integrals, we have

DKL

(
Pn
X|Z=zi

∥∥∥P̃n
X|Z=zi

)
=

∫
log(f(x, zi)) dP

n
X|Z=zi

(x, zi) (8.7)

=

∫
Ω1

log(f(x, zi)) dP
n
X|Z=zi

(x, zi) (8.8)

+

∫
Ω2

log(f(x, zi)) dP
n
X|Z=zi

(x, zi) (8.9)

+

∫
Ω3

log(f(x, zi)) dP
n
X|Z=zi

(x, zi). (8.10)

Next, we consider each Ω1, Ω2, and Ω3 in three cases, respectively.

Case 1: Let (x, zi) ∈ Ω1 and ωX(Ω1) = {(x) : (x, zi) ∈ Ω1} be the projection onto
the the first coordinate of Ω1. Using the definition of f as the Radon-Nikodym derivative,
we have



96 8 Non-Parametric CI Testing

Pn
X|Z=zi

(ωX(Ω1)) =

∫
ωX(Ω1)

f dPn
X|Z=zi

=

∫
ωX(Ω1)

0 dPn
X|Z=zi

= 0,

so
∫
Ω1

log(f(x, zi)) dP
n
X|Z=zi

(x, zi) = 0, see (8.8).

Case 2: Let (x, zi) ∈ Ω2, i.e., we consider the partition of discrete points as the
singletons have a positive measure in X ×Z. In this context, analogously to [117, Lem. 8],
we have

f(x, zi) =
Pn
X|Z=zi

(x, zi, 0)

P̃n
X|Z=zi

(x, zi, 0)
.

Hence, it remains to show that, for
kperm,n

n → 0 as n → ∞, Pn
X|Z=zi

(x, zi, 0) ≡
P̃n
X|Z=zi

(x, zi, 0). Let σi be the distance from zi to its kperm-nearest neighbors, see Al-
gorithm 2, line 3. We proceed in the two cases σi > 0 and σi = 0 for i = 1, . . . , n.

First, for σi > 0, i.e., there are less than kperm points in the sample equal to zi, we
show that P(σi > 0)→ 0, as n→∞. In particular, the number of points exactly equal to
zi has a binomial distribution with parameters, n−1 and PZ(zi), Binomial(n−1, PZ(zi)).

Because
kperm,n

n → 0 as n → ∞ (A4), there must be n sufficiently large such that
kperm,n−1

n−1 ≤ PZ(zi). Therefore, P(σi > 0) = P(Binomial(n−1, PZ(zi)) ≤ kperm,n−1)→
0 as n→∞.

Second, for σi = 0, there must be kperm or more points exactly equal to zi. In
this context, |z̃i| is the total number of points equal to zi, see Algorithm 2, line 4.

Then, we draw samples according to P̃n
X|Z=zi

by locally permuting only the |z̃i| sam-

ples of x in (x, z) for which zj = zi, j ̸= i, i.e., (xπi
m(i))

n
i=1 where πi

m is the per-
mutation of indices {j : ∥(zj)− (zi)∥∞ = 0, j ̸= i}. Therefore, for all j ∈ z̃i, it holds
that ∥(xπi

m(j), zi)− (xi, zi)∥∞ = ∥(xj , zi)− (xi, zi)∥∞, see (8.6), i.e., Pn
X|Z=zi

(x, zi, 0) ≡
P̃n
X|Z=zi

(x, zi, 0). Hence, the local CP scheme locally preserves the distribution of X such

that, for
kperm,n

n → 0 as n →∞, Pn
X|Z=zi

(x, zi, 0) ≡ P̃n
X|Z=zi

(x, zi, 0) locally for Z = zi.
Using basic probability rules it follows that, for n→∞, f = 1 almost surely such that∫
Ω2

log(f(x, zi)) dP
n
X|Z=zi

(x, zi)→ 0 as n→∞, see (8.9).

Case 3: Let (x, zi) ∈ Ω3, i.e., we consider the continuous partition because the
singletons have a zero measure in X × Z. In this context, for n → ∞, there are enough
samples such that Pn

XZ({(x, zi) ∈ Ω3 : |z̃i| → kperm}) = 1, cf. [117, Lem. 5]. As (A1) and
(A2) holds, analogously to [117, Lem. 7], we have that, for all ϵ > 0,

lim
r→0

P

(∣∣∣∣∣P
n
X|Z=zi

(x, zi, r)

P̃n
X|Z=zi

(x, zi, r)
− f(x, zi)

∣∣∣∣∣ ≤ ϵ
)

= 1.

Hence, for all ϵ > 0, there exists an rϵ > 0 such that for all r ≤ rϵ it holds that

P
(∣∣∣∣Pn

X|Z=zi
(x,zi,r)

P̃n
X|Z=zi

(x,zi,r)
− f(x, zi)

∣∣∣∣ ≤ ϵ) = 1.

Note that ∥(xj , zj)−(xi, zi)∥∞ ≥ ∥(zj)−(zi)∥∞ for j ̸= i. Therefore, let σi be the dis-
tance of zi to its nearest neighbors such that ∥(xπi

m(i), zi)−(xi, zi)∥∞ = rϵ. Then, we pro-
ceed in the two cases σi : ∥(xπi

m(j), zi)−(xi, zi)∥∞ > rϵ and σi : ∥(xπi
m(i), zi)−(xi, zi)∥∞ =

rϵ for i = 1, . . . , n.

First, we consider σrϵ,i : ∥(xπi
m(j), zi) − (xi, zi)∥∞ > rϵ, i.e., that shuffling x within

the distance of σrϵ,i in Z yields a distance greater than rϵ. Then, we show that P({σi :
∥(xπi

m(j), zi)− (xi, zi)∥∞ > rϵ})→ 0 as n→∞. This can only happen when kperm−1 or
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less neighbors fall within the radius of σrϵ,i such that σrϵ,i > σkperm,i where σkperm,i de-
notes the distance of zi to its kperm nearest neighors, see Algorithm 2, line 3. In this case,
|z̃i| < kperm. As there are n− 1 i.i.d. points zj , j ̸= i, that can potentially fall into this
region with probability Pn

Z (zi, σrϵ,i) = Pn
Z ({zj ∈ Z : ∥(zj)− (zi)∥∞ ≤ σrϵ,i}). Hence, this

follows a binomial distribution with parameters n−1 and Pn
Z (zi, σrϵ,i). Because

kperm,n

n →
0 as n→∞ (A4), there must be n sufficiently large such that

kperm,n−1
n−1 ≤ Pn

Z (zi, σrϵ,i).
Therefore, P(σkperm,i > σrϵ,i) = P(Binomial(n − 1, Pn

Z (zi, σrϵ,i)) ≤ kperm,n − 1) → 0 as
n→∞.

Second, for σrϵ,i : ∥(xπi
m(j), zi) − (xi, zi)∥∞ = rϵ, we have that σkperm,i ≤ σrϵ,i.

Hence, there must be exactly kperm-nearest neighbors j, j ̸= i, of zi, i.e., for which
∥(zj) − (zi)∥∞ ≤ σkperm,i, j ̸= i, holds. In this context, we draw samples accord-

ing to P̃n
X|Z=zi

by locally permuting only the |z̃i| samples of x in (x, z) for which{
j : ∥(zi)− (zj)∥∞ ≤ σkperm,i, j ̸= i

}
. Therefore, for all j ∈ z̃i, it holds that ∥(xπi

m(j), zi)−
(xi, zi)∥∞ = ∥(xj , zi) − (xi, zi)∥∞, see (8.6), i.e., Pn

X|Z=zi
(x, zi, 0) ≡ P̃n

X|Z=zi
(x, zi, 0).

Hence, the local CP scheme locally preserves the distribution of X such that, for
kperm,n

n → 0 as n→∞, Pn
X|Z=zi

(x, zi, 0) ≡ P̃n
X|Z=zi

(x, zi, 0) locally for Z = zi. Therefore,
using basic probability rules, we have that, for n → ∞, f = 1 almost surely such that∫
Ω3

log(f(x, zi)) dP
n
X|Z=zi

(x, zi)→ 0 as n→∞, see (8.10). ⊓⊔

Note that the second part of the proof shows that the local CP scheme of Algorithm 2
allows to asymptotically estimate Pn

X|Z , i.e., P
n
X|Z ≡ P̃n

X|Z for n→∞.

Next, we show that mCMIkNN has nontrivial power, i.e., can control type II error.

Theorem 2 (Power: Type II Error Control of Φperm,n).
Let (xi, yi, zi)

n
i=1 be i.i.d. samples from PXY Z , and assume (A1) - (A4) hold. Then

Φperm,n, with p-value estimated according to Algorithm 2, can control the type II error,

i.e., for any desired nominal value β∈
[

1
1+Mperm

, 1
]
, when H1 is true, then

lim
n→∞

EPXY Z
[1− Φperm,n] = 0. (8.11)

Hence, note that the power mCMIkNN is naturally bounded according to Mperm, i.e.,

1− β ≤ 1− 1/(1+Mperm). The proof follows from the asymptotic consistency of În(x; y|z)
and that the local CP scheme allows for an asymptotic consistent approximation of PX|Z .

Proof. Let (x, y, z) = (xi, yi, zi)
n
i=1 be drawn from PXY Z , let the Mperm permutations

(x(m), y, z) = (xπm(i), yi, zi)
n
i=1, m = 1, . . . ,Mperm be drawn from P̃XY Z according to the

local CP scheme of Algorithm 2. Then, under H1 : X ⊥̸⊥ Y |Z, let I(X;Y |Z) = c > 0,
such that the consistency of În(x; y|z) of Corollary 3 guarantees that, for all ϵ > 0,

limn→∞ PPXY Z

(∣∣∣În(x; y|z)− c∣∣∣ > ϵ
)
= 0. Similarly, for all ϵ > 0 and m = 1, . . . ,Mperm,

limn→∞ PPXY Z

(∣∣∣În(x(m); y|z)
∣∣∣ > ϵ

)
= 0 as I(X(m);Y |Z) = 0 by construction of P̃XY Z

as kperm = kperm,n →∞ for n→∞ (A4) and as PX|Z ≡ P̃X|Z for
kperm,n

n → 0.

Therefore, (În(x; y|z), I(X(m);Y |Z)) P−→ (c, 0), such that the continuous mapping theo-

rem with ϕ(x, y) = |x−y| implies |În(x; y|z)−I(X(m);Y |Z)| P−→ c, for I(X;Y |Z) = c > 0.

Now, we define

Aβ :=

{
(x, y, z), (x(1), y, z), ..., (x(Mperm), y, z) :

1 +
∑Mperm

m=1 I{Î(m)
n ≥ În}

1 +Mperm
≤ β

}
,
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where În = În(x; y|z) and Î(m)
n = În(x

(m); y|z) i.e., the set where Φperm,n = 1. Then, by
definition of Aβ , we have that

EPXY Z
[1− Φperm,n] = 1− PPXY Z

(
(x, y, z), (x(1), y, z), ..., (x(Mperm), y, z) ∈ Aβ

)
.

As |În(x; y|z)−I(x(m); y|y)| P−→ c for (x, y, z), (x(1), y, z), ..., (x(Mperm), y, z) ∈ Aβ ,

lim
n→∞

P

({
1 +

∑Mperm

m=1 I{Î(m)
n ≥ În}

1 +Mperm
≤ β

})
= P

({
1

1 +Mperm
≤ β

})
.

This completes the proof, as we can conclude that limn→∞ EPXY Z
[1 − Φperm,n] =

1− 1 = 0 for all β ∈
[

1
1+Mperm

, 1
]
. ⊓⊔

Hence, the power 1 − β of mCMIkNN is, as common for permutation tests, naturally
bounded according to the number of permutations Mperm, i.e., 1 − β ≤ 1 − 1

1+Mperm
.

Therefore, increasing Mperm yields more power but comes along with a longer runtime.
Note, although Theorem 2 shows that mCMIkNN is asymptotically able to control type

II errors, the dimensionality-biasedness of În(x; y, |z) for dZ →∞ affects the robustness
in finite sample sizes. In particular, for finite n, În(x; y, |z) converges in probability to-
wards zero for dZ → ∞, hence, increasing type II errors, see Aβ . In this context, the
extensive synthetic evaluation in Chapter 9 indicates that mCMIkNN is robust regarding
type II errors in the finite case, too.

Therefore, our work is in line with the result of Shah and Peters [162] and Kim et
al. [78] by demonstrating that, under the mild assumptions (A1) and (A2) which allow
approximating PX|Z , one can derive a CI test that is valid (see Theorem 1), and has
nontrivial power (see Theorem 2).

8.4.4 mCMIkNN-Based Constraint-Based Causal Discovery

We examine the asymptotic consistency of mCMIkNN-based causal discovery, in particu-
lar, using the well-known PC algorithm [168]. Note that constraint-based methods for
causal discovery cannot distinguish between different directed acyclic graphs (DAGs) G
in the same equivalence class (see Section 1.2 on page 3). Hence, the PC algorithm aims
to find thecomplete partially directed acyclic graph (CPDAG), denoted with GCPDAG,
that represents the Markov equivalence class of the true DAG G. Constraint-based meth-
ods apply CI tests to test whether X ⊥⊥ Y |Z for X,Y ∈ V with dX = dY = 1, and
Z ⊆ V \ {X,Y } iteratively with increasing dZ given a nominal value α to estimate the
undirected skeleton of G and corresponding separation sets in the first step. In a second
step, orienting as many of the undirected edges through the repeated application of de-
terministic orientation rules yields ĜCPDAG(α) [168, 74].

Using mCMIkNN for constraint-based causal discovery allows consistently estimating
the GCPDAG for n→∞.

Theorem 3 (Consistency of mCMIkNN-Based Causal Discovery).
Let V be a finite set of variables with joint distribution PV and assume (A1) - (A4)
hold for all X,Y ∈ V and Z ⊆ V \ {X,Y }. Further, assume the general assumptions of
the PC algorithm hold, i.e., sufficiency, causal faithfulness, and causal Markov condition,
see [168]. Let ĜCPDAG,n(αn) be the estimated CPDAG of the PC algorithm and GCPDAG

the CPDAG of the true underlying DAG G. Then, for αn=
1

1+Mperm,n
with Mperm,n→∞

as n→∞,

lim
n→∞

PPV

(
ĜCPDAG,n(αn) = GCPDAG

)
= 1. (8.12)
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The idea of the proof is to consider wrongly detected edges due to incorrect CI
decisions and show that they can be controlled asymptotically via an appropriate αn.

Proof. The idea of the proof is inspired by Kalisch et al. [74] and considers wrongly
detected edges due to incorrect CI decisions of mCMIkNN. In contrast, we show that
the errors due to incorrect CI decisions can be controlled asymptotically by choosing
αn=

1
1+Mperm,n

.

In the adjacency search, the first part of the PC algorithm, an error occurs if, for
nodes X and Y and conditioning set Z, an error event EX,Y |Z occurs. Thus,

P(error occurs in the first part of PC) ≤ P

 ⋃
X,Y,Z

EX,Y |Z


≤
∑

X,Y,Z

P(EX,Y |Z occurs)

≤ NN−2 sup
X,Y,Z

P(EX,Y |Z occurs),

as the number of combinations of X,Y , and Z in V is bounded by NN−2.
Now, we split error events into type I and II errors, i.e., EX,Y |Z = EI

X,Y |Z ∪EII
X,Y |Z ,

type I error EI
X,Y |Z : pperm,n ≤ αn, and X ⊥⊥ Y | Z;

type II errorEII
X,Y |Z : pperm,n>αn, and X ⊥̸⊥ Y | Z.

Then, the statistical validity of mCMIkNN according to Theorem 1 ensures that,
for any αn ∈ [0, 1], we have that P(EI

X,Y |Z occurs) ≤ αn for n → ∞. Further, the

power of mCMIkNN according to Theorem 2 ensures, that for any αn ∈ [ 1
1+Mperm

, 1],

P(EII
X,Y |Z occurs) = 0 for n→∞.

Hence, choosing αn=
1

1+Mperm
with Mperm =Mperm,n→∞ as n→∞, we have that

P(error occurs in the first part of PC) ≤ NN−2 sup
X,Y,Z

P (EX,Y |Z occurs)

≤ NN−2 sup
X,Y,Z

(
P (EI

X,Y |Z occurs) + P (EI
X,Y |Z occurs)

)
≤ NN−2 1

1 +Mperm,n

= 0, as n→∞.

Therefore, the undirected skeleton of G and separation sets are correctly estimated for
n → ∞, which proves Theorem 3, as the edge orientation (second part) of the PC
algorithm will never fail, see [115]. ⊓⊔

Note that, as the upper bound on the errors is general for constraint-based methods,
the consistency statement of Theorem 3 holds for modified versions of the PC algo-
rithm, e.g., its order-independent version PC-stable [20], too. Hence, using mCMIkNN for
constraint-based causal discovery allows consistently estimating the CPDAG GCPDAG

of the true underlying DAG GCPDAG for n → ∞. In particular, we showed consistency
under mild assumptions on PV, cf. Kalisch and Bühlmann [74] requiring multivariate
Gaussianity.
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8.4.5 mCMIkNN: Assumptions and Computational Complexity

In this section, we provide more information on the assumptions, the computational com-
plexity, and its implications for application.

First, recap all assumptions on PXY Z and parameters kCMI and kperm of mCMIkNN.

Assumptions 1. Let (X ×Y ×Z,B, PXY Z) be a probability space defined on the metric
space X ×Y ×Z with dimensionality dx + dy + dz, equipped with the Borel σ-algebra B,
and a regular joint probability measure PXY Z . Throughout this work, we assume:

(A1) PXY |Z is non-singular such that f ≡ dPXY |Z
d(PX|Z×PY |Z) is well-defined, and assume,

for some C > 0, f(x, y, z) < C for all (x, y, z) ∈ X × Y × Z;
(A2) {(x, y, z) ∈ X × Y × Z : PXY Z((x, y, z)) > 0} countable and nowhere dense in

X × Y × Z;
(A3) kCMI = kCMI,n →∞ and

kCMI,n
n → 0 as n→∞;

(A4) kperm = kperm,n →∞ and
kperm,n

n → 0 as n→∞.

In the following, we examine the above assumptions in more detail.

(A1): While rather technical, non-singularity is helpful for practice as it provides a
sufficient condition that can be verified in data analysis.

Definition 1 (Non-Singularity of PXY |Z).
Let X × Y × Z,B, PXY Z be a probability space with marginal conditional probability
measures, PX|Z and PY |Z . PXY |Z is non-singular if for any measurable set, E ⊆ X ×
Y × Z, a ∈ X × Z and b ∈ Y × Z, such that PX|Z(Eb) = 0 and PY |Z(Ea) = 0, then
PXY |Z(E) = 0, where Eb = {(x, z) : (x, b, z) ∈ E} and Ea = {(y, z) : (a, y, z) ∈ E}.

Assuming non-singularity of PXY |Z ensures absolute continuity PXY |Z ≪ PX|Z ×
PY |Z , i.e., the existence of the Radon-Nikodym derivative f ≡ dPXY |Z

d(PX|Z×PY |Z) using Fu-

bini’s theorem and Radon-Nikodym’s theorem, see [117, Thm. 2.2]. Further, given that f
is well-defined, the existence of a C > 0 such that f(x, y, z) < 0 for all (x, y, z) ∈ X×Y×Z
is satisfied whenever the distribution is (i) (finitely) discrete, (ii) continuous, (iii) some
dimensions are (countably) discrete and some are continuous, and (iv) a mixture of
the previous cases, see [43]. Hence, for practice, checking the sufficient condition of
non-singularity can be done by ensuring that there exists no set E ⊆ X × Y × Z
such that PXY |Z(E) = 0 while PY |Z(Ea) = 0 for Eb = {(x, z) : (x, b, z) ∈ E} and
Ea = {(y, z) : (a, y, z) ∈ E}, see [42, 199].

(A2): Assumption (A2) is satisfied whenever the distribution of PXY Z is (i) (finitely)
discrete, (ii) continuous, (iii) some dimensions are (countably) discrete and some are con-
tinuous, and (iv) a mixture of the previous cases, which covers most real-world data [43].
This mild assumption simplifies the application of mCMIkNN in practice. In contrast,
stronger assumptions such as lower bounds on corresponding probabilities for discrete
points, see [3, 78], or further smoothness assumptions for continuous variables, see [198, 7],
allow examining tighter bounds on type I and II error control for the finite case.

(A3): The kNN-parameter kCMI can be seen as the lower bound of a locally data-
adaptive “bandwidth” parameter used in the local kNN-based estimation of the Shannon
entropies, see [148]. In contrast to global bandwidths of kernel-based measures, which
require a careful adjustment, particularly in mixed discrete-continuous data, kCMI is
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locally adapted within the density estimation for each sample point (see Algorithm 1
and Algorithm 2) providing easier calibration of the CI test.

In this context, kCMI can be chosen given the data characteristic8. In particular, higher
ratios of discrete variables require smaller values of kCMI . Overall, kCMI can be increased
for increasing n, e.g., using Runge’s rule of thumb kCMI ≈ 0.1n, . . . , 0.2n, particularly for
low discrete variable ratios, see [148]. For more information, see the detailed evaluation
results on mCMIkNN’s calibration in Section 9.2 on page 105.

Therefore, although (A3) requires kCMI → ∞ for n → ∞, needed to receive asymp-
totic results, small values of kCMI already suffice to approximate the densities well. In
particular, the experimental results for n ∈ {50, . . . , 1 000} provided in Section 9.2 indi-
cate that fixing the value to kCMI = 25 yields well-calibrated tests while not affecting
power much for the finite case.

(A4): The kNN-parameter kperm is used to simulate the null distribution as local
permutations are drawn within the kperm-nearest distance regarding the neighborhood
of Z = z. Therefore, kperm should be chosen given the data characteristics similar to
kperm. For more information, see the detailed evaluation results on mCMIkNN’s calibration
in Section 9.2 on page 105.

In this context, too large values of kperm (or even a fully non-local permutation with
kperm ≈ n) destroy the conditional marginal distributions under H0, hence, increase type
I errors, and too small values of kperm are not sufficient to simulate H0 given H1 accu-
rately, hence, increase type II errors8.
In our experimental results for n ∈ {50, . . . , 1 000} provided in Section 9.2, we find that
small values of kperm ≈ 5 already suffice to simulate the null distribution reliably, as the
local data-adaptiveness yields robustness.

Second, we consider the local CP parameter Mperm and examine mCMIkNN’s compu-
tational complexity in more detail.

Mperm: As commonly done for permutation tests, the number of permutationsMperm

used for the mCMIkNN (see Algorithm 2) is chosen according to the desired nominal value α
and respective requirements on the derived p-value pperm,n. Further, note that according
to Theorem 2, the power 1−β is naturally bounded by 1− 1

1+Mperm
. For example, choos-

ingMperm = 100 allows for the smallest possible p-value of approx. 0.099 and bounds the
power to be smaller than approx. 0.901. Hence, Mperm = 100 provides a good starting
point given a nominal value α = 0.05 and may be increased to receive more power or to
examine smaller nominal values. For example, we choose Mperm = 1000 for all experi-
ments with α = 0.01, see CI testing in Section 9.2 and Section 9.3, and Mperm = 100 for
all experiments with α = 0.05, see causal discovery in Section 9.5. For more information
on the choice of Mperm, we refer to [38, 137].

Computational Complexity: The main computational cost of mCMIkNN comes from
the kNN searches in Algorithm 1 and Algorithm 2, which is O(n2) in the worst case. To
speed up the searches, mCMIkNN uses k-d-trees, reducing the computational complexity to
O(n × log(n)) when searching over all n samples. For a detailed evaluation of runtimes
and a discussion on execution strategies, see Section 9.4 on page 112.

8 For more details on the impact of kCMI and kperm, we refer to the illustrative examples
covering the continuous case provided by Runge [148].
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Empirical Evaluation

In this chapter, we consider the mixed additive noise model (MANM) (Section 9.1) to
synthetically examine mCMIkNN’s robustness (Section 9.2). Further, we compare mCMIkNN’s
empirical performance against state-of-the-art competitors regarding CI decisions (Sec-
tion 9.3) and their runtimes (Section 9.4), where we sketch parallel execution strategies
to speed up mCMIkNN, too. Finally, we evaluate the CI tests’ accuracy when used in
constraint-based causal discovery (Section 9.5).

Contribution: Parts of this chapter have previously been published in the paper [69].
The thesis author developed the evaluation concepts, conducted the experiments, and pre-
pared the original draft. The implementation of the experiments was joint work with
Christopher Hagedorn, who also supported the implementation of mCMIkNN. The coau-
thors improved the paper’s material and its presentation.

9.1 Synthetic Data Generation using the MANM

In this section, we describe how the mixed additive noise model (MANM) is used to
simulate the synthetic data according to conditional independence (CI) characteristics
or causal structures (Section 9.1.1) and present the respective parameters of MANM-CS

used for the sampling process (Section 9.1.2).

9.1.1 Modeling Conditional Independence and Causal Structures

As recommended by Huegle et al. [67] (see Chapter 4 on page 43), we consider the mixed
additive noise model (MANM) for evaluating approaches for CI testing and constraint-
based causal discovery from mixed discrete-continuous data.

In particular, for all X ∈ V, let X be generated from its J discrete parents Pdis(X) ⊆
V \ X, where J := #Pdis(X), its K continuous parents Pcon(X) ⊆ V \ X, where
K := #Pcon(X), and an independent noise term NX according to

X =
1

J

∑
j=1,...,J

fj(Zj) +

 ∑
k=1,...,K

fk(Zk)

 mod dX +NX . (9.1)

We restrict our attention to the cyclic model, where the domain of a discrete variable
is the modulo ring Z/dXZ to restrict the support of discrete variables, i.e., X can take
values from {0, . . . , dX − 1}. Moreover, the independent noise variable NX either is a
continuous distributed random variable, i.e., NX ∼ N (0, 1), or discrete distributed over
Z/dXZ with P(NX = 0) ≥ P(NX = l) for all l ∈ {0, . . . , dX − 1} if X is continuous
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or discrete, respectively. Therefore, fj : Z/djZ → Z/dXZ and fk : R→ Z/dXZ if X is
discrete, or fj : Z/djZ→R and fk : R→R if X is continuous. In particular, functions
fj : R→Z/dXZ assign a probability to each realization within the support {0, . . . , dX−1}
of X using a softmax function while fk, : R→R is a continuous function.

Note that we scale the parents’ signals, see Eq. (9.1), to reduce the noise for subsequent
variables which avoids high varsortability [143], and max-min normalize all continuous
variables of the dataset.

Hence, by construction (A1) and (A2) hold true for all combinations of X,Y ∈ V
and Z ⊆ V \ {X,Y }. For more information on MANMs, see Chapter 4 (page 43).

9.1.2 Parameters of MANM-CS

In Table 9.1, we describe the parameters and their values used to generate synthetic data
with the MANM-CS library.

For the first four experiments, i.e., calibration (Section 9.2.1), robustness (Sec-
tion 9.2.2), CI testing (Section 9.3), and runtime comparison (Section 9.4) a directed
acyclic graph (DAG) is generated according to X ⊥⊥ Y | Z or X ⊥̸⊥ Y |Z and the mixed
additive noise model (MANM) is sampled according to the parameters at the top. Hence,
we generate CGMs that either directly induce CI characteristics between variables X and
Y conditioned on Z = {Z1, . . . , ZdZ

}, dZ between 1 and 7 (see Section 9.2 - 9.4). More-
over, we consider different ratios of discrete variables between 0 and 1. We restrict our
attention to the cyclic model with dX , dY , and dZi

∈ {2, 3, 4} for discrete X,Y , and Zi,
i = 1, . . . , dZ , and continuous functions that are equally drawn from {id(·), (·)2, cos(·)}.
Hence, the n observational samples drawn from the respective CGMs allow for a com-
prehensive empirical evaluation of the CI tests’ accuracy.

For the experimental evaluation of causal discovery (Section 9.5), the parameters at
the bottom are used to generate the structure of the DAGs, too.

Table 9.1: Parameters of MANM-CS used for synthetic data generation. For CI test
experiments, we use appropriate DAGs that directly induce X ⊥⊥ Y | Z or X ⊥̸⊥ Y |Z
and generate a CGM according to the parameters at the top. For the causal discovery,
the parameters at the bottom are used to generate the structure of the DAGs, too.

Parameter Description Values

ratio of discrete variables {0.0, 0.25, 0.5, 0.75, 1.0}
range for discrete classes {2, 3, 4}

discrete signal to noise ratio {0.85}
continuous functions with sample probabilities {( 1

3
, id(·)), ( 1

3
, (·)2), ( 1

3
, cos(·))}

standard deviation of continuous Gaussian noise {1.0}
scale parents {1}

number of samples {50, 100, 250, 500, 1 000}
variables scaling {normal}

number of variables N {10, 20, 30}
edge density of the CGMs {0.1, 0.2, 0.3, 0.4}
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9.2 Calibration and Robustness of mCMIkNN

In this section, we provide recommendations for calibrating mCMIkNN (Section 9.2.1) and
show its robustness, i.e., the ability to control type I and II errors in the finite case
(Section 9.2.2).

9.2.1 Calibration of mCMIkNN

To receive a recommendation for calibrating mCMIkNN, we evaluate the accuracy of CI
decisions for different combinations of kCMI and kperm.

Therefore, we restrict our attention to two simple DAGs G with variables V = {X,Y,
Z1, ..., ZdZ

}, where first, X and Y have common parents Z = {Z1, ..., ZdZ
} in G, i.e.,

H0 : X ⊥⊥ Y |Z, and second, there exists an additional edge connecting X and Y in
G, i.e., H1 : X ⊥̸⊥ Y |Z, see Section 9.1.1. Accordingly, we generate the data using the
MANM model with parameters described in Section 9.1.2.

To get a balanced view on the accuracy of mCMIkNN’s CI decisions, we compare the
area under the receiver operating curve (ROC AUC) given varying parameters kCMI

and kperm. In Table 9.2, we present a detailed comparison of the ROC AUCs for differ-
ent combinations of kCMI ∈ {5, 25, 100, 200} and kperm ∈ {5, 25, 100, 200} with sample
sizes ranging from 50 to 1 000. Note that we consider α = 0.05 and set Mperm = 100,
which provides a good starting point (see Section 8.4.5). Further, Table 9.3 (on page 106)
presents the type I and type II errors for the same set of CI decisions used in Table 9.2.

Table 9.2: ROC AUC scores (higher better) for different combinations of kCMI ,
kperm, and samples n with fixedMperm=100 and α = 0.05 derived from CI decisions
over multiple settings, e.g., sampled with a varying dimension of Z, dZ ∈ {1, 3, 5, 7},
continuous functions, or discrete variable ratios (for the corresponding parameters
of MANM-CS, see Table 9.1).

ROC AUC Scores

samples n
kCMI

kperm
5 25 100 200

50
5 0.58 0.58 - -
25 0.56 0.55 - -

100
5 0.64 0.64 - -
25 0.64 0.64 - -

250

5 0.72 0.72 0.72 0.72
25 0.73 0.73 0.73 0.73
100 0.66 0.65 0.64 0.64
200 0.55 0.54 0.53 0.53

500

5 0.77 0.77 0.77 0.77
25 0.77 0.76 0.76 0.76
100 0.73 0.71 0.71 0.7
200 0.67 0.66 0.65 0.65

1 000

5 0.8 0.8 0.8 0.8
25 0.81 0.8 0.8 0.8
100 0.77 0.75 0.74 0.74
200 0.73 0.71 0.7 0.69



106 9 Empirical Evaluation

Table 9.3: Type I (top) and type II (bottom) error rates (smaller better) for different
combinations of kCMI , kperm, and samples n with fixedMperm=100 derived from CI
decisions (α = 0.05) over multiple settings, e.g., sampled with a varying dimension
of Z, dZ ∈ {1, 3, 5, 7}, continuous functions, or discrete variable ratios (for the
corresponding parameters of MANM-CS, see Table 9.1).

Type I Error Rates

samples
n kCMI

kperm
5 25 100 200

50
5 0.06 0.06 - -
25 0.04 0.06 - -

100
5 0.05 0.06 - -
25 0.05 0.06 - -

250

5 0.07 0.07 0.07 0.07
25 0.07 0.08 0.09 0.09
100 0.06 0.08 0.09 0.09
200 0.04 0.07 0.09 0.09

500

5 0.07 0.07 0.07 0.07
25 0.08 0.11 0.11 0.12
100 0.08 0.11 0.12 0.13
200 0.07 0.1 0.12 0.11

1 000

5 0.08 0.08 0.09 0.08
25 0.12 0.15 0.15 0.15
100 0.12 0.17 0.18 0.19
200 0.1 0.15 0.18 0.18

Type II Error Rates

samples
n kCMI

kperm
5 25 100 200

50
5 0.78 0.78 - -
25 0.84 0.84 - -

100
5 0.66 0.66 - -
25 0.67 0.66 - -

250

5 0.49 0.49 0.5 0.49
25 0.47 0.46 0.46 0.46
100 0.63 0.62 0.62 0.62
200 0.86 0.85 0.85 0.85

500

5 0.39 0.38 0.38 0.38
25 0.37 0.37 0.37 0.37
100 0.47 0.46 0.46 0.46
200 0.58 0.58 0.58 0.58

1 000

5 0.31 0.31 0.31 0.31
25 0.26 0.26 0.26 0.26
100 0.34 0.34 0.34 0.34
200 0.43 0.43 0.44 0.43
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For kCMI , the detailed evaluation shows that small values of kCMI , e.g., kCMI ≤ 25,
are sufficient to estimate the true CMI value achieving appropriate accuracy (see Ta-
ble 9.3), i.e., yield higher ROC AUCs for all sample sizes n and kperm (see Table 9.2).
This is in line with the results of [117]. Note that for a significantly large number of
samples, a common rule-of-thump of kCMI ≈ 0.1n, . . . , 0.2n, e.g., see [148]. As the run-
time of mCMIkNN increases loglinear with kCMI , fixing kCMI to small values keeps the
experimental evaluation practical without affecting the power much.

For kperm, the ROC AUCs marginally decrease with larger values of kperm (see Ta-
ble 9.2), such that small values already suffice to simulate the null distribution reliably
(see Table 9.3), which is in line with results from [148]. Hence, our experimental eval-
uation indicates that the power of mCMIkNN is relatively robust regarding the choice of
kperm (of course, as long as kperm < n). In this context, note that the runtime is only
marginally affected by kperm.

Hence, the experimental results indicate that fixing the values to kCMI = 25 and
kperm = 5 yields well-calibrated CI tests while not affecting accuracy much for the finite
case. For more information on the parameters kCMI and kperm, see Section 8.4.5 on page
100 or see the illustrative examples covering the continuous case provided by Runge [148].

9.2.2 Robustness of mCMIkNN: Type I and II Error Control

We evaluate mCMIkNN’s robustness regarding validity and power in the finite case by exam-
ining the type I and II error rates as depicted in Fig. 9.1 (on page 108). Therefore, we again
restrict our attention to the two simple CGMs G with variables V = {X,Y, Z1, ..., ZdZ

},
where first, H0 : X ⊥⊥ Y |Z, and second, H1 : X ⊥̸⊥ Y |Z for Z = {Z1, ..., ZdZ

} holds true.

We see that mCMIkNN can control type I errors for all discrete variable ratios dvr
(Fig. 9.1 vertical) and sizes of the conditioning set dZ (Fig. 9.1 horizontal). Moreover,
for an increasing number of samples n, the type II error rates decrease (Fig. 9.1 in
each subplot), hence, mCMIkNN achieves non-trivial power, particularly for small sizes of
the conditioning sets dZ . In this context, higher type II errors in the case of higher di-
mensions dZ point out that mCMIkNN suffers from the curse of dimensionality, see the
dimensionality-biasedness of În(X;Y |Z) for increasing dZ as shown in Corollary 3 on
page 91.

In summary, the empirical results are in line with the theoretical results on the asymp-
totic type I and II error control, see Theorem 1 on page 93 and Theorem 2 on page 97.
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Fig. 9.1: Type I and II error rates of mCMIkNN (smaller better) given varying
sample sizes n, each subplot illustrates one combination of a dimension of Z,
i.e., dZ ∈ {1, 3, 5, 7} (left to right), and a distinct discrete variable ratio dvr ∈
{0.0, 0.25, 0.5, 0.75, 1.0} (top to bottom).

9.3 Conditional Independence Testing

In this section, we examine mCMIkNN’s empirical performance compared to state-of-the-art
CI tests valid for mixed discrete-continuous data.

In particular, we chose the following CI tests and implementations:

mCMIkNN our kNN-based CI using CMI and the local permutation scheme;

CG a likelihood ratio test assuming conditional Gaussianity [2] implemented as
function mixCItest in the R package micd [39];

KCIT the well-known kernel-based CI test from Zhang et al. [195];
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discχ2 a discretization-based approach, where we discretize continuous variables
using Ckmeans.1d.dp from the same-named R package [184] (using BIC to
choose an appropriate number of clusters k ∈ {4, ..., 9}), before applying
Pearson’s χ2 test from the R package pcalg [75];

aHistχ2 a non-parametric CI test, where CMI is estimated based upon adaptive his-
tograms [112] and a CI test is derived via a pseudo-p-value using a χ2 cor-
rection coded for α = 0.01 (see CMIp.Chisq95 [112])9.

In the following experiments, we again consider the two CGMs used for the calibration
in Section 9.2.2 and examine the respective ROC AUC scores (Section 9.3.1) and type I
and II errors (Section 9.3.2) of 20 000 CI decisions for α = 0.01.

9.3.1 ROC AUC Scores of CI Decisions

In Fig. 9.2, we compare the CI tests’ area under the receiver operating curve (ROC AUC)
for various sample sizes n (top left), sizes of the conditioning set dZ (top right), and ratios
of discrete variables dvr (bottom).
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Fig. 9.2: ROC AUC scores (higher better) of 20 000 CI decisions of the CI tests
mCMIkNN, CG, KCIT, discχ2, and aHistχ2 with varying sample sizes n (top left), sizes
of discrete domains dZ (top right), and ratios of discrete variables dvr (bottom)9.

9 Note that runs of aHistχ2 are limited to an execution time of 10 minutes and approx. 4 900
out of 20 000 runs for the CI experiment did not complete in time. Further, the implementation
does not cover dvr = 1.0. Therefore, its long execution time and the restriction to non-discrete
data do not allow for usage in constraint-based causal discovery. Hence, aHistχ2 is excluded
in the respective experiment.
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While the ROC AUC scores of all CI tests increase as n grows (Fig. 9.2 top left),
mCMIkNN outperforms all competitors, particularly for small sizes, e.g., n ≤ 500. With
increasing sample sizes, the performance of KCIT catches up to ROC AUC scores of
mCMIkNN, e.g., for n = 1000.

For an increasing size of the conditioning sets dZ (Fig. 9.2 top right), we observe that
all methods suffer from the curse of dimensionality. At the same time, mCMIkNN achieves
higher ROC AUC scores than the competitors.

Moreover, mCMIkNN achieves the highest ROC AUC independent of the ratio of dis-
crete variables dvr (Fig. 9.2 bottom), only beaten by KCIT for some dvr’s.

Hence, mCMIkNN achieves the overall best ROC AUC scores, particularly for small
sample sizes, only beaten by KCIT for high dimensional settings or given primarily con-
tinuous distributed variables.

9.3.2 Type I and II Errors of CI Decisions

To receive a more detailed evaluation of the CI tests’ statistical validity and power, we
directly compare the CI tests’ type I and type II error rates.

In particular, we compare the CI tests’ type I errors (Fig. 9.3) and type II errors
(Fig. 9.4) concerning various sample sizes (top left), different sizes of conditioning sets
dZ (top right), and different ratios of discrete variables dvr (bottom).

To achieve statistical validity, type I error rates should be close to the required nominal
value α = 0.01, see Theorem 1 on page 93. As depicted in Fig. 9.3, statistical validity
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Fig. 9.3: Type I error rate (smaller better) of 20 000 CI decisions of the CI tests
mCMIkNN, CG, KCIT, discχ2, and aHistχ2 with varying sample sizes n (top left), sizes
of discrete domains dZ (top right), and ratios of discrete variables dvr (bottom)9.
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for all settings can only achieved by mCMIkNN, while all other CI tests struggle with their
well-known weaknesses regarding the curse of dimensionality or inadequate assumptions.

For example, aHistχ2 suffers strongly from the curse of dimensionality (Fig. 9.3 top
right), which yields weaknesses in type I error control when examining the aggregated
view for increasing number of samples (Fig. 9.3 top left). Further, for a low discrete vari-
able ratio (Fig. 9.3 bottom), CG has high type I error rates as the linearity assumption
of the conditional Gaussianity is not fulfilled in the continuous case. Similarly, for low
discrete variable ratios (Fig. 9.3 bottom), type I error rates of KCIT are low as kernel-
based methods demonstrate their strength in nonlinear continuous data but increase for
increasing ratios of discrete variables.

As depicted in Fig. 9.4, the type II error rates align with the ROC AUC scores of
Fig. 9.2. In particular, type II error rates of all CI tests decrease as n grows (Fig. 9.4 top
left) with the well-known weaknesses regarding the curse of dimensionality (Fig. 9.4 top
right) and inadequate assumptions (Fig. 9.4 bottom).

Concerning an increasing size of the conditioning sets dZ (Fig. 9.4 top right), we
observe that all methods suffer from the curse of dimensionality, while KCIT, directly
followed by mCMIkNN, can control type II errors for higher dimensions of conditioning sets
dZ . In this context, aHistχ2 and discχ2 suffer strongly from the curse of dimensional-
ity as adaptive histogram-based and discretization-based approaches require much more
sample sizes to achieve an appropriate power (Fig. 9.4 top).

For varying ratios of discrete variables dvr (Fig. 9.4 bottom), we observe that mCMIkNN
and KCIT achieve stable and low type II errors for all dvr. In this context, for the re-
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Fig. 9.4: Type II error rate (smaller better) of 20 000 CI decisions of the CI tests
mCMIkNN, CG, KCIT, discχ2, and aHistχ2 with varying sample sizes n (top left), sizes
of discrete domains dZ (top right), and ratios of discrete variables dvr (bottom)9.
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stricted number of samples n ≤ 1 000, discχ2 and aHistχ2 suffer from the curse of
dimensionality, which yields high type II error rates. For the continuous case, the linear-
ity assumption of CG approximately covers some dependencies such that it achieves lower
type II error rates. In contrast, for the discrete case, CG suffers from the combination of
high degrees of freedom in combination with low sample sizes (similar to discχ2 and
aHistχ2), in particular for high dZ which yields high type II error rates.

In summary, mCMIkNN achieves statistical validity, i.e., robustness regarding type I
errors, and power, i.e., robustness regarding type II errors, even for low sample sizes,
which supplements the theoretically derived asymptotic results of Theorem 1 (page 93)
and Theorem 2 (page 97), respectively.

9.4 Runtime Comparison

Lastly, we compare the mean runtimes of the different methods for CI testing over 2 400
CI decisions. In this context, we restrict the runtime measurements to the execution
of the CI tests, i.e., omitting any data preparation, such as discretization in the case of
discχ2. Furthermore, we performed each CI test single-threaded on a server system with
an Intel® Xeon® E7-4850 v4 CPU. Moreover, due to the long runtime of aHistχ2, we
limit the execution time to 600 seconds. In particular, we compare the runtimes for vary-
ing sample sizes n, dimensions of the conditioning set dZ , and discrete variables ratios
dvr in Table 9.4, Table 9.5, and Table 9.6, respectively.

Examining the CI tests’ runtimes for increasing sample sizes n (see Table 9.4) shows
expected behavior according to the methods’ general computational complexity. For ex-
ample, CG and discχ2 achieve the fastest runtimes with fractions of seconds, even for
a high number of samples10. The adaptive histogram-based aHistχ2 suffers the longest
runtimes for all sample sizes, which is also due to the curse of dimensionality yielding
a worse performance for high-dimensional conditioning sets (see Table 9.5). While KCIT

achieves a fast execution for small sample sizes, its cubic complexity yields long runtimes
for high sample sizes. In contrast, mCMIkNN’s log-linear complexity achieves a reasonable
performance for small sample sizes and outperforms KCIT for sample sizes n ≥ 2 000.

Table 9.4: Mean runtimes in seconds (smaller better) of 2 400 CI decisions of
mCMIkNN (Mperm = 100), CG, KCIT, discχ2, and aHistχ2 for an increasing num-
ber of samples n ∈ {50, 100, 250, 500, 1 000, 2 000} (each of which covers differ-
ent sizes of conditioning sets dZ ∈ {1, 3, 5, 7} and discrete variables ratios dvr ∈
{0.0, 0.25, 0.5, 0.75, 1.0}).

Method
n

50 100 250 500 1 000 2 000

mCMIkNN 0.411 0.914 2.929 7.713 20.995 58.109
CG 0.029 0.044 0.077 0.115 0.173 0.274

KCIT 0.014 0.035 0.255 1.648 12.114 102.012
discχ2 0.001 0.001 0.001 0.001 0.001 0.001
aHistχ2 119.327 165.654 179.724 180.526 178.684 201.159

10 Note that discχ2 requires the discretization of continuous variables, which is excluded in all
runtime measurements.
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Table 9.5: Mean runtimes in seconds (smaller better) of 2 400 CI decisions
of mCMIkNN (Mperm = 100), CG, KCIT, discχ2, and aHistχ2 for increasing
sizes conditioning sets dZ ∈ {1, 3, 5, 7} (each of which covering different sam-
ple sizes n ∈ {50, 100, 250, 500, 1 000, 2 000} and discrete variables ratios dvr ∈
{0.0, 0.25, 0.5, 0.75, 1.0}).

Method
dZ

1 3 5 7

mCMIkNN 7.849 9.887 17.474 25.505
CG 0.006 0.032 0.144 0.292

KCIT 19.425 19.249 19.313 19.397
discχ2 0.001 0.001 0.001 0.002
aHistχ2 2.214 62.267 307.724 311.178

Regarding an increase of the dimensionality of the conditioning set dZ (see Table 9.5),
the runtimes indicate that aHistχ2 struggles strongly in high-dimensional settings. Simi-
larly, but to a lesser extent, the runtimes of CG and mCMIkNN increase with the conditioning
sets’ size. In contrast, discχ2 and KCIT achieve stable runtimes for all dimensions10.

For varying discrete variables ratios dvr (see Table 9.6), discχ2 and KCIT achieve
stable runtimes for all settings, too10. In contrast, the runtimes of mCMIkNN and CG in-
crease for increasing discrete variables ratios, and aHistχ2 struggles in mixed cases with
dvr ∈ {0.25, 0.5, 0.75}. In the case of mCMIkNN, the poorer performance for higher discrete
variable ratios dvr is caused by the use of k-d trees when computing the kNN, as k-d
trees are less efficient for discrete data, compared to continuous data.

Note that the permutation scheme of mCMIkNN is well suited for parallel execution
strategies to speed up the computation. In particular, the computational expensive
Mperm permutations in Algorithm 2 (on page 93) can be embarrassingly parallelized, e.g.,
see [148]. Further, recent research on hardware acceleration has shown that kNN-based
CI tests can be efficiently executed on GPUs, particularly when used in constraint-based
causal discovery [55]. For a comprehensive examination of GPU-accelerated constraint-
based causal discovery, we refer to the doctoral thesis of Christopher Hagedorn [51].

Table 9.6: Mean runtimes in seconds (smaller better) of 2 400 CI decisions of
mCMIkNN (Mperm = 100), CG, KCIT, discχ2, and aHistχ2 for increasing dis-
crete variables ratios dvr ∈ {0.0, 0.25, 0.5, 0.75, 1.0} (each of which covering dif-
ferent sample sizes n ∈ {50, 100, 250, 500, 1 000, 2000} and sizes of conditioning sets
dZ ∈ {1, 3, 5, 7}).

Method
dvr

0.0 0.25 0.5 0.75 1.0

mCMIkNN 12.554 11.677 13.067 17.938 20.656
CG 0.002 0.02 0.091 0.291 0.189

KCIT 19.615 19.33 19.257 19.379 19.151
discχ2 0.001 0.001 0.001 0.001 0.002
aHistχ2 21.506 138.145 181.078 328.064 185.435
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9.5 Causal Discovery

In this section, we evaluate how the accuracy of the considered CI tests affects the
consistency of constraint-based causal discovery. Therefore, we use the CI tests in the PC-
stable algorithm [20] to estimate the CPDAG GCPDAG of the DAG G on data generated
according to Section 9.1 on page 103. In particular, we evaluate F1 (Section 9.5.1) and
ROC AUC scores (Section 9.5.2).

Note that we excluded aHistχ2 in the evaluation of causal discovery as its long
execution time and restricted implementation to non-discrete data do not allow for usage
in constraint-based causal discovery.

9.5.1 F1 Scores of Causal Structures

In Fig. 9.5, we examine the F1 scores [16] of erroneously detected edges in the skeletons
of ĜCPDAG,n(0.05) estimated with PC-stable using the respective CI tests in comparison
to the true skeleton of G. In this context, we choose α = 0.05, which takes the more
complex CI characteristics present in causal discovery (e.g., confounders, colliders, paths)
into account, such that Mperm = 100 is a sufficient choice for mCMIkNN.

While F1 grows for all methods as n increases, mCMIkNN outperforms the competitors
(Fig. 9.5 top left). Further, mCMIkNN achieves the highest F1 scores for high discrete
variables ratios (Fig. 9.5 top right). Note that discχ2 achieves high F1 scores due to the
sparsity of samples CGMs, which yields low conditioning sizes, where discχ2 has small
type I error rates (see Fig. 9.3 top right) and is still able to control type II errors (see

50 100 250 500 1000
sample sizes n

0.0

0.2

0.4

0.6

0.8

1.0

F1
 sc

or
e

0.0 0.25 0.5 0.75 1.0
ratio of discrete variables dvr

0.1 0.2 0.3 0.4
density of the CGM

mCMIkNN CG KCIT disc 2

10 20 30
number of variables N

50 100 250 500 1000
sample sizes n

0.0

0.2

0.4

0.6

0.8

1.0

F1
 sc

or
e

0.0 0.25 0.5 0.75 1.0
ratio of discrete variables dvr

0.1 0.2 0.3 0.4
density of the CGM

mCMIkNN CG KCIT disc 2

10 20 30
number of variables N

50 100 250 500 1000
sample sizes n

0.0

0.2

0.4

0.6

0.8

1.0

F1
 sc

or
e

0.0 0.25 0.5 0.75 1.0
ratio of discrete variables dvr

0.1 0.2 0.3 0.4
density of the CGM

mCMIkNN CG KCIT disc 2

10 20 30
number of variables N

0.0

0.2

0.4

0.6

0.8

1.0

F1
 sc

or
e

Fig. 9.5: F1 scores (higher better) of PC-stable with CI tests mCMIkNN, CG, KCIT,
and discχ2 computed over 3 000 CGMs for varying the sample sizes n (top left),
discrete variable ratios (top right), densities of CGMs (bottom left), and numbers
of variables (bottom right).
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Fig. 9.4 top right). In this context, note that F1 scores are balanced towards type I error
rates which are crucial in causal discovery. Particularly as the considered directed acyclic
graph (DAG) are sparse, i.e., have a relatively small number of edges compared to the
set of possible edges (which is NN−2). In this case, the number of possible type I errors
exceeds the number of possible type II errors. Hence, the rates should be considered
imbalanced with a focus on type I error rates. Further, constraint-based causal discovery
starts with a fully connected graph and iteratively deletes edges with increasing size of
conditioning sets for each level dZ according to adjacent nodes. Hence, type I errors are
carried on to higher levels dZ , while type II errors are more balanced as for increasing
dZ more edges are deleted due to the curse of dimensionality. Further, constraint-based
causal discovery requires higher sample sizes for consistency due to the multiple testing
problem [44, 168].

All methods suffer from the curse of dimensionality, i.e., a decreasing F1 score for
increasing densities (Fig. 9.5 bottom left) and numbers of variables (Fig. 9.5 bottom
right) which yields larger conditioning sizes dZ .

9.5.2 ROC AUC Scores of Causal Structures

To provide a complete examination, we also present the ROC AUC scores of wrongly
detected edges in the skeletons of ĜCPDAG,n(0.05) estimated with PC-stable using the
respective CI tests in comparison to the true skeleton of G. Examining type I and type II
errors more balanced using ROC AUC scores (Fig. 9.6) shows no noteworthy differences.
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Fig. 9.6: ROC AUC scores (higher better) of PC-stable using CI tests mCMIkNN,
CG, KCIT, and discχ2 computed over 3 000 CGMs for varying the sample sizes n
(top left), discrete variable ratios (top right), densities of CGMs (bottom left), and
numbers of variables (bottom right).
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Application Scenario in Discrete Manufacturing

In this chapter, we introduce the real-world industrial manufacturing scenario and demon-
strate that mCMIkNN outperforms commonly used discretization-based approaches for
constraint-based causal discovery in practice. In particular, we motivate the use-case
and sketch further challenges (Section 10.1). Further, we describe the simplified manu-
facturing scenario and an empirical evaluation of mCMIkNN-based causal discovery (Sec-
tion 10.2). We complete our real-world scenario with concluding remarks, point out lim-
itations, and discuss future work (Section 10.3).

Contribution: Parts of this chapter have previously been published in the journal pa-
per [69]. The thesis author established the cooperation with the industry partner and
conducted the experimental evaluation supported by Christopher Hagedorn. The applied
methods are based on the thesis author’s theoretical concepts as described in the previous
chapters, and the thesis author prepared the original draft. The coauthors improved the
paper’s material and its presentation.

10.1 Product Quality in Discrete Manufacturing

In this section, we motivate our real-world scenario that has been examined together
with our cooperation partner from discrete manufacturing (Section 10.1.1), provide back-
ground information on the production process (Section 10.1.2), and discuss goals as well
as challenges (Section 10.1.3).

10.1.1 Motivation

Modern discrete manufacturing enterprises face growing demands for increased product
quality, diversified products that collide with shortened product life-cycles, reduced costs,
and global competition [97]. In this context, production quality performance during the
machinery production process is of fundamental relevance [15, 176]. Therefore, enhanc-
ing productivity and effective quality improvement can be instrumental in increasing an
enterprise’s competitive power [119]. Moreover, the machinery’s configurations have a
profound impact on the performance of the manufacturing system in terms of productiv-
ity, product quality, capacity, scalability, and costs [81]. Therefore, understanding causal
structures between machinery configurations, product characteristics, and the respective
product quality are essential for enhancing the productivity of the manufacturing pro-
cess [1]. On the other hand, understanding causal structures in the industrial domain
usually relies on domain knowledge and intuition as industrial manufacturing processes
become more complex, with sometimes hundreds of possible factors [108]. In this con-
text, the emergence of methods for causal discovery creates the basis for attempts of a
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data-driven assessment of the causal structures from observational data of manufacturing
processes, e.g., see [54, 70, 108].

For more information and related work on causal discovery for root cause analy-
sis (RCA) in discrete manufacturing, we refer to the comprehensive examination in
Chapter 5 on page 57.

10.1.2 Background on the Machinery Production Process

A typical machinery production process can be schematically divided into the configura-
tion phase and the production phase as sketched in Fig. 10.1.

While the production process is highly automated, the configuration phase requires
substantial human participation as the machinery technician has to configure the ma-
chinery settings. In particular, the machinery has to be properly configured to ensure
a minimum of rejected goods that do not meet required quality targets. Therefore, the
technician aims to start the machinery production process in the configuration phase to
obtain the quality targets through an iterative adaption of possible machinery configu-
ration settings such as speed. In this context, all products that do not meet the quality
targets are rejected. In case quality standards are met, machinery configurations Scon,
achieved quality results Qcon, and the number of rejected goods Rcon within the config-
uration phase are logged. Then, the discrete production process enters the production
phase with a high throughput of produced products over several units of similar design
using the derived machinery configurations. Finally, the number of rejected goods within
the production phase Rprod is logged, too.
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Fig. 10.1: A schematic overview of a machinery production process, where machin-
ery configurations, e.g., speed Scon, are adapted within the configuration phase to
obtain the required quality target for a quality measurement Qcon avoiding rejected
goods Rcon. This configuration aims to reduce the number of rejected goods Rprod

within a high throughput production phase over several units U .
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10.1.3 Goal and Challenges

As causal structural knowledge serves as the basis for data-driven decision support, e.g.,
see [54, 70, 108], we aim to estimate the underlying causal structures of the above-
described discrete manufacturing process. In practice, we face the following well-known
challenges that have previously been introduced in Section 5.1.2 on page 58, too.

• Challenge I (High-Dimensionality): A machine logs its configuration parameters, in-
ternal state based on sensor readings, and error messages during production. Thus,
the machinery raw data contains millions of entries with several thousand different
types, resulting in high-dimensional data. High-dimensional data leads to long exe-
cution times, hindering the application of causal discovery in practice [89]. Further,
it increases the potential for statistical error [104].;

• Challenge II (Semi-Structured Raw Data): The data is recorded at different time in-
tervals and may be stored in a semi-structured log format. Hence, the semi-structured
machinery raw data needs to be preprocessed [188] before the application of causal
discovery to extract the independent and identically distributed (i.i.d) observational
samples [172].

• Challenge III (Mixed Discrete-Continuous Data): The machinery raw log data con-
tains a mixture of continuous variables, such as sensor measurements, and dis-
crete variables, such as configuration parameters or error messages such that mixed
discrete-continuous data is common in practice, e.g., see [54, 70].

To allow for a comprehensive real-world example, see Challenge I, we restrict our
attention to the main factors within the production process proposed by domain experts.
In particular, we consider the variables described in the schematic overview in Fig. 10.1.

In this context, the manufacturing of one good in the production phase can be de-
scribed by the variables Qcon, Scon, and Rcon determined in the configuration phase, and
Rprod as well as the locality, i.e., unit U , the good is produced. Further, we apply the
transformation rules proposed introduced in Section 5.4.1 on page 65 and leverage the
knowledge of domain experts to receive sound observational data, see Challenge II [54].

On this basis, we evaluate the accuracy of mCMIkNN in mixed discrete-continuous real-
world data compared to commonly applied discretization-based approaches for causal
discovery, see Challenge III.

10.2 Evaluation of the Discrete Manufacturing Scenario

In this section, we compare the accuracy of mCMIkNN against the commonly used
discretization-based approach of causal discovery to derive the underlying causal struc-
tures of the above-described discrete manufacturing scenario. Therefore, we shortly
provide an overview of the data (Section 10.2.1), the assumed underlying DAG (Sec-
tion 10.2.2), and estimate the CPDAGs from the real-world data (Section 10.2.3).

10.2.1 Observational Data of the Manufacturing Process

In line with the manufacturing process described in Section 10.1, we consider the contin-
uous variables Qcon, Scon, Rcon, and Rprod (which may follow a mixture distribution),
as well as the discrete U . The transformation of the semi-structured log data that has
been proposed in Section 5.4.1 (page 65) yields approximately 1 300 sound samples of the
discrete manufacturing process, each associated with one produced good with thousands
of pieces made in the production phase. In line with all experiments in this part of the
thesis, we max-min normalize continuous variables.
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Fig. 10.3: Real-world data characteristics for
U → Rprod (top) and for Qcon → Rprod (bottom).

10.2.2 Assumed Ground-Truth Causal Structures

With the help of domain experts from our cooperation partner, we define the DAG G
depicted in Fig. 10.2 that serves as ground truth representing the underlying causal
structures of the discrete manufacturing process.

The causal structures arise as follows. Quality measurements Qcon and rejections Rcon

are used for adjustment of the processing speed Scon in the configuration phase with re-
spective edges Qcon → Rcon, Rcon → Scon. Then, for all units U , the high throughput
production process is started according to the configuration. Hence, we assume the fol-
lowing edges hold true Qcon → Rprod, Rcon → Rprod, Scon → Rprod, and U → Rprod.

Our small real-world scenario covers the omnipresent characteristics of mixed discrete-
continuous data in discrete manufacturing, see [54]. For example, as depicted in Fig. 10.3,
our data contains the mixed discrete-continuous relationship U → Rprod (Fig. 10.3 top)
and the non-linear relationship Qcon → Rprod (Fig. 10.3 bottom).

In this context, note that we cannot guarantee causal faithfulness, i.e., there may
exist confounders not considered within our small example.

10.2.3 Evaluation

In line with the experiments on constraint-based causal discovery in Section 9.5 (page
114), we apply the PC-stable algorithm (α = 0.05) to estimate the complete partially
directed acyclic graph (CPDAG) GCPDAG of the true directed acyclic graph (DAG) G.
In this context, we compare mCMIkNN (kperm = 5, kCMI = 25, Mperm = 100) against the
commonly applied discretization-based CI test discχ2. For more information on discχ2

or on the parameters of mCMIkNN, we refer to Section 9.3 or Section 8.4.5, respectively.

As depicted in Fig. 10.4, the CPDAG estimated with PC-stable using mCMIkNN

(Fig. 10.4 right) is closer to the assumed true DAG (Fig. 10.4 left) compared to the
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Fig. 10.4: Assumed true DAG (left) and the estimated CPDAGs using the PC-
stable algorithm with discχ2, F1 = 0.40 (center), and mCMIkNN, F1 = 0.57 (right).

CPDAG estimated with PC-stable using discχ2 (Fig. 10.4 center). The performance dif-
ference is reflected in the F1 scores calculated on the respective skeletons, i.e., F1 = 0.57
for mCMIkNN vs. F1 = 0.4 for discχ2.

Therefore, the empirical results indicating the capabilities of mCMIkNN to capture com-
plex causal mechanisms in mixed discrete-continuous data (see Section 9.3 on page 108)
transfer to real-world data, too.

10.3 Discussion

In this section, we summarize the results of the real-world scenario (Section 10.3.1), and
point out limitations (Section 10.3.2).

10.3.1 Summary

We demonstrated that mCMIkNN captures the complex underlying causal mechanisms
and outperforms the commonly used discretization-based approach for constraint-based
causal discovery in a real-world discrete manufacturing scenario.

10.3.2 Limitations

In this context, note that the accuracy of the estimated CPDAGs is affected by latent
confounding variables not present in the data. In particular, within many cycles with
domain experts, we extended the small scenario to cover other driving factors within
the machinery production process. In this context, a similar behavior was visible within
more complex graphs of up to 50 variables where mCMIkNN outperformed discχ2, too.
Overall, mCMIkNN captured the CI characteristics of the mixed discrete-continuous discrete
manufacturing data compared to discχ2. For a detailed discussion on limitations of
causal discovery in practice, we refer to Section 5.5.2 on page 75. Moreover, for more
information on challenges of causal discovery in practice and constraint-based methods
that allow for latent variables, we refer to [44, 54, 106], and [145, 168, 174], respectively.
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Conclusion of Part II

In this chapter, we close Part II by summarizing our results (Section 11.1), point out
limitations (Section 11.2), and discuss future work (Section 11.3).

Contribution: Parts of this chapter have previously been published in the paper [69].
The thesis author’s detailed contributions are discussed at the beginning of the chapters
Chapter 8, Chapter 9, and Chapter 10, respectively.

11.1 Summary

Recap that this second part of this thesis, Part II, was motivated with the goal of weak-
ening the assumptions of constraint-based causal discovery on the data characteristics
(see Section 2.1 on page 25). In this context, we contributed in a fourfold manner.

• We proposed a kNN-based local CP scheme to derive a non-parametric CI test, called
mCMIkNN, using a kNN-based CMI estimator as a test statistic.

• We provided theoretical results on the CI test’s validity and power. In particular, we
proved that mCMIkNN can control type I and type II errors.

• We showed that mCMIkNN allows for consistent estimation of causal structures when
used in constraint-based causal discovery.

• An extensive evaluation on synthetic and real-world data showed that mCMIkNN out-
performs state-of-the-art competitors, particularly for low sample sizes.

• We showed that mCMIkNN improves the accuracy of causal discovery in a real-world
discrete manufacturing scenario.

In the following, we explain the added value of the above contributions regarding an
improved applicability of methods for causal discovery in practice.

Non-Parametric CI Testing: The development of mCMIkNN as a non-parametric
CI test allows to state mild assumptions on the data characteristics, see (R1).

In particular, in case non-singularity holds, (A1) and (A2) is satisfied whenever
the data distribution is (i) (finitely) discrete, (ii) continuous, (iii) some dimensions are
(countably) discrete and some are continuous, and (iv) a mixture of the previous cases,
which covers most real-world data [43, 112]. Hence, application in practice reduces to
checking the sufficient condition of non-singularity, which can be done by ensuring that
there exists no set E ⊆ X × Y × Z such that PXY |Z(E) = 0 while PY |Z(Ea) = 0 for
Eb = {(x, z) : (x, b, z) ∈ E} and Ea = {(y, z) : (a, y, z) ∈ E}, see [42, 199].

Therefore, mCMIkNN enables causal discovery under mild assumptions, which can be
ensured according to the methods proposed in [42, 199].
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Validtiy and Power: Our asymptotic results on mCMIkNN’s statistical validity (see
Theorem 1 on page 93) and power (see Theorem 2 on page 97) ensure its theoretical cor-
rectness. Furthermore, the asymptotic consistency of mCMIkNN-based causal discovery
(see Theorem 3 on page 98) guarantees the accuracy of the learned CPDAGs for large
sample sizes.

Synthetic and Real-World Evaluation: Our experimental evaluation on synthetic
data supplements our theoretical results, indicating that mCMIkNN is robust regarding
type I and type II errors in the finite case, too. In particular, we showed that mCMIkNN
outperforms state-of-the-art competitors, particularly for low sample sizes. Moreover, we
showed that these results transfer to real-world data, which further demonstrates the
applicability of mCMIkNN in practice.

11.2 Limitations

While the mild assumptions (A1) and (A2) simplify the application of mCMIkNN in prac-
tice, we cannot derive bounds on type I and II error control for the finite case as provided
in [78], but the empirical results showed that mCMIkNN is robust in the finite case, too. Note
that these bounds can be achieved by considering stronger assumptions, such as lower
bounds on corresponding probabilities for discrete points, e.g., see [3, 78], or smoothness
assumptions for continuous variables, e.g., see [7, 198].

Further, the current implementation of mCMIkNN is restricted to metric spaces and,
hence, does not allow for categorical variables. To extend the implementation to categor-
ical variables, an isometric mapping into the metric space can be examined, see [117].

Note that kNN methods are not invariant regarding the scaling of variables, and their
computational complexity yields long runtimes, particularly in large sample sizes. In this
context, our work on hardware acceleration has shown that the runtime of mCMIkNN can
significantly be speeded up using GPUs, see (R2).

As this thesis focuses on assumptions of CI tests that impede the application of
constraint-based causal discovery in practice, see RQ2, we did not encounter violations
of other assumptions necessary for constraint-based causal discovery. For example, we
assume that faithfulness or causal sufficiency holds true. In this context, there is ongoing
research on extensions of constraint-based methods that tackle these challenges to further
improve the accuracy of causal discovery in practice, e.g., see [145, 168, 174] For an
overview of existing methods, we refer to [168, 44, 193].

11.3 Future Work

In future work, we will examine the performance regarding more complex data-generating
mechanisms and mixed data that incorporates categorical variables, too.

We consider parallel execution strategies to speed up the computation, e.g., paral-
lelizing the execution of Mperm permutations in Algorithm 2, e.g., see [148], or using
GPUs [55]. In this context, note that our research on hardware acceleration has shown
that GPUs allow to speed up constraint-based causal discovery that uses a similar CI
test [55] In particular, experiments showed that the runtime is mainly affected by the
number of k-nearest-neighbors within the CMI estimation. Depending on the chosen
number of k, we achieved a speedup up to 352 for a single CI test, which results in
speedup factors for causal discovery of up to 1 000. For more information, we refer to [55]
or see the comprehensive work of Hagedorn [51].
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In the first two parts of this thesis, we provided tooling for causal discovery, see Part I,
and developed a non-parametric CI test, see Part II. In particular, our tooling supports
the evaluation of methods for causal discovery and their applicability in practice tack-
ling RQ1. Further, the mild assumptions of mCMIkNN on data characteristics improve
the accuracy of constraint-based causal discovery in practice tackling RQ2. Although
the presented tools and methods provide a comprehensive toolkit, they require a deep
understanding of the methods and concepts of causal discovery when used in practice.
Therefore, it remains open to demonstrate that causal graphs can be efficiently integrated
into the workflow of a machine operator.

In this closing part, we demonstrate how causal structural knowledge can be inte-
grated into monitoring tools to provide decision support to machine operators. In par-
ticular, we propose to integrate the learned causal structures into existing monitoring
solutions using the example of an automotive body shop assembly line.

Hence, together with Part I and Part II, we achieved a comprehensive examination
of our two research questions such that we close this thesis by recapitulating our contri-
butions regarding RQ1 and RQ2.
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An Automotive Manufacturing Use Case

In this chapter, we demonstrate how causal structural knowledge adds decision support
in a real-world use case from automotive manufacturing. In this context, online monitor-
ing, and failure diagnosis, also under the prism of improving root cause analysis (RCA),
is of great importance (Section 12.1). We showcase how causal graphs can be incorpo-
rated into a monitoring tool to function as a decision support system for an operator of
a modern automotive body shop assembly line and enable fast and effective handling of
failures and quality deviations (Section 12.2).

Contribution: Parts of this chapter have previously been published in the demonstra-
tion paper [70]. The monitoring tool was developed with seven undergraduate students as
part of their final project. Hagedorn and the thesis author, established the cooperation with
the industry partner, developed the monitoring tool’s concept, and guided the implemen-
tation, which was almost entirely handled by the students. Furthermore, the thesis author
worked out the application concepts of causal discovery, ensured the correctness of the
applied mathematical concepts, and prepared the original draft. The coauthors improved
the paper’s material and its presentation.

12.1 Motivation for Causally-Enriched Monitoring Systems

Automotive manufacturing enterprises have to cope with growing demands for increased
product quality, greater product variability, shorter product life cycles, reduced cost, and
global competition [97]. In order to meet these demands, modern car body shop assembly
lines are highly optimized and operative with a minimum of human intervention. Hence,
the occurrence of failures and deviations of quality measurements that require human
intervention are a major cause of unscheduled stoppage of the car body assembly line and
are costly not only in terms of time lost but also in terms of capital destroyed [19]. There-
fore, as depicted in Fig. 12.1, monitoring systems for the operator of an industrial plant
have the intention to cover the current status of the assembly line including the involved
car bodies, and occurring failures to ensure a fast reaction in case of interruptions [197].

In case of an interruption of the production process, the RCA of failures and quality
deviations is usually built upon non-persistent, individual on-site expert knowledge, and
hence troubleshooting relies on the individual knowledge of the staff on shift. For an
exemplary use case that covers the RCA of quality deviations, we refer to our welding
process example that motivated this thesis (Section 1.1 on page 1). Advances of data-
driven machine learning techniques have opened the possibilities to create monitoring
applications that integrate failure diagnosis [1, 102]. Moreover, the emergence of meth-
ods for causal discovery, e.g., see [168, 130], created the basis for attempts of a purely
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Fig. 12.1: Monitoring View depicting the vehicles (dots) within the different pro-
duction cells of the car body shop assembly line.

data-driven assessment of the causal structures from observational data of a manufac-
turing process [95, 108]. For a gentle introduction to causal discovery, also regarding the
simplified welding process, see Section 1.2 on page 3.

While previous work addresses challenges in domain-specific data preprocessing and
examines the quality of the derived causal structures, e.g., see Chapter 5 on page 57, it re-
mains open to demonstrate how the knowledge about causal structures can be leveraged
within the assembly line. Consequently, a demonstration of the possibilities of incorpo-
ration of causal graphs into the assembly lines for monitoring, and failure diagnosis, also
under the prism of making troubleshooting more efficient, is of great importance.

12.2 How Causal Structural Knowledge Adds Decision Support

In this section, we provide some background on the causal modeling of an assembly line
(Section 12.2.1) before demonstrating the added-value of a causally enriched monitoring
tool (Section 12.2.2).

12.2.1 Causal Modeling of the Assembly Line

In the following, we sketch the steps for learning the causal structures from historic raw
log data and for failure prediction. For a detailed examination of all steps and the applied
concepts, we refer to Section 5.4 on page 64.

Production Process: An automotive body shop assembly line consists of multiple
sections, e.g., responsible for attachments where the prefabricated individual parts are
fitted to the car’s body. Each section is separated into high-automated production cells
in which robots weld, rivet, or bend summing up to several hundreds of involved robots
constantly streaming data, e.g., failures or quality measurements.
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Data Preprocessing: The raw data comprises historic logged failure occurrences
and quality measures, categorized by their severity, of a two-year production time for
one car body type. An iterative approach incorporating process metadata under con-
sideration of domain knowledge yields 70k sound discrete observations of 6.5k variables,
e.g., according to [54]. Each observation covers the failure and quality deviation history
of a specific car body.

Causal Discovery: Given the historic observational data, the causal structures are
learned through constraint-based causal discovery using the PC algorithm taking path
constraints implied by domain knowledge into account, e.g., see [168, 9, 54]. Hence, the
edges between nodes represent causal relationships between failures or quality deviations
whereof focused selections were evaluated by domain experts.

Failure Prediction: The parameterized causal graph, e.g., see [121], enables calcu-
lation of the conditional probability of failures and critical quality deviations given the
current state of the car body’s production process.

12.2.2 A Causally-Enriched Monitoring Tool

In this section, we showcase the application possibilities of our on-line monitoring tool
that incorporates the causal knowledge between failures and quality deviations and
demonstrate the opportunities concerning more efficient troubleshooting.

As the occurrence of failures and quality deviations interrupting the highly automa-
tized production process requires an instant human intervention of the technical staff it
is essential to have an accurate view of the current state of the body shop assembly line.
Hence, our Monitoring View, depicted in Fig. 12.1, provides an entry point to the main
sections of the assembly line where the currently produced car bodies are depicted within
the production cells. While the darker highlighted production cells indicate an increased
probability of critical interruptions, and hence should be called under the attention, the
occurrence of warning signs at the car bodies directly refers to the occurrence of failures
or quality deviations requesting an instant manual troubleshooting.

Fig. 12.2: Detailed Failure View of a car body including failure history (top right),
individual failure prediction (top left), and corresponding causal graphical model
(bottom) given the current failure in the center with possible root causes to the left
and subsequent failures to the right.
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In this situation, where every minute of an unscheduled stopping results in loss of
money the Detailed Failure View, see Fig. 12.2, provides the causal graph depicting all
possible preceding root causes to the current failure - highlighted in blue - as well as
the full failure history of the affected car body. The causal graph incorporates possi-
ble root causes for the whole assembly line and additionally refers to actually occurred,
yet oftentimes unnoticed, root causes - vertices highlighted in red. Thus, the technical
staff receives treatment recommendation that outperforms the usually non-persistent,
individual on-site expert knowledge. Moreover, given the currently observed failure the
depiction of possible subsequent critical failures in the causal graph, with their probabil-
ity estimation, enables and guides the technical staff within a predictive troubleshooting.
In order to provide a comprehensive examination of possible future failures and quality
deviations, a list covers critical failure predictions based on the knowledge about the
causal structures and the car body’s full history of occurred failures. This combination
of early warning in both the Monitoring View and the Detailed Failure View, the di-
rect identification of root causes through the incorporation of a causal graph, and the
extension through the prediction of subsequent failures builds the basis of a data-driven
decision support for on-line monitoring of automotive body shop assembly lines.

12.3 Discussion

In this chapter, we demonstrated the possibilities of an integration of causal structural
knowledge into a modern automotive body shop assembly line. Thereby, we enriched a
monitoring tool with a causal graph representing the causal structures between failures
and quality deviations of the production process to provide the operator of an assembly
line with data-driven decision support enabling fast and effective troubleshooting.

This demonstration supplements the previous parts and closes the gap between our
contributions to improving causal discovery and its real-world application to provide root
cause analysis in the workflow of a machine operator. Hence, we close the loop to our
exemplary discrete manufacturing process and the machine operator aiming to improve
quality deviations of a welding process within an automotive body shop assembly line
(see Section 1.1 on page 1).
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Conclusion of the Thesis

In this closing chapter, we conclude our work and respond to initial research questions
RQ1 (Section 13.1) and RQ2 (Section 13.2).

13.1 Tooling for Causal Discovery

As the knowledge of underlying causal structures is the basis for decision support, causal
discovery has received widespread attention, e.g., see [130, 70, 54]. In recent years, the
corresponding research addressing challenges of causal discovery in practice has led to a
broad spectrum of different methods and implementations, each having specific assump-
tions and accuracy characteristics or is introducing implementation-specific overhead in
the runtime. Hence, methods for causal discovery should be validated within different
scenarios, including a varying number of variables or sensitivity of parameters, aiming
to understand the method’s behaviors in specific edge cases, e.g., when underlying as-
sumptions are violated [37, 85, 44, 67]. However, considering and evaluating a selection
of algorithms or different implementations in different programming languages utilizing
different hardware setups becomes a tedious manual task with high setup costs [68, 5].

To tackle the aforementioned challenges, we formulated our first research question
(see Section 1.3.1) that was answered in this thesis.

• Research Question 1 (RQ1): How to support the evaluation of methods for causal
discovery and their applicability in practice?

To provide a platform-independent modular pipeline for causal discovery with compre-
hensive evaluation opportunities, we presented MPCSL (Chapter 3). In this context, we
demonstrated the capabilities of MPCSL within a case study, where we evaluate existing
implementations of the well-known PC algorithm concerning their runtime performance
characteristics. Further, we introduced the mixed additive noise model (MANM) that
provides a ground truth model for generating observational data following various distri-
bution models and present our ground truth framework MANM-CS (Chapter 4). In particu-
lar, we demonstrated the usability of MANM-CS compared to well-known benchmark data
sets and in a simple benchmarking experiment on the accuracy of causal discovery from
mixed discrete-continuous data. Finally, we demonstrated that these tools support causal
discovery from manufacturing log data to understand unforeseen production downtimes
(Chapter 5). In particular, we showcased challenges and requirements that arise when
dealing with raw log data and provided necessary concepts for the transferability of causal
discovery to practice.
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13.2 Causal Discovery from Mixed Discrete-Continuous Data

Testing for conditional independence (CI) is a fundamental task for constraint-based
causal discovery but is particularly challenging in mixed discrete-continuous data om-
nipresent in many real-world scenarios [44, 168, 106]. In this context, inadequate as-
sumptions or discretization of continuous variables reduce the CI test’s statistical power,
which yields incorrect learned causal structures [29, 139].

To tackle the aforementioned challenges, we formulated our second research question
(see Section 1.3.2) that was answered in this thesis.

• Research Question 2 (RQ2): How to weaken the assumptions of constraint-based
causal discovery on data characteristics?

To derive weaker assumptions, we proposed a kNN-based local conditional permutation
scheme to derive a non-parametric CI, called mCMIkNN (Section 8.4.2). In particular,
mCMIkNN enables constraint-based causal discovery under mild assumptions on the data
characteristics. We provided theoretical results on the CI test’s validity and power (Sec-
tion 8.4.3). In particular, we proved that mCMIkNN is able to control type I and type
II errors. Further, we proved that mCMIkNN allows for consistent estimation of causal
structures when used in constraint-based causal discovery. An extensive evaluation on
synthetic data supplemented our theoretic results and showed that mCMIkNN outperforms
state-of-the-art competitors, particularly for low sample sizes (Chapter 9). Finally, we
demonstrated mCMIkNN’ capabilities to capture complex causal mechanisms in mixed
discrete-continuous data transfer to real-world data too, which further demonstrates the
applicability of mCMIkNN in practice (Chapter 10).

In view of our work on two challenges of causal discovery in practice, MPCSL and
MANM-CS provide researchers and practitioners tools to evaluate and apply methods
for causal discovery considering various application scenarios. Additionally, the non-
parametric CI test mCMIkNN states mild assumptions on data characteristics, hence im-
proving the accuracy of constraint-based causal discovery in practice. Furthermore, our
real-world use cases demonstrate that our achievements can be transferred to practice
yielding data-driven decision support in various application scenarios. Therefore, we take
two crucial steps to improve the applicability of causal discovery in practice.
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[84] Kühnert, C.; Beyerer, J.: Data-Driven Methods for the Detection of Causal
Structures in Process Technology . In Machines 2(4), 2014: pp. 255–274

[85] Kummerfeld, E.; Rix, A.: Simulations Evaluating Resampling Methods for
Causal Discovery: Ensemble Performance and Calibration. In Preceedings of the
International Conference on Bioinformatics and Biomedicine (BIBM). 2019, pp.
2586–2593

[86] Lagani, V.; Athineou, G.; Farcomeni, A.; Tsagris, M.; Tsamardinos, I.:
Feature Selection with the R Package MXM: Discovering Statistically Equivalent
Feature Subsets. In Journal of Statistical Software 80(7), 2017: pp. 1–25

[87] Lauritzen, S. L.; Spiegelhalter, D. J.: Local Computations with Probabilities
on Graphical Structures and Their Application to Expert Systems. In Journal of
the Royal Statistical Society. Series B (Methodological) 50(2), 1988: pp. 157–224



148 References

[88] Lawrence, A. R.; Kaiser, M.; Sampaio, R.; Sipos, M.: Data Generating Pro-
cess to Evaluate Causal Discovery Techniques for Time Series Data. In Neural
Information Processing Systems (NeurIPS), Workshop on Causal Discovery and
Causality-Inspired Machine Learning 2020: pp. 1–17

[89] Le, T. D.; Hoang, T.; Li, J.; Liu, L.; Liu, H.; Hu, S.: A Fast PC Algorithm for
High Dimensional Causal Discovery with Multi-Core PCs. In IEEE/ACM Trans-
actions on Computational Biology and Bioinformatics 16(5), 2019: pp. 1483–1495

[90] Le, T. D.; Xu, T.; Liu, L.; Shu, H.; Hoang, T.; Li, J.: ParallelPC: An R
Package for Efficient Causal Exploration in Genomic Data. In Proceedings of
the Pacific-Asia Conference on Knowledge Discovery and Data Mining (PAKDD).
2018, pp. 207–218

[91] Lee, J. D.; Hastie, T. J.: Learning the Structure of Mixed Graphical Models. In
Journal of Computational and Graphical Statistics 24(1), 2015: pp. 230–253

[92] Lehmann, E. L.; D’Abrera, H. J. M.: Nonparametrics: Statistical Methods
Based on Ranks. Springer, 1975

[93] Lerner, U.; Segal, E.; Koller, D.: Exact Inference in Networks with Discrete
Children of Continuous Parents. In Proceedings of the Conference on Uncertainty
in Artificial Intelligence (UAI). 2001, pp. 319—-328

[94] Li, C.; Fan, X.: On Nonparametric Conditional Independence Tests for Continu-
ous Variables. In Wiley Interdisciplinary Reviews: Computational Statistics 12(3),
2020

[95] Li, J.; Shi, J.: Knowledge Discovery from Observational Data for Process Control
Using Causal Bayesian Networks. In Institute of Industrial Engineers Transactions
39(6), 2007: pp. 681–690

[96] Li, Z.; Wang, Y.; Wang, K.: A Data-Driven Method Based on Deep Belief Net-
works for Backlash Error Prediction in Machining Centers. In Journal of Intelligent
Manufacturing 31(7), 2020: pp. 1693–1705

[97] Liang, S. Y.; Hecker, R. L.; Landers, R. G.: Machining Process Monitor-
ing and Control: The State-of-the-Art . In Journal of Manufacturing Science and
Engineering 126(2), 2004: pp. 297–310

[98] Lin, A.; Merchant, A.; Sarkar, S. K.; D’Amour, A.: Universal Causal Eval-
uation Engine: An API for Empirically Evaluating Causal Inference Models. In
Proceedings of the Conference on Knowledge Discovery and Data Mining (KDD),
Workshop on Causal Discovery . 2019, pp. 50–58

[99] Liu, J.; Chang, Q.; Xiao, G.; Biller, S.: The Costs of Downtime Incidents in
Serial Multistage Manufacturing Systems. In Journal of Manufacturing Science
and Engineering 134(2), 2012: pp. 1–10

[100] Liu, L.; Mishchenko, M. I.; Patrick Arnott, W.: A Study of Radiative Prop-
erties of Fractal Soot Aggregates Using the Superposition T-Matrix Method . In
Journal of Quantitative Spectroscopy and Radiative Transfer 109(15), 2008: pp.
2656–2663

[101] Liu, Q.; Dong, M.; Lv, W.; Ye, C.: Manufacturing System Maintenance Based
on Dynamic Programming Model with Prognostics Information. In Journal of In-
telligent Manufacturing 30(3), March 2019: pp. 1155–1173

[102] Liu, T.; Yuan, R.; Chang, H.: Research on the Internet of Things in the Auto-
motive Industry . In Proceedings of the International Conference on Management
of e-Commerce and e-Government (ICMECG). 2012, pp. 230–233

[103] Lloyd, S.: Least Squares Quantization in PCM . In IEEE Transactions on Infor-
mation Theory 28(2), 1982: pp. 129–137

[104] Maathuis, M.; Drton, M.; Lauritzen, S.; Wainwright, M.: Handbook of
Graphical Models. CRC Press, Inc., 1. Edition, 2018



References 149

[105] Magrini, A.; Blasi, S. D.; Stefanini, F. M.: A Conditional Linear Gaussian
Network to Assess the Impact of Several Agronomic Settings on the Quality of
Tuscan Sangiovese Grapes. In Biometrical Letters 54(1), 2017: pp. 25–42

[106] Malinsky, D.; Danks, D.: Causal Discovery Algorithms: A Practical Guide. In
Philosophy Compass 13(1), 2018: pp. 1–11

[107] Mandros, P.; Kaltenpoth, D.; Boley, M.; Vreeken, J.: Discovering Func-
tional Dependencies from Mixed-Type Data. In Proceedings of the International
Conference on Knowledge Discovery and Data Mining (KDD). 2020, pp. 1404–
1414

[108] Marazopoulou, K.; Ghosh, R.; Lade, P.; Jensen, D. D.: Causal Discov-
ery for Manufacturing Domains. In Computing Research Repository (CoRR)
abs/1605.04056, 2016

[109] Marbach, D.; ; Costello, J. C.; Küffner, R.; Vega, N. M.; Prill, R. J.;
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