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Abstract

The Central Andean region is characterized by diverse climate zones with sharp transitions
between them. In this work, the area of interest is the South-Central Andes in northwestern
Argentina that borders with Bolivia and Chile. The focus is the observation of soil moisture and
water vapour with Global Navigation Satellite System (GNSS) remote-sensing methodologies.
Because of the rapid temporal and spatial variations of water vapour and moisture circulations,
monitoring this part of the hydrological cycle is crucial for understanding the mechanisms that
control the local climate. Moreover, GNSS-based techniques have previously shown high poten-
tial and are appropriate for further investigation. This study includes both logistic-organization
effort and data analysis. As for the prior, three GNSS ground stations were installed in remote
locations in northwestern Argentina to acquire observations, where there was no availability of
third-party data.

The methodological development for the observation of the climate variables of soil moisture
and water vapour is independent and relies on different approaches. The soil-moisture estima-
tion with GNSS reflectometry is an approximation that has demonstrated promising results,
but it has yet to be operationally employed. Thus, a more advanced algorithm that exploits
more observations from multiple satellite constellations was developed using data from two pilot
stations in Germany. Additionally, this algorithm was slightly modified and used in a sea-level
measurement campaign. Although the objective of this application is not related to monitoring
hydrological parameters, its methodology is based on the same principles and helps to evalu-
ate the core algorithm. On the other hand, water-vapour monitoring with GNSS observations
is a well-established technique that is utilized operationally. Hence, the scope of this study is
conducting a meteorological analysis by examining the along-the-zenith air-moisture levels and
introducing indices related to the azimuthal gradient.

The results of the experiments indicate higher-quality soil moisture observations with the new
algorithm. Furthermore, the analysis using the stations in northwestern Argentina illustrates the
limits of this technology because of varying soil conditions and shows future research directions.
The water-vapour analysis points out the strong influence of the topography on atmospheric
moisture circulation and rainfall generation. Moreover, the GNSS time series allows for the iden-
tification of seasonal signatures, and the azimuthal-gradient indices permit the detection of main
circulation pathways.
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GNSS-gestützte Fernerkundung: Innovative Beobachtung
grundlegender hydrologischer Parameter in den Zentralanden

Nikolaos Antonoglou

Vorgelegt zur Erlangung des akademischen Grades Dr. rer. nat.
Potsdam, Januar 2024

Zusammenfassung

Die Zentralanden sind eine Region, in der verschiedene Klimazonen nur durch kurze Übergänge
gekennzeichnet sind. Der geographische Schwerpunkt dieser Arbeit liegt in den südlichen Zentra-
landen im Grenzgebiet zwischen Argentinien, Bolivien und Chile, und der wissenschaftliche Schw-
erpunkt ist in der Überwachung der Bodenfeuchtigkeit und des Wasserdampfs mit Fernerkun-
dungsmethoden des Globales Navigationssatellitensystem (Global Navigation Satellite System -
GNSS) angesiedelt. Wegen der raschen zeitlichen und räumlichen Schwankungen des Wasser-
dampfs und den damit häufig verbundenen Niederschlägen und der Feuchtigkeitszirkulation ist
die Beobachtung dieses Teils des hydrologischen Zyklus von entscheidender Bedeutung für das
Verständnis des lokalen Klimas. Darüber hinaus haben GNSS-gestützte Techniken in anderen
Studien bereits ein hohes Potenzial gezeigt, erfordern aber in einigen Bereichen weitere Unter-
suchungen. Diese Studie umfasst sowohl logistischen Aufwand als auch Datenanalyse. Dazu
wurden drei GNSS-Bodenstationen in abgelegenen Orten im Nordwesten Argentiniens instal-
liert, um Beobachtungen zu sammeln, da dort keine externen Daten verfügbar waren.

Die methodische Entwicklung für die Beobachtung der Klimavariablen Bodenfeuchtigkeit und
Wasserdampfs ist unabhängig voneinander. Die Messung der Bodenfeuchte mit Hilfe der GNSS-
Reflektometrie ist eine Annäherung, die vielversprechende Ergebnisse erbracht hat, aber bisher
noch nicht operationell eingesetzt wurde. Daher wurde ein fortschrittlicherer Algorithmus en-
twickelt, der Beobachtungen von mehreren Satellitenkonstellationen nutzt und unter anderem
Daten von zwei Pilotstationen in Deutschland verwendet. Außerdem wurde dieser Algorithmus
leicht modifiziert und in einer Meeresspiegelmesskampagne eingesetzt. Obwohl diese Andwen-
dung nicht direkt mit der Überwachung hydrologischer Parameter zusammenhängt, basiert die
Methodik auf denselben Prinzipien und hilft bei der Bewertung des entwickelten Algorithmus.
Auf der anderen Seite ist die Überwachung des Wasserdampfs mit GNSS-Beobachtungen eine an-
erkannte Technik, die in der Praxis bereits seit mehreren Jahren eingesetzt wird. Diese Studie be-
fasst sich daher mit der Durchführung einer meteorologischen Analyse der Luftfeuchtigkeitswerte
entlang des Zenits und der Entwicklung von klimatischen Indizes, die sich auf den azimutalen
Gradienten beziehen.

Die Ergebnisse der Experimente zeigen, dass die Qualität der Bodenfeuchtebeobachtungen mit
dem neuen Algorithmus vielversprechend und besser sind. Darüber hinaus zeigt die Analyse an-
hand der Stationen im nordwesten Argentiniens die Grenzen dieser Technologie aufgrund der sehr
unterschiedlichen Bodenbedingungen auf und gibt mögliche zukünftige Forschungsrichtung an.
Die Wasserdampfanalyse verdeutlicht den Einfluss der Topographie auf die Luftfeuchtigkeit und
der Regenmenge. Außerdem ermöglichen die GNSS-Zeitreihen die Identifizierung der jahreszeitlichen
Signaturen, und Messungen der azimutal Gradienten erlauben die Erkennung der wichtigsten
Zirkulationswege.
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Chapter 1

Introduction

The Central Andes extend between the Gulf of Guayaquil in Ecuador at 15S and the Gulf of
Penas in Chile at 30S, and they exemplify the impacts of the tectonic evolution on the climate
of South America (Allmendinger et al., 1997). The climate conditions in the Central Andean
Plateau (also referred as Altiplano-Puna Plateau), the eastern and western flanks of the An-
dean Cordillera, the intermontane valleys and gorges, the Sierras Pampeanas, and the low plains
constitute a diverse environment. In combination with the complex topography, the circulation

Figure 1.1: Schematic representation of the low-level jets along the eastern flank of the Central
Andes. The trade winds transport moisture from the Atlantic Ocean and the surface flow is
deflected once it encounters the mountain range. The evapotranspiration above the Amazonia
boosts the moisture delivery (Reprinted from Marengo et al., 2004).
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of moist air masses in the area results in sharp climatic changes in the temporal and spatial
domains that separate the Central Andes in distinct zones (e.g., Brush, 1982; Strecker et al.,
2007; Bookhagen and Strecker, 2008; Garreaud et al., 2009). Even though this zonification is
aligned with the geomorphology and the elevation, there are still climatic contrasts within sim-
ilar topography and altitude clusters. For example, the northern part of the Central Andean
Plateau, where the Titicaca Lake is found, is more humid than the southern part, characterized
by arid zones and salars (Roche et al., 1992; Alonso et al., 2006).

The understanding of those processes involves detailed knowledge of key hydrologic variables.
The availability of water in the atmosphere (water vapour) and the soil (soil moisture) are two
unknown parameters that play a significant role in the water cycle. The water vapour feeds soil
moisture via precipitation, but the relation is not straightforward because the discharge occurs
only when certain atmospheric conditions are satisfied (Chahine, 1992; Oki et al., 2004). Dy-
namic water fluxes are often related to extreme events (e.g. Boers et al., 2014; Poveda et al.,
2020). In order to improve the knowledge about this metric, innovative Global Navigational
Satellite Systems (GNSS) methodologies can be employed. Although this approach is relatively
new, its potential has been shown in several studies (e.g. Larson et al., 2009; Yu et al., 2014;
Wickert et al., 2020; Vaquero-Martínez and Antón, 2021; Ramezani Ziarani et al., 2021). The
objectives of this study are: (1) the evaluation of the existing GNSS remote sensing techniques for
monitoring the hydrological parameters; (2) the improvement of those methodologies to achieve
more accurate results for different environmental conditions; and (3) the interpretation of the
results for better understanding the dynamics that control local climate.

1.1 Motivation

This research study is part of the International Research Training Group StRATEGy), which
consists of projects lead by several institutions from Potsdam, Germany, and Argentina. The
area of interest is the South-Central Andes, with the primary focus on climatic and geologic
dynamics at various time scales in northwestern Argentina. This study belongs to the work
package “Climate-tectonic impacts on surface processes”, and it builds on the project presented
in (Ramezani Ziarani, 2020). A subset of the results of this study has already been evaluated in
a peer-reviewed journal and published in Antonoglou et al. (2022b).

Motivated by the necessity of predicting intense hydro-meteorological events, this study uti-
lizes state-of-the-art methodologies to monitor the atmosphere. Previous studies have pointed
out the relation between heavy precipitation and natural hazards in mountainous environments
(e.g., Bookhagen, 2010; Castino et al., 2016, 2020; Jones et al., 2021). The study area lies be-
tween the extremely arid Central Andean Plateau, the second-largest orogenic plateau in the
world, and the Yungas rainforest in the eastern Cordillera. It extends more than 500 km and
700 km in longitude and latitude, respectively, and the elevation range exceeds the 5000m. The
local economy is based on mining, oil and gas exploitation, agriculture, livestock farming, and
tourism. Maintaining the human infrastructure in this area is critical, yet the seasonal South
American Monsoon System (SAMS) has a significant influence on it. This results in extended
damages owing to the emergence of landslides and floods (Boers et al., 2014; Castino et al., 2016;
Poveda et al., 2020). Furthermore, the frequency-magnitude ratio of extreme events has been
altered in the past years as a result of global warming. Several studies have depicted the rise
of the magnitude against the frequency of the discharge episodes (Boers et al., 2015b; Castino
et al., 2017, 2020).
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The accurate monitoring of soil moisture and water vapour is a tool of crucial importance for
civil protection. The prior is an index that can be used for flood (e.g. Komma et al., 2008;
Wanders et al., 2014; Massari et al., 2015) and landslide (e.g. Brocca et al., 2012; Ponziani et al.,
2013; Marino et al., 2020) forecasting because it provides information about the saturation state
of the soil. On the other hand, the availability of precipitable water in the atmosphere can
be used to forecast intense precipitation (e.g. Shi et al., 2014; Priego et al., 2017; Benevides
et al., 2019). All this underlines the potential of employing and further developing GNSS remote
sensing techniques for monitoring vital hydrological parameters in the Central Andes.

1.2 Methodological Development

GNSS-based remote sensing consists of several independent techniques (Figure 1.2). Ground-
based atmospheric sounding was the first methodology established in the 1990s (Bevis et al.,
1992). On the contrary, even though the first experiments related to the exploitation of GNSS
multipath signals were held during the same period (Martin-Neira, 1993), GNSS Reflectometry
(GNSS-R) was later established (Zavorotny et al., 2014). From the methodological point of
view, this study aims at improving the existing techniques for the more efficient observation of
soil moisture and water vapour.

Figure 1.2: Basic concept of observation for GNSS remote-sensing methods. For direct-signal
reception, the antenna may be installed on the ground (green), or on an air- or space-borne
platform (red). Alternatively, the receiver may record the reflected signal (blue) (Reprinted from
Wickert et al., 2020).

Soil-moisture observation with ground-based, single-antenna GNSS multipath belongs to the
broad family of GNSS-R techniques that has yet to reach operational applications. The existing
approaches only exploit signals from the Global Positioning System (GPS) (e.g. Larson et al.,
2008a,b, 2009; Larson and Small, 2013), and there are just a few examples of incorporating dif-
ferent constellations (e.g. Roussel et al., 2016; Yang et al., 2019). This motivates development
of a comprehensive system that uses the Global Navigation Satellite System (Globalnaya Nav-
igazionnaya Sputnikovaya Sistema - GLONASS), Galileo, and BeiDou. Because of the different
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satellite-position repetition cycle of each constellation, which is translated to temporal resolution,
it was impossible to utilize the existing algorithm. Thus it was decided to develop an entirely new
application that employs all signals and estimates soil moisture via a least-squares adjustment.
This approximation is evaluated using data from two pilot stations in Germany, and it is finally
tested in three newly-installed stations in northwestern Argentina.

Ground-based Atmosphere Sounding is a well-established methodology where high-quality com-
mercial and/or research software packages estimate the tropospheric GNSS-signal delays. There-
fore, there is little to no room for improvement in that applications. This study focuses on
processing the software outputs to gain a better understanding of the atmospheric circulation
in northwestern Argentina. While many studies utilize GNSS-derived water-vapour information
for weather or climate analysis.

1.3 Thesis Chapters
Chapter 2 delineates the hydrological cycle and explains the mechanisms that dictate the Central-
Andean climate.

Chapter 3 gives information about the conventional methods for monitoring the hydrological
cycle. It only refers to commonly-used technologies in operational applications.

Chapter 4 describes the basic concept of GNSS remote sensing. It provides general informa-
tion about the GNSS and all remote-sensing methodologies.

Chapters 5 and 6 are related to the methodological development of GNSS-R techniques for
measuring soil moisture and sea level, respectively. Unlike previous versions, this methodology
simultaneously exploits all available carrier signals and constellations.

Chapter 7 is related to the evaluation of the developed soil-moisture algorithm in three sta-
tions in northwestern Argentina that were specifically installed for this study. The facilities are
characterized by different-intensity arid conditions. Chapter 8 is complementary to Chapter 7
and discusses a water-vapour analysis over the same area using a network of 23 stations.

Chapter 9 provides a summary of the experiments and suggests potential applications with
operational orientation.

Appendix A includes the photos of the hardware that was employed in the campaign for in-
stalling the ground stations in northwestern Argentina.

Appendix B provides information on all time series related to the experiments in Chapter 5.
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Chapter 2

The Water Circulation and its
Influence on the Central-Andean
Climate

Deep knowledge of the hydrological cycle is essential for understanding the processes that dom-
inate the weather and climate. The water circulation within the atmosphere is ruled by some
de facto mechanisms. Additionally, there are some climate patterns observed in similar-latitude
zones. This chapter focuses on explaining those general global trends and connecting them with
the regional climate characteristics of the Central Andes.

2.1 The Hydrological Cycle

Water is the most vital component on Earth for supporting life. Without its presence, it would
be impossible for life to develop in the form we know it so far. Water can be found everywhere
from the Deep Earth (Ohtani, 2020) to the atmosphere in all three phases; solid, liquid, and gas,
and its total amount form the Hydrosphere. Life is based on water’s existence, and unlimited
mechanisms depend on its biological and physical properties.

The hydrological cycle has a wide range of effects on the climate. It has no origin and end
and is a continuous exchange of mass and energy through the Earth’s system. Considering the
interactive and controversial processes of the hydrological cycle, one can not examine them sep-
arately (cf. Figure 2.1). In order to achieve this, several scientific disciplines (e.g. meteorology,
oceanography, chemistry, biology, etc.) have to be combined. Understanding the hydrological
cycle is based on integrating observations and theoretical models. This coupling is challenging
because the hydrological processes take place in different spatial and temporal scales in diverse
environments (Chahine, 1992; Oki et al., 2004).

The main stages of the hydrological cycle are evapotranspiration, condensation, precipitation,
and run-off. The prior consists of two sub-processes that yield the same result, evaporation and
transpiration. Evaporation is when ocean, lake, and stream water turns into vapour (gas) due
to heating, while transpiration is when the plants release water in gas form because of over-
saturation. Condensation is the transformation of gas water in the atmosphere into liquid water
and the subsequent formation of clouds. Precipitation is the release of water from the clouds
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through rain, sleet, hail, ice crystals, and snow. Lastly, run-off is the water flow in larger water
bodies. This process occurs both on the surface of the Earth and underground.

Figure 2.1: Hydrological cycle diagram, showing the water reservoirs and the main mechanisms
that are engaged in the circulation (Reprinted from NASA1).

According to Anderson (2005), the vast majority of the Hydrosphere consists of water in liquid
form. In particular, more than 96.5% of the world’s water is stored in the oceans, and it cannot
be directly used because of the concentration of salts. Apart from some minor exceptions, the
rest of the liquid water is fresh, and it is used for human activities. In general terms, this form
is the least dynamic, and its residence time usually lasts thousands of years. Water in frozen
form is the second biggest reservoir in the world. It is essential for the environment and human
populations because it dictates the albedo of the Earth, is the most prominent tank of fresh water,
and influences the sea-level state; therefore, minor changes would result in chain reactions in the
global climate with hazardous effects. Even though there are various exceptions, this reservoir
is stable, and its average residency time is several decades. The most steady counterparts are
the ice caps in the poles, the glaciers, and the snow accumulated in high altitudes. On the other
hand, snow and frozen bodies in lower altitudes and/or mid-latitudes are recycled on a seasonal
basis. Finally, water in gas form is the smallest reservoir. Despite this fact, it is very dynamic
and plays a significant role in the environment. The troposphere holds 99% of its mass, but it
is not evenly distributed inside this layer. The density of gas water decreases with the altitude
and towards the poles.

Form Total Volume (km) Share (%) Residence Time
Oceans 1 338 000 000 96.539 2500 years

Ice and snow 24 364 000 1.757 50 years
Ground water 23 400 000 1.688 1400 years

Lakes 176 400 0.013 5 years
Soil moisture 16 500 0.0012 1 year
Water vapour 12 900 0.0009 8 days

Table 2.1: Water reservoirs and their residence time (Data retrieved from Anderson 2005).
1https://gpm.nasa.gov/education/water-cycle. Accessed: 15.11.2021
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2.1.1 Water Vapour

Water vapour is characterized by its dynamic nature. Its residence time is up to ten days, which
results in a continuous circulation in the atmosphere that transports mass and energy. This
behaviour is the main reason that there is no possibility of making accurate long-range weather
forecasts. The mechanism that brings water vapour into the atmosphere is evapotranspiration.
Its cycle is followed by the formation of clouds via condensation and the release of water from
the clouds via precipitation.

The motion of water vapour is very complex because it is subject to a sequence of vertical
and horizontal oscillations of the air masses (Figure 2.2). Along the latitude, it circulates the
six cells, which occupy almost 30◦ and are spread from the Equator to the Poles. Those mo-
tion patterns are closed wind systems, and they exist both in the northern and the southern
Hemisphere. The Hadley cells occur due to the greater solar heating in the equatorial zone (cf.
Figure 2.2). This fact forces the air masses to rise, forming a low-pressure environment. The
hot air in the troposphere travels towards the poles because of the temperature gradient, but it
does not manage to reach them. The air masses start to lose temperature, and they are cool
enough to descend at ±30◦ latitude. This cycle is completed by replacing the rising air at the
Equator. The mechanisms that generate the Polar cells are similar. At ±60◦ latitude, the air
gains sufficient heat to start ascending. Consequently, it moves towards the poles due to the
temperature difference. This loop is closed by substituting the rising masses. The formation of
the Ferrel (Mid-latitude) cells is indirect. In the vertical direction, the air motion coincides with
the motion of the neighbouring cells. In the latitudinal direction, the flow is opposite to replace
the rising and sinking masses. It is essential to note that there is higher precipitation in the
zones of upward motion because the clouds lose their ability to hold moisture when they cool
down. Along the longitude, the atmospheric circulation is dictated by the Coriolis effect. The
particles moving towards the Equator are deflected westwards, forming the trade wind along the
Intertropical Convergence Zone and the polar easterlies. In contrast, the polewards-moving air
masses are deflected eastwards. In any case, this overview demonstrates the global trends of the
atmospheric circulation. On a local scale, various individual parameters substantially impact the
motion of water vapour.

Water vapour is a greenhouse gas that acts similarly to carbon dioxide, methane and nitrous
oxide, and it contributes to the global warming by absorbing infrared radiation. It accounts
for almost 60% of the entire greenhouse effect, while the more-criticized carbon dioxide has less
than half of this impact (Maurellis and Tennyson, 2003). However, there should be no doubt
regarding the negativity of the two compounds because the prior is due to the evolution of the
planet Earth, and life is based on it. In contrast, the latter is a product of human activity during
the last centuries. With the increase of the Earth’s temperature, the capacity of the atmosphere
to hold water increases, too. Suppose the Earth system had not developed balancing mecha-
nisms; this could potentially trigger an infinite loop that would lead to a runaway greenhouse
effect, similar to what happened in the Venus (Pierrehumbert, 1995; Liu, 2020). An indirect
method to quantify the content of water vapour in the atmosphere is the measurement of the
tropopause height (Sinha and Harries, 1995; Hu and Vallis, 2019). Recent investigations have
shown an increasing trend that contributes to climate variability and, possibly, change (Schmidt
et al., 2008; Meng et al., 2021).

7
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Figure 2.2: Global atmospheric circulation along the latitude and the longitude (Reprinted from
Encyclopaedia Britannica2).

Water vapour influences the climate in another way; it is a means of latent heat transportation
via evaporation and condensation (Chahine, 1992). The storage capacity of water vapour is very
high because heating of 1 g of water by 1K requires 4.18 J of energy. However, the evaporation of
the same quantity consumes 2260 J. During the evaporation, thermal energy is absorbed from the
surface of the Earth, and it is released via condensation to the clouds (Lange and Speight, 2005;
Bengtsson, 2010). This mechanism is critical for the development of life because it decreases the
surface temperature and it stabilizes the climate.

2.1.2 Soil Moisture
Soil moisture is the water content of the soil, which originates from the chemically or mechanically
weathered bedrock. Additionally, biological weathering is another mechanism that occurs due
to the activities of the animals, the plants, the microbes, and it includes both chemical and
mechanical processes. Depending on their functionality, the soil profile is separated into various
horizons (layers) (Figure 2.3). The topmost is the organic horizon, which mainly consists of
partially decomposed plant residues. The second layer is the A horizon, which contains both
organic and inorganic material. The subsequent layer is the E horizon, appearing only in well-
developed soils. It is made up of mineral deposits but is not rich in organic matter. The B horizon
is the underlying layer where all minerals are accumulated. The first three layers structure the

2https://www.britannica.com/science/Ferrel-cell#/media/1/204996/107938. Accessed: 17.11.2021
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solum, which indicates that they have been subjected to the same soil-forming processes. The
C and D horizons are situated beneath, and they consist of lightly-weathered rock. Both layers
together form the regolith; the only difference between them is the origin of the material. Lastly,
the R horizon is a continuous rock mass on the top of the bedrock that has started to weather.
In any case, those rules are general, and they do not always apply (e.g. sand dunes, exposed
bedrock, etc.) because soil formation is a slow and continuous process, where the clear separation
between the horizons is not achieved instantaneously (Shukla, 2013). It is essential to mention
that for the needs of this study, soil moisture is regarded as the water content of only the Organic
horizon. This is because the methods used to acquire measurements only in this stratum.

Figure 2.3: Diagram of the soil horizons and their consistency (Reprinted from ScienceFacts3).

The state of soil moisture depends on mechanisms of the hydrological cycle, the soil’s properties,
and the landscape’s topography. It is mainly augmented via precipitation, but some secondary
processes contribute to this. More specifically, soil moisture can increase via horizontal precip-
itation (or direct water condensation) and surface run-off. Even though it seems to have an
insignificant contribution, it is a crucial source in arid climates (Hildebrandt and Eltahir, 2008;
Jia et al., 2019). On the other hand, mechanisms that decrease soil moisture are evaporation and
gravity-driven infiltration to lower layers. Moreover, plants absorb water from the soil through
their roots to support their functions. In terms of soil properties, the critical factor that regu-
lates soil moisture is porosity. Porous earth is capable of storing water, but when the soil gets
saturated, the excess water permeates lower layers. This motion is usually vertical, but the in-
clination of the surface leads to horizontal flows that create soil moisture inhomogeneities, even
in very small areas.

Soil moisture plays a significant role in the climate because it influences the interaction be-
tween the surface of the Earth and the atmosphere by regulating the interchange of water and
thermal energy. Moreover, soil moisture contributes to decreasing the surface temperature be-
cause it is proportional to the albedo. Several studies have shown that the introduction of soil

3https://www.sciencefacts.net/soil-horizons.html. Accessed: 18.11.2021
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moisture measurements in numerical weather-prediction models remarkably improves their per-
formance (e.g., Drusch, 2007; de Rosnay et al., 2014; Dirmeyer and Halder, 2016). Soil moisture
is also a critical factor in agriculture. It is the primary ingredient of growing plants because it
dissolves the soil’s nutrients, functions as a moisture enhancer, and is the primary component
in photosynthesis. The highest normalised difference vegetation index (NDVI) values occur in
the zones where water vapour rises and there is high precipitation (cf. Figures 2.2 and 2.4).
Additionally, water is involved in both chemical and mechanical weathering processes leading
to soil formation. Finally, high soil moisture can trigger landslide events because it alters the
stability of the equilibrium of the slopes.

Figure 2.4: World normalised difference vegetation index (NDVI) map for 2020 (Vegetation index
information retrieved from Didan 2015).

2.2 The Central-Andean Climate
On a continental scale, the climate of South America is dictated by two key factors, the SAMS
and the Andean orographic barrier. The prior is a source of moist air masses near the equator,
and the latter triggers forced precipitation on the foothills. This section provides some basic
information about the two parameters and focuses on their impact on the climate conditions in
northwestern Argentina.

2.2.1 The South American Monsoon System
The monsoon systems are characterized by distinct seasonal low-level wind patterns (or low-level
jets - LLJs). They always occur across continent-ocean boundaries in the tropics and cause wet
summers and dry winters. This phenomenon takes place because the land has a smaller heat
capacity than the water and warms up faster during the spring and summer seasons. Subse-
quently, the air over the land has a higher temperature than over the ocean. This fact generates
a pressure gradient between the continental and the oceanic regions, where the lowest values
occur over the land. This process chain results in the transportation of moist masses and the
generation of frequent precipitation events over the ground surface. This phenomenon is reversed
during the fall and winter seasons because the oceans cool down slower.
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Even though the SAMS does not belong among the largest monsoon systems in the world (e.g.
the Indian, the East Asian, and the West Sub-Sahara African), it is the most critical climatic
impact factor in South America. As mentioned in Silva and Kousky (2012), the circulation of
the LLJs is concentrated over the Brazilian Planalto, the origin of the most important rivers of
the Amazon, the La Plata, and the São Francisco basins. In those basins, various activities (e.g.
agriculture, energy production, logistics, etc.) are crucial for the region’s economy. Moreover,
the existence of the Amazon rainforest, which has developed because of the enormous water sup-
ply, is vital for the entire Earth. It has the richest biome in the world regarding animal species
diversity (Turner, 2001), it is estimated to host about 16000 tree species (Ter Steege et al., 2013),
and it stabilizes the global climate due to the absorption of carbon dioxide.

Each monsoon system has its features depending on the location, topography, and land-ocean
distribution. The facts that characterize the SAMS are the contrast in precipitation between
winter and summer and the persistent easterly wind patterns over the northern segment of the
continent and the tropical Atlantic throughout the year. In order to clearly observe the inversion
of the atmospheric circulation, one has to subtract the annual mean (de Carvalho and Caval-
canti, 2016). In addition, some more features describe the SAMS. As indicated in Silva Dias et al.
(1983), an anticyclone in the upper troposphere over the Bolivian Altiplano (Bolivian High) is ob-
served. Marengo et al. (2004) suggests LLJs in the eastern flank of the North-Central and North
Andes, and Kodama (1992) and Silva and Kousky (2012) have discussed the South Atlantic Con-
vergence Zone. Lastly, a low-pressure system is found in the borders between Argentina, Bolivia
and Paraguay (Chaco Low) (Gandu and Silva Dias, 1998).

Figure 2.5: cont.
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Figure 2.5: Average wind patterns over South America between 1980-2020. The upper pair
of maps is referred to the pressure level of 200 hPa, and the lower one is referred to the level
of 850 hPa. The left side corresponds to December, January, and February, while the right side
corresponds to June, July, and August (Climatological information retrieved from Hersbach et al.
2020, topographic gradient information retrieved from Amante 2009).

2.2.2 Climate Conditions in Northwestern Argentina

Northwestern Argentina belongs to the South-Central Andes. It extends between 22◦ and 32 °S
latitude, and it is made up of the provinces of Jujuy, Salta, Catamarca, Tucumán, Santiago del
Estero, and La Rioja. The climate conditions in this area are controlled by the southerly moisture
flow from the tropics; the interplay of tropical and subtropical fronts that lead to atmospheric
instability; the interaction with polar fronts from the south; and the Andean barrier that causes
forced rainfall on the slopes.

The Chaco Low is a low-pressure system on the border between Argentina, Bolivia, and Paraguay.
This feature yields a meridional flow of rich-in-moisture air masses from the north through LLJs
(Marengo et al., 2004; Montini et al., 2019). However, the LLJs do not take place randomly in
time. They are characterized by a diurnal cycle (Salio et al., 2002), and they are more active
in summer than in the winter (Seluchi and Marengo, 2000). The seasonal variability occurs due
to the SAMS and the pressure gradient between the ocean and the adjacent continent (Vera

12



Chapter 2

et al., 2006; Marengo et al., 2012; Silva and Kousky, 2012). As cited in Alonso et al. (2006),
Bianchi and Yañez (1992) suggests that the precipitation in northwestern Argentina during the
hot season (austral summer), November-February is four times greater in quantity than the rest
of the year. This fact results in distinct wet summers and dry winters (e.g., Castino et al., 2017).
Finally, the El Niño Southern Oscillation significantly influences the inter-annual variability of
the LLJs (Salio et al., 2002; Vernekar et al., 2003).

Northwestern Argentina is also subject to rainfall events from Mesoscale Convective Systems
(MCSs) (e.g., Durkee et al., 2009; Boers et al., 2015a). Additionally, (Salio et al., 2007) shows
an interaction between the MCSs and the LLJs during summer, while there is no evidence for
connection during fall. Because of the diverse landscape and the atmospheric instability, several
severe rainfall events and cloudbursts have occurred. Those events are notable among the con-
tinent, and they have led to natural disasters (e.g., Boers et al., 2014, 2015b; Carvalho et al.,
2012; Castino et al., 2020). Thus, the MCS’s contribution to the area’s total rainfall is substantial.

A second parameter that is responsible for the development of cloudbursts is the interaction
of the moisture-rich LLJs with cold fronts that originate in the polar region that yield steep
temperature drops (e.g., Boers et al., 2015a; Castino et al., 2020). This mechanism is essential
for the formation of widespread heavy rainfall, which causes catastrophic floods in the eastern
flank of the Central Andes and the corresponding basins. Furthermore, this process often leads
to high-magnitude events. A time series analysis between 1979-2016 reveals that 80% of the 40
most prominent discharge occurrences were linked with the migration of cold air masses (Castino
et al., 2020).

The topography of the study area contributes substantially to shaping the climatic conditions.
The steep topographic gradient between the low-elevation plains and the Central Andean Plateau,
in combination with the excessive moisture in the atmosphere, results in orographic uplift and fo-
cused rainfall on the eastern slopes (e.g., Bookhagen and Strecker, 2008, 2012; Ramezani Ziarani
et al., 2021). The area is separated into three climate sectors: a low-elevation zone with smooth
topography, a high-elevation zone with extended smaller-scale topographic features, and a transi-
tion zone with steep slopes (cf. Figure 2.6). This division is in accordance with the topographic
and the rainfall gradient Castino et al. (2017). Bookhagen and Strecker (2008) examines the
precipitation disparity with satellite data, while Bianchi and Yañez (1992) evaluates it with ter-
restrial measurements. The latter suggests that the foreland regions receive more than 1500mm
annual precipitation, whereas this scalar reduces to less than 200mm in the mountainous zone.
Furthermore, the orographic uplift takes place in the medium-elevation zone, where the convec-
tive cells lose their ability to hold moisture, and they release it through rainfall (e.g., Romatschke
and Houze, 2013; Boers et al., 2014; Schumacher et al., 2020). Evidence of the importance role
of the Andean orogenesis on the local climate is the discovery of fossils of exotic species, such as
Caiman cf. Latirostris, in high-altitude dry areas, where it would be impossible to survive under
the current conditions (Bona et al., 2014).
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Figure 2.6: Enhanced vegetation index (EVI) information for the study area in the South-Central
Andes between 2001-2017. The white line delineates the extremely arid Central Andean Plateau.
The blue contour line indicates 500mm/yr mean rainfall, separating the humid and the semi-
arid zones. The white dots show the area’s major cities, and the black lines show international
borders. (Topographic data obtained from ETOPO1 (Amante, 2009), EVI data obtained from
MODIS/Terra (Didan, 2015), rainfall information retrieved from Tropical Rainfall Measuring
Mission (TRMM) (2011), as cited in Bookhagen and Strecker (2008)).
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Conventional Techniques for
Monitoring the Hydrological Cycle

Over the past few centuries, scientists have invented several experimental and conventional meth-
ods to monitor the hydrological cycle. Those techniques differ in spatial and temporal resolution,
spatial coverage, and accuracy. Moreover, there are always trade-offs between the first three in-
dices. The subject of this chapter is the operationally-used techniques for measuring water
vapour and soil moisture.

3.1 Precipitable Water Vapour

3.1.1 Radiosounding

Figure 3.1: Vaisala RS41 radiosonde (Reprinted
from Vaisala1).

Radiosounding is a telemetry monitoring
method that enables acquiring meteorologi-
cal variables along the atmosphere. The first
attempts of this technique took place in the
19th century when meteographs attached to
kites recorded the temperature and the pres-
sure. At the same time, the observations were
later recovered on the ground. The biggest
challenge was that the kites were anchored
to the ground, and it was difficult to handle
them in windy situations. In addition, there
was no possibility of acquiring observations
in high altitudes (Ewen et al., 2008). The
most modern ensembles include a radiosonde
attached to a weather balloon (Figure 3.1),
which may record the position, temperature,
pressure, relative humidity, wind speed, and
wind direction. The sensors hang several me-
ters below the balloon to prevent erroneous

1https://www.vaisala.com/en/products/weather-environmental-sensors/upper-air-radiosondes-rs41.
Accessed: 15.09.2022

https://www.vaisala.com/en/products/weather-environmental-sensors/upper-air-radiosondes-rs41
https://www.vaisala.com/en/products/weather-environmental-sensors/upper-air-radiosondes-rs41
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temperature measurements. Moreover, the observations are transmitted in real-time mode via
radio frequency signals, and the radiosondes can typically reach an altitude of 35 km. The qual-
ity and the weight of the balloon determine the maximum ascending height. Since the pressure
decreases with the altitude, the balloon expands until its skin raptures. At this point, the ra-
diosonde descends safely with a parachute. Depending on the wind speed, a typical trajectory
may deviate more than 300 km in the horizontal component; hence the observations are not
recorded along the zenith direction. The fundamental advantage of this method is the excel-
lent accuracy and vertical resolution of the measurements. On the other hand, the trade-off is
balanced due to the high operational costs and the low horizontal resolution (National Weather
Service, 2021). On a global scale, about 1300 terrestrial stations launch radiosondes at least once
per day, and approximately 15 ships are equipped with automated shipboard upper-air sounding
systems. This high-quality data is exchanged in real-time and utilised in regional and global
numerical weather prediction models (World Meteorological Organization, 2021a).

3.1.2 Water Vapour Radiometers
The radiometers are passive remote sensing instruments that measure the emitted thermal en-
ergy by bodies. In the case of water vapour estimation, those instruments may be employed
in terrestrial as well as in space applications (Figure 3.2). As for the prior, the radiometers
utilize the microwave spectrum. More specifically, they are tuned in the K- and the Ka-Band to
be sensitive to the water molecules both in vapour and liquid form. The separation of the two
forms is achieved because the prior dominates the K-Band, while the latter dominates the Ka one
(Morris, 2006). Moreover, water-vapour radiometers are usually installed on rotating mounts and
scan the atmosphere by taking measurements along several azimuths and elevation angles. Thus,
they provide information about the water vapour in the zenith direction and its gradients. Ad-
ditionally, they can provide atmospheric profiles similar to the radiosondes (Foth and Pospichal,
2017). Regarding the space applications, the Scanning Multichannel Microwave Radiometer

Figure 3.2: Left: Ground-based RPG-HATPRO-G2 microwave radiometer (Courtesy of the Ger-
man Research Centre for Geosciences: Section 1.12) Right: Meteosat second-generation satellite,
including the Spinning Enhanced Visible Infra-Red Imager (SEVIRI) radiometer (Acquired from
ESA3).

2https://www.gfz-potsdam.de/en/section/space-geodetic-techniques/overview. Accessed: 12.02.2023
3https://earth.esa.int/eogateway/missions/meteosat-second-generation/description. Accessed: 12.02.2023
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(SMMR) from the National Aeronautics and Space Administration (NASA) operates at five dif-
ferent frequencies, including the K- and Ka-Bands, similar to the terrestrial instruments. It was
used in Seasat and Nimbus-7 satellite missions, and it could operate independently of almost
all weather conditions (Njoku et al., 1980). A more modern version of space-borne instruments
is the infra-red radiometer of Meteosat satellites that were developed by the European Space
Agency (ESA). The first generation of this program included seven geostationary satellites that
were equipped with the Meteosat Visible and Infra-Red Imager instrument. This device could
monitor water vapour via the thermal infra-red channel, centred at around 6.3 μm wavelength.
The second generation, which is now operational, consists of four geostationary satellites, which
are outfitted with the more-advanced Spinning Enhanced Visible Infra-Red Imager (SEVIRI)
radiometer. This sensor is more accurate, and it can acquire observations both at 6 3 and 11 μm
wavelengths. In addition, the supplementary low Earth orbit (LEO) ESA-designed Metop satel-
lites are equipped with the Infra-red Atmospheric Sounding Interferometers instrument, which
monitors water vapour similarly to the SEVIRI one. Unlike the microwave spectrum, the pri-
mary disadvantage of the observations at the infra-red one is their sensitivity in the clouds (World
Meteorological Organization, 2021b,c,d). Finally, multiple wavelengths allow separation between
the upper and the lower troposphere (Zinner et al., 2008).

3.2 Soil Moisture

3.2.1 The Gravimetric Technique

Figure 3.3: Soil-sampling process. A metal
case is inserted in the soil, and it is extracted
smoothly in order not to destroy the natural
structure of the sample. Next, the surface is
flattened to align with the ring’s lower and up-
per edges (Reprinted from Shokrana and Ghane
2020).

The gravimetric technique is a low-technology
method that is used for the measurement of
soil moisture. It is based on extracting soil
samples from the area of interest using metal
cases of known volume (Figure 3.3). The
weight of the soil sample is measured in two
phases, immediately upon extraction and af-
ter being dried slowly in ovens over a period
between 24 and 48 hours. Considering that
the sample was unaltered, the mass loss re-
flects the amount of water that evaporated
(Robock et al., 2000). Provided that the den-
sity of water is known, the weight difference
can be translated into the volumetric water
content of the fresh sample. The gravimetric
method is straightforward, does not require
special equipment, and is very accurate be-
cause the measurement is direct. However,
possible errors may occur either by not weigh-
ing the sample directly after the extraction
and letting soil moisture evaporate or by com-
pacting more soil in the metal cassette. In the
second case, the porosity would reduce, and
the volumetric water content would be biased.
The main disadvantages of this method are its
extensive use of human resources and its lim-
ited spatial representability.
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3.2.2 Time- and Frequency-Domain
Reflectometry
Time-Domain Reflectometry (TDR) and Frequency-Domain Reflectometry (FDR) are two meth-
ods for measuring soil moisture that require the installation of similar-in-view probes in the
ground. Despite certain commonalities, both methods are founded on different principles. TDR
estimates the soil’s dielectric constant (or permittivity) by measuring the travel time of emitted
electromagnetic pulses that propagate through the medium. This technique is considered advan-
tageous because it is highly independent of the soil texture, salinity, and temperature (Rossel
et al., 2011). On the other hand, FDR also estimates the dielectric constant, but it is based on the
frequency change of the electromagnetic wave that is reflected on the soil. This method is more
precise and lower cost, but it requires calibration for different soil types (Veldkamp and O’Brien,
2000). Roth et al. (1990) suggests an equation that additionally requires the permittivity of the
water, air, dry soil, and porosity, whereas Topp et al. (1980) proposes an empirical formula that
does not require additional information. Lastly, some sensors combine the advantages of TDR
and FDR methods merging both technologies (Figure 3.4). This approximation is more efficient,
and it can achieve an accuracy of 3 vol % (Truebner GmbH, 2021).

Figure 3.4: Truebner SMT 100 TDR-FDR probe connected with a Campbell CR800 data logger.

3.2.3 Space-borne Soil-Moisture Radiometers

Figure 3.5: SAOCOM satellite (Reprinted from
INVAP4).

Soil moisture is also measured from passive
and active space-borne sensors that are tuned
at the microwave spectrum. In the past, it
was attempted to estimate this scalar using
the visible and the infra-red spectrum, but
the results were not always satisfying (Srivas-
tava, 2017). Similarly with water vapour, the
first sensor that measured soil moisture was
SMMR utilizing observations at the C- and
X-Band. NASA’s research program contin-
ued with the development of the Special Sen-
sor Microwave/Imager and the more-advanced
Tropical Rainfall Measuring Mission’s Mi-
crowave Imager that were tuned at the Ku-

4http://saocom.invap.com.ar/. Accessed: 08.12.2021
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and X-Band, respectively (Owe et al., 2008; Vrije Universiteit Amsterdam, 2021). The most
modern and technologically improved missions are Soil Moisture and Ocean Salinity (SMOS)
from the ESA and Soil Moisture Active Passive (SMAP) from NASA. The prior is equipped
with the Microwave Imaging Radiometer using an Aperture Synthesis L-Band interferometric
spectrometer which is sensitive to moisture levels in the top few-centimetres layer of the soil. Its
temporal resolution is less than three days, the measurement accuracy is 4 vol %, and the spatial
resolution is 50 km (Kerr et al., 2010). The SMAP mission combines an L-Band radiometer
with active radar. Its primary goals are observing soil moisture globally and detecting frozen or
thawed land pieces. The measurement accuracy and temporal resolution are similar to SMOS,
but the as-designed spatial resolution is a big difference. The radar was incorporated in the in-
strumentation in order to reduce the spatial resolution from 36 to 9 km (Entekhabi et al., 2010).
Unfortunately, the radar failed three months after the mission launch, and the observations were
limited to the radiometer. Purely active radars are installed in meteorological satellites (e.g.
the Advanced Scatterometer in Metop) or synthetic aperture radar ones. The latter yield very
high spatial resolution, but their revisit time is higher. Additionally, most of the sensors operate
in the C-Band, the radio waves of which are difficult to penetrate vegetation (Mohanty et al.,
2017). The Argentine Microwaves Observation Satellite (Satélite Argentino de Observación con
Microondas - SAOCOM, Figure 3.5) (Giraldez, 2003) and the future Tandem-L mission (Mor-
eira et al., 2015) are very promising because they are designed to employ the L-Band, which is
less sensitive to vegetation. The combination of two, or more, such constellations would yield a
high-quality product with sufficient temporal resolution.
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GNSS Remote Sensing

GNSS was initially designed to serve military applications. Its primary purpose is to provide
position, velocity and time information for military applications and, later on, for civilian ones.
Access to this data had to be possible anywhere on, or around, the Earth and regardless of
weather conditions (Bauer et al., 2006; Hofmann-Wellenhof et al., 2008). In order to achieve
high precision, all systematic and random errors need to be isolated (Langley et al., 2017). On
the contrary, in GNSS remote-sensing applications, one has to isolate the errors and extract
helpful information according to their magnitude and/or behaviour (Jin et al., 2014a,b,c; Yu
et al., 2014).

All remote sensing techniques can be either active or passive. The prior are based on their
own sources to emit electromagnetic signals at an object, and they measure the backscattered
reflection. This concept is advantageous because it does not depend on other -natural- sources
and operates autonomously, according to the needs. The drawback is that such systems demand
a large amount of energy to operate. On the other hand, passive systems detect backscattered
radiation emitted by natural energy sources. This set-up is more straightforward, but the human
factor cannot totally control it (Campbell and Wynne, 2011; Khorram et al., 2012).

4.1 Basic Aspects of GNSS

Even though GNSS is treated as one system, it is not fully unified; it is made up of independent
counterparts that belong to various organizations and function autonomously. The four main
constellations operate globally: Navigation System with Time and Ranging Global Positioning
System (NAVSTAR GPS or GPS) - USA, GLONASS - Russian Federation, Galileo - EU and
BeiDou - PR China. On the other hand, some regional systems, such as the Quasi-Zenith Satel-
lite System (QZSS) - Japan and the Navigation Indian Constellation (NAVIC) - India (Johnston
et al., 2017).

The navigation, independent of the constellation, is based on calculating the distance between
the satellite and the receiver by comparing the time of flight and the time of arrival. Provided
that the coordinates of the satellites are known anytime, one can calculate the coordinates of
the receiver using the trilateration method (cf. Figure 4.1). Since the unknown parameters in
the 3D space are three (X, Y , and Z or ϕ, λ, and h), an equal number of synchronous range
observations between the satellites and the receiver is sufficient for the calculation of its posi-
tion. However, strict synchronization cannot be achieved in practice because the transmitters
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are equipped with clocks of significantly higher quality than the receivers. As a result, an extra
undefined parameter should be introduced into the equation. This unknown is the time correc-
tion; therefore, the minimum number of visible satellites must be four rather than three (Fang,
1986; Hofmann-Wellenhof et al., 2008).

Figure 4.1: GPS satellites trilateration considering only the desynchronization of the clocks
(Reprinted from Elazab, 2015).

4.1.1 Segments

Each constellation consists of three major operational components: the space, the control, and the
user segment (Figure 4.2). The space segment compromises the active satellites that transmit
navigation signals to the users. Provided that each constellation is designed to be functional
independently, the satellites are homogeneously distributed to provide position, velocity and
time information over the coverage area at any moment. This area is extended over all latitudes,
including the poles. The control segment is a network of ground facilities responsible for the
system’s harmonic function. The most critical counterpart of this segment is the master station
which is in charge of the overall operation of the system. More specifically, the orbits and the
stabilization parameters of the clocks are calculated and uplinked, along with other commands,
to the satellites. Lastly, the user segment includes all equipment that receives and exploits GNSS
signals for military and civilian purposes (Hofmann-Wellenhof et al., 2008; Langley et al., 2017).
One receiver can be compatible with multiple constellations, but only one is used as the primary.
Although GPS dominates the market, there are many cases in Russia and PR China where the
primary constellation is either GLONASS or BeiDou (Navipedia, 2018a,c).
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Figure 4.2: GPS segments. The space segment solely broadcasts information to the user segment,
but the control and the space segments communicate in two directions (Reprinted from Subirana
et al., 2013).

4.1.2 Constellations
GPS

Figure 4.3: GPS BLOCK IIIA satellite (Ren-
dered from Lockheed Martin1).

GPS is the first navigation system designed
by the U.S. Department of Defense. Its ini-
tial goal was to operate only for the military,
but later on, it expanded its services to civil-
ian users. The first satellite was launched in
1978, and the system has been fully opera-
tional since 1995. During those years, many
updates were done in the space segment; the
first generation was BLOCK I, and the last
was BLOCK IIIA (Figure 4.3). Since GPS
started to function completely, 24 satellites
have been split into six orbital planes. Each
plane has an inclination of 55◦; this fact lim-
its the number of visible satellites on the poles
without restricting the global coverage. The
eccentricity of the orbits is less than 0.02, and
the length of the semi-major axis is 26 560 km
(or 20 189 km above the Earth’s surface), which results in an orbital period of half sidereal day.
In the beginning, GPS satellites would broadcast carrier signals in two individual frequencies
(L1 - 1575.42MHz and L2 - 1227.60MHz ). After the launch of the first BLOCK IIF, an ad-
ditional frequency was introduced (L5 - 1176.45MHz). The channel access method of GPS is
Code Division Multiple Access (CDMA); hence all satellites transmit signals of exactly the same
frequencies (Hegarty, 2017; Steigenberger et al., 2020).

1https://www.lockheedmartin.com/en-us/products/gps.html. Accessed: 04.05.2021
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GLONASS

Figure 4.4: GLONASS-K satellite (Rendered
from Information Satellite Systems Reshetnev2).

The Russian Aerospace Defence Forces are
responsible for the operation of GLONASS
nowadays, but it was initially designed in the
Soviet Union. In the same manner as GPS,
the original application of the system was mil-
itary, but it was later expanded into civil use
as well. Although the first launch in 1982 was
unsuccessful, the constellation started to de-
velop and became fully operational in 1996.
Later on, the system was not sustained due
to financial issues, and by 2001, only a few
satellites were in orbit (Hofmann-Wellenhof
et al., 2008). After the decay period, several
launches took place, and the system achieved
global coverage in 2011. In GLONASS, 24 satellites are split into three orbital planes. Each
plane has an inclination of 64.8◦, which increases the number of available satellites in the polar
regions with respect to GPS. The semi-major axis has a length of 25 440 km which yields an
orbital period of 11 h 15min 44 s (Navipedia, 2018b; Hofmann-Wellenhof et al., 2008). This con-
stellation was originally using only Frequency Division Multiple Access (FDMA). Each satellite
was broadcasting signals of slightly different frequencies. However, the most modern version
(GLONASS-K1, Figure 4.4) utilizes both CDMA and FDMA, and they transmit the following
carrier signals: L1OC (FDMA - centred at 1602MHz), L2OC (FDMA - centred at 1246MHz),
and L3OC (CDMA - 1202.025MHz). In the future, the satellites will additionally use CDMA to
broadcast L1OC and L2OC signals (Revnivykh, 2011; Revnivykh et al., 2017; Navipedia, 2018b).

Galileo

Figure 4.5: Galileo full operational capability
satellite (Rendered from ESA3).

Galileo is the most modern constellation, and
it was developed by the ESA with the funds
of the EU. Unlike GPS and GLONASS, the
primary use of the system is civilian. The
program’s evolution consists of three stages;
the in-orbit validation, the initial operational
capability and the fully operational capability
phase (Figure ). The first launch was held in
2005 in the Guiana Space Centre, and nowa-
days, 24 fully functional satellites are orbiting
around the Earth with better than expected
performance (Navipedia, 2021a). Similar to
GPS, the inclination of the orbital planes is
56◦, and the length of the semi-major axis is
29 994 km. This altitude results in an orbital period of approximately 14 h (Navipedia, 2020a,c).

2http://www.iss-reshetnev.com/spacecraft/spacecraft-navigation/glonass-k. Accessed: 04.05.2021
3https://www.esa.int/Applications/Navigation/Galileo_satellite_recovered_and_transmitting_navigatio

n_signals. Accessed: 05.05.2021
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The architecture of the signal plan has many similarities with GPS, CDMA is exclusively used,
and the signals are broadcast in three frequencies; E1 (1575.42MHz), E6 (1278.75MHz) and E5
(1176.45MHz) (Navipedia, 2020b).

BeiDou

Figure 4.6: BeiDou-3 satellite (Rendered from
Shanghai Engineering Center for Microsatel-
lites4).

BeiDou-2 is the second-generation satellite
navigation system of PR China. The first gen-
eration was BeiDou-1, and it provided its ser-
vices regionally. The first launch was held
in 2000, and the system stopped its opera-
tions in 2012. The system’s set-up was ex-
ceptional because one needed observations of
only two satellites to achieve a positioning so-
lution. This was possible because there was
two-way communication between the control
station, the satellites and the receiver, and the
clock errors were eliminated. Additionally, the
system used a digital elevation model to elim-
inate one unknown parameter and convert a
3D geometrical problem to a 2D one. The
drawbacks of this concept are the necessity of
uninterrupted estimation of the control’s centre and the satellites’ positions and the accuracy re-
duction due to the low spatial resolution of the elevation model (Hofmann-Wellenhof et al., 2008).

BeiDou-2 is a global satellite navigation system whose architecture approximates the structure
of other global constellations. The first satellite was launched in 2007, and after a series of
successful operations, the system was fully functional in 2020. The extension of this system is
BeiDou-3 (Figure 4.6), and it started to develop in 2015. The difference between BeiDou and the
other constellations is that the prior does not use only medium Earth orbit (MEO) satellites, but
also geostationary and inclined geosynchronous ones. In fact, five geostationary, three inclined
geosynchronous, and 27 MEO satellites comprise the constellation. The inclination of the MEOs
is 55◦, and they are split into three orbital planes. The system uses CDMA exclusively, and after
the new developments, it broadcasts the signal in five carrier frequencies: B1C (1575.42MHz),
B1I (1561.098MHz), B2I (1207.140MHz), B2a (1176.45MHz) and B3I (1268.52MHz) (Yang
et al., 2017; China Satellite Navigation Office, 2019; Lu et al., 2020).

Other Regional Constellations

The QZSS (Figure 4.7 - left) is the satellite navigation system of Japan, and it covers the entire
territory of the country. This constellation provides corrections to the signals of other GNSS, and
it does not operate autonomously. More precisely, it is compatible with L1, L2, and L5 signals
from GPS and with E6 from Galileo. The QZSS consists of one geostationary and three inclined
geosynchronous satellites. This set-up allows observation of at least one satellite in elevation
angle over 70◦ anytime and anywhere in Japan (Navipedia, 2018d). This augments navigation
in areas with poor sky visibility, such as deep canyons.

The NAVIC, formerly known as Indian Regional Navigational Satellite System (IRNSS, Figure

4http://english.microsate.cas.cn. Accessed: 24.07.2022
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4.7 - right), is India’s regional satellite navigation system that covers the country’s wider terri-
tory. The constellation consists of seven satellites, three geostationary and four inclined geosyn-
chronous. The first launch was held in 2013, and the last satellite was set into orbit in 2016. The
system broadcasts signals in two frequencies; L5 (1176.45MHz) and S-band (2492.08MHz), a fact
that makes it unique because all other constellations exclusively utilize the L-Band (Navipedia,
2021b). The advantage of this setup is the reduction of the interference effects on GNSS signals
(Sun et al., 2017).

Figure 4.7: Left: QZSS satellite (Reprinted from Cabinet Office, Government Of Japan5).
Right: IRNSS-1A satellite (Rendered from Indian Space Research Organisation6).

4.1.3 Signals and Multiplexing Techniques
Carrier Signal

The most important components of each navigation satellite are its atomic oscillators which
operate at a fundamental frequency (f0). For GPS, Galileo, and BeiDou this frequency equals
10.23MHz, while for GLONASS it is 5.11MHz (Ellingson et al., 2000; Hein et al., 2001; Qin
et al., 2019). The carrier signal is generated by scaling the fundamental frequency. The satellites
of all constellations that use CDMA transmit their carrier signals on the same frequencies. On
the other hand, each GLONASS satellite, which uses mainly FDMA, utilizes slightly different
frequencies to distinguish. Finally, each satellite uses at least two frequencies to eliminate the
ionospheric error (Hofmann-Wellenhof et al., 2008).

Ranging Code

The ranging code is a chain of alternating bits (chips) superimposed in the carrier signal. This
sequence of zeros and ones is also called pseudo-random noise (PRN). The term “random” is
used because the PRNs seem arbitrary, but they are generated with an algorithm. On condition
that CDMA is utilized, each PRN is unique for every satellite and is used for identification. The
ranging code is realized by shifting the initial phase of the carrier signal, and the ranges are
easily measured by cross-correlating the replica of the code that is stored in the receiver with the
recorded signal. There are always up to two PRNs in each signal, the primary and the secondary.
In GPS, the prior is the Precise code (P-code), and the latter is the Coarse-Acquisition (C/A)
one (Figure 4.8). Even though the secondary code is not very accurate, it is very useful because
it allows fast identification of the satellites in view and acceleration of the cross-correlation
process with the P-code. Thus there is no necessity to include the secondary code in all signals

5https://qzss.go.jp/en/technical/qzssinfo/index.html. Accessed: 06.05.2021
6https://www.isro.gov.in. Accessed: 06.05.2021
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of one constellation but in a fraction of them. Lastly, the ranging code is characterized by its
orthogonality which means that it always yields a high correlation between a single-code replica
and a bundle of received signals (Hofmann-Wellenhof et al., 2008; Gebre-Egziabher and Gleason,
2009).

Figure 4.8: Main components of GPS L1 Coarse-Acquisition (C/A) signal.

Navigation Message

Similarly to the ranging code, the navigation message is also superimposed in the carrier sig-
nal. This message characterizes each satellite and is implemented to provide orbital and clock
corrections information in real-time mode mainly. Even though these data are not highly ac-
curate, they are sufficient for two-three centimetre-level positioning applications. Additionally,
the navigation message provides information about the troposphere, the ionosphere, the status
of the satellite and the orbits of further satellites of the constellation. The last one is called
almanac, and it is used for the recognition of the satellites in view and the prompt position
estimation. The navigation message in GPS contains 25 pages. Considering that each page
consists of 1500 bits, and the transmission rate is 50 bits/s, the repetition period of the message
is 12.5min (Hofmann-Wellenhof et al., 2008).

Signal Multiplexing

Each signal is designed to include either one or two ranging codes. In the first case, the set-up is
simple, while in the second case, both ranging codes are incorporated using a modulation method.
The most traditional technique is binary phase-shift keying, and the first generations of GPS and
GLONASS use it. However, a more modern and efficient approximation is binary offset carrier
modulation, and the later generations of the GNSS utilize it. This transition was primarily done
because the spectral efficiency of binary offset carrier allows for inter-constellation compatibility
(Falcone et al., 2017; Hegarty, 2017; Revnivykh et al., 2017; Yang et al., 2017). Other advantages
of this modulation are the augmentation of signal tracking and multipath mitigation capability
(Juang et al., 2020).

4.1.4 Observables
The observables used mainly in geodetic applications are the pseudo-ranges and the carrier
phases. In addition, auxiliary information is obtained by analysing the Doppler shift and the
signal strength. Each manufacturer of GNSS receivers has its own configuration to export the
observations. Nevertheless, all format types can be converted into Receiver Independent Ex-
change (RINEX) files (Gurtner and Lou, 2018), a format which is commonly accepted by the
GNSS community.
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Pseudo-ranges

The pseudo-ranges are directly associated with the ranging codes. They are calculated by mea-
suring the travelling time of the signal ∆t between the transmitter and the receiver, and as
explained previously, this is achieved with cross-correlation. The accuracy of the correlation de-
pends on the chip duration. In the case of the P-code, this is almost 1 μs, while in the C/A code,
this is ten times longer. Provided that the instrumental noise of the receiver (or receiver noise) is
1% of the chip duration (Rankin, 1994; Krawinkel and Schön, 2016), the resulting error is 29.3 cm
and 2.93m, respectively. Additionally, the term “pseudo” is used because the transmitter and
receiver clocks are not totally synchronized, and the measured range is highly biased. Unlike
correlation accuracy, this uncertainty can be eliminated. The main disadvantage of the P-code
is that it is not fully available to civilian users. When anti-spoofing mode is enabled, the secret
W-code is mixed with the P-code yielding to the broadcasted Y-code (Hofmann-Wellenhof et al.,
2008). Because W-code has a 20 times lower frequency than the P-code, there are techniques to
omit it, but the pay-off is higher instrumental noise. Finally, when both primary and secondary
codes are available, the provided observation is always the primary one (Woo, 2000). Although
there are many versions of the mathematical model of the P-code observations (e.g., Xu and
Xu, 2016; Langley et al., 2017; Navipedia, 2020d), a generalized form of this formula between a
satellite s and a receiver r is:

P s
r = ρsr + (ur − us)c+ Isr + Zs

r + βr − βs + ϵP (4.1)

where:
ρ geometric distance
u clock corrections
c the speed of light
I ionospheric delay
Z tropospheric delay
β hardware delays
ϵP instrumental noise

Carrier Phases

The carrier phases are measured after restoring the phase shifts of the carrier signal. Since the
receiver cannot count the full signal cycles between the satellite and the antenna, an uncertainty
called initial-phase ambiguity (or ambiguity) is inserted. This is estimated by integrating the
phase changes over two, or usually more, epochs (Hofmann-Wellenhof et al., 2008). On the other
hand, the phase measurements of the last incomplete cycle at a certain epoch and the relative
changes between two epochs are more accurate because the quality of the observations depends
on the instrumental noise, which is related to the wavelength of the signal (Rankin, 1994). The
carrier signals have short wavelengths between 19 and 25 cm, while the chip length of P-code
is 29.3 cm. Similarly with the previous equation, there are several variants of the mathematical
model of the carrier observations (e.g., Langley et al., 2017; Navipedia, 2020d). A generalized
form of this observable is:

Ls
r = ρsr + (ur − us)c− Isr + Zs

r + λ(Ns
r + αr − αs) + ϵΦ (4.2)

where:
λ wavelength
N ambiguity
α hardware delays
ϵΦ instrumental noise
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The most notable distinction between Equations 4.1 and 4.2 is the absence of the ambiguity.
Additionally, the ionospheric delay has an equal magnitude but opposite sign. This occurs
because the carrier signal propagates with its natural phase velocity, and the pseudo-ranges
propagate with the group velocity (Figure 4.9). In non-dispersive media (e.g. troposphere), both
velocities have the same magnitude, while in dispersive ones (e.g. ionosphere), one can assume
that the phase delay has the same magnitude, but an opposite sign of the group delay (Meurer
and Antreich, 2017).

Figure 4.9: Propagation of a modulated signal in a non-dispersive (top) and a dispersive (bottom)
medium (Rendered from Meurer and Antreich, 2017).

Doppler Shift

The Doppler effect occurs due to the relative motion between the transmitter and the receiver.
Due to this effect, the receivers on the Earth record different frequency waves than the trans-
mitted ones. In GNSS, this variation can be ±5 kHz in static mode, and it can be greater if
the receiver is in motion (Zhang et al., 2017). Each GPS receiver calculates its velocity at ev-
ery epoch, and according to security regulations, it stops operating after exceeding the limit of
1000 kn (Stansbury et al., 2013). As mentioned in Xu and Xu (2016), the mathematical model
of the Doppler shift between a satellite s and a receiver r for the carrier phases is:

Ds
r =

dρsr
λdt

− f
d(ur − us)

dt
+ ϵΦ (4.3)
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where:
ρ geometric distance
λ wavelength
f frequency
u clock corrections
ϵΦ instrumental noise

Signal Strength

The signal strength provides information about the reliability of the signal, and the measure is
the ratio between its theoretical power and its noise level. All satellites yield stronger signals
when they are directed in the zenith direction with respect to the receiving antenna. This is
due to the minimization of the signal propagation distance. There are two measures for the
signal strength, the signal-to-noise ratio (SNR) and the carrier-to-noise density (C/N0), while
the measurement provided by the RINEX files is always the C/N0 (Gurtner and Lou, 2018). As
given in INSIDE GNSS (2010), the mathematical models of the signal strength are:

SNR (dB) = S −N (4.4)

C/N0 (dB−Hz) = C −N0 (4.5)

where:
S signal power in dBW
N noise power in dBW
C carrier power in dBW
N0 noise power density in dBW −Hz

4.1.5 Error Sources in the Observations
The errors that are included in the observations can be either systematic (biases) or random, and
they are separated into three main categories; the errors related to the satellites, the receivers,
and the propagation of the signal.

Errors Related to the GNSS Satellites

Two error sources are associated with the satellites, the orbital and the satellites’ clock error, and
they include both systematic and random components (Yunck et al., 1996; Griffiths and Ray,
2009; Beard and Senior, 2017).

The orbital error occurs due to the inaccurate calculation of the satellites’ position. As mentioned
in Section 4.1.1, the control segment is responsible for estimating the orbital parameters of the
satellites, which are uploaded several times per day to keep the accuracy below the sub-meter
level. In post-processing mode, there is the possibility to achieve significantly better accuracy
that approximates the 5 cm error (Johnston et al., 2017; Langley et al., 2017). For differential
GNSS applications in real-time mode, the information obtained from the navigation message is
sufficient because two or more stations are utilized, and the error is differentiated and minimized.
On the other hand, in high-precision single-station applications, such as Precise Point Position-
ing, accurate orbits are necessary. Lastly, in the recent years, several developments have been
made for the accurate prediction of the position of the satellites (e.g., Yang and Gao, 2017).

All GNSS satellites are equipped with high-quality atomic clocks, which are used to record
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the time of transmission of the signal from the satellite to the receiver. Similar to the orbits, the
atomic clocks are coordinated by the control segment. Each constellation has a master clock,
according to which all satellites are synchronized. Additionally, since every navigation system
operates independently, intra-constellation compatibility requires strict synchronization between
all master clocks. The error of the GPS satellites is typically 0.1-0.2 ns, which leads to a range
miscalculation of 3-6 cm (Zhang et al., 2011). Likewise the orbits, the clock errors are minimized
either by differentiating synchronous observations that contain the same bias or by predicting
the clocks’ drift.

Errors Related to the Receivers

There are three error sources associated with the receivers, the clock error of the receiver, the
instrumental noise, and the error from the estimation of the antenna phase centre. The nature
of the prior is both random and systematic (Krawinkel and Schön, 2016), but some publications
consider it only systematic (Yeh et al., 2009). The second error source is random (Hauschild,
2017a), while the third is systematic (Schmid et al., 2016).

The clock errors of the receivers are identical in nature to those of the satellites, but they differ
in magnitude. This occurs because the receivers are usually equipped with quartz oscillators
and not with atomic ones, which are significantly higher quality. In fact, it would be impossible
to equip every receiver with an atomic clock due to budget reasons. Each receiver adjusts its
time constantly, but the drift rate is too high to keep it stable. Even after synchronization, a
realistic value for the clock error is 200 ns (Krawinkel and Schön, 2016), which leads to a range
inaccuracy of 60m. Finally, this bias is either resolved with differentiation or is estimated as an
unknown parameter (Langley et al., 2017).

The instrumental noise occurs due to the imperfect correlation of the recorded modulated sig-
nal. This error is expected because all GNSS receivers consist of analogue circuits with limited
functional capabilities (Hauschild, 2017a). As explained in Section 4.1.4, the magnitude of this
error is typically 1% of the correlator width and is considered as Gaussian white noise (Rankin,
1994; Krawinkel and Schön, 2016). Lastly, it is essential to mention that this error level refers to
the raw measurements; in linear combinations, the noise increases according to the propagation
of uncertainty (Hauschild, 2017b).

The antenna-phase-centre-uncertainty is different for each carrier frequency (Maqsood et al.,
2017). Additionally, the position of the phase centres changes slightly depending on the eleva-
tion angle and the azimuth. Those changes are at the millimetre level and are required only
for high-precision applications (Wübbena et al., 2006). The antenna calibration can be either
relative or absolute. In the first case, the corrections are determined with respect to an other
calibrated antenna (e.g., Mader, 1999; Wübbena et al., 2006). In the second case, the corrections
are determined by transmitting signals to the antenna from known locations (e.g., Görres et al.,
2006). Moreover, in network solutions, the errors are minimized if all receivers are equipped
with the same antenna model and all antennas are oriented to the same direction (Commins and
Janssen, 2012).

Errors Related to the Propagation of the Signal

The GNSS signals are electromagnetic waves propagating through different media; hence, they
are expected to experience delays due to refraction. The media that alter the velocity of the
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signal are the neutral atmosphere and the ionosphere. Even though the magnitude of those de-
lays changes dynamically, there are regarded as systematic errors because they consistently alter
the measurements in the same direction. Furthermore, the antenna does not receive only direct
signals but reflected ones too. This phaenomenon is called the multipath effect, and its nature
is also systematic (Wübbena et al., 2010; Braasch, 2017).

The neutral atmosphere consists of the gases and particles which surround the Earth. It is
formed by four sublayers, the troposphere (0-10 km), the stratosphere (10-50 km), the meso-
sphere (50-85 km), and the thermosphere (85-500 km) (Figure 4.10). The vast majority of the
meteorological events take place in the troposphere because this layer holds 75%-80% of the
atmospheric mass and 99% of the water vapour and aerosols; hence the delay occurred due to
the Earth’s neutral atmosphere is often called tropospheric delay. Moreover, the air density is
minimal in the thermosphere, and this layer is treated as a part of the outer space (UCAR, 2011,
2015). This error is independent of the frequency for L-band signals, and consequently, it cannot

Figure 4.10: Schematic presentation of the layers of the neutral atmosphere and the ionosphere
(Reprinted from University Corporation for Atmospheric Research7).

7https://scied.ucar.edu/learning-zone/atmosphere/ionosphere. Accessed: 02.08.2022
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be determined from measurements with dual-frequency receivers (Hobiger and Jakowski, 2017).
In differential GNSS applications, where the distance between the stations is short, the error
is regarded as equal and minimized through differentiation (Hauschild, 2017b). In other cases,
the error is either estimated as an unknown parameter or calculated from numerical weather
prediction or reanalysis data. Moreover, it is possible to combine both techniques mentioned
above (Yang and Gao, 2017; Yang et al., 2020).

The ionosphere consists of charged particles (ions); it starts in the upper atmosphere and can
reach up to the height of 1000 km above the Earth’s surface (Hobiger and Jakowski, 2017). Its
thickness changes dynamically, and it depends on the Earth’s rotation and solar activity, which
occurs at an 11-year cycle (Hathaway, 2015). The ionosphere is formed by three main layers; the
D-layer (60-90 km), the E-layer (90-150 km), and the F-layer (150-500 km) (Figure 4.10). The
heights mentioned above are not fixed, and they can change significantly. During the day, the
F-layer is split into two counterparts, and the D-layer is heavily ionized. During the night, the F-
layer is unified, and the D-layer vanishes (UCAR, 2014). Unlike the atmosphere, the ionospheric
error depends on the frequency of the carrier signal, and it can be estimated by combining two
or more frequencies. Two signals are sufficient for calculating the first-order ionospheric effect,
which is usually enough to achieve high accuracy. In the case of too high ionization, a third
frequency has to be introduced to calculate the second-order ionospheric effect. The disadvan-
tage of this approximation is the increase of the noise (Liu et al., 2016; Hobiger and Jakowski,
2017). On condition that a multi-frequency receiver is not available, the ionospheric error can be
minimized in a network solution by differentiating synchronous observations of nearby stations
(Hauschild, 2017b).

The multipath effect is caused by the interference between the direct and the reflected sig-
nal. It only depends on the position of the obstacles around the antenna and can affect both
the pseudo-ranges and the carrier phases. In kinematic mode, the reflection points are irregular,
and the effect is difficult to model. In static mode, if the station’s vicinity does not change,
the antenna receives the same reflections every time a satellite repeats its orbit. In this case,
the multipath can be easier mitigated. The simplest way to minimize this error is the proper
position of the antenna away from obstacles. Additionally, it can be reduced with mechanical
means and/or software tools. For example, choke-ring antennas block the reflected signals, and
special software packages detect the interferences using SNR measurements (Braasch, 2017).

4.2 GNSS Remote-Sensing Techniques

Taking advantage of the global coverage and the accessibility of the GNSS, it was first proposed
in the 1990s to expand the use of navigation systems and exploit the L-band signals for remote
sensing applications. Over the last decades, this concept has been broadly investigated and
has been established as a reliable methodology (Jin et al., 2014a,b,c; Yu et al., 2014). There
are three basic categories for the GNSS remote-sensing techniques: Space-based Atmosphere
Sounding (Kursinski, 1997; Hajj et al., 2002); Ground-based Atmosphere Sounding (Bevis et al.,
1992); and GNSS-R (Zavorotny et al., 2014). The first two focus on the propagation of the signal
through the atmosphere and the ionosphere, while the latter examines the impact of the signal
reflections.
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4.2.1 Space-Based Atmosphere Sounding
Space-based Atmosphere Sounding (or GNSS Radio Occultation - RO) is a technique based on
observing GNSS measurements from an LEO satellite. The critical times are the rise and the set
of the LEO with respect to the observed GNSS satellite. Due to the refraction, the signal path
bends, and it is possible to achieve communication between the satellites, even if one is slightly
beyond the horizon of the other (Figure 4.11). At near-surface altitudes, the bending angle is
generally 1◦, but it reduces exponentially at higher heights. One receiver monitors hundreds of
occultations in a single day that are well distributed over the globe (Gleisner et al., 2022). Each
event yields high-quality vertical profiles of the neutral atmosphere (e.g., Wickert et al., 2001b;
Schreiner et al., 2020) and the ionosphere (e.g., Jakowski et al., 2002; Arras et al., 2008).

Similarly to any terrestrial receiver, the observations of the LEO satellite can be described by
Equation 4.2. At first, the clock desynchronization needs to be taken into account. Initially,
this was achieved by introducing double-differentiated observations between two GPS satellites
and two receivers, one deployed on an LEO satellite and a second installed on a ground station
(Wickert et al., 2001a). The termination of the selective availability on 02.05.2000 marked the
beginning of a new era in this technique. The GPS clocks became free of intentionally inserted
fluctuations, allowing single-differentiated observations to be used (Wickert et al., 2002). More-
over, if the LEO satellite is equipped with a high-accuracy clock, zero differencing is possible
(Wickert et al., 2005; Bai et al., 2018). After extracting the delays due to the atmosphere and
the ionosphere for every individual frequency, the second step is determining the bending angle,
which is a function of the Doppler shift and the relative motion between the receivers. This
retrieval is not straightforward and requires several steps, some of which are solved iteratively.
More information about this step is given in Hajj et al. (2002) and Elgered and Wickert (2017).
After calculating the bending angles for every frequency, they must be corrected for the iono-
spheric effect. Similarly to the phase correction, the adjusted bending angle is given by the
equation:

αc =
f2
1

f2
1 − f2

2

α1 −
f2
2

f2
1 − f2

2

α2 (4.6)

where:
f carrier frequencies
α bending angles in every frequency

Consequently, the refractive index can be extracted by inserting the bending angle in Abel’s
inversion model.

n = exp

(
1

π

∫ ∞

a

α√
x2 − a2

dx

)
(4.7)

where a is the impact parameter (cf. Figure 4.11). The atmospheric refractivity in Equation
4.8 is associated to the pressure (P ), the temperature (T ), and the water vapour pressure (Pw)
(Smith and Weintraub, 1953). In the case water vapour is absent, the dry temperature and
pressure are obtained from the general gas and the hydrostatic equation (Melbourne et al., 1994;
Kursinski et al., 1997). On the contrary, additional meteorological information has to be inserted
(Gorbunov and Sokolovskiy, 1993).

N = (n− 1)106 = 77.6
P

T
+ 3.73

Pw

T 2
105 (4.8)

The first mission, during which GNSS RO was introduced, was Global Positioning System/Mete-
orology (GPS/MET) in 1995 (Rocken et al., 1997; Schreiner et al., 1999). Additionally, Challeng-
ing Minisatellite Payload (CHAMP) and Gravity Recovery and Climate Experiment (GRACE)
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were two missions that contributed positively to advancing this methodology (Wickert et al.,
2001b, 2005). COSMIC-1 and the follow-up COSMIC-2, which is operational (as of August
2022), are two pioneering missions specially designed for RO (Liou et al., 2007; Schreiner et al.,
2020). The results showed that one could achieve very high accuracy and vertical resolution with
this method; thus, the output data is used for weather prediction (e.g., Healy et al., 2005; Kuo
et al., 2000; Cucurull et al., 2014), and atmospheric and climate change studies (e.g., Steiner
et al., 2009, 2011; Wickert et al., 2001b; Ho et al., 2009). GNSS RO is considered very robust
and has been used to provide commercial data in the recent years (Borowitz, 2016; E. Bowler,
2020).

Figure 4.11: Propagation path through the atmosphere and the ionosphere Between a GPS and
a COSMIC-1 satellite, showing the bending angle (α) and the impact parameter (a) (COSMIC-1
satellite rendered from the National Space Organization of the Republic of China8, GPS satellite
rendered from Lockheed Martin9, Earth’s shape taken from freesvg.org)10.

4.2.2 Ground-Based Atmosphere Sounding
Ground-based Atmosphere Sounding (or GNSS Meteorology) is a technique that provides infor-
mation about the atmosphere’s water vapour with GNSS measurements. As shown in Equation
4.2, GNSS signals are delayed due to the propagation through the atmosphere. In accordance
with Section 4.1.5, the atmospheric delay can be estimated, in network and single-station solu-
tions during the data processing. The delay due to the atmosphere in the zenith direction (or
Zenith Total Delay - ZTD) consists of two counterparts: the Zenith Hydrostatic Delay (ZHD)
and the Zenith Wet Delay (ZWD). As explained in Elgered and Wickert (2017), the mathemat-
ical models of the zenith delays are:

Ztotal = Zdry + Zwet (4.9)

8https://www.nspo.narl.org.tw/history_prog.php?c=20030401&ln=en. Accessed: 08.05.2021
9https://www.lockheedmartin.com/en-us/products/gps.html. Accessed: 08.05.2021

10https://freesvg.org. Accessed: 08.05.2021
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Zdry = 10−6

∫ h∞

hGNSS

Ndry(z)dz (4.10)

Zwet = 10−6

∫ h∞

hGNSS

Nwet(z)dz (4.11)

where:
Ztotal Zenith Total Delay
Zdry Zenith Hydrostatic Delay
Ndry hydrostatic refractivity
Zwet Zenith Wet Delay
Nwet wet refractivity
hGNSS height of the GNSS antenna
h∞ height where atmosphere ends

A typical value for the ZTD is 2.5m, the dominant component is the dry one, and it is 90% of
the entire delay (Hopfield, 1969), while the rest is the wet. The prior is very stable because it
changes less than 1% over a few hours (Navipedia, 2013), and it can be easily calculated with
in-situ meteorological or weather model data. As explained in Saastamoinen (1972), the ZHD
can be calculated by the equation:

Zdry =
0.00227768P0

1− 0.00266 cos 2ϕ− 0.00028H
(4.12)

where:
P0 surface pressure
ϕ latitude
H orthometric height (in km)

On the other hand, the calculation of the ZTD and the ZWD is not straightforward; GNSS
software packages primarily estimate the delay to the slant direction (or slant total delay -
STD), which is later projected to the zenith direction. This process is achieved with the mapping
functions (Figure 4.12), which are equations that show the dependency of the hydrostatic and
wet delays on the elevation angle and -sometimes- the time (mdry and mwet, respectively). The
first model is described in Marini (1972):

m =
1

sin(e) + a
sin(e)+ b

sin(e)+ c
sin(e)+...

(4.13)

where e is the elevation angle and a, b, c, ... are coefficients that need to be defined. Since then,
similar functions have been developed. Niell’s mapping function is relatively simple, and it does
not require meteorological data (Niell, 1996), while Vienna mapping function 1 also depends on
the day of year (Böhm et al., 2006b; Kouba, 2008). Moreover, a second category of mapping
functions is utilized to compensate for the atmosphere’s azimuthal asymmetry (mgrad). This
approximation greatly improves the results because the atmosphere is not homogeneous in all
directions. There are two main implementations of this mapping function; the prior (mch

grad) is
described in Chen and Herring (1997), and it is dependent only on the elevation angle, while
the latter (mbs

grad) was introduced in Bar-Sever et al. (1998), and it also relies on the mapping
function for the wet component.

mch
grad =

1

sin(e)tan(e) + 0.0032
(4.14)
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mbs
grad = mwet ∗ cot(e) (4.15)

According to Kačmařík et al. (2019), a complete expression of the observation equation of the
STD can be written as follows:

Stotal = mdryZdry +mwetZwet +mgrad(GNScos(a) +GEW sin(a)) (4.16)

where:
a azimuth
Zdry, Zwet Zenith Hydrostatic and Wet Delays
mdry,mwet mapping functions for the dry and wet components
mgrad mapping function of the gradient parts
GNS , GEW gradients in the north-south and east-west directions

Figure 4.12: Propagation path of the electromagnetic signals. The slant observations are pro-
jected to the zenith direction with the use of the mapping functions (Reprinted from Simeonov,
2021).
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The unknown parameters of Equation 4.16, are estimated by importing simultaneous observa-
tions in a least-squares adjustment. The last step of this process includes the calculation of the
Total Precipitable Water (TPW ), which represents the total amount of water along a vertical
column. According to Bevis et al. (1994), this quantity can be derived from the ZWD as follows:

TPW = ZwetΠ (4.17)

Π =
106

ρRu[(k3/Tm) + k
′
2]

(4.18)

k
′

2 = k2 −mK1 (4.19)

where:
ρ density of liquid water
Ru specific gas constant of water vapour
Tm weighted mean temperature of the atmosphere
m ratio of molar masses of water vapour and air
k1, k2, k3 physical constants

It is important to mention that function Π yields unitless values; hence the water vapour is
calculated in a length unit. In order to calculate the integrated water vapour (IWV ), one has to
omit the density of liquid water, due to which the unit conversion is very simple. As a reference,
1mmTPW≈1 kgm−2 IWV .

Ground-based Atmosphere Sounding is a very robust technique. The outcome can be used either
individually (e.g., Priego et al., 2017; Jones et al., 2019) or for comparison with weather model
data (e.g., Li et al., 2015; Wilgan et al., 2015; Alshawaf et al., 2017), or it can be inserted to
weather models (e.g., Zus et al., 2011; Bennitt and Jupp, 2012; Rohm et al., 2019). Additionally,
the STD can be used directly to create water vapour tomography. This technique is computa-
tionally intensive, and it requires a dense GNSS network, but it is very interesting because it
provides continuous and not station-referred point data (e.g., Bender et al., 2011; Rohm, 2013;
Möller, 2017).

4.2.3 GNSS Reflectometry

GNSS-R is a multistatic technique that examines the signal reflections and acquires physical
properties from the reflection point/zone. There are various set-ups in which the antenna of
the receiver is placed on a ground station, on an aeroplane, or a satellite (Rius and Cardellach,
2017). Unlike the previous GNSS remote sensing techniques, GNSS-R is very diverse, allowing
calculations of multiple parameters depending on the set-up.

Sea-surface altimetry was the first GNSS-R application to be suggested through the Passive
Reflectometry and Interferometry System concept in 1993 (Martin-Neira, 1993). This method
requires two strongly attached antennas. The first one point upwards and receives the direct
signals, while the second antenna is directed downwards and records the reflections. The distinc-
tion is made because of the antennas’ orientation and polarization. By default, GNSS signals
are right-hand circular polarized; hence the zenith-looking antenna is designed accordingly. On
the contrary, the reflections may be both right- and left-hand circular polarized. Thus there are
different set-ups with one or two kinds of antennas (Cardellach et al., 2011; Rius et al., 2012;
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Camps et al., 2017; Semmling et al., 2014). The time delay due to the longer path of the reflected
signal (cf. Figure 4.13) is derived by cross-correlating the observations. This procedure is similar
to the internal cross-correlation of the receiver for calculating the distance between the antenna
and the satellite (cf. Section 4.1.4). In this case, the reflection is correlated against either the
direct signal or a local replica (Martin et al., 2014). GNSS-R altimetry can be achieved both with
code and phase measurements. The prior are easy to use because they provide direct results, but
the accuracy is limited due to the increased instrumental noise (Carreno-Luengo et al., 2014).
On the other hand, phase measurements are more accurate, but the ambiguity has to be solved
(Beckheinrich et al., 2012; Semmling et al., 2014). A simplified equation for the antenna height
estimation is given as follows (Liu et al., 2017):

h =
∆ρ

2 sin θd
+ δb (4.20)

where:
∆ρ path delay of the reflected signal
θd elevation angle
δb corrections for the geometry of the antennas

Figure 4.13: Multipath signal propagation in a ground-based GNSS station. The height (h) is
analogous to the time difference (∆t). For low height differences, the atmospheric and ionospheric
delays and the elevation (θd) and incidence (θr) angles are treated as identical.

An other set-up occurs when a single antenna receives both direct and reflected signals at the same
time. This fact impacts all observables, but GNSS-R particularly exploits the signal strength.
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More specifically, the direct and the reflected signals have a phase difference. When combined
together, the interference results in a periodic pattern of the SNR measurements because the
satellite changes its position, and the reflection geometry and the phase changes (Larson et al.,
2008a; Rodriguez-Alvarez et al., 2009). Next, each satellite pass is split into the rising and setting
counterparts. The measurements that coincide with the lower elevation angles are isolated, and
the polynomial term is removed (cf. Figure 4.14). Finally, the readings are modelled into a
cosine function with the following equation Larson et al. (2008b):

SNR (volt/volt) = 10
C/N0

20 (4.21)

SNR (volt/volt) = A cos(2πf sin e+ ϕ) (4.22)

f =
2h

λ
(4.23)

where:
C/N0 signal strength measurement, as given in Equation 4.5
e elevation angle
λ wavelength

Figure 4.14: Top: SNR observations for the satellite with PRN 9 at the TASH station on
26.03.2005. Bottom: SNR observations for the setting arc. The polynomial term is removed in
order to model the observations in a cosine wave (Reprinted from Larson et al., 2008a).

The amplitude (A), the antenna height (h), and the phase offset (ϕ) are unknown, and they are
estimated in a least-squares adjustment. Each parameter provides different-kind information; the
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amplitude is related to the a-priori signal power and decreases if the reflection area is covered
with vegetation, the height depends on the geometry of the antenna (Bilich et al., 2008; Chew
et al., 2016), and the initial phase provides information about the soil moisture (Larson et al.,
2008a). In fact, relative changes in soil moisture are derived by comparing several initial phases
of the same satellite pass that occurred during different epochs. This happens because the initial
phase is dependent on the reflection depth, which is related to the dielectric properties of the
soil. Considering that the dielectric constant of dry soil is around 3.5 and the dielectric constant
of water is roughly 80 (Chew et al., 2016), a slight change in the ground’s water content will
directly alter its dielectric properties. The processing algorithm includes a combination of multi-
temporal and -satellite phase offset estimations. A more detailed description of the methodology
is provided in Chapter 5. Lastly, several studies have demonstrated that this technique has great
potential and can contribute positively to the water cycle measurement (Larson et al., 2008b,
2009; Larson and Small, 2013; Vey et al., 2016a).

Apart from the applications described above, GNSS-R can provide information about texture
and the nature of the reflection surface. Two novel missions that utilize small satellite technology
were TechDemoSat-1 (ESA, 2021) and Cyclone Global Navigation Satellite System (CYGNSS)
(NASA, 2019). In both cases, the satellites are equipped with nadir-looking antennas, and the
primary outputs are the delay-Doppler maps (DDMs, Figure 4.15), which are the backscattered
signal spreading in the time and frequency domain. The basic concept of this method is that
reflections on smooth surfaces will be specular, and they will provide narrow spreading, while
reflections on rough surfaces will be diffuse and provide wide spreading (Gleason and Ruf, 2015).

Figure 4.15: Cyclone Global Navigation Satellite System (CYGNSS) specular (left) and diffuse
(right) reflection (delay-Doppler maps (DDMs) information retrieved from GYGNSS, 2020).
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The preliminary scope of TechDemoSat-1 and CYGNSS missions was the measurement of the
wind speed over oceans (Foti et al., 2015; Unwin et al., 2016; Ruf et al., 2017; Ruf and Balasubra-
maniam, 2018). The prior consists of only one small satellite, mainly designed for demonstration
purposes (ESA, 2021), while the latter is composed of eight small satellites, and it was designed
to study the inner core processes of the cyclones and enhance extreme weather predictions.
CYGNSS focuses on reflections between −38◦ and 38◦ latitude, where cyclones occur. Each
satellite is able to track up to four reflections simultaneously, and the average revisit time is
4 h (NASA, 2019). Besides wind speed, DDMs may also be used for other applications. In As-
garimehr et al. (2018) is shown that rain over the ocean can be retrieved, whereas various studies
specialize in spotting wetland areas and floods that might also alter dynamically (e.g., Chew
et al., 2018; Morris et al., 2019; Loria et al., 2019). Furthermore, the DDMs can be alternatively
employed for the estimation of the soil moisture (e.g., Chew and Small, 2018; Clarizia et al.,
2019; Senyurek et al., 2020).
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Development and Evaluation of
Methods for Estimating Soil
Moisture

The main principles for soil-moisture estimation using multipath reflections were initially demon-
strated in Larson et al. (2008a) and Larson et al. (2008b). Since then, it has been shown that
this technique is effective, especially when vegetation is absent (Rodriguez-Alvarez et al., 2009;
Vey et al., 2016a). In a further step, numerous research has been held for the removal of the
vegetation noise (Chew et al., 2016; Small et al., 2016). This chapter demonstrates a new ap-
proximation for estimating soil moisture that simultaneously employs all carrier frequencies and
constellations in a least-squares adjustment.

5.1 Software for Estimating Soil Moisture

This software was developed in the German Research Centre for Geosciences (Deutsches Ge-
oForschungsZentrum - GFZ) and is compared against the previously-developed version of the
same institute. Although the basic concept remains the same, several changes are implemented
in the mathematical model to achieve better results.

5.1.1 Existing Software in the German Research Centre for Geosciences

All software packages developed for soil-moisture estimation with GNSS multipath are based on
Equation 4.22. In addition, the GFZ is an analysis centre that has developed its own set of
algorithms written in Matlab programming language (MATLAB, 2018). The most prominent
results are provided in Vey et al. (2016a) and Simeonov (2021).

As described in Simeonov (2021), this software exclusively uses GPS signals, namely L1, L2
and L5. As explained in Section 4.1.2, GPS orbits are very convenient to use because the satel-
lites repeat a pass over the same position every sidereal day (23 h 56min 4 s). Due to this fact,
one can retrieve soil moisture from a single reflection path almost daily. On the other hand,
GLONASS, Galileo, and BeiDou satellites have a repetition period of eight, ten and seven side-
real days, respectively. Thus the time series would have significant gaps in between. Moreover,
due to the orbital period of GPS, each satellite completes two passes over the same point during
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the day, one ascending and a second descending. Provided the effective elevation angles are be-
tween 0◦ and 30◦ during the rise and the set, one satellite can provide at most four independent
reflection paths. This number decreases in some cases because of masking due to natural obsta-
cles (e.g. mountain ranges) and low signal reception. Those tracks are positions where reflections
occur when a satellite appears on the horizon. Since the satellites always pass from the same
position and the landscape’s topography remains constant, the geometry of the reflections does
not change either. The only parameter that affects them is the dielectric constant of the soil,
which alters due to its moisture.

The first step of this process is to check the version of the RINEX files and convert them
into version 2 format if needed. This is achieved with GFZRNX, a GNSS data conversion and
manipulation software package (Nischan, 2016). The second step is the extraction of the signal
strength measurements and the satellite’s orientation (elevation and azimuth) for every epoch by
employing the application introduced in Roesler and Larson (2018). Then the observations from
the desired frequency are selected; L2 is preferred to L1, while L5 provides the best reflections,
but its availability is limited.

Follow-up, the SNR observations are inserted in Equation 4.21, and they are separated into
reflection sets modelled into cosine waves. During the modelling process, the polynomial trend is
removed from the converted SNR measurements, and the dominant frequency of the time series is
calculated. This estimation is achieved with the Lomb-Scargle periodogram (Lomb, 1976; Scar-
gle, 1982; Press and Rybicki, 1989). The next step is related to estimating the amplitude and the
initial phase of the cosine wave in a least-squares adjustment, the mathematical model of which
is described in Equation 4.22. Afterwards, the reflection sets that occur at the same position are
grouped into individual reflection paths. This is done by dividing the station’s vicinity into four
zones depending on the azimuth (north-west, north-east, south-west, south-east) and associating
the reflection paths with them. Each zone is 100◦ wide, and there is always an overlap of 10◦ in
order not to split the reflections that occur on the borders. This fact is not problematic because
the azimuthal distance between GPS orbits is sparse, and there is no chance for two reflection
paths to take place in the same zone. In order to couple the changes in the soil conditions with
the phase variations, the antenna height has to be fixed; hence the mean value is calculated
for every reflection path, and the amplitude and initial phase are estimated again with the new
averaged height.

All steps described above yield several reflection paths, up to four for each satellite, each linked
to a series of initial phases and amplitudes that are referred to a particular epoch. Subsequently,
soil-moisture time series are derived for each reflection path individually. More specifically, this
estimation is described by the equation below:

smn (vol.%) = S(ϕn − ϕ0) + smres (5.1)

ϕ initial phase of certain reflection set
S constant that connects phase and soil-moisture change
smres residual soil moisture

The reference initial phase ϕ0 can be the initial phase of any epoch, and the constant S is a
value close to 1.48 v/v %/deg (Chew et al., 2014). This equation measures relative changes in
soil moisture without considering the residual soil moisture. Thus the data series is shifted so
that the lowest 5% of all estimates are allocated to a specified minimum value. This value de-
pends on the climatological conditions. For mid-latitude climates a reference value is 3.5 v/v %
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(Simeonov, 2021). It is important to mention that reflection sets, which yield very low ampli-
tudes or extreme initial phases, are excluded. As the last step, the reflection paths that provide
non-noisy results are merged, and the final soil-moisture estimation is done by averaging the
estimations on a daily basis.

In the case of multi-year observations, they are separated on a yearly basis, and they are pro-
cessed individually. In order to have a transparent estimation, the selection of the reflection
paths to be used during the entire period is made using data from only one year. If the selected
reflection paths alter to align the estimation with external data, then the entire procedure would
not be independent.

Figure 5.1: Flowchart for GNSS-R soil-moisture retrieval (existing version).

5.1.2 Software Improvement and Modernization
It has been shown that one can retrieve soil moisture with the already-developed software of
the GFZ. However, there are some limitations, namely the incapability of processing multiple
frequencies and constellations simultaneously and the empirical resampling of all estimations on
a daily basis. Those facts were a motivation to write new modernized software. The program-
ming language that is chosen is Python (Python, 2018) because it is open-source, and there is
a plethora of libraries and documentation available.

The basic principles of soil-moisture derivation remain untouched, and the first steps are identical
between the two software packages (cf. Figures 5.1 and 5.2). The RINEX files are converted
with the GFZRNX tool (Nischan, 2016), and the rest of the process is held independently by
the Python application. More specifically, the initial step of this procedure is related to the
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extraction of the SNR observation and the calculation of the position of the satellite. In this case,
the modification lies in the fact that satellites from all available constellations are considered.
Similarly to the previous algorithm, Equation 4.21 is used to convert the observations, which are
then split into reflection sets. Considering that the azimuthal distance between the reflection
paths is not regular, the grouping methodology of the reflection sets has to change. The criterion
for their clustering is the spatial pattern of the curve, which is a function of their elevation and
azimuth. After the classification, the range of the effective elevation angles is calculated for each
reflection path. A-priori, this is between 0◦ and 30◦, but in the case of an uneven landscape, the
quality of the cosine modelling would decrease. Thus a search for consecutive elevation angles,
where the frequency does change significantly, is held. After defining this interval for every re-
flection path, the dominant frequency is calculated with the Lomb-Scargle periodogram for each
set of reflections. Next, the characteristic frequency, and subsequently height, for each reflection
path is derived by averaging. Following that, the SNR observations are modelled in a cosine
wave using least-squares adjustment.

The most challenging part of this algorithm is using independent series of reflection sets with
different sampling intervals. Since GPS provides four independent reflection paths with one-day
temporal resolution and the other constellations provide tenths of reflection paths with temporal
resolution between seven and ten days, it is impossible to process each series independently. As
a result, all initial phases need to be inserted into a least-squares adjustment. The matrix of the
unknowns (x) and the observation equation (δsm) are given in the following equations:

x =


sm1

sm2

...
smn

 (5.2)

δsmi−j−k
m−n = smi−j−k

n − smi−j−k
m = S(ϕi−j−k

n − ϕi−j−k
m ) (5.3)

m,n epoch indicator
i satellite PRN (e.g. G01, R01, E01, C01)
j independent reflection path for each satellite (j=1 for i=G01 ̸= j=1 for i=G02)
k carrier signal (L1, L2, L5)
S constant that connects phase and soil moisture change

If no absolute soil-moisture observation is inserted into the system, it cannot be solved due
to rank deficiency. In this case, six external measurements, three during the summer and the
winter months are inserted into the system as observations. Thus the matrix of the observations
(b) and the design matrix (A) have the following form:

b =



δsmG01−1−L1
1−2

δsmR01−2−L2
1−3

δsmE01−3−L5
1−4

...
δsmi−j−k

m−n

sm1

...
smn


(5.4)
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A =



−1 1 0 0 . . . 0 0
−1 0 1 0 . . . 0 0
−1 0 0 1 . . . 0 0
...

...
...

...
. . .

...
...

0 0 0 0 . . . −1 1
1 0 0 0 . . . 0 0
...

...
...

...
. . .

...
...

0 0 0 0 . . . 0 1


(5.5)

The weight matrix is created by applying the error propagation law on Equation 5.3 and using
the a-posteriori standard deviations of the initial phases from the least-squares estimation. Since
the signals are not equal in quality, the weights are scaled by a factor to be more realistic (L1 has
a lower influence than L2, and L5 is the most trustworthy). Additionally, the soil-moisture obser-
vations from the external source are given significant weight because they are treated as errorless.

Similar to the previous approximation, there is a one or two-year training period when the
appropriate reflection paths are selected. Finally, an other improvement is that blunders are
detected through iterative data snooping.

Figure 5.2: Flowchart for GNSS-R soil-moisture retrieval (modernized version).
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5.2 Soil-Moisture Software Evaluation Using Data from Pi-
lot Stations in Germany

5.2.1 Stations Description
Two pilot stations in northeastern Germany are used to test the software to be developed. Those
stations operate for many years, and there are available solutions from previous research that
could be used as reference (Simeonov, 2021). Different-quality sensors are installed in each
station, and it is possible to compare their performance. Moreover, the GNSS measurements
are always directly accessible, and there is no time delay between the data acquisition and the
processing.

Marquardt Station

The facilities of this station are located in the Marquardt research site (Figure 5.3), which is
administrated by the Leibniz Institute for Agricultural Engineering and Bioeconomy, and it is
close to the homonym village in Brandenburg, Germany. This site provides secure equipment
storage, and any experiment can be held under stable and traceable conditions. The landscape
is ideal for reflectometry experiments because there are no obstacles, and all reflections occur
on the ground. Moreover, the area is flat, and the vegetation is always kept low; hence the
modelling of the reflections is simplified (Heistermann et al., 2023). Lastly, the field to the south
is seasonally ploughed. Even though this generates noise to the observations, those periods are
easily identified, and the impact of rough surfaces is further investigated.

Figure 5.3: Left: Bird’s eye view of the wider area of Marquardt, close to Berlin and Potsdam,
Germany (Acquired from Google Earth1). Right: GNSS and meteorological equipment installed
on a 3m mast. The white boxes are utilized for storing the TDR-FDR loggers (Viewing angle
in the south-east direction).

1https://www.google.com/intl/en/earth/. Accessed: 03.06.2021
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The first GNSS receivers were installed in 2014, and since then, several hardware upgrades have
been done. Unfortunately, there are some short periods when the operations are interrupted, but
generally, the provided data are sufficient for the experiments. In addition to this equipment,
the precipitation is monitored with a meteorological station, and multiple TDR-FDR sensors
are installed at various depths to control and calibrate the reflectometry results. The data used
for this experiment is taken from two GNSS receivers connected with a splitter to the same
antenna. The primary device is a Javad Delta TRE-G3T multi-frequency and -constellation
geodetic receiver and has operated since the first moment. It is a robust and pricey receiver
used mainly for high-precision applications, and it can record signals from GPS, GLONASS and
Galileo. The second device is a Swift Navigation Piksi Multi low-cost receiver which is also
capable of recording multiple frequencies and constellations, except GLONASS in this case. It
was installed in 2020, and its performance has yet to be evaluated. Its cost is significantly lower,
but its capabilities are similar in theory. Lastly, the antenna to which all receivers are connected
is an Antcom S67. This set-up allows direct comparison because there is no variation in the
geometry, and all differences are subject to the signal acquisition quality. The naming of each
receiver is given in the table below:

Abbreviation Type
MARQ Javad Delta TRE-G3T
MAR2 Swift Navigation Piksi Multi

Table 5.1: GNSS receivers set-up in Marquardt research site.

Fürstensee Station

Fürstensee station (Figure 5.4) is located next to the homonym lake, which is close to Neustre-
litz, Mecklenburg-Vorpommern, Germany. Unlike Marquardt station, all equipment is installed
in a grass field of a farm plant, and no other experimental activities are held around. This
infrastructure has been originally established due to the needs of the Terrestrial Environmental
Observatories project (Itzerott et al., 2018), and it has operated since 2011. The station’s land-
scape is challenging because the receivers are installed on a small hill, and the reflection height
varies dynamically. Finally, the entire region around the facility is very humid because of several
lakes and water channels.

The general concept of the equipment set-up is similar to Marquardt station, but there are
two minor differences. First, the Swift Navigation Piksi receiver is upgraded, and it is addition-
ally compatible with GLONASS. Second, there is a third Geostar GeoS-5M low-cost receiver
installed. Even though this device can record only one frequency, it is exciting to test because
it may record all three constellations mentioned above, and it provides signal strength measure-
ments with very high numerical resolution (0.002 instead of 0.25 dB−Hz). The primary geodetic
receiver was installed in 2013, while the low-cost ones were installed in 2020. Moreover, all re-
ceivers are connected to a Javad GrAnt-G3T antenna with a splitter.

It is important to mention that the TDR-FDR sensors are located at the bottom of the hill,
similar to where the reflections occur. Even though they are co-located, the soil moisture is ex-
pected to differ because the landscape is generally inhomogeneous, and the water tends to follow
the topographic gradient. The characteristic abbreviations of the GNSS receivers are given in
the table below:
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Abbreviation Type
TRFS Javad Delta TRE-G3T
TRF1 Swift Navigation Piksi Multi
TRFG Geostar GeoS-5M

Table 5.2: GNSS receivers set-up in Marquardt research site.

Figure 5.4: Left: Bird’s eye view of the wider area of Fürstensee lake, in the borders between
Mecklenburg-Vorpommern and Brandenburg, Germany (Acquired from Google Earth2). Right:
GNSS and meteorological equipment attached on a 4m mast, as well as solar panels installed for
energy supply (Viewing angle in the north direction).

Figure 5.5: Cosmic-ray sensor installed in
Fürstensee station. The device is some metres
away from the GNSS receivers (Looking angle
in the south direction).

In addition, soil moisture is measured at
this site with other non-conventional meth-
ods. More specifically, a cosmic-ray neutron-
sensing (CRNS) method measures the incom-
ing and outgoing energy range of the neu-
rons generated by cosmic radiation interact-
ing with the ground (Figure 5.5). Provided
that there is an energy loss due to the colli-
sion with the hydrogen, water concentration
can be mapped and quantified (Zreda et al.,
2012; Köhli et al., 2015). This technique was
initially introduced in Zreda et al. (2008) and
in Desilets et al. (2010), and some applications
are demonstrated in Fersch et al. (2020) and
Rasche et al. (2021). This sensor has operated
since 2015, and the results are inter-compared
with the rest of the solutions.

2https://www.google.com/intl/en/earth/. Accessed: 03.06.2021
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5.2.2 Experiment Results and Discussion
The algorithm is validated using measurements from both stations, and the time series are
compared against both the TDR-FDR observations, which are used as a reference, as well as the
previous algorithm, according to availability. Additionally, all plots include precipitation and
temperature information from the meteorological stations. The prior is useful because it triggers
soil-moisture upraise, and the latter indicates frost and drought periods. The evaluation indices
are the correlation and the root-mean-square error (RMSE). Since soil moisture and precipitation
are not measured with the same units, there is no RMSE between those quantities. The selected
reflections occur during the rise and the set of the satellites for elevation angles between 0◦ and
30◦. Moreover, the constant S in Equation 5.1 is initially set to 1 v/v %/deg, as suggested in
Simeonov (2021). Lastly, six fixing values for each year are inserted as observations to solve the
rank deficiency problem. Those values are taken from the TDR-FDR sensors and correspond to
the monthly highs and lows during winter and summer, respectively.

GNSS-R Soil-Moisture Estimation from Geodetic Receivers

The geodetic receivers provide the most extended time series because they were the first to be
installed. In both stations, soil moisture is retrieved between January 2015 and December 2021.
The selection of the appropriate reflection paths for the entire time frame could not be made
from the first one or two years because the series drift. Moreover, GLONASS and Galileo were
modernized during this period. Thus it is decided to split the measurements into three tri-
annual windows with an overlapping season each other. The initial year of each window (in this
case, 2015, 2017 and 2019) constitutes the training period, and the subsequent ones are referred
to as the soil-moisture estimation. Since no observations were utilized before 2015, the initial
season is used for training and estimation. The derived soil moisture is compared against the
TDR-FDR time series, and the results are obtained using the previous algorithm, depending on
availability. The results are compared with the solutions from the initially developed algorithm
from the GFZ (Simeonov, 2021). This time series covers the period from 2015 until 2018. Lastly,
this section only includes a few seasons, and the complete time series can be found in Appendix B.

The results from the MARQ station show that soil moisture can be effectively derived with
GNSS-R measurements. GPS is always kept as the primary constellation due to its temporal
resolution, and other combinations are evaluated. The results show good agreement between all
GNSS-R solutions throughout the entire period. However, in this particular case, GLONASS
and Galileo satellites’ limited availability (and impact) should be considered. Moreover, with
the examination of each season separately, summer is the most interesting one. Temperature
is dominant, and the TDR-FDR sensors hardly spot precipitation events. On the other hand,
GNSS-R solutions are more effective in detecting rain. Even though both methods measure the
same quantity, they are supposed to provide different results because they do not measure it in
the same location. TDR-FDR sensors are located 5−10 cm below the surface, while the reflec-
tions usually take place higher. Although this distance does not seem significant, it influences the
measurements because water evaporates faster during the summer season, and it does not always
manage to penetrate deeper into the soil. Even though the correlation with the TDR-FDR sen-
sors is better in the winter season, reflectometry time series generally yield higher soil-moisture
estimates. This indicates that the frost that accumulates on the ground’s surface influences the
solutions.
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Comparing the results with the previous algorithm, the estimates of the antecedent approxima-
tion are predominantly higher during the entire period, but the differences were more prominent
in 2018. Those fluctuations occur during the hot and cold seasons, and there is allegedly a par-
allel shift between the solutions. This difference arises because the anterior algorithm does not
utilize absolute soil-moisture measurements to calibrate the time series.

Figure 5.6: Soil-moisture estimation in MARQ station during 2015 (top) and 2020 (bottom). G,
R, and E indicate GPS, GLONASS, and Galileo, respectively; in addition, G ref. is associated
with the time series derived from the previous algorithm (Simeonov, 2021). Days with temper-
atures below 4 ◦C are labelled with a cyan background, whereas days with temperatures over
25 ◦C have a red background. The vertical blue bars show the precipitation.

Independently of the constellation(s) that is/are used, all solutions are highly correlated with the
TDR-FDR time series, and their RMSE is very low. The introduction of redundant information
improves the overall quality of the results. More specifically, the combination of GPS, GLONASS
and Galileo is marginally superior to using one or two constellations. However, the statistics of
the previous algorithm show that it does not perform as well as its modernised version, regardless
of the solution that is selected for the comparison. The most intriguing aspect of the findings is
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that there is no correlation between the precipitation events and any of the solutions. Although
soil moisture and precipitation are strongly linked, they are two mechanisms that act differently.
Precipitation occurs instantaneously, while soil-moisture decay is a process that lasts several
days.

Correlation
G G+R G+E G+R+E G ref. TDR-FDR Prec.

G 1.00 0.99 0.95 0.95 0.80 0.78 -0.04
G+R 0.99 1.00 0.95 0.96 0.79 0.78 -0.04
G+E 0.95 0.95 1.00 0.99 0.78 0.78 -0.06

G+R+E 0.95 0.96 0.99 1.00 0.77 0.78 -0.05
G ref. 0.80 0.79 0.78 0.77 1.00 0.72 0.05

TDR-FDR 0.78 0.78 0.78 0.78 0.72 1.00 0.00
Prec. -0.04 -0.04 -0.06 -0.05 0.05 0.00 1.00

Table 5.3: Correlation between all soil-moisture estimations in MARQ station for the entire
period from 2015 to 2021. The naming conventions for each solution are consistent with those
shown in Figure 5.6.

RMSE (v/v %)
G G+R G+E G+R+E G ref. TDR-FDR

G 0.00 0.77 2.27 2.29 4.63 4.95
G+R 0.77 0.00 2.22 2.11 4.71 4.94
G+E 2.27 2.22 0.00 0.79 4.67 4.71

G+R+E 2.29 2.11 0.79 0.00 4.70 4.62
G ref. 4.63 4.71 4.67 4.70 0.00 5.34

TDR-FDR 4.95 4.94 4.71 4.62 5.34 0.00

Table 5.4: RMSE in v/v % between all soil-moisture estimations in MARQ station for the entire
period from 2015 to 2021. The naming conventions for each solution are consistent with those
shown in Figure 5.6.

The strategy followed in the TRFS station is consistent for easier comparison; GPS is kept as
the primary constellation, and the others are considered auxiliary. The results from this station
demonstrate again that the reflectometry method is very competitive. In contrast to the previ-
ous case, the introduction of GLONASS and Galileo is critical for developing better solutions.
This is more notable in the later years when the availability and, subsequently, the impact of
those constellations increases. The most problematic intervals in this station generally occur
during the autumn and winter seasons when all GNSS-R results are significantly higher than
the TDR-FDR ones. This period is always very cold with extensive frost. As proven in the
previous station, the accumulation of ice and/or de-frozen water on the ground’s surface creates
difficulties in estimating soil moisture. Finally, besides this behavioural similarity, there is also
a difference between the stations. The most notable disagreement is that precipitation events
during summer are more often detected. As mentioned in the station description and discussed
in previous research in Simeonov (2021), the fact that the area’s topography is highly variable
plays a dominant role in the soil conditions. Even at a small distance, some areas are drained
due to surface and sub-surface run-off, whereas other areas experience water accumulation.
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With respect to the previous algorithm, the results do not have homogenous behaviour. Even
though they are well correlated with the TDR-FDR series, there is a non-negligible amount of
cases when they experience both positive and negative shifts. This drift probably occurs due to
the lack of absolute calibration and is already mentioned in the MARQ station.

Figure 5.7: Soil-moisture estimation in TRFS station during 2015 (top) and 2020 (bottom). G, R,
and E indicate GPS, GLONASS, and Galileo, respectively; in addition, G ref. is associated with
the time series derived from the previous algorithm (Simeonov, 2021). Days with temperatures
below 4 ◦C are labelled with a cyan background, whereas days with temperatures over 25 ◦C have
a red background. The vertical blue bars show the precipitation.

The estimations’ statistics show that all solutions’ performance is satisfying, but there are some
noteworthy differences. In this case, the influence of GLONASS and Galileo can be better evalu-
ated because its observations are widely available. The combination of an additional constellation
with GPS always increases the performance; subsequently, its influence is always positive. On
the other hand, the combination of GPS and Galileo yields better results than the use of all
available information. In addition, compared to the results of the previous algorithm, the mod-
ernised version always performs better, and the differences range between 0.45 and 1.57 v/v %.
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Lastly, there is again minimal correlation between the precipitation and all soil-moisture time
series. This behaviour is also noted in the previous station, and it shows that a low correlation
between those quantities is to be expected.

Correlation
G G+R G+E G+R+E G ref. TDR-FDR Prec.

G 1.00 0.91 0.91 0.89 0.76 0.67 0.03
G+R 0.91 1.00 0.93 0.95 0.77 0.70 -0.02
G+E 0.91 0.93 1.00 0.98 0.79 0.76 -0.01

G+R+E 0.89 0.95 0.98 1.00 0.79 0.75 -0.01
G ref. 0.76 0.77 0.79 0.79 1.00 0.71 0.02

TDR-FDR 0.67 0.70 0.76 0.75 0.71 1.00 0.08
Prec. 0.03 -0.02 -0.01 -0.01 0.02 0.08 1.00

Table 5.5: Correlation between all soil-moisture estimations in TRFS station for the entire period
from 2015 to 2021. The naming conventions for each solution are consistent with those shown in
Figure 5.7.

RMSE (v/v %)
G G+R G+E G+R+E G ref. TDR-FDR

G 0.00 2.47 2.54 2.67 4.39 4.75
G+R 2.47 0.00 1.93 1.67 4.40 3.84
G+E 2.54 1.93 0.00 0.90 4.35 3.49

G+R+E 2.67 1.67 0.90 0.00 4.30 3.63
G ref. 4.39 4.40 4.35 4.30 0.00 5.20

TDR-FDR 4.75 3.84 3.49 3.63 5.20 0.00

Table 5.6: RMSE in v/v % between all soil-moisture estimations in TRFS station for the entire
period from 2015 to 2021. The naming conventions for each solution are consistent with those
shown in Figure 5.7.

GNSS-R Soil-Moisture Estimation from Low-Cost Receivers

The low-cost receivers provide a significantly shorter time series because they had been op-
erational only during the last year of the experiment in 2021. Despite the limited temporal
availability, this time frame is long enough to extract initial conclusions about their capabilities.
The results are evaluated by comparing them with the TDR-FDR sensors and the geodetic re-
ceivers. Provided that the quality of the GNSS-R solutions remains consistent during the entire
period (cf. Appendix B), the fact that there is no separation between the training and the esti-
mation period does not affect the integrity of the comparison. Moreover, since the statistics of
the experiment with the geodetic receivers in Tables 5.4 and 5.6 show that aggregation of mul-
tiple constellations is beneficial, it is decided to directly combine GPS, GLONASS and Galileo,
and not to examine the combinations separately.

The reflectometry time series at Marquardt does not depict significant differences between the
performance of the geodetic receiver and the low-cost one. They fit well with each other, and
they do not vary remarkably from the TDR-FDR sensor. As already noted in the previous exper-
iment, the most problematic period is again the cold season. In addition, one can observe each
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solution’s individual behaviour in May. During this month, the station experienced excessive
precipitation, but this alone cannot be the reason for this irregular attitude. There are other
epochs with similar, or higher, precipitation when all series act in agreement. An other parame-
ter that must be taken into account is that the rainy period follows a prolonged season of frost.
Additionally, the temperature readings refer to the air and not the soil. This aspect is critical
because the heat capacities between the two materials are entirely different, and the transition
from the cold to the warm season, or the opposite, occurs at different rates.

Figure 5.8: Soil-moisture estimation for the geodetic (MARQ) and the low-cost (MAR2) stations
in Marquardt during 2021. Days with temperatures below 4 ◦C are labelled with a cyan back-
ground, whereas days with temperatures over 25 ◦C have a red background. The vertical blue
bars show the precipitation.

The statistical analysis reveals a similar-quality correlation compared with the previous experi-
ment. On the other hand, the RMSE levels are different. In absolute terms, the deviation is at
the level of 1 v/v %, but in relative terms, it is greater than 30%. This is feasible because the
weather conditions in each season are characterized by distinct frost and heatwave periods, and
it is only sometimes possible to achieve the same performance. Furthermore, the station-wise
comparison depicts the superiority of the geodetic receiver. Despite this fact, the performance
of the MAR2 station is satisfactory, indicating that low-cost receivers could be employed in
soil-moisture estimation applications.

Correlation
MARQ MAR2 TDR-FDR Prec.

MARQ 1.00 0.87 0.74 -0.09
MAR2 0.87 1.00 0.79 -0.10

TDR-FDR 0.74 0.79 1.00 0.02
Prec. -0.09 -0.10 0.02 1.00

Table 5.7: Correlation between the geodetic and the low-cost stations in Marquardt during 2021.
The naming conventions for each solution are consistent with those shown in Figure 5.8.
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RMSE (v/v %)
MARQ MAR2 TDR-FDR

MARQ 0.00 4.28 3.54
MAR2 4.28 0.00 4.69

TDR-FDR 3.54 4.69 0.00

Table 5.8: RMSE in v/v % between the geodetic and the low-cost stations in Marquardt during
2021. The naming conventions for each solution are consistent with those shown in Figure 5.8.

Considering the previously mentioned challenging landscape of the Fürstensee site and the ex-
amination of a second low-cost receiver, this facility yields fascinating results. Again, in this
case, the Swift Navigation receiver (TRF1) yields significantly greater soil-moisture readings
than the TDR-FDR sensors, whereas the Geostar receiver (TRFG) is very competitive. Besides
this, there are two occurrences in May and July when the precipitation events are not totally
detected (cf. Figure 5.9). On the contrary, the rain incidents before and after are well recorded.
Even more intriguing is that the receiver with the worst performance (TRF1) acts better during
those intervals. According to the form of the time series, one can presume different constants
(cf. Equation 5.1) for each receiver.

Figure 5.9: Soil-moisture estimation for the geodetic (TRFS) and the low-cost (TRF1 and TRFG)
stations in Fürstensee during 2021. Days with temperatures below 4 ◦C are labelled with a cyan
background, whereas days with temperatures over 25 ◦C have a red background. The vertical
blue bars show the precipitation.

The statistics of this experiment indicate the poorer performance of the TRF1 station. The
difference in the RMSE between TRFS and TRF1 approaches the 4 v/v %, which suggests that
the results for this period as nearly twice worse. Thus this time frame is, in general, challenging
to estimate soil moisture. An other parameter that should be taken into account is the better
performance of the TRFG station. Even though this receiver is the most inexpensive, it is very
effective and shows that it can be employed in future applications.
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Correlation
TRFS TRF1 TRFG TDR-FDR Prec.

TRFS 1.00 0.71 0.78 0.60 -0.13
TRF1 0.71 1.00 0.95 0.80 -0.14
TRFG 0.78 0.95 1.00 0.76 -0.16

TDR-FDR 0.60 0.80 0.76 1.00 0.04
Prec. -0.13 -0.14 -0.16 0.04 1.00

Table 5.9: Correlation between the geodetic and the low-cost stations in Fürstensee during 2021.
The naming conventions for each solution are consistent with those shown in Figure 5.9.

RMSE (v/v %)
TRFS TRF1 TRFG TDR-FDR

TRFS 0.00 7.80 4.07 5.50
TRF1 7.80 0.00 6.33 9.66
TRFG 4.07 6.33 0.00 4.63

TDR-FDR 5.50 9.66 4.63 0.00

Table 5.10: RMSE in v/v % between the geodetic and the low-cost stations in Fürstensee during
2021. The naming conventions for each solution are consistent with those shown in Figure 5.9.

Comparison with the Cosmic-Ray Soil-Moisture Method

The CRNS equipment is only available at Fürstensee, and time series were calculated for the
period between 2015 and 2020. Additionally, this technique measures soil moisture at a deeper
layer, between 10-30 cm. Considering the variation of the soil moisture with the depth, the objec-

Figure 5.10: Comparison between the GNSS-R (TRFS) and the cosmic-ray neutron sensing
(CRNS) soil-moisture time series at Fürstensee for 2020. Days with temperatures below 4 ◦C
are labelled with a cyan background, whereas days with temperatures over 25 ◦C have a red
background. The vertical blue bars show the precipitation.
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tive in this experiment is not the detection of the most competitive solution but the evaluation of
moisture-depth dependency under various weather conditions. Lastly, according to the previous
experiment, the GNSS-R data set refers to the multi-constellation solution.

Despite the fact that the reflectometry time series do not differ considerably from the CRNS
ones, some considerable periods depict behavioural variability. Firstly, GNSS-R always yields
higher values compared to TDR-FDR and CRNS. This occurs because each method takes mea-
surements at different horizons, pointing out the moisture-depth relationship. Additionally, the
fluctuation between the time series is enhanced during winter, and there are some precipitation
events to which the reflectometry solution is more sensitive. This outcome is consistent with the
prior experiments, showing that GNSS-R is more accurate at detecting rain but can be biased by
frost. Lastly, the similarity level between the data series is reflected by the statistics. Considering
the TDR-FDR the reference data set, the RMSE of the reflectometry is at the level of 3 v/v %,
while the CRNS is closer by 1 v/v %. Furthermore, the correlations are high, ranging between
0.79 and 0.83.

5.2.3 Conclusions
This chapter highlights the potential of the GNSS-R methodology for soil-moisture estimation
by employing a modernized algorithm. Three experiments were held using data from two pilot
stations in northeastern Germany. Each site includes various-quality receivers, and the datasets
span from 2015 to 2021. Furthermore, the reflectometry time series are compared against the
solution of the CRNS equipment. Concerning the experiment results, the following key points
are derived:

• GNSS-R can be effectively used for measuring soil moisture. This methodology generally
yields satisfying results and can be applied using existing infrastructure. Moreover, this
technique has some limitations; the observations need to be calibrated and require an
obstacle-free and flat environment.

• The modernized algorithm for soil-moisture estimation is more competitive than the older
one. The statistics of this version are always better, showing a relative improvement up to
33%. This is because it utilizes more observations and, most importantly, employs a more
sophisticated mathematical model.

• The low-cost receivers show that they may also be used for soil-moisture applications. For
example, even though all models do not perform equally well, in the case of the Geostar
GeoS-5M model that acquires multiple-decimal-digits observations, the low-cost device
outperforms the geodetic one. This fact also points out that the numerical resolution
of the measurements is crucial for the integrity of the end result.

• The time series of the CRNS methodology demonstrates a higher level of agreement than
the GNSS-R one, when compared to the TDR-FDR reference dataset. Considering that
both solutions are high quality, this outcome highlights the soil-moisture decay with the
depth and the fact that each technique is expected to yield slightly different outputs.
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Sea-Level Monitoring Campaign

An auxiliary application of single-antenna GNSS-R is estimating the height between the antenna
and the reflection area. Consequently, the software that was employed in Chapter 5 can also be
utilized for sea-level monitoring. This chapter investigates the capabilities of this approximation
using data from two stations in the Netherlands and France.

6.1 Software for Estimating Sea level

Unlike soil moisture applications, where the geometry of the reflections remains constant, in this
case, the sea level is constantly affected by the tides and changes dynamically. The software that
was used for this application is a modified version of the software for soil moisture estimation. It
focuses on the antenna-height estimation and the modelling of the observations to describe the
tidal oscillation.

6.1.1 Antenna-height Estimation

There are various applications where height changes are dependent on initial phase changes of
modelled SNR measurements, as described by Equations 4.21 and 4.22 (Vey et al., 2016b; Sime-
onov, 2021). However, those approximations cannot be directly used for sea-level monitoring
because they provide relative measurements and require the initial state of the sea level. Addi-
tionally, the temporal resolution of the measurements is not sufficient because it usually equals
one day, while an oscillation has the main period of approximately 12.5 h. The algorithm that was
employed in this case utilizes the frequency of the modelled SNR measurements (cf. Equation
4.23). Therefore, the observations are absolute, and each set of reflections can be individually
used to derive sea-level height. Due to this fact, one can utilize any constellation independently
to acquire a solution. Moreover, since the tides act dynamically, the reflection sets were split
into intervals of ten minutes to monitor height changes with higher temporal resolution. Lastly,
the time tag of the estimated height was set according to the central epoch of the reflection set.

6.1.2 Outlier Detection

Provided that each height (or carrier-signal frequency) estimation is independent, the options
for outlier detection are limited. Consequently, the evaluation of the results is based on two fac-
tors, the a-posteriori standard deviation of the estimated height and the spectral analysis of the
time series. More specifically, the values with a low standard deviation that match the resulting
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frequency of the tides were selected for the sea-level estimation.

The Solar and Lunar gravitational forces, and the rotation of the Earth influence the level
of terrestrial water bodies. Each parameter has a different amplitude and frequency; the most
critical factor is the Moon’s gravitational pull. In addition, the water-level rise depends on
the coastline’s structure, the shore’s bathymetry, the wind speed and the atmospheric pressure
(Reddy and Affholder, 2002). The harmonics that principally describe the tides are given in the
following table:

Coef. Name Period (days) Description
M2 0.51752505 Principal lunar semi-diurnal
S2 0.5 Principal solar semi-diurnal
N2 0.52743115 Larger lunar elliptic semi-diurnal
ν2 0.52608355 Larger lunar evectional

2”N2 0.53772387 Lunar elliptical semi-diurnal second-order
λ2 0.50924056 Smaller lunar evectional
L2 0.50798420 Smaller lunar elliptic semidiurnal
K2 0.49863484 Lunisolar semidiurnal
K1 23.93447213 Lunar diurnal
O1 25.81933871 Lunar diurnal
P1 24.06588766 Solar diurnal

Table 6.1: Semi-diurnal and diurnal harmonics that principally describe the tides, based on their
amplitude.

In this case, harmonics that yield more extended periods were excluded because their influence
is minor, and the length of the observations is not enough to detect them accurately. The com-
ponents that were chosen for the initial filtering of the time series were M2, S2, N2, ν2, K1 and
O1 , and the unique criterion for this selection was their amplitude.

6.2 Stations Description
Two GNSS stations were selected for the sea-level monitoring campaign. The location of those
sites is ideal for this application because they are near the shore, and the antennas are mounted
on high monuments, able to record reflections of the full spectrum of the elevation angles. Finally,
both stations face the Atlantic Ocean from the central European side, where high-amplitude tides
usually occur.

6.2.1 Vlissingen Station
The facilities of this site are located at the entrance of the harbour of Vlissingen in the south-
western Netherlands (cf. Figure 6.1). More specifically, they are situated on the north side of the
estuary of the Scheldt river, which opens into the North Sea. Consequently, the GNSS receiver
records sea-water reflections only from the south, and it is operating under the responsibility of
the Active GPS Reference System for the Netherlands organisation. It is co-located with a tide
gauge (TG) installed only a few meters away and administrated by the National Institute for the
Coast and Sea (Rijks Instituut voor Kust en Zee) of the Netherlands.
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Vlissingen station is known under the abbreviation VLIS. The TG started to operate in 1996, and
the GNSS receiver was installed later in 2006. Since then, the receiver and the antenna have been
replaced multiple times. The most modern version of the assembly includes a double-frequency
Leica GR50 receiver and a Leica AR25 antenna, which is installed on a 6.5m monument. Both
devices are high quality and specially designed for high-precision geodetic applications. All
equipment is connected to a master computer for real-time status monitoring and data access.

Figure 6.1: Left: Bird’s eye view of the wider area of Vlissingen, the Netherlands. The yellow
line denotes international borders, and the white dots show the major cities. The position of the
station is highlighted with a red dot (Acquired from Google Earth1). Right: GNSS antenna
installed in the marina, on a 6.5m monument (Viewing angle in the southeast direction, rendered
from Royal Observatory of Belgium2).

6.2.2 Roscoff Station
Roscoff station (Figure 6.2) is situated in the marina of the homonym commune of Brittany in
northwestern France. The commune is built on a small cape, and the facilities face the English
Channel to the east. The set-up is identical to the Vlissingen station; a GNSS receiver is in-
stalled next to the sea and co-located with a TG. The University of La Rochelle is responsible for
operating the GNSS receiver. In contrast, the TG is administrated by the Naval Hydrographic
and Oceanographic Service (Service Hydrographique et Océanographique de la Marine) of France.

Roscoff station is known under the abbreviation ROTG. The TG was installed in 1973, and
the GNSS receiver is significantly newer because it started to operate in 2009. This assembly has
been replaced once; the latest version includes a double-frequency Septentrio PolaRx5 receiver
and a Trimble Zephyr Geodetic antenna. However, when the measurements were acquired, the

1https://www.google.com/intl/en/earth/. Accessed: 05.08.2021
2https://www.epncb.oma.be/_networkdata/siteinfo4onestation.php?station=VLIS00NLD. Accessed:

05.08.2021
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equipment was a double-frequency Topcon GB-1000 receiver and a Topcon PG-A1 antenna. The
antenna was installed on a 3m steel mast in both cases.

Figure 6.2: Left: Bird’s eye view of the wider area of Roscoff, France. The light-blue line
denotes national borders, and the white dots show the major cities. The position of the station
is highlighted with a red dot (Acquired from Google Earth3). Right: General overview of the
marina, where the GNSS receiver and the TG are installed (Viewing angle in the south direction
, photo taken by E. Poirier- University of La Rochelle4).

6.3 Experiment Results and Discussion
The reflectometry solutions are validated against the time series that the TG obtains. This com-
parison cannot be performed directly because the measurements from the TG and the GNSS-R
method are not provided at the same time intervals. Since the data are not homogeneous in the
time domain, the most sophisticated method is to estimate the parameters of the tide coefficients
for each data set and calculate new time series at the same time intervals according to them. In
this case, RMSE is the only evaluation index. As long as the same mathematical model is used
to parametrize all data sets, the correlation is expected to be very high anyway, and it would
not be very sensible to use it as a criterion. Lastly, all figures and graphs in this section utilize
the same constellation abbreviations with Section 5; G and R indicate GPS and GLONASS,
respectively.

The measurements at Vlissingen station were acquired between January 1 and September 30,
2020. This interval is long enough to determine short-period coefficients, but it is insufficient
to estimate semi-annual and annual cycle parameters accurately. This station’s maximum tidal
oscillation does not exceed three meters above or below the mean sea level. This fact allows for
comparison between the data sets because the range is significantly greater than the accuracy

3https://www.google.com/intl/en/earth/. Accessed: 07.08.2021
4https://www.sonel.org/spip.php?page=gps&idStation=1933. Accessed: 07.08.2021
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of the measurements. The evaluation of the sea-level monitoring is carried out according to the
estimated amplitudes and phases of the major components, as described in Section 6.1 (cf. Table
6.1). The phases of the coefficients that yield high amplitudes, namely M2, S2, and N2, are in
good accordance. The phase differences are at the 1-3◦ level, showing that the reflectometry
time solutions coincide with the TG. On the other hand, the variations between the phases of
the low-amplitude parameters are significantly higher. In extreme cases, they exceed the 40◦

(cf. Table 6.2), indicating that the accuracy of the observations is greater in magnitude than the
observations’ magnitude itself.

Coef. Amplitude (m) Phase (deg)
Name TG G R G+R TG G R G+R

M2 1.77 1.72 1.75 1.73 31.17 33.82 34.02 33.71
S2 0.49 0.34 0.41 0.38 86.85 85.93 87.72 86.86
N2 0.29 0.19 0.25 0.22 5.70 8.33 5.08 6.31
ν2 0.09 0.06 0.08 0.07 2.50 344.84 354.02 349.26

2”N2 0.03 0.02 0.01 0.01 163.31 135.64 96.95 120.12
λ2 0.06 0.04 0.05 0.05 43.16 60.95 53.55 56.84
L2 0.18 0.10 0.15 0.12 45.36 50.78 51.48 50.74
K2 0.15 0.10 0.13 0.11 85.27 77.64 81.54 78.61
K1 0.06 0.04 0.07 0.06 351.67 3.03 342.97 352.36
O1 0.10 0.01 0.08 0.05 179.11 185.37 173.69 173.80
P1 0.02 0.04 0.03 0.03 333.91 341.96 350.54 346.11

Table 6.2: Estimated amplitudes and phases of the principal tide harmonics for all solutions at
Vlissingen station. TG, G, and R indicate the tide gauge, GPS, and GLONASS, respectively.

The time series are well aligned, but there are some deviations at the decimetre level (cf. Figure
6.3). This behaviour coincides with the harmonics analysis and, more specifically, with the

Figure 6.3: Comparison between all sea-level monitoring solutions in Vlissingen station on Jan-
uary 20, 2020. The abbreviations for each solution coincide with those in Table 6.2.
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amplitude differences between the coefficients. Furthermore, a quantitative analysis is performed
using the RMSE index between the solutions (Table 6.3). The differences between the TG and
the other solutions range from 9 to 16 cm. Additionally, GLONASS and the combination of GPS
and GLONASS perform better than GPS.

RMSE (cm)
G R G+R TG

G 0 21 16 16
R 21 0 18 9

G+R 16 18 0 9
TG 16 9 9 0

Table 6.3: RMSE in cm between all solutions in Vlissingen station. The abbreviations for each
solution coincide with those in Table 6.2.

The measurements from the Roscoff station were acquired throughout the entire year of 2002.
Although the observations are longer than in the Vlissingen station, they are still insufficient to
determine the semi-annual and annual period coefficients accurately. The amplitude of the tidal
oscillation exceeds the 5m; hence it is higher in this station, and the ratio between the sea-level
observations and their noise is greater. The greatest agreement in the phace is again achieved
between the coefficients with the highest amplitude, and the phase differences fluctuate at the
same level (1-3◦). The differences in the low-amplitude parameters also show high variability. In
this case they range between 10◦ and 80◦ (cf. Table 6.4).

Coef. Amplitude (m) Phase (◦)
Name TG G R G+R TG G R G+R

M2 2.69 2.21 2.58 2.42 142.35 142.59 143.57 143.26
S2 1.00 0.53 0.77 0.67 188.61 185.33 189.22 187.75
N2 0.53 0.24 0.39 0.32 124.10 122.00 125.76 124.18
ν2 0.10 0.04 0.07 0.05 114.40 98.86 115.07 135.32

2”N2 0.08 0.03 0.04 0.03 118.30 68.66 113.14 103.72
lambda2 0.04 0.01 0.08 0.05 117.23 131.65 150.02 146.11

L2 0.12 0.04 0.11 0.07 131.50 147.84 144.68 146.78
K2 0.28 0.11 0.19 0.14 186.69 222.51 190.26 197.36
K1 0.08 0.09 0.07 0.07 82.21 42.18 85.79 67.46
O1 0.07 0.13 0.04 0.08 333.52 323.55 328.72 325.04
P1 0.03 0.06 0.02 0.03 72.72 25.28 103.40 46.23

Table 6.4: Estimated amplitudes and phases of the principal tide harmonics for all solutions at
Roscoff station. TG, G, and R indicate the tide gauge, GPS, and GLONASS, respectively.

In comparison with the previous station, the performance of each constellation is slightly different.
Despite the alignment of the time series, there are considerable offsets (cf. Figure 6.4). Regarding
the RMSE evaluation, the performance of the reflectometry method in this station is twice as
bad. The reference solution and the reflectometry ones span between 17 and 39 cm. Finally, the
combination of GPS and GLONASS again yields the best results, but GLONASS surpasses GPS
(cf. Table 6.5).
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Figure 6.4: Comparison between all sea-level monitoring solutions in Roscoff station on March
16, 2015. The abbreviations for each solution coincide with those in Table 6.4.

RMSE (cm)
G R G+R TG

G 0 60 26 39
R 60 0 40 23

G+R 26 40 0 17
TG 39 23 17 0

Table 6.5: RMSE in cm between all solutions in Roscoff station. The abbreviations for each
solution coincide with those in Table 6.4.

6.4 Conclusions
This chapter demonstrates the capabilities of the GNSS-R methodology for monitoring level
changes in water bodies. Data from two seafront stations are analyzed for the evaluation of the
technique. Both sites are located on the European side of the Atlantic Ocean and are subject to
high-amplitude tides. The datasets are not referred to the same period and cover a maximum
period of one year.

The algorithm for calculating the water level is a simplified version of the one developed for
the soil-moisture application. It allows for the exploitation of all constellations and carrier fre-
quencies in parallel or independently, and it does not require calibration. The experiment results
indicate good agreement with the higher-magnitude tidal coefficients, which is reduced when
considering lower-order harmonics. The coincidence with the reference TG datasets is up to
the sub-decimetre level, and the higher ambiguity is remarkably advantageous for the quality
of the solution. Moreover, there are significant accuracy differences between the results of the
two stations. Assuming that the TG data are of similar quality, the sea-surface conditions (e.g.
roughness) also influence the GNSS-R series.
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Chapter 7

Soil-Moisture Estimation in
Northwestern Argentina

One of the main goals of this dissertation is the observation of the hydrological cycle in north-
western Argentina with GNSS remote-sensing techniques. Soil moisture is a key element of this
process; thus it is decided to employ the methodology described in Chapter 5 in three ground
stations in the province of Salta. Despite the successful evaluation of the soil-moisture algo-
rithm, this experiment is very challenging because the climate conditions that characterize those
locations are totally different from those in the previous experiment.

7.1 Stations Description

The GNSS ground stations were explicitly installed for this study by the GFZ and the Univer-
sity of Potsdam (UP). Two facilities are located in privately owned properties in Tolombon and
Payogasta villages, while the third is installed in Pozuelos Salar, inside an open lithium mine.
The altitude of the facilities spans between 1667 and 3760m asl, and they are characterized by
only two distinct seasons rather than four. In addition, the highest soil-moisture values occur in
the summer, when most of the rain events occur (cf. Chapter 2.2). Furthermore, although the
sites of this experiment are situated at a relatively short distance, there are differences between
each other. The stations in Tolombon (CAFJ - 1667m asl) and Payogasta (CACN - 2453m asl)
experience higher rainfall rates than in Pozuelos (PUNJ - 3760m asl) (cf. Figures 7.1 and 7.2).

Each station is equipped with different quality GNSS receivers to evaluate their performance.
Moreover, TDR sensors are used for comparison, and metrological information is retrieved either
from in-situ or nearby stations. The measurements extend through three years, starting in March
2019, and ending in October 2021. The calibration period, when the appropriate reflections are
selected, takes place over the first 12 months of the observations, while the rest of the period is
used for the evaluation of the results.

As suggested in Chapter 5, the superior solution is the one that takes into account all con-
stellations and frequencies. Thus, only this combination is examined. Furthermore, unlike the
former soil-moisture experiments, it is possible to access independent soil-moisture data for the
absolute referencing of the time series. In fact, instead of key values of the TDR sensors, observa-
tions from the Argentine satellite SAOCOM (Giraldez, 2003) are introduced in the least-squares
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Figure 7.1: Topographic setting of the South-Central Andes with the three GNSS stations (black
dots) installed during this campaign. The white dots indicate the major cities of the area. The
white line delineates the extremely arid Central Andean Plateau, and international borders are
drawn by the black lines (Topography data obtained from ETOPO1 (Amante, 2009)).

adjustment as fixed values. As a result, this product’s accuracy and spatial resolution are very
high, but its temporal is only 28 days. Thus the fusion of both methods can yield a high-quality
product in terms of accuracy as well as temporal resolution. Furthermore, the evaluation of the
results is more legitimate because the comparison is held against a third external source, which
is not correlated with the GNSS-R or the satellite methodology.

Figure 7.2: Mean monthly total rainfall of the CAFJ, CACN, and PUNJ stations (Meteorological
information retrieved from Hersbach et al., 2020 - ERA5-Land monthly averaged data from 2000
to 2020).
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Figure 7.3: Equipment assembly of the sta-
tion in Pozuelos. The instrumentation in-
cludes a TDR-FDR logger, a computer, a Javad
Delta TRE-G3T multi-frequency and multi-
constellation geodetic receiver, a battery (top to
bottom order), a Geostar GeoS-5M low-cost re-
ceiver (top left), and a solar charge controller
(bottom right).

Apart from some modifications, all stations
were built according to the same concept. A
Linux-based computer with no graphical inter-
faces is connected with a geodetic and a low-
cost GNSS receiver, as well as with a meteo-
rological sensor, when available. The model of
the geodetic receiver varies, while the low-cost
one is always a Geostar GeoS-5M. Unfortu-
nately, the latter stopped operating properly
due to technical issues and did not provide suf-
ficient observations to analyze. The primary
utilization of the computer is the execution of
terminal commands for controlling the flow of
the data and the storage of the observations in
internal and external hard drives. Moreover,
the computer can reinitialize in the case of
long-period interruption of the measurements.
The TDR-FDR sensors operate independently
of the computer. The logger runs an in-house
developed, low-level algorithm that controls
the acquisition of the observations through the
probes buried in two distinct depths. The first
set of five detectors was placed at a shallow
depth of 5 cm, and the second set of four de-
tectors was buried at 10 cm depth. Addition-
ally, photovoltaic panels are used in Payogasta
and Pozuelos sites because there is no access
to the electrical grid. Combined with a car
battery, frames of 400W total peak power are
sufficient to provide energy to the assembly on
a 24-hour basis. Except for the sensors, all de-
vices are stored in a metal box to avoid exposure to rain and dust. Furthermore, the metal box
includes a ground wire for lightning protection.

7.1.1 Tolombon
Tolombon station (Figure 7.4) is situated on a private property close to the homonym village
on the southern border of the province of Salta, Argentina. The landscape is very good for
reflectometry because the terrain is flat, and there is no vegetation except for some small and
low-density bushes. The direct vicinity of the antenna is clear from tall constructions, which
allows all reflections to be recorded. At last, the facility has direct access to the electricity
network. Even though the energy supply is not very stable in this area, there were no significant
and long-period blackouts that could lead to substantial data loss.
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The regolith exhibits typical callus characteristics under sidewall deposition conditions where
the hydrographic system’s carrying capacity changes sharply. The coarseness is not clearly
distributed. There is presence of both coarse and fine-grained material, with the latter predomi-
nating due to the considerable distance from the morphological alteration. From a mineralogical
point of view, the mixture is relatively undefined. The predominance of carbonates is clear, but
the existence of silicates is also strong. This is supported by the presence of granitic formations
and crystalline schists in the area, with the latter carbonates being dominant.

The installation of the equipment took place from 14 to 16 March 2019. It included the ex-
cavation for the electricity cables and the TDR-FDR probes, the stable positioning of the pole
on a concrete base, and the installation of all devices in a metal box. The most labour-intensive
operation was the excavation, and it occupied more than 60% of the time. This station is
equipped with a Javad Delta TRE-G3T multi-frequency and -constellation geodetic receiver, a
Javad GrAnt-G3T antenna, a Vaisala WXT520 weather sensor, and a series of Truebner SMT
100 TDR-FDR probes connected with a Campbell CR800 data logger.

Figure 7.4: Tolombon station. Left: GNSS and meteorological equipment installed on a 2m pole.
The metal box includes all necessary instrumentation (Looking angle in the north direction).
Right: Soil vertical profile and two TDR-FDR probes arranged at distinct depths. In the photo
is shown the top-layer soil composition, including the organic matter, the different size granules,
and pebbles.

7.1.2 Payogasta
Payogasta station (Figure 7.5) is located in the Valles Calchaquíes, between Cachi and the
homonym villages. The field is privately owned, and it was offered for the study because it is
not exploited. Besides the southeast corner, the field has nearly zero inclination and is partially
covered with low pasture. Although there are no constructions adjacent, some hills east of the
antenna are masking the low-elevation reflections up to 10 deg. However, this disadvantage is of
minor importance because the cliffs do not encompass the entire azimuthal range, and the GNSS
receiver dumps by default all observations originating up to 7 deg. Furthermore, the area has no
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direct access to the electricity network.

Typical fluvial deposits characterize the regolith in Payogasta. The coarse grain-size distri-
bution and the rounded geomorphology of the strains (conglomerates) make up the picture. The
bedrock that trophicizes the valley is mainly composed of siliciclastic and plagioclastic sand-
stones (Payogastilla Group). In many cases, carbonate binders are present. The presence of
phyllosilicate orthocrysts is also evident, and its slightly reddish colour is probably due to the
presence of iron oxides. The origin of the iron may be from the phyllosilicate minerals or vol-
canic intrusions occurring in the outcrops. These vein systems often reach the surface, while the
presence of a gaseous system in the past is definite. These systems locally deposit sulphur and
sulphur compounds.

The equipment was installed between 17 and 18 March 2019. The labour work included the
same tasks as the Tolombon station, apart from connecting with the electricity grid. The use of
solar panels facilitated the operations in terms of time and effort. An other difference between the
two stations is the use of a Novatel SMART-V1G single-frequency geodetic receiver, which pro-
vides signal strength measurements with lower numerical resolution (1 instead of 0.25 dB−Hz).
Considering the similar climatological conditions and the comparable development level of the
soil, this set-up allows for direct comparison between the two receiver types. Lastly, even though
the National Institute of Agricultural Technology of Argentina (Instituto Nacional de Tecnología
Agropecuaria, 2022) had installed a meteorological station close to the site, it was impossible to
exclusively use this source because of data losses. Thus, measurements from the Global Precipi-
tation Measurement mission (Huffman et al., 2019) were adjusted to the rain gauge to cover the
entire period of observations.

Figure 7.5: Payogasta station. Left: GNSS antennas attached on a 2.5m pole, as well as solar
panels installed for energy supply. The metal box includes all necessary instrumentation (Looking
angle in the southeast direction). Right: Soil vertical profile and a TDR-FDR probe placed at
5 cm depth. The development level of the soil is comparable with Tolombon station (cf. Figure
7.4).
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7.1.3 Pozuelos

The station of Pozuelos (Figure 7.6) is found in Altiplano-Puna Plateau, 230 km west of the city
of Salta and 150 km from the Argentina–Chile border. The field is part of an open lithium mine
within the homonym salar, and Litica Resources SA is exploiting it. The area is totally flat, and
the vicinity is free of substantial natural obstacles that mask the reflections. On the other hand,
the location is very remote, several kilometres from the mine campus. Furthermore, as there is
extra equipment from the mining company, the complex is enclosed by a wire fence for security.
Lastly, the closed point with energy supply is the campus; hence, access to this source was not
possible.

The salars have particular characteristics in terms of their minimally-developed regolith. The
sedimentation that takes place is almost exclusively chemical, while the vicinity’s geomorphology
indicates no significant deposition of new material. The result is that the main component is
dominated by evaporite bedrock with a relatively intermediate grain size due to the distance from
the central parts of the lake. There are also apparent small amounts of aeolian deposits, mainly
sandy in grain size, with the primary material supply from the carbonaceous marine sedimentary
rocks. The mineralogy of this area is not defined because the composition varies considerably
from place to place.

The operations for the installation of the equipment lasted three days, from 20 to 22 March
2019. The excavation was the most challenging aspect of this work because the soil of this salar
is always very dry and compact and requires additional effort to process it. Furthermore, the

Figure 7.6: Pozuelos station. Left: Detailed overview of the base, where the GNSS is installed
along with additional sensors, used for the mining operations. The antenna is attached on a 2.5m
pole, the solar panels are installed for energy supply, and the metal box includes all necessary
instrumentation (Looking angle in the southeast direction). Right: Soil vertical profile and a
TDR-FDR probe placed at 10 cm depth. In the photo are shown the soil granules, as well as the
formatted rock salts.
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GNSS and TDR-FDR instruments are identical to the Tolombon station, and whereas was no
need to install a meteorological sensor because the mining company could provide that data
through their equipment. Finally, this station’s location was explicitly chosen to compare the
performance of same-model quality receivers under varying environments.

7.2 Experiment Results

The results from the station in Tolombon generally indicate very low soil-moisture values of
3-3.5 v/v % during the austral winter that rise sharply in the rainy season. Therefore, there
is good agreement between the reflectometry solution and the TDR-FDR series. Nevertheless,
the behaviours of the data sets are different. Upon rainfall episodes, the TDR-FDR one yields
sharp soil-moisture peaks that decay smoothly and rapidly. On the other hand, the GNSS-R
data set does not always drop immediately and is noisier. Moreover, some rainfall events during
November-December 2020 are not well recorded by the reflectometry solution. In addition, there
are some cases (e.g. May-June 2021) when both sources point out a soil-moisture increase without
recording rainfall. Added to this, the decay’s shape is different from the post-rain events. For
the integrity of this statement, the rain gauge measurements were inter-compared with satellite
data from the Global Precipitation Measurement mission (Huffman et al., 2019). Lastly, all
observations of the SAOCOM are found in the last third of the GNSS-R time series and show
minor differences, less than 5 v/v %, against the TDR-FDR data.

Figure 7.7: Soil-moisture estimation in the CAFJ station between April 2019 and August 2021.
The reflectometry solution takes into account all constellations, and the series were fixed using
absolute soil-moisture values from the Argentine Microwaves Observation Satellite (Satélite Ar-
gentino de Observación con Microondas - SAOCOM) (Giraldez, 2003).

From the statistical point of view, the correlation between GNSS-R and TDR-FDR is moderate
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(0.59), while the RMSE is very low (2.4 v/v %). Moreover, compared to the previous experi-
ments (cf. Chapter 5), the correlation is remarkably lower, whereas the RMSE stands at the
same levels. This indicates specific time frames that yield inconsistent results.

The station in Payogasta produces similar-behaviour soil-moisture series to those from Tolombon.
There are pronounced peaks associated with the wet season, while fairly low values mark the
other epochs. Furthermore, there are certain epochs when the performance of the GNSS-R solu-
tion does not respond optimally to rainfall events (e.g. November-December 2020). In contrast,
the decay rates of the two sources are more uniform, and no soil-moisture peaks occur without
the presence of rain. The reflectometry series produce significantly higher soil-moisture readings
during the austral summer of 2019-2020. Unlike the following year, when the observations are
comparable, this season is characterized by extended rainfall that amplifies the divergence. The
SAOCOM observations are again detected in the end. In general, the agreement is at the level
of 5 v/v %. There is only one exception when the variation doubles.

Figure 7.8: Soil-moisture estimation in CACN station between April 2019 and August 2021.
The reflectometry solution takes into account all constellations, and the series were fixed using
absolute soil-moisture values from the Argentine Microwaves Observation Satellite (Satélite Ar-
gentino de Observación con Microondas - SAOCOM) (Giraldez, 2003) (Rainfall information was
retrieved by combining local meteorological data with observations from the Global Precipitation
Measurement mission (Huffman et al., 2019)).

The statistics of the station in Payogasta show worse performance than the ones from Tolombon.
Despite the fact that the correlation is of similar quality (0.61), the RMSE is 2-3 times worse
(6.69 v/v %). This decline occurs due to the lower numerical resolution of the utilized receiver.
Finally, compared with the previous experiments in Chapter 5, the rainfall shows a higher coin-
cidence with the soil moisture. This demonstrates distinct hydrological mechanisms because of
the more arid conditions.
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The station in Pozuelos Salar illustrates a different behaviour than the previous facilities. The
soil moisture rises sharply at the beginning of the wet season and drops gradually to the lowest
value just before the following year’s rainfall events start. In addition, the readings in this sta-
tion are higher, despite the drier climate. Comparing the tied-to-the-SAOCOM GNSS-R series
with the TDR-FDR ones, although the decay rates are comparable, the responses to the rain
are not analogous. The prior is significantly more sensitive, leading to a maximum soil-moisture
variation of 40 v/v %. This difference is abnormal and cannot be justified by the non-identical
approximations of each methodology. Moreover, light rainfall events (e.g. August 2020) may
trigger soil moisture instantaneously. With respect to the SAOCOM measurements, in most
cases, they are well aligned with the GNSS-R series, except for one instance when the divergence
surpasses the level of 3.5 v/v %.

Figure 7.9: Soil-moisture estimation in PUNJ station between April 2019 and August 2021.
The reflectometry solution takes into account all constellations, and the series were fixed using
absolute soil-moisture values from the Argentine Microwaves Observation Satellite (Satélite Ar-
gentino de Observación con Microondas - SAOCOM) (Giraldez, 2003).

The statistical analysis of this station suggests a very high correlation with the TDR-FDR method
(0.89) but poor RMSE performance (9.22 v/v %). This occurs due to the significant offset of the
SAOCOM readings, which is not constant throughout the period of the observations and depends
on the amount of rainfall. In combination with the visual comparison of the series (cf. Figure
7.9), this evaluation exemplifies the influence of the salinity and indicates better calibration to
achieve more consistent results.
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7.3 Conclusions
This chapter examines the modernized GNSS-R soil-moisture methodology under unique soil
and climate conditions. The ground stations were installed in locations where the soil is subject
to erosion, is not compact, and does not follow the typical stratification with discrete layers
(cf. Figure 2.3). Moreover, the climate in this area is characterized by extremely dry conditions
and seasonal rainfall between November-March. Finally, this test case is special because the
reflectometry series were calibrated with third-party data and not the TDR-FDR observations.
Considering the results from the three stations, the following conclusions are drawn:

• The time series of the stations in Tolombon and Payogasta reflect the impact of high-
porosity soils on this technique. They designate higher-noise solutions and lower quality in
terms of correlation and RMSE, and GNSS-R cannot always respond appropriately after
rainfall. In addition, the single-frequency receiver performs worse.

• The station in Pozuelos Salar demonstrates the effect of high salinity. Considering that
this zone is one of the most arid places on the Earth, all sources yield unreasonably high
soil-moisture readings. However, the SAOCOM measurements are considerably higher,
illustrating the necessity for calibration.

• There are some cases when soil moisture rises despite the absence of rain. Additionally,
this behaviour is reported by all sources with a high agreement. However, given the long
temporal extent and the smooth decay rate of this reaction, the cause may be related to
near-surface atmospheric processes (e.g. humidity) and must be further investigated.
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Water-Vapour Analysis in
Northwestern Argentina

This chapter is complementary to Chapter 7 and is referred to the same area of study. The
main research topic is the analysis of water vapour and builds on the investigation published
in Antonoglou et al. (2022b). The goals are to examine the impact of the topography and
understand the acting mechanisms for the association of the water vapour fluctuations with the
precipitation events in this area. Finally, in this investigation, the ZWDs and their gradients are
considered. The prior gives information about the water vapour, while the latter indicates the
azimuthal direction, to which the wet delay is greater.

8.1 Data Collection

This study combines GNSS measurements from ground stations in northwestern Argentina and
ERA5 reanalysis data (Hersbach et al., 2020). The analysis period extends between 2010-2021,
and it is mainly restricted by the accessibility to the GNSS observations.

8.1.1 GNSS Network

In line with the study demands, the GNSS measurements were collected from a network of 23
stations (Figure 8.1). The majority of the stations are situated in northwestern Argentina (16),
but there is a small fraction of the facilities located in Chile (4) and Bolivia (3). The sites cover
an altitude range between 198 and 5451m asl and extend from the mountain front to the core
of the Central Andean Plateau. The span of this network exceeds the 700 and 450 km in the
east-west (E-W) and north-south (N-S) directions, respectively. This distribution is ideal for the
study because the area’s topography is diverse, and the transition between completely distinct
climate conditions is sharp. In order to monitor variations along the topographic gradient, seven
stations are explicitly examined. Four sites lie along the E-W cross-section (UNSA - 1224m,
GOLG - 2343m, SRSA - 3113m, and SALC - 3799m asl), and an other set of four sites lie along
the N-S one (UNSA - 1224m, TUCU - 456m, JBAL - 381m, and CATA - 518m asl), while both
sets share a common station. Additionally, there is the availability of high-quality meteorological
information for three stations which are located in various altitudes (UNSA - 1224m, CAFJ -
1667m, and PUNJ - 3760m asl).
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Figure 8.1: Topographic setting of the study area in the South-Central Andes, including the
locations of the GNSS ground stations. The black dots point out the stations that third-party
organizations installed, and the yellow stars point out the stations that were exclusively installed
for this study. The inner triangles and the squares indicate the subsets along the east-west (E-W)
cross-section (UNSA, GOLG, SRSA, and SALC) and in parallel with the Andes in the north-
south (N-S) direction (UNSA, TUCU, JBAL, and CATA), respectively. UNSA, GOLG/TUCU,
SRSA/JBAL, and SALC/CATA are illustrated with green, orange, magenta, and brown colour,
respectively. The white line delineates the extremely arid Central Andean Plateau. The white
dots show the area’s major cities, and the black lines show international borders (Topographic
data obtained from ETOPO1 (Amante, 2009)).
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The GNSS network is not homogeneous; it consists of various sets of stations operated inde-
pendently by different third-party organizations. The stations CAFJ and PUNJ are already
described in Chapter 7, while the GFZ was responsible for processing their observations for
water-vapour estimation. On the other hand, the rest of the sites were either installed by the
Argentine National Geographic Institute (Instituto Geográfico Nacional) (Piñón et al., 2018)
or UNAVCO (Simons et al., 2010a,b; Pritchard, 2010a,b, 2011, 2012; Smalley and Bennett,
2015a,b,c,d,e,f,g). The analysis of those observations is exclusively carried out by Blewitt et al.
(2018) from the Nevada Geodetic Laboratory, and the results are released publicly for further
processing1.

Station Name Latitude Longitude Height (m) Source Analysis Centre
ABRA 22◦43’19.32"S 65◦41’50.31"W 3530.10 IGN NGL
ALUM 27◦19’24.33"S 66◦35’47.86"W 2736.94 IGN NGL
CAFJ 26◦10’51.22"S 65◦52’49.17"W 1702.36 GFZ/UP GFZ
CATA 28◦28’15.54"S 65◦46’26.83"W 547.15 IGN NGL
CBAA 22◦44’46.92"S 68◦26’53.33"W 3514.84 UNAVCO NGL
CJNT 23◦01’38.96"S 67◦45’38.06"W 5074.05 UNAVCO NGL
COLO 22◦10’02.57"S 67◦48’14.32"W 4376.93 UNAVCO NGL
GOLG 24◦41’26.11"S 65◦45’38.80"W 2381.15 UNAVCO NGL
JBAL 27◦35’03.86"S 65◦37’21.89"W 409.16 IGN NGL
LCEN 25◦19’33.81"S 68◦36’09.36"W 4270.94 UNAVCO NGL
PUNJ 24◦42’46.96"S 66◦47’37.27"W 3802.58 GFZ/UP GFZ
SALC 24◦12’47.11"S 66◦19’20.83"W 3841.62 UNAVCO NGL
SOCM 24◦27’16.60"S 68◦17’42.59"W 3969.45 UNAVCO NGL
SRSA 24◦26’59.24"S 65◦57’11.85"W 3153.80 UNAVCO NGL
TAVA 26◦51’10.72"S 65◦42’36.02"W 2036.74 IGN NGL
TERO 27◦41’57.30"S 64◦10’42.17"W 222.63 IGN NGL
TIL2 23◦34’37.70"S 65◦23’42.26"W 2517.78 IGN NGL

TRNC 26◦13’48.77"S 65◦16’55.82"W 816.08 IGN NGL
TUCU 26◦50’35.71"S 65◦13’49.26"W 485.02 IGN NGL
TUZG 24◦01’53.82"S 66◦30’59.56"W 4338.67 UNAVCO NGL
UNSA 24◦43’38.84"S 65◦24’27.51"W 1257.79 IGN NGL
UTUR 22◦14’31.21"S 67◦12’19.94"W 5184.09 UNAVCO NGL
YCBA 22◦01’01.56"S 63◦40’47.94"W 659.66 IGN NGL

Table 8.1: Geographic coordinates of the stations that constitute the network utilized for the
water-vapour analysis. The column Source shows the corresponding institutions/organizations
that maintain the stations, which are the Argentine National Geographic Institute (Instituto
Geográfico Nacional - IGN), the German Research Centre for Geosciences (Deutsches Geo-
ForschungsZentrum - GFZ), the University of Potsdam (UP), and UNAVCO. The column Anal-
ysis Centre indicates the institution that processed the raw data, either the Nevada Geodetic
Laboratory (NGL) or the GFZ.

Because of the gradual development of the GNSS network during independent campaigns, there
is no complete temporal overlap between the observations of all stations (cf. Figure 8.2). As
a result, the time series of only six stations cover the entire time frame between 2010-2021.
Moreover, all stations experience data loss for brief periods owing to technical issues.

1http://geodesy.unr.edu/. Accessed: 29.09.2022
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Figure 8.2: Data availability indicated by black areas of the 23 stations that are utilized for the
water-vapour analysis.

8.1.2 ERA5 Reanalysis Data
Atmospheric-refractivity information on pressure levels obtained from the ERA5 reanalysis data
set from the European Centre for Medium-range Weather Forecasting (Hersbach et al., 2020).
This collection provides data from 1979 to the present at a native spatial and temporal resolution
of 0.25◦ and 1 hour, respectively. The main advantages of the ERA5 data set are the extended
temporal coverage, the minimal-lag update of the data, and the fact that it provides multi-layer
information up to the altitude of 80 km via 37 pressure levels. Lastly, the data series were linearly
resampled to a 5-minute temporal resolution to align with the GNSS data.

8.2 GNSS Observations Processing
The basic principles for estimating water vapour with GNSS observations are described in Section
4.2.2. This section provides information about the software packages that are used, and it
addresses the strategy that is utilised to exploit data from different sources. The methodology
needs to be explicitly explained because, even though all GNSS software use algorithms that
are based on the same principles, detailed knowledge of their approximations is essential for the
accurate processing of their results. Additionally, the calculation of the ZWDs and their gradients
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requires information about the refraction that occurs by the dry elements of the atmosphere.
Those data are calculated with ray-tracing algorithms.

8.2.1 Earth Parameter and Orbit System

Earth Parameter and Orbit System (EPOS) is a collection of GNSS software packages developed
in the GFZ (GFZ German Research Centre for Geosciences, 2021). The development of EPOS
started in the 1990s, and its core functions are related to precise orbit determination of various
satellite missions, but they are not limited to this. This software can provide Precise Point
Positioning solutions in a near real-time mode that estimate the STDs (Gendt et al., 2004;
Douša et al., 2018). Even though this approximation requires plenty of information for the pre-
processing, it is superior to the network solutions because it examines each station independently
and demands fewer computation resources. In this software, the slant delays are projected to the
zenith using the Global Mapping Function (Böhm et al., 2006a), and the gradients are calculated
with the mapping function described in Bar-Sever et al. (1998).

8.2.2 Gipsy

Gipsy is a GNSS navigation software developed by the Jet Propulsion Laboratory. Its initial
version was Gipsy Proto, and it was released in the 1980s. Since then, many updates have been
made, and the most modern version, which is used for the processing of this study, is GipsyX.
This software allows for the simultaneous estimation of geodetic and geophysical parameters in
real-time and post-processing modes. Besides its terrestrial applications, Gipsy is also utilised
for orbit and clock determination of LEO satellites (Bertiger et al., 2020). Similarly to EPOS,
Gipsy processes each station independently using Precise Point Positioning algorithms. Lastly,
the transformation between the slant and the zenith delays is achieved with the Vienna Mapping
Function 1 (Böhm et al., 2006b; Kouba, 2008), and the gradient parameters are also computed
with the mapping function of Bar-Sever et al. (1998) (Blewitt et al., 2018; Bertiger et al., 2020).

8.2.3 Ray tracing

Initially, the propagation path of any electromagnetic signal between the source and the observer
through the neutral atmosphere is determined via ray tracing (e.g., Nievinski and Santos, 2010;
Urquhart et al., 2012; Balidakis et al., 2018; Nikolaidou et al., 2020a,b). This information is
estimated as a function of position, time, azimuth and elevation angle through refractivity fields
of the ERA5 reanalysis model (Hersbach et al., 2020) at the native spatial and temporal res-
olution. More specifically, the meteorological input parameters to this algorithm are pressure,
geopotential height, temperature, and specific humidity. Even though ray-tracing processes are
always complex and computationally intensive and require a plethora of input data, they yield
high-quality results. More information about this approximation is given in Nievinski and Santos
(2010).

The ray-tracing approximation is based on the principle that the electromagnetic signal follows
the path that minimizes travel time. In this case, the optical paths are calculated by inserting
refractivity information in a definite integral, where the integrand satisfies the Euler-Lagrange
equation (Zus et al., 2012, 2014, 2021). The output of this process is azimuth- and elevation-
angle-dependent functions that allow for the calculation of the hydrostatic and wet delay of the
signal. While ray tracing is a robust method, the precision of the derivatives is analogous to the
quality of the input data.
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In addition to the reanalysis-model-derived ZHDs and ZWDs, ray tracing is also utilized for
the estimation of the gradients of previously-mentioned scalars. In contrast to the projection
to the zenith, the consistency of the mapping functions related to the gradient components is
critical for the integrity of the results. Even though some studies advocate for an elevation-
only-dependent mapping function ((sin(ϵ) tan(ϵ) + 0.0032)

−1) (Chen and Herring, 1997), the
incorporation of the wet mapping function (mwet cot(ϵ)) is often applied (Bar-Sever et al., 1998).
These two approximations are distinct and cannot be inter-combined (Balidakis, 2019; Kačmařík
et al., 2019). Provided that both EPOS (GFZ German Research Centre for Geosciences, 2021)
and GipsyX (Blewitt et al., 2018; Bertiger et al., 2020) employ the latter model, the parameters
of the azimuthal mapping functions for the wet and dry gradients are consistently calculated in
a least-squares adjustment.

8.2.4 Processing Strategy of Water-Vapour Estimates
The STDs for every station, epoch, and observed satellite were calculated either by the GFZ or
by the Nevada Geodetic Laboratory (Blewitt et al., 2018) with EPOS (GFZ German Research
Centre for Geosciences, 2021) and GipsyX (Bertiger et al., 2020), respectively. The ZWDs and
the gradients of the ZTDs are estimated in a linear system of unknown variables, where the
mathematical model is given by Equation 4.16. Additionally, the water vapour is calculated
using the Equations 4.17, 4.18 and 4.19. Further, the ZWD gradients (or wet gradients) are
calculated by subtracting the reanalysis-model-derived ZHD gradients from the GNSS-derived
ZTD ones. Lastly, the estimated time series are publicly available by Antonoglou et al. (2022a).

8.3 Methodology for Analysing Water Vapour
This section provides detailed information about the analysis methods followed in the study.
In order to support the initial hypothesis that the moisture circulation and the topography
dictate the local climate, the investigation is held gradually. Specifically, the steps include: a)
classification according to the monthly-averaged water vapour values; b) spectral analysis of the
water-vapour readings; c) relation between high-precision rainfall observations and water vapour;
and d) determination of the zonal moisture transport via the wet gradients.

8.3.1 K-means Stations Clustering
As a first step, the stations are classified into clusters to examine the correlation between their
locations and their patterns of the monthly-averaged water-vapour values. The classification is
achieved using the TimeSeriesKMeans algorithm from the Tslearn library (Tavenard et al., 2020).
This special version of the K-Means algorithm for 2D time series uses the Euclidean distance to
cluster the data. According to the needs of the study, this methodology is ideal because even
though the water-vapour series of the same zone is subject to amplitude fluctuations, it is tuned
to the same seasonal frequency, and they do not experience any time/phase shifts. Furthermore,
the number of classes represents the transition from a humid to an arid environment through
an intermediate zone. This hypothesis is proposed in Castino et al. (2017), and it is extendedly
discussed in Section 2.2.2.

The clustering of all sites is impossible owing to the lack of temporal coverage during the entire
period (cf. Figure 8.2). Thus this process the observations during 2014 from 20 sites that do
not yield gaps. This fraction is sufficient for the extraction of safe conclusions because it spans a
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seasonal cycle and it consists of stations that are located along the entire spectrum of the topo-
graphic gradient. Therefore, almost all facilities that belong to the E-W and N-S cross-sections
are involved in this analysis.

8.3.2 Spectral Analysis

In a further stage, the spectral responses of the data series along the E-W and N-S cross-sections
are analysed. The initiative for this study is the short- and long-period patterns of the raw
water-vapour observations in two different altitude stations (UNSA and SALC). In a distinctive
summary, during 2012, the daily-sampled readings reflect the seasonal cycle in both sites (cf.
Figure 8.3). In addition, deviations with higher frequencies result in periods of five to ten days.
This interval matches the water-vapour residence time (cf. Section 2.1). Lastly, the 5-minute

Figure 8.3: Top: Daily-sampled water-vapour observations for the stations UNSA at1224m and
SALC at 3799m asl during 2012. Bottom: Hourly-sampled observations during two events in
the wet (A) and the dry season (B). The y-axes differ in the left and right panels because of the
distinct seasonality that yields totally different water-vapour values.
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resolution series focuses on two characteristic frames in summer and winter, depicting the semi-
diurnal and diurnal circulations.

The analysis of the signal in the frequency domain is achieved by calculating the spectrograms
over the time with a sequence of Fourier transformations. This methodology is explained by
Oppenheim et al. (1999), and the utilized algorithms are implemented within the SciPy library
(Virtanen et al., 2020). Provided that all stations were not functional throughout the entire
period, it is decided to limit this study according to the data availability. The most suitable
period lies between 2010-2014, when all sites that belong to the E-W and N-S cross-sections were
operational. The selected sampling window is seven days because this time frame is similar to
the period of the synoptic-scale fluctuations (cf. Figure 8.3). Considering the incapability of the
Fourier transformation algorithm to process discontinuous data, gaps of minor importance are
forecasted with the Prophet algorithm (Taylor and Letham, 2018).

The last step of the spectral analysis includes quantifying the spectral signals. This assess-
ment is held by decomposing the water-vapour time series (wv) into the polynomial counterpart
(wvp), the harmonic variations (wvh), the synoptic counterpart (wvs), and the noise (wvn) as
follows:

wv = wvp + wvh + wvs + wvn (8.1)

Because of the insignificant influence of the polynomial term for short-period observations, it is
not taken into account in this case. Additionally, the synoptic term only describes high-frequency
signals. Hence, the water-vapour series is only described by the harmonic variations with the
following equation:

wvh(t) =
∑
j

Aj cos (χj (t)− ϕj) (8.2)

where:
j frequency
A amplitude
ϕ phase
χ astronomical argument

The astronomical argument is based on the Doodson variable multipliers, as given by Hart-
mann and Wenzel (1995). According to the Rayleigh criterion, the in-phase and quadrature
components are estimated for the signals whose period lies between the time frame correspond-
ing to the folding (or Nyquist) frequency and the interval equal to half of the time-series extent.
This process aims to calculate the time series’ power-spectral density (PSD). The distribution
of that data is further analyzed in a power-law fitting (Clauset et al., 2009). This method is
superior to bandstop filtering approaches (e.g., Butterworth, 1930) because it is not sensitive to
data discontinuities. Finally, since the probability of the natural phenomena drops exponentially
with their magnitude, the Power-law distribution is ideal for this study (e.g., White et al., 2008;
Lorenz, 2009; Corral et al., 2010).

The PSDs are estimated for the post-fit residuals utilizing in-house algorithms that are based
on the Multi-taper method (e.g., Babadi and Brown, 2014; Di Matteo et al., 2021). Since the
radiative forcing yields spectral discontinuities, the post-fit residuals are preferred against the
raw data to evade biased estimations. In a further step, the amplitudes occurring from the PSDs
are normalized with their standard deviations to permit the inter-comparison between different-
altitude stations. Lastly, the PSDs are filtered at a set of fundamental frequencies that describe
natural phenomena for a more efficient comparison of the spectral behaviour of the sites.
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8.3.3 Water vapour and Rainfall Relation

The third step of this study includes comparing water vapour and high-accuracy precipitation
data. In this case, the stations UNSA, CAFJ, and PUNJ are taken into consideration because
there is the availability of rain-gauge instruments in the vicinity of the sites. Moreover, the
observations span 24 months, from August 2019 to July 2021. Water vapour and precipitation are
firmly linked, but the relation of the two scalars is not straightforward. The prior is constantly
apparent in the atmosphere, while the latter occurs when the atmosphere becomes saturated
and the relative humidity reaches its peak value. This results in precipitation of different forms
(Glickman and Zenk, 2000). Considering the unique climate conditions of the area, precipitation
only takes place in the form of rainfall. In the first phase, the water-vapour readings are averaged
on a daily basis, and the top 10% is selected. In addition, the daily-summed rainfall series for
the corresponding dates are also selected. Those two sub-sets are modelled with the Power-law
distribution (Clauset et al., 2009) for station-wise comparison. In the second phase, the reference
data set is reversed. The dates that correspond to the top 25% of the daily-summed rainfall
are used for selecting the two sub-sets. The relation is examined on a linear basis by generating
quantile-quantile (Q-Q) plots.

8.3.4 Latitudinal Moisture Gradient Transport

The last phase of this study is held to better understand the moisture-transportation processes
that the LLJs drive. In this step, the wet gradients are examined together with wind and
rainfall information for the stations UNSA, CAFJ, and PUNJ. More specifically, the azimuthal
distributions of the wind vectors are compared against those of the wet gradients. In order to
avoid biased observations due to the frictional drag on the wind, the observations for the first km
above the surface are omitted. The seasonal variations of the wet gradients are examined in a
second phase, where the per-epoch azimuthal distributions of the wet gradients are individually
evaluated. Moreover, key directions that reflected changes in the boundary conditions are spotted
by plotting the 90th to 50th percentile ratio. As the last step, the epochs when the top 25%
hourly rainfall takes place are filtered to select the corresponding wet gradients. Plotting the
azimuthal distributions will help to detect the position of the wet masses during strong rainfall
events.

8.4 Experiment Results and Discussion

The results of the analysis methods are presented in separate subsections, in the same order as
in Section 8.3. Additionally, the discussion is supported with additional figures and analysis to
justify the statements better.

8.4.1 K-means Stations Clustering

According to the k-means clustering, there is a high correlation between the spatial distribution
of the stations and the water vapour-based separation (cf. Figure 8.4). This fact confirms the
initial hypothesis, as already mentioned in previous research (Castino et al., 2017). It is impor-
tant to note that the time series grouping was only held according to the water-vapour readings,
independently of the stations’ location. The climatic zones are defined by climatic conditions
(500mm/yr rainfall contour) and elevation (catchment of the Central Andean Plateau).

Cluster 1 experiences the highest values and refers to the low-altitude stations. The observations
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Figure 8.4: Spatial distribution of the clustered stations, according to the monthly-averaged
water-vapour values. The colours correspond to Figure 8.5. The low-altitude stations are indi-
cated with green colour and extend up to 1250m asl. The orange points are linked with sites with
an elevation between 2000-2700m asl, and they are separated spatially by the previous cluster
with the 500mm/yr mean rainfall contour (blue line). The stations with an elevation greater than
3100m asl are shown with brown colour. Almost all sites of this cluster are situated within the
Central Andean Plateau (white line). The black lines show international borders (Topographic
data obtained from ETOPO1 (Amante, 2009), rainfall information retrieved from Tropical Rain-
fall Measuring Mission (TRMM) (2011), as cited in Bookhagen and Strecker (2008)).
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oscillate around a mean value of 27.5mm with an amplitude of 12.5mm. Cluster 2 is associated
with the medium-altitude stations, and its time series are shifted 10-15mm lower. Finally, the
observations in Cluster 3 are virtually flat, except for the months during the austral summer.
This sub-set refers to the stations in the Central Andean Plateau. Despite the differences in
amplitude and shape, seasonal patterns are reflected in all time series.

Despite the aforementioned differences, there are some behavioural similarities. In each of the
three instances, the highest values occur during January and February, when the SAMS takes
place. On the contrary, the lowest ones occur during June. In addition, October always provides
higher values than November (cf. Figure 8.5). This is the only case when the gradual increase
or decrease of the water vapour is interrupted.

Figure 8.5: Daily-averaged water-vapour time series clustered according to their monthly mean
values (A) and monthly-averaged data of three stations along the topographic gradient (B). Asl
altitude: UNSA 1224m, GOLG 2343m, and SALC 3799m.

The k-means clustering results suggest that the sub-tropical zone in lower altitudes exhibits high-
magnitude seasonal signals. In contrast, the seasonality patterns are less evident in higher alti-
tudes characterized by an arid climate. Furthermore, the intermediate zone experiences weaker,
easily detectable seasonal signals and shows the transition between the two climate zones. This
outcome points out the influence of the climate and the topography. It is in agreement with
previous research that has investigated the impact of the orography in the climate conditions
(Bookhagen and Strecker, 2008, 2012). In order to prove that water vapour does not only alter
because of the different altitude of the sites, the observations of UNSA are projected at higher
elevations for direct comparison with other stations (cf. Figure 8.6). The equation that calculates
the water-vapour height decay is given as follows (Leckner, 1978; Wang et al., 2020):

wv = wv0 expC2∆h (8.3)

where C2 is a constant of 0.439, and ∆h is the height difference in kilometres.
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Figure 8.6: Estimation of the monthly-averaged water vapour at different altitudes. The reference
station is UNSA at 1224m asl, and its values are projected at 2343m (UNSA’) and 3799m asl
(UNSA”) for comparison with GOLG and SALC, respectively. Most instances show that the
water vapour-height decay rate is lower in the foothill zone.

Despite the spatial separation of the time series, there is a feature that they share in common.
In all cases, there is an interruption of the gradual advancement of the water vapour during the
austral spring. A better overview of this pattern is investigated by plotting the monthly means
along with the standard deviations over a wider time frame (Figure 8.7). The averaged series
show a smooth transition from September to November with considerable uncertainty; hence the
fluctuation observed during 2014 is due to climate variability.

Figure 8.7: Monthly-averaged water vapour between 2010-2021 for the three stations along the
topographic gradient (cf. Figure 8.5). These sets were generated by inserting ERA5 reanalysis
data on pressure levels (Hersbach et al., 2020) in ray-tracing algorithms. The standard deviations
are illustrated with semi-transparent colours.
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8.4.2 Spectral Analysis

The spectral behaviour is initially examined by generating the spectrograms for time series
along the E-W and N-S cross-sections (Figure 8.8). The spectrograms for the stations along the
topographic gradient (UNSA, GOLG, SRSA, and SALC) show that the responses are weaker
for the sites in high altitudes. Additionally, this degradation is augmented during winter, when
water concentrations in the atmosphere are lower. On the other hand, the spectrograms related
to the stations across the topographic gradient (UNSA, JBAL, TUCU, and CATA) point out
similar behaviour without major differences within each graph. Finally, there is a strong signal
with a daily period in all cases.

Figure 8.8: Spectrograms with a seven-day window for the stations along the east-west (E-W)
and north-south (N-S) cross-sections. The analysis was held using a seven-day sampling window.
(Altitude asl: UNSA 1224m, GOLG 2343m, SRSA 3113m, SALC 3799m, TUCU 456m, JBAL
381m, and CATA 518m, cf. Figure 8.1 and Table 8.1).

The quantification of the spectral behaviours is examined through the PSDs of a low- and a high-
elevation station (Figure 8.9). The frequencies of the major interest are the ones that correspond
to the annual (An), semi-annual (S-An), monthly (M), weekly (W), and diurnal (D) periods.
The yearly, half-yearly, and daily periods yield the most potent signal responses in both sites.
In a station-wise comparison, the UNSA station always returns higher power than the SALC
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station. In the case of the annual and daily periods, the difference is one order of magnitude.
Meanwhile, the variation for the semi-annual, monthly, and weekly periods is relatively lower.

Figure 8.9: Power-spectral densities (PSDs) of the UNSA and SALC stations. The raw PSDs
are illustrated with thick lines, and the filtered PSDs are illustrated with thin darker-coloured
ones.

The amplitudes of the fundamental harmonics show that the signals of all stations yield signifi-
cantly higher responses for the diurnal, semi-annual and annual harmonics. In contrast, among
the strongest signals, the annual one stands out. Moreover, there is a gradual decrease of up to
80% with the altitude for the stations along the topographic gradient, whereas the sites perpen-
dicular to this direction are homogeneous. This fact coincides with the previous statements (cf.

Period Absolute and Relative Amplitudes (mm/-)
UNSA GOLG SRSA SALC JBAL TUCU CATA

daily 1.85/0.19 1.82/0.25 1.44/0.26 0.54/0.14 1.63/0.14 1.90/0.16 0.83/0.18
weekly 0.30/0.03 0.08/0.01 0.05/0.01 0.11/0.03 0.37/0.03 0.54/0.05 0.53/0.05

monthly 0.51/0.05 0.43/0,06 0.32/0.06 0.24/0.06 0.94/0.08 1.27/0.11 0.68/0.06
semi-annual 10.13/1.01 7.22/1.00 5.39/0.97 3.12/0.80 11.77/0.99 11.73/0.98 10.16/0.96

annual 21.86/2.19 12.60/1.74 7.99/1.44 4.89/1.25 27.55/2.31 28.22/2.37 23.37/2.22

Table 8.2: Absolute and relative (standard-deviation normalized) amplitudes of the fundamental
harmonics for the stations along the east-west (E-W) and north-south (N-S) cross-sections.

92



Chapter 8

Figure 8.8). Concerning the weaker harmonics, there is no physical connection between those
frequencies and the water-vapour time series. Lastly, the standard-deviation normalized ampli-
tudes reveal similar magnitudes for the diurnal and semi-annual harmonics, while the annual one
shows an amplitude-height dependency.

The fitting of the filtered PSDs of the UNSA and SALC stations to the Power-law distribu-
tion points out similar behaviours (cf. Figure 8.10). The gradients of the lines, as expressed
by the power-law exponent, are similar. Furthermore, the lines are parallelly shifted, revealing
different roll-over points. The level of similarity of the power-law exponents is examined via a
t-test. Considering the alpha values (1.50 and 1.46), their standard deviations (0.03 for both
cases), and the degrees of freedom (18 for both cases), the resulting t-score is 2.898. This value
allows for the assumption of comparable gradients with a confidence level of 99.9%. As for the
roll-over points, this shift is expected because of varying PSDs (cf. Figure 8.9).

Figure 8.10: Fitting of the filtered power-spectral densities (PSDs) of the UNSA and SALC
stations to the Power-law distribution. The series was logarithmically binned in 20 classes, and
the minimum value (xmin) was set to the tipping point. The power-law exponent gives the decay
rate (α).

The integrity of the GNSS- and ERA5 ray-tracing derived spectrograms (Figure 8.8) is examined
against the spectral responses of purely-reanalysis data (Figure 8.11). The relative differences are
of low magnitude, with the majority being less than 1%. Nevertheless, the excellent correlation
between the two sets suggests the high reliability of the GNSS data. Moreover, this methodol-
ogy yields significantly higher temporal resolution (typically five minutes), being able to detect
microscale water-vapour fluctuations. On the contrary, reanalysis models usually yield 1-hour
and several-kilometres temporal and spatial resolution, respectively. This allows for monitoring
mesoscale (or higher-scale) atmospheric phaenomena.
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The predominant alignment of the water-vapour series at the yearly, half-yearly, and daily periods
indicates a coincidence with the air moisture’s short- and long-period cycles. Additionally, the
half-yearly harmonics are relatively more evident in higher elevations due to the form of the data.
More specifically, those stations exhibit an almost-flat shape during the austral winter, which
results in a two-harmonic seasonal oscillation. Thus the ratio between the amplitudes is differ-
ent. In the case of the low-altitude stations, the spectrograms and the PSDs reveal more robust
responses, demonstrating the Andean orographic barrier’s protagonist role in the formation of
the local climate. Regarding the power-law fitting of the filtered PSDs, the analogous exponents
for stations at different altitudes designate height-independent responses to the seasonality.

Figure 8.11: Left: Spectrograms with a seven-day window for the stations along the east-
west (E-W) and north-south (N-S) cross-sections using ERA5 reanalysis data on pressure levels
(Hersbach et al., 2020). Right: Comparison of the GNSS- and ERA5 ray-tracing derived data
from Figure 8.8 with the purely-reanalysis data from the left panel. The variation is expressed
as a relative difference.

8.4.3 Water vapour and Rainfall Relation

In this section, the focus of the research is the examination of the water-vapour values against
rainfall. Initially, the reference dataset is selected as the highest 10% of the daily-averaged
water-vapour values. Moreover, the daily-summed rainfall values for the corresponding epochs
comprise the secondary dataset.

In both cases, the data series fits well with the Power-law distribution (cf. Figure 8.12). As
for the water vapour, the slope expressed by the exponent (α) is steeper for the UNSA and
CAFJ stations. In contrast, the decline is significantly smoother for the high-elevation site. The
horizontal position of the slope, as expressed by the maximum value (xmax), is inversely pro-
portional to the stations’ elevation. The power-law fitting of the cumulative rainfall points out
an altitude-exponent relationship, but the inclinations are always smoother, and the differences
between the stations are less evident. Despite the tendency for stronger events at low-altitude
stations, the maximum value at CAFJ is lower than at PUNJ. Finally, the statistics of the power-
law fitting indicate high uncertainty for the water vapour, where the standard deviation is 50%
of the estimated value. In the case of rainfall, this ratio is reduced to 8-22%.
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Figure 8.12: Fitting of the top 10% daily-averaged water-vapour (left) and the corresponding
daily-summed rainfall (right) of the UNSA, CAFJ, and PUNJ stations (Asl altitude: 1224m,
1667m, and 3760m, respectively) to the Power-law distribution. The input data are logarith-
mically binned into 20 clusters. The minimum value was constrained to the lowest-magnitude
cluster in the case of the water vapour. As for the rainfall, daily values less than 0.01mm were
not considered.

Station Name Water vapour Rainfall
α xmax α xmax

UNSA 12.05±5.68 45.0 1.23±0.10 72.40
CAFJ 10.56±4.89 36.0 1.26±0.17 15.90
PUNJ 5.94±2.64 14.0 1.41±0.31 46.40

Table 8.3: Exponents (α) with their standard deviations, as well as maximum values (xmax) of
the power-law fitting in Figure 8.12.

Subsequently, the top 25% daily-summed rainfall is set as the reference dataset. The dates when
no rainfall occurs are not taken into account. The daily-averaged water vapour constitutes the
secondary dataset for the corresponding epochs. In this case, the relationship is examined on a
linear basis by plotting the readings of the primary scalar against the secondary one in a series
of Q-Q plots (Figure 8.13).

Even though there is no clear tie between the rainfall and water-vapour subsets, some patterns
correlate to the stations’ altitude. Specifically, the y-axes illustrate different-amplitude scat-
tering, inversely proportional to the altitude. In addition, the x-axes depict similar behaviour,
albeit the differences are less evident. Lastly, establishing a linear relationship is not feasible due
to the high scattering and the limited amount of observations.
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Figure 8.13: Quantile-quantile (Q-Q) plots of the top 25% daily-summed rainfall and the cor-
responding daily-averaged rainfall of the UNSA, CAFJ, and PUNJ stations. Fewer observations
characterize higher-elevation stations because of the less frequent rainfall events.

The maximum values of the water-vapour power-law fitting indicate greater levels at low-height
stations. Additionally, the slopes reveal a lower inclination for the sites in the Central Andean
Plateau. The first finding has already been previously mentioned (cf. Figures 8.3 and 8.5). In
contrast, the latter finding is more intriguing, showing more homogeneous peak water-vapour
values at higher elevations. In the case of the power-law fitting of the rainfall, although there is
a height-magnitude dependency, it is possible to achieve heavy occurrences at high elevations,
but the probability is lower. This perspective, nevertheless, does not hold well with the medium-
elevation station CAFJ. One has to consider that his facility is situated in an intermontane basin,
and the lower cloud masking leads to heat-up that does not occur in the foothill zone. Further-
more, despite the relatively high standard deviation of the estimated power-law exponents, the
tendencies are apparent.

Figure 8.14: Average tropospheric-temperature profiles for the UNSA, CAFJ, and PUNJ stations
from 2010 to 2021, during the austral summer months. The observations do not start from the
same level because of the different heights of the stations (Temperature information retrieved
from ERA5 reanalysis data on pressure levels (Hersbach et al., 2020)).
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The Q-Q plots verify the presence of strong rainfall at the high-altitude zone, but the air condi-
tions differ. First, the water-vapour spectrum is less broad, illustrating that atmospheric satura-
tion requires different air moisture levels depending on the height. In addition, a second factor
that affects the saturation is the ambient temperature. Considering the along-the-height cooling
and the varying cloud masking due to the divergent topography, there is a distinct temperature
variation between the examined stations (cf. Figure 8.14).

8.4.4 Latitudinal Moisture Gradient Transport

Initially, the wet gradients are correlated against the wind vectors for the entire period of ob-
servations between August 2019 and July 2021 (Figure 8.15). In the case of the low-elevation
station UNSA, the wet gradients point from the northwest to the southeast direction, with a

Figure 8.15: Two-dimensional distributions of the directions and the magnitudes of the wet
gradients (left) and the wind vectors (right). The upper panel is referred to the UNSA station at
1224m asl, and the lower one is referred to the PUNJ station at 3760m asl. The directions are
split into 12 azimuthal frames of 30◦ width. The magnitudes are separated into five different-size
clusters, depending on the scalar to be represented. The effective radius of influence of the vast
majority of the observations is roughly 20 km (cf. Figure 8.19). The wind observations refer to
the median height between the level of one kilometre above the station and the pressure level
of 200 hPa. Low elevation observations are excluded because of the wind surface friction. The
temporal resolution of the data series is five minutes, and the coverage is limited from August
2019 to July 2021 to account for the reduced range of the GNSS observations (Wind information
is retrieved from the ERA5 reanalysis data on pressure levels (Hersbach et al., 2020)).
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primary concentration to the northwest. The winds in this station point to the southwest. In
the high-elevation station PUNJ, both the wet gradients and the winds are oriented to the east,
but the prior cover a broader angular spectrum of 180◦. Lastly, the wind velocities in this site
are higher-magnitude.

The per-epoch analysis depicts the reliance of the wet gradients on seasonal variation (Figure
8.16). The UNSA station is subject to northerly LLJs, and the events are concentrated around
two azimuths towards the directions of 90◦ and 270◦. Moreover, there is a seasonal oscillation.
For example, the austral spring and summer seasons mainly exhibit observations to the east,
while this direction is reversed during the austral fall and winter seasons. On the other hand,
the PUNJ station is characterized by a narrow-range peak-azimuth oscillation between 45◦ and
(135◦ in the course of the epochs.

Figure 8.16: Monthly- and event-based distribution of the wet gradients for the UNSA and PUNJ
stations. The months are grouped according to the austral seasons. The temporal coverage and
directional clustering coincide with those in Figure 8.15. For a better illustration of the results,
the wet gradients are sampled on an hourly basis, and the events point out the occurrences for
each azimuthal frame throughout each month.

In a follow-up step, the 90th to 50th percentile ratios of the wet gradients are evaluated in a
direction-wise analysis (Figure 8.17). The normalization of the high-rank wet-gradient magni-
tudes by their medians helps identify extraordinarily high occurrences that point out changes
in the atmospheric boundary conditions. Additionally, the per-direction and -epoch separation
assists in focussing on key azimuths and seasons. For example, the UNSA station experiences
observations in all directions, but the most robust ratios point to azimuths between 15◦-75◦
(northeast-east). On the contrary, the PUNJ station yields more homogeneous observations
with significantly lower ratios. Moreover, wedges are directed eastwards. Finally, the summer
season provides slightly higher magnitudes.

Considering all previous results, the last step of this investigation is the focus on the wet gradi-
ents during heavy rainfall. More specifically, the top 25% daily-summed rainfall is filtered, and
the wet gradients during those epochs are printed (Figure 8.18). In the UNSA station, there are
observations throughout the horizon, but the main concentration of the events is towards the
southeast. In contrast, the PUNJ station only yields five directions, with the most dominant -in
terms of magnitude- also pointing to the southeast. In both cases, the majority of the wet gra-
dients are oriented eastwards (UNSA: 105◦-165◦, PUNJ: 15◦-135◦), demonstrating the influence
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of the topographic shielding.

Figure 8.17: Ratios between the 90th and 50th percentile wet gradients’ magnitudes for the
UNSA and PUNJ stations. The temporal coverage and directional clustering coincide with these
in Figure 8.15.

Figure 8.18: Distribution of the wet gradients for the top 25% rainfall events during the austral
summer months for the UNSA and PUNJ stations. The temporal coverage and directional
clustering coincide with this in Figures 8.15, 8.16 and 8.17. In-situ meteorological stations with
an hourly temporal resolution retrieve rainfall information.

The stations in the foothill zone are influenced by the LLJs along the Andes, indicating moisture
fluxes from the east and northeast to the south. On the other hand, the stations in the high-
altitude zone do not demonstrate a correlation between the wind directions and the wet gradients,
indicating minimal influence by the LLJs (cf. Figure 8.15). Furthermore, the wind velocities differ
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between each station because they do not refer to the same point. When examining a constant
pressure level, there is no notable difference across the entire area of interest. In addition,
the seasonal grouping of the wet gradients does not reveal significant interseasonal variations,
illustrating the dominant impact of the altitude and the complex terrain (cf. Figure 8.16). The
link to the northerly LLJs along the Andes for UNSA is also shown by the ratios between the 90th
and 50th percentile of the wet gradients’ magnitudes. Moreover, the highest ratios are oriented
towards the intersection point between the Andean cordillera and the circulation path of the
LLJs (cf. Figures 8.15). The examination of the wet gradients in parallel with the heaviest daily
rainfall events complements the statements mentioned earlier, showing that the main moisture
fluxes in Salta originate in the eastern and southeastern flanks of the city. In some cases, heavy
rainfall occurs on the western flank, between the mountain range and the city. This outcome
clearly demonstrates the influence of the topography on moisture circulation. In the case of the
PUNJ station, even though this facility exhibits weaker wet-gradient magnitudes, their directions
are highly associated with the topography (cf. Figures 8.16 and 8.19). This occurs because the
moisture inhomogeneity of the atmosphere in very high altitudes is only due to the flow of wet
masses.

Figure 8.19: Topographic setting of the vicinity of the UNSA and PUNJ stations. The major
50% that influence the GNSS observations are indicated by the green cycles with an approximate
radius of 20 km. The light-green cycle with an approximate radius of 50 km points out the
influence of the top 90% of the measurements. The black vectors show the most prominent
moisture fluxes during heavy rainfall events (cf. Figure 8.18) (Topographic data obtained from
ETOPO1 (Amante, 2009)).

8.5 Conclusions
This chapter focuses on exploiting the capabilities of the GNSS Meteorology for a better un-
derstanding of the moisture circulation over northwestern Argentina. Datasets from 23 ground
stations cover the period between 2010-2021, and the observations are used to measure the atmo-
spheric water vapour at a very high temporal resolution of five minutes. Four non-independent
experiments were carried out, according to which the following noteworthy assertions are derived:

• The water-vapour series depict the climatic gradient that characterizes the South-Central
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Andes. The clustering of the stations separates the area into three zones: a) a low-elevation
sector that is subject to heavy seasonal rainfall due to the humidity transportation by the
LLJs; b) a middle-elevation sector that acts as a transition zone from the foothills to the
Central Andean Plateau; and c) an extremely arid sector at high altitudes that with the
lowest absolute seasonal variability.

• The spectral analysis addresses the seasonal behaviour of the signals. The most prominent
frequencies correspond to the annual, semi-annual, and diurnal periods. Although there
is a clear relation between the periods’ magnitudes and the stations’ altitudes, with the
lower ones yielding higher values, a relative comparison shows similar responses to the
seasonality.

• The relation between water vapour and rainfall initially points out a dependency on higher
values with lower altitudes. Moreover, heavy rainfall at higher altitudes is still possible,
but the probability rate is lower. This experiment also shows that the atmospheric con-
ditions that may yield intense events are elevation-dependent. The water-vapour range is
significantly narrower in high altitudes than in lower ones. In addition, air temperature is
an other major parameter influencing atmospheric saturation.

• The wet-gradients analysis highlights the influence of the topography on moisture circu-
lation. Although the water vapour propagation is generally dictated by the LLJs and the
MCSs on a regional scale, topographic artefacts significantly alter the local climate by
shaping the air-moisture propagation corridors.
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Summary and Outlook

This research study focuses on examining two distinct GNSS remote-sensing techniques for ob-
serving soil moisture and water vapour. The prior variable is measured by exploiting reflected
signals (GNSS-R), and the latter variable is based on the signal delay due to the propagation
through the atmosphere. Moreover, there is a complementary case study related to sea-level
monitoring with GNSS-R.

Although the focus area is the South-Central Andes and, more specifically, northwestern Ar-
gentina, the soil-moisture methodology was first developed using easily-accessible data from pilot
stations in northeastern Germany. Additionally, data from two stations on the Atlantic coast of
the Netherlands and France were used in the sea-level experiment. In this case, the processing
software for this application was based on the methodology for soil-moisture calculation. In a
final stage, the developed algorithm was tested in the region of main interest. This decision was
taken under compulsion because it was impossible to realize the logistics for the data acquisition
in South America during the COVID-19 pandemic.

On the other hand, the GNSS meteorology technique is well established, and there was no need for
further development of the raw-data analysis process. However, the main focus of this part is the
climate analysis and the detection of the moisture-circulation pathways over the South-Central
Andes. Instead of only exploiting the water-vapour readings in the zenith direction (integrated
water vapour), this research also considers the azimuthal asymmetry. The analysis is based on
observations from a network of 23 stations spread between Argentina, Chile, and Bolivia. In
addition, the facilities are located over a wide altitude range; this allows for examination of the
water vapour in different climate conditions.

9.1 GNSS Reflectometry

The soil-moisture experiments illustrate, in general, very promising results with a high level of
agreement with the reference solutions. The modernized approximation that was developed dur-
ing this study indicates improved performance because of the use of multiple constellations and
carrier signals, and due to the introduction of a more advanced mathematical model. Since the
GNSS-R and TDR-FDR methodologies do not measure soil moisture in the same way and at
the same position, certain discrepancies that reflect how each methodology functions are to be
expected. Especially the geodetic receivers in the pilot stations in northeastern Germany yield
high-quality output. However, the low-cost receivers do not always perform consistently, and
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the results may degrade, depending on the model. In this case, the results highly depend on
the numerical resolution of the observations. On the other hand, the stations in northwestern
Argentina show a different attitude. The performance is controlled by the extreme climate con-
ditions of the zone that keep the soil-moisture levels low and affect the soil stratification. More
specifically, the ground is subject to erosion and its porosity is abnormally high, while there is a
station characterized by high salinity. Hence, the output is of lower quality because it is affected
by the lower soil density and the higher dielectric constant. Furthermore, additional calibration
is suggested to achieve better solutions.

The sea-level test case was held to evaluate the suitability of the GNSS-R methodology for
measuring dynamic height changes. The observations are inserted into a tidal model, and the
calculated coefficients from each solution are inter-compared. This strategy simplifies the evalu-
ation and ensures its integrity. The results show that GNSS-R permits sub-decimetre measure-
ments when all available constellations and carrier frequencies are combined. Hence, redundant
observations are beneficial for the results, as noted in previous experiments. Additionally, the
GNSS-R estimated tidal models yield more accurate and consistent higher-magnitude tidal coef-
ficients that significantly exceed (> two times) the a-posteriori standard deviation. Lastly, it is
essential to mention that the GNSS-R methodology and the TG do not function similarly. The
prior scans a whole surface and calculates level height at non-uniform time intervals, while the
latter performs point measurements with constant temporal resolution.

Ground-based GNSS-R is a relatively recent methodology. The first applications were devel-
oped in the 1990s-2000s, and even though it has been proven through various research studies
that this technique is very promising, high-quality results call for particular conditions. Inde-
pendently of the variable of interest, vertical obstacles in the vicinity of the GNSS antenna are
deterring factors because they block the reflections on the surface of interest (the soil or the wa-
ter). Moreover, soil-moisture applications require low vegetation and smooth and flat surfaces.
Hence, although operational use in agriculture is complex, reflectometry-based soil moisture
could be introduced into weather-prediction models. Numerous permanent GNSS networks in
the world provide the necessary infrastructure, and it is only needed to select the fraction of the
stations that satisfy the necessary conditions. Moreover, reflectometry data could be combined
with satellite observations to take advantage of the high-frequency but relative measurements
of the prior and the very precise but sparse readings of the latter. Concerning the water-level
monitoring applications, the existing seafront stations could be employed for measuring the tides
to facilitate marine activities.

9.2 GNSS Meteorology

The atmospheric-moisture analysis exploits the capabilities of GNSS meteorology. While the
analysis of the water content in an atmospheric column has already been examined in previous
research studies, the examination of the azimuthal gradient is novel. The results confirm the
separation of northwestern Argentina into three climatic zones, with a high (negative) correla-
tion between the stations’ water vapour levels and their altitudes. Despite this distinction, the
seasonal and diurnal signatures may differ in magnitude, but they are always apparent. When
comparing high-accuracy rain measurements against water vapour, this investigation initially
points out a high correlation between those variables. In addition, the results designate intense
but less frequent rainfall events in high altitudes. Lastly, considering the azimuthal inhomogene-
ity of the atmosphere allows for the detection of station-related moisture-circulation pathways.
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More specifically, it was possible to spot and analyze the direction of the moist fluxes during
heavy rainfall.

GNSS meteorology permits very accurate measurements in near real-time with very high tempo-
ral resolution. Thus, it is successfully used in weather prediction for many years. Those charac-
teristics show supremacy against the reanalysis models and emphasize the necessity of a homog-
enized and dense GNSS network that covers both urban and remote areas. This set-up would
provide a complete overview of the atmosphere through a three-dimensional analysis. More-
over, moisture-gradient information could be integrated into nowcasting and weather-prediction
applications for better handling heavy rainfall. Even though this approximation has not been
tested yet, this research shows high potential. The economy in northwestern Argentina is based
on agriculture, and the organization of logistics is a topic of significant importance. Accurate
prediction of severe events would help properly manage natural hazards and protect crops and
road networks.
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Used Hardware

This appendix includes photos of the hardware devices used during the station-installation cam-
paign in northwestern Argentina. It is separated into four sections, depending on the equipment
category. Namely, a) the hardware for controlling the sensors and data storage; b) the GNSS
instruments; c) the TDR-FDR sensors for measuring soil moisture; and d) the meteorological
equipment.

A.1 Sensors-Monitoring and Data-Storage Equipment

Figure A.1: Left: TinyPc Linux-based computer connected to a portable battery. Right:
SOLARA 100Wp solar panel. The computer was used for the transmission of commands to the
sensors to ensure their uninterrupted operation and for data storage. The solar panels were only
used in the case there was not possibility for connection to the local network.
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A.2 GNSS Equipment

Figure A.2: Left: Javad GrAnt-G3T antenna. Right: Javad Delta TRE-G3T multi-frequency
and -constellation geodetic receiver. The two instrument do not operate autonomously, but they
are connected with a cable.

Figure A.3: Left: Swift Navigation GPS500 antenna. Right: GeoStar GeoS-5M single-
frequency low-cost receiver. The two instrument do not operate autonomously, but they are
connected with a cable.
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Figure A.4: Novatel SMARTV1G smart antenna. This assembly only receives single-frequency
signals and operates autonomously because it includes both the antenna and the receiver.

A.3 Soil-Moisture Equipment

Figure A.5: Campbell CR800 data logger connected to nine Truebner SMT-100 soil-moisture
probes. The data logger includes a processor that controls the probes and stores the observations.
The measurements are obtained by the probes that are buried in the soil.
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A.4 Meteorological Equipment

Figure A.6: Vaisala WXT536 meteorological station. This equipment records air temperature,
relative humidity, atmospheric pressure, precipitation, and wind speed and direction.
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Complete Soil-Moisture Estimations

This appendix includes complete time series for the experiments described in Chapter 5. The
presented time series are only related to MARQ and TRFS stations because they are the ones
that undergo the longest measurements. In all figures, G, R, and E indicate GPS, GLONASS,
and Galileo, respectively. In addition, days with temperatures below 4 ◦C are labelled with a
cyan background, whereas days with temperatures over 25 ◦C have a red background. Finally,
the vertical blue bars show the precipitation.

B.1 MARQ Station

Figure B.1: Soil-moisture estimation in MARQ station during 2015-2016.
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Figure B.2: Soil-moisture estimation in MARQ station during 2017-2018.

Figure B.3: Soil-moisture estimation in MARQ station during 2019-2020.
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Figure B.4: Soil-moisture estimation in MARQ station during 2021.

B.2 TRFS Station

Figure B.5: Soil-moisture estimation in TRFS station during 2015-2016.
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Figure B.6: Soil-moisture estimation in TRFS station during 2017-2018.

Figure B.7: Soil-moisture estimation in TRFS station during 2019-2020.
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Figure B.8: Soil-moisture estimation in TRFS station during 2021.
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