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The fundamental frequency measured to describe the difference between the two grouping
conditions of coordinates: without internal grouping (Moni and Lilli and Manu) and with
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with the following terms: f0-range and f0-movement (the latter as a more general term in
Background and Discussion), rise and f0-range (study I), F0 range (study II), and F0-range
(study III). All terms refer to the same calculation described in section 2.2.4 on page 17.
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Summary

Strings of words can correspond to more than one interpretation or underlying structure,
which makes them ambiguous. Prosody can be used to resolve this structural ambiguity.
Besides that, prosody has many other functions, for instance, it also transmits commu-
nicative aspects including individual features of the speaker and the situation in which the
communication takes place.

In this thesis, we investigated the use of prosodic cues in the domains of fundamental
frequency and duration to disambiguate between two interpretations of ambiguous structures
when speakers addressed different interlocutors. The thesis includes three production studies
and one comprehension study. Prosodic disambiguation was studied with a focus on German
name sequences of three names (coordinates) in two conditions: without (Name1 and Name2
and Name3 ) and with ([Name1 and Name2] and Name3 ) internal grouping of the first two
names in two production studies (studies I and II) and one comprehension study (study III).
The study of coordinates was complemented with production data of locally ambiguous
sentences with a case-ambiguous first noun phrase (study IV).

To evoke prosodic adaptations to different conversational contexts we elicited productions
with a within-subject manipulation of context in a referential communication task. Context
had five levels and involved interlocutors in three age groups (child, young adult, elderly
adult) with German as L1 in the absence of background white noise, the young adult with
background white noise, and a young adult without German as L1. The interlocutors were
audio-visually present on a screen.

The thesis addresses three aims. The first aim is to improve our understanding of the
form of prosodic grouping studied in the distribution of the three prosodic cues, f0-movement,
final lengthening, and pause, involved in the ambiguity resolution in the case of coordinates
addressing two sub-points. With the first sub-point we aim to replicate the involvement of
the three prosodic cues, f0-range, final lengthening, and pause, in the ambiguity resolution of
coordinates and to extend them to older adult speakers. With the second sub-point we aim
to deepen the insights of the distribution of prosodic cues within the utterance addressing the
question whether the cues are globally or locally used in production and comprehension. The
data were discussed in terms of the Proximity/Similarity model by Kentner & Féry (2013).
This model makes predictions for structures with internal grouping compared to the baseline
without internal grouping. For elements inside a group, the model predicts smaller prosodic
cue values (weakening of the prosodic boundary within a group on Name1, proximity), while
for elements across groups, larger prosodic cue values are predicted (strengthening of the
prosodic boundary at the group edge on Name2, anti-proximity).

Our results and previous findings on the production and comprehension of coordinates
without and with internal grouping show that the group-internal name (Name1) carries a
lot of information about the grouping structure already. The marking of prosodic grouping
is not restricted to a specific location but appears as a more widespread phenomenon. This
has implications for the analysis of production and comprehension data. Therefore, material
for comprehension studies should be carefully selected accordingly. The cues build up over
time of a coordinate and speakers and listeners differ in the amount of information they
produce and use to reliably mark and predict the upcoming structure. For some speakers,
some listeners are able to decode these early cues effectively and use them to predict the
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upcoming structure. Prosodic grouping is a global phenomenon involving prosodic cues at
distal (non-local) positions. Even these prosodic cues at distal positions are an important
source of information and can be sufficient for predicting the upcoming structure.

The second aim is to deepen our knowledge of the relationship between prosody and
syntax by investigating whether the close link between prosody and syntax is maintained
in different conversational contexts or whether the aforementioned disambiguating prosodic
cues are modified when speakers address different interlocutors with possibly different needs.
If disambiguating prosody is ‘automatically’ present independent of the context (or the situ-
ation), we interpret this as a rather direct link between prosody and syntax (situational
independence of disambiguating prosody). However, if disambiguating prosody is less au-
tomatically connected to the structural properties of the utterance, but used in a more
controlled way by the speaker to support the interlocutor’s parsing of an ambiguous utter-
ance, then disambiguating prosody appears as rather situationally dependent. To study this
aim, productions of coordinates in different conversational contexts were analysed.

In our data, speakers only slightly modified the prosodic cues marking the disambigua-
tion when addressing interlocutors differing in age or L1, and in the absence/presence of
background white noise. Listeners were unable to identify to which interlocutor the se-
quence had been produced. We interpret this intra-individual consistency in the production
of disambiguating prosodic cues as support for a strong link between prosody and syntax.
The findings support models in favour of situational independence of disambiguating prosody.
The internal structure of coordinates was disambiguated irrespective of the type of addressee
and the absence/presence of background white noise. Prosodic disambiguation is interpreted
as part of the production process rather than dependent on the situation.

The third aim is to discuss possible generalisations of the findings on prosodic grouping
in three sub-points. In the first sub-point, we discuss structured variability and how it sup-
ports a phonological category of grouping. In the second sub-point, we discuss whether a
relative character of the strength of prosodic cues in grouping conflicts with reliable decoding
of early cues. In the third sub-point, we come back to the starting point looking for prosodic
disambiguation in another syntactically ambiguous structure, namely data on locally am-
biguous sentences. In study IV, we did not find a clear prosodic pattern to resolve the local
ambiguity at the group level. Two distinct f0-contours for the two word order conditions
present in the data, could not be clearly discriminated by näıve listeners.

Our findings on coordinates support the existence of a phonological category of prosodic
grouping that allows for individual variability at the phonetic realisation. Prosodic grouping
was consistently marked group-internally on the first name and at the group edge irrespective
of the age of speaker (young adults and older adults) using f0-range, final lengthening, and
pause. Prosodic grouping appears as a global phenomenon building up along the utterance.
For future research it would be interesting to study, whether group-internal weakening of
boundaries observed in prosodic grouping is also observable in grouping outside speech. One
promising tool to approach this question could be the notion of expectation discussed by
Huron (2006). The chunking of complex processes into smaller parts facilitates processing (cf.
Frazier et al. 2006, Jackendorff 2009). We conclude that grouping is a common phenomenon
and not restricted to prosody.
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Introduction

1 Introduction

No two single utterances are equal to another. Even if produced by the same speaker, they

exhibit some variation such as slight phonetic differences in segment durations, vowel quality,

or intensity. Between speakers, the variations are even larger: a short segment in the speech

of one person can be equal in duration to a long segment in the speech of another person.

In the same sense, an utterance-final rise in fundamental frequency (f0) can be phonetically

identical in one person’s question and another person’s statement (Xie et al. 2021) resulting

in an ambiguous signal. There is no clear one-to-one mapping between form and meaning.

Despite this variability in the speech signal, humans are able to communicate. Nevertheless,

variability has long been considered noise. Nowadays, we know not only that variability

exists in a structured way, but also that it even supports language processing, including first

language acquisition (Rost & McMurray 2009, 2010, Seidl et al. 2014, Höhle et al. 2020,

2021, Bulgarelli & Bergelson 2022). Knowledge and understanding of variability and its

limits are further indispensable to form a theory about the complex system of language and

communication, for example in distinguishing between neurotypical and deviant language

use. Structured variability is also informative to discover phonological categories. These

are a few of the reasons why current research stopped circumventing variability and turned

towards studying it.

Prosody is one aspect of speech where (individual) variability can be observed. Prosody is

always present in non-written language and transmits linguistic information (e. g., distinction

between statement and question, as mentioned previously) and paralinguistic information at

the same time. If someone calls another person by their name, we are able to retrieve more

than just the segmental information of the sounds of the name from the call: pragmatic

information (e. g., the purpose of the call: the speaker wants to greet, to reprimand, to

request) as well as paralinguistic and situational information regarding the emotional state

of the speaker (e. g., happy, annoyed, bored), the relationship between speaker and addressee

(e. g., formal, informal, close, distant), and more general information about the speaker (e. g.,

has a rather low or high voice; has a cold). The prosodic signal is therefore quite complex

and signals meaning at many different levels of linguistic and paralinguistic specification.

The existence of individual prosody can be seen as a logical consequence or a surprising

finding; in the words of Cole (2015):

Given that prosody has the capacity to convey information about the grammat-

ical and discourse context that is critical to the intended meaning of the utter-

ances, and given that listeners are sensitive to prosodic cues in comprehending

speech, it is remarkable that speakers are not more consistent in the expression

of prosody. Of course, the fact that prosody performs many functions may itself

be a reason for individual differences [...]. (Cole 2015: 18)

A string of sounds such as [>aIskri:m] can correspond to several meanings, and thus be
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ambiguous: I scream, ice cream1, and ice, cream as in I would like to have ice, cream, and

a coffee. In written language, strings of words (in the absence of punctuation) can be am-

biguous in their structure. Some of such structural ambiguities can be resolved in spoken

language by prosodic means, mainly from the domains of duration and f0. The word sequence

ice cream can either be produced as belonging together (grouping, describing one concept2)

or the sequence can be produced describing two individual concepts3. This distinction is

achieved by modification of prosodic cues such as f0-movement, segmental lengthening, and

pause insertion. These disambiguating prosodic cues open space for individual variability in

cue use and cue combinations. Further, individual differences in the production of prosody

can be triggered by various sources outside the acoustic composition of the signal such as ad-

dressing different interlocutors. Several studies report that speakers vary prosodically when

addressing different age groups or when facing background noise (cf. DePaulo & Coleman

1986, van Summers et al. 1988, Kemper et al. 1995, Thimm et al. 1998, Biersack et al.

2005, Smith 2007, Zollinger & Brumm 2011, Smiljanic & Gilbert 2017, Piazza et al. 2021).

The question arises whether prosodic cues to resolve structural ambiguities are modified in

conversational situations involving different types of interlocutors and/or background noise.

This thesis investigates individual variability in disambiguating prosody of structural

ambiguities in German. The main focus is on production and comprehension of sequences

of three coordinated names with and without internal grouping of the first two names (cf.

(1), referred to as coordinates), complemented with production data of sentences with either

subject-verb-object (SVO) or object-verb-subject (OVS ) word order.

(1) (a) Caro and Toni and Jana. without internal grouping

(b) (Caro and Toni) and Jana. with internal grouping

The thesis comprises three production studies and one comprehension study and investigates

whether and how speakers and listeners used prosodic cues to disambiguate between two con-

ditions (without and with internal grouping, word order). The analyses focused on prosodic

cues in the domains of duration and f0. The work contributes to a deeper understanding of

the form of prosodic grouping in the disambiguation of coordinates. The data of production

indicate a global distribution of disambiguating prosodic cues within the structure as op-

posed to a local marking of the group edge that are recoverable for predicting the upcoming

structure in comprehension. We further investigate the relationship between prosody and

syntax by exploring whether it is maintained in different conversational situations or whether

the disambiguating prosodic cues are modified when different interlocutors are addressed.

To this end, productions were elicited in different conversational situations.

The thesis is structured as follows: Chapter 2 introduces prosody as a means to resolve

structural ambiguities and as a channel of variability. Besides ambiguous structures in gen-

1also written as ice-cream
2ice cream: a sweet frozen flavoured food typically made of milk
3ice: e. g., frozen water; cream: e. g., fatty part of milk
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eral, the two structures investigated here are introduced together with acoustic correlates

and the form of prosodic grouping. Further, we present the levels at which variability is

investigated and discuss the situational (in)dependence of prosodic disambiguation. Chap-

ter 3 presents the aims of the thesis and Chapter 4 summarises the major results of the

four studies and discusses methodological considerations regarding production and com-

prehension. Chapters 5 to 7 contain the studies I to III that investigate production and

comprehension of coordinates. In study I (Chapter 5) we investigated the production of

prosodic boundaries used to disambiguate the syntactic structure of coordinates in young

adult speakers. This study was intended to replicate the findings of the syntax-prosody

model by Kentner & Féry (2013) regarding the prosodic marking of internal grouping. The

study elicited productions of coordinates in different contexts (i. e., interlocutors differing in

age and L1 and in the absence/presence of background white noise), analysing whether the

contexts trigger variability in prosodic grouping at the inter- and intra-group level. Further,

study I addressed the question whether disambiguating prosody is produced dependent or

independent of the context discussing the nature of the relation between prosody and syntax.

Study II (Chapter 6) builds on and extends the results on prosodic boundary production of

young adult speakers in study I and compared them to productions of older speakers. By

using the same design, stimuli, and elicitation procedure, the study generates valuable and

controlled data that make it possible to deepen our understanding of age-related aspects of

prosody production and to broaden our insights into the variability of the use of prosodic

cues used for disambiguation. Study III (Chapter 7) complements the results on prosodic

grouping with the comprehension of coordinates by young adult speakers. Stimuli consisted

of recordings of coordinates that were cut into seven parts (gates) and presented gate by

gate with increasing duration of the utterance and increasing amount of prosodic information

(gating paradigm). We tested whether listeners can decide about the internal grouping of a

coordinate structure by already exploiting prosodic information on Name1. Data were col-

lected in a two-alternative forced choice decision task, considering accuracy and confidence

of responses. Chapter 8 contains study IV, which expands the investigation of individual

variability in prosodic cue production in German by the second structure: locally ambiguous

sentences. We elicited productions of SVO and OVS verb-second main clauses in young adult

speakers of German. Sentences began with a case-ambiguous NP1 and were string-identical

up to the post-verbal case-unambiguous NP2 (2).

(2) (a) Das
the.nom/acc

Kamel
camel

sieht
sees

nun
now

den
the.acc

Tiger.
tiger

(SVO)

(b) Das
the.nom/acc

Kamel
camel

sieht
sees

nun
now

der
the.nom

Tiger.
tiger

(OVS)

Chapter 9 and 10 discuss the form of prosodic grouping and possible generalisations, the

relationship between prosody and syntax, prosodic (in)variability, and conclude the thesis.
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Background

2 Background

2.1 Prosody

“It is impossible to speak without using prosody” (Peppé 2009: 258) – prosody is inherent

to non-written language production, both speaking and signing (Cutler et al. 1997, Pfau &

Quer 2010, Herrmann 2016)4. At the same time, it is difficult to speak and especially to write

about prosody. There is no clear correspondence between prosodic features and written form.

Besides length, pitch, and loudness, prosody further includes aspects related to voice quality.

The acoustic correlates of these perceptual aspects are duration, fundamental frequency (f0),

intensity, and spectral quality (correlate of voice quality), respectively (Grice & Baumann

2007). A review of them and their articulatory features follows later on in the text. The

interweaving of the components of prosody was vividly expressed by Cutler & Isard (1980):

Prosody is the sauce of the sentence - it adds to, enhances or subtly changes the

flavour of the original. And like a good sauce, the realization of a sentence’s pro-

sodic structure is a blend of different ingredients none of which can be separately

identified in the final product. (Cutler & Isard 1980: 245)

Turk (2009) cites these “multiple physical attributes” as reasons for the difficulty in

understanding the mechanism of prosodic production as they “are simultaneously used for

prosodic (and other) purposes” (Turk 2009: 319). Regarding neurotypical as opposed to

atypical prosody, she speaks about a “conceptual challenge of defining prosody in a mean-

ingful way in normal speech” (Turk 2009: 318). This conceptual challenge is reflected in the

several ways researchers describe prosody and possibly explains Peppé’s (2009) critique of a

“lack of agreement on the terminology and scope of the topic” (Peppé 2009: 258).

Definitions of prosody differ with regard to the viewpoint: defining prosody by its func-

tion or by its (phonetic) form (Wagner & Watson 2010). Following Cole’s review, “prosody

conveys information about the linguistic context of an utterance at every level of linguistic

organisation, from the word up to the discourse context” (Cole 2015: 1). Grice & Baumann

(2007) attribute the following communicative functions to prosody: (i) lexical and morpho-

logical marking (e. g., in tone and pitch accent languages)5, (ii) disambiguation of syntactic

structure, (iii) marking of information structure (e. g., distinction between background vs.

focus and given vs. new), (iv) disambiguation between speech acts (e. g., distinction be-

tween statements and questions), and (v) transmission of paralinguistic information (e. g.,

indicating emotional state, affect, and attitude, such as surprise, politeness, and boredom,

among others). Further, Grice & Baumann (2007) name highlighting and phrasing as two

main tasks of prosody (Grice & Baumann 2007: 26). Highlighting refers to the “marking of

4This thesis focuses exclusively on prosody of spoken language.
5The authors note that lexical and morphological marking involve f0 and other prosodic cues, but are not

part of intonation in the strict sense (Grice & Baumann 2007).
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prominence relations” between words and phrasing to the “division of speech into chunks”

(Grice & Baumann 2007: 26). The grammatical aspect of prosody was described as “spoken

equivalent of written punctuation” by Peppé (2009), which illustrates why it probably be-

comes “somewhat invisible” in written language (Peppé 2009: 260). A functional similarity

between a comma in written language and a prosody break in spoken language, both leading

to early disambiguation of a local ambiguity in Dutch, was found by Kerkhofs et al. (2008).

It is beyond the limits of this thesis to give a detailed definition of prosody (for compre-

hensive reviews in this context see Cutler et al. 1997, Wagner & Watson 2010, Cole 2015). In

the present work, the term prosodic is used to refer to acoustic correlates in the domains of

duration and fundamental frequency. The analysed measurements include duration of seg-

ments and pause/silent intervals and descriptions of the f0-movement especially the f0-range

of a change in pitch.

Before turning towards the functions of prosody, we briefly review the aspects of speech

that contribute to prosody following Grice & Baumann (2007). The temporal aspects of

prosody include all kinds of durational measurements of speech gestures that can be ex-

tracted from the speech stream: speech or articulation rate, duration of individual segments,

syllables, and if present of silent intervals/pauses. Duration is usually acoustically measured

in milliseconds (ms) and corresponds to the perceptual concept of length (Grice & Baumann

2007). The tonal aspect (intonation in its narrow definition, cf. Grice & Baumann 2007:

1) refers to the perceptual concept of pitch, which means “the auditory sensation of tonal

height” (Gussenhoven 2004: 1). The articulatory source are quasi-periodic vibrations of the

vocal folds that are acoustically measured in Hertz (Hz) as the frequency of the vocal folds’

vibrations, referred to as fundamental frequency (f0) (Grice & Baumann 2007). Pitch is per-

ceived as high or low, rising or falling (Grice & Baumann 2007). The faster the vocal folds

vibrate, the higher is the perceived pitch. Aperiodic pulses of the vocal folds and the shape

of the glottis result in different phonation types that are referred to as voice quality, includ-

ing modal, creaky, and breathy (Ladefoged 2003). Prosody further includes intensity and

vowel quality. The acoustic concept of intensity is measured in decibel (dB) and represents

the articulatory effort, that is, the subglottal air pressure, which is perceived as loudness.

Vowel quality encompasses several modes of articulatory precision. The vocal tract configu-

ration influences vowel quality, which we perceive on a scale from full to reduced, acoustically

measured as spectral quality in formant values (Grice & Baumann 2007).

In summary, prosody is an indispensable component of language. It is relevant in pro-

duction and comprehension. Prosody is expressed through various linguistic aspects and

fulfils a variety of functions. The work in this thesis focuses on tonal and temporal aspects

of prosody, on the syntactic function of prosody (i. e., resolution of syntactic ambiguities),

and possible prosodic modifications in the speech directed at different interlocutors.
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2.2 Prosody and structural ambiguity

2.2 Prosody and structural ambiguity

Prosody as a means to disambiguate In this section, we consider the structuring func-

tion of prosody and, in particular, its use to structure sentence elements in a way that resolves

structural ambiguities. We start with ambiguous structures in general (2.2.1) followed by

the two subtypes of ambiguous structures investigated in this dissertation. In short, in the

first structure (used in studies I, II, and III), the ambiguity arises from different possibilities

of internal grouping in sequences with three equally weighted elements (“A and B and C”,

2.2.2). In the second structure (used in study IV), the ambiguity arises from form syncretism

between nominative and accusative case in the German determiner system leading to ambi-

guity between agent and patient role (locally ambiguous sentences, 2.2.3). We present the

three main acoustic correlates involved in the resolution of the grouping ambiguity: f0-range,

final lengthening, and pause (2.2.4) as well as the form of prosodic grouping (2.3.3).

2.2.1 Ambiguous structures in general

Strings of words can form utterances that are lexically identical (i. e., same sequence of word

form) but correspond to more than one meaning. In the Lexikon der Sprachwissenschaft (En-

cyclopaedia of Linguistics), Bußmann (2008) distinguishes between four types of ambiguities:

(3) lexical, (4) syntactical, (5) scopal, and (6) relational.

(3) Lass uns an der Bank treffen.

reading (a): ‘Let’s meet at the bank.’

reading (b): ‘Let’s meet at the bench.’

(4) Flying airplanes can be dangerous.

reading (a): It is dangerous to fly airplanes.

reading (b): Airplanes that are flying are dangerous.

(5) All books were written by one author.

reading (a): One author wrote all the books.

reading (b): Each book has an author.

(6) Jana’s letter.

reading (a): Jana received the letter.

reading (b)6: Jana wrote the letter.

Considering two alternative meanings, Lehiste (1973b) speaks of “sentence pairs” that are

“syntactically ambiguous, but lexically identical” (Lehiste 1973b: 1231). A lot of ambigu-

ities pass unnoted in communication as they either get resolved by prior context (i. e., the

6The relational ambiguity is not restricted to two readings, further relations between Jana and the letter

are possible.
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ambiguity never arises) or get resolved in the further context of the utterance through lin-

guistic or extra-linguistic context (Bußmann 2008), by world knowledge, or shared context

by the communication partners (Price et al. 1991). Another possibility to resolve ambigui-

ties are prosodic means. In this thesis, we investigated two types of syntactical ambiguity7,

also referred to as structural ambiguity and the prosodic means to disambiguate them. The

following description is thus restricted to syntactical/structural ambiguities.

There are different ways to characterise (ambiguous) structures. Sentences can be cate-

gorised as either (i) unambiguous (no structural ambiguity), (ii) locally or temporally am-

biguous (structural ambiguity in the first part of the sentence that gets resolved in the

course of the sentence, also referred to as garden path sentences), or (iii) globally ambiguous

(structural ambiguity that continues until the end of the sentence). Further, sentences can

be characterised by the relation between meaning interpretations and underlying syntactic

bracketing: different interpretations can be reflected in different surface bracketings versus

identical surface bracketings (more details in Lehiste et al. 1976).

(7) The person saw the child with binoculars.

reading (a): The person used binoculars to see the child.

reading (b): The person saw the child that had binoculars.

(8) (a) S

VP

PP

NP

binoculars

P

with

VP

NP

the child

V

saw

NP

The person

(b) S

VP

NP

PP

NP

binoculars

P

with

NP

the child

V

saw

NP

The person

In examining various ambiguous structures, previous research revealed that not all am-

biguous sentences can be disambiguated equally well by prosodic means. Successful disam-

biguation was measured as “correctly” interpreted by näıve listeners. Prosodic disambigua-

tion turned out possible for sentence pairs “in which a meaning difference was associated

with a difference in the surface phrase structure” (Lehiste et al. 1976). One way of visualising

different possible syntactic analyses is by syntactic trees with different branching structures.

An example for such a structurally ambiguous sentence for which the two readings can be

7For syntactical ambiguity, sentences do not need to be word-identical. Price et al. (1991) used in their

stimuli sentence pairs that share the same string of phones and are associated with two contrasting syntactic

structures such as Dave will never know why he’s enraged, will he? vs. Dave will never know why he’s

enraged Willy. (Price et al. 1991: 2968).
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represented with different tree structures is The person saw the child with binoculars (ex-

ample (7) with the corresponding tree structures in (8)). In reading (a), the person uses

binoculars to see the child, the prepositional phrase (PP) with binoculars modifies the verb

saw. This reading would be marked by a prosodic boundary after the person, thus rather

early in the sentence (also referred to as early boundary). In reading (b), the child has

binoculars and is seen by the person. The PP modifies the noun phrase (NP) the child,

which would be prosodically marked with a prosodic boundary after the child. In the tree

structure (8a), the PP with binoculars is a sister of the VP, whereas in (8b), it is a sister of

the NP the child. The PP in (8a) is attached higher in the tree as in (8b). Referring to this,

the reading in (a) is called high attachment and the reading in (b) low attachment. To sum

up, in cases where syntax, the order of words, is undetermined between two or more possible

analyses prosody can influence the decision in favour of one of the different tree structures

(Bögel 2015: 76).

This thesis focuses on two types of structural ambiguities in German: coordinated name

sequences differing in their internal grouping of elements (cf. examples (11) – (13)) and

locally ambiguous sentences (cf. examples (18) and (19)). Both structures will be introduced

separately in the following.

2.2.2 Coordinates: About the ambiguity in three elements in a row

One of the structures studied in this thesis consists of a sequence of three names combined

by the coordinating conjunction and (in German und): “A and B and C”. Translated into

a mathematical equation, this structure corresponds to an addition: A + B + C. Following

the associative law, it does not play a role in which order we sum the elements (i. e., whether

we calculate 2 + 3 + 4 or 3 + 4 + 2), the sum is always 9, unaltered by reordering8. In any

case, the plus sign operates on two elements by summing them. If, for instance, the first

plus sign is replaced with a multiplication sign, for example, the order in which addition and

multiplication are performed affects the result and the result is either 10 or 14 (2 ∗ 3 + 4 =

10, while 2 ∗ (3 + 4) = 14). The order of operations is no longer interchangeable. Again,

the two operations are each carried out between two items and one operation after the other

(applied to the first example: first the multiplication of 2 with 3, second the addition of

6 with 4). Thus, there is an internal grouping of elements and a temporal ordering of the

operations: two items or elements are grouped together (around the operator). Regarding

the order, the priority rule determines in math that multiplication precedes addition. If the

order is to be reversed, the addition needs to be written in parentheses: 2 ∗ (3 + 4), thus, the

coordination elements are grouped together and prioritised in order. Going back to linguis-

tics, the structure with two different operations can be compared to a sequence containing a

disjunction and a conjunction: “A or B and C”. Any calculation with two different operators

8a+ (b+ c) = (a+ b) + c, this also applies to multiplication: a(bc) = (ab)c.
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works. Kentner & Féry (2013) compared the same sequence to the “arithmetic procedure”

3− 2 + 1 that either resolves as 0 or as 2 (Kentner & Féry 2013: 277).

In linguistics, we lack a rule of priority. This results in an ambiguity regarding the

internal grouping of the elements in a sequence of more than two elements in which the

associative law does not apply (Wagner 2005: 92). For example, the sentence “Steve or Sam

and Bob will come” (Lehiste 1973a,b, Lehiste et al. 1976) says that either one person (Steve)

or two persons will come. Regarding the two persons, the structure leaves open, which two

persons will come: whether Steve and Bob come or Sam and Bob come. In non-written

communication, the ambiguity regarding the group of two can be prosodically resolved by

marking the corresponding grouping (as in the math example, the prosodic grouping is

indicated by parentheses). To get the reading that either one or two persons are coming,

Sam and Bob have to be grouped prosodically (9).

(9) Steve or (Sam and Bob) will come.

reading (a): Steve will come.

reading (b): Sam and Bob will come.

For the reading that in any case two persons will come, Steve and Sam have to be grouped

prosodically (10).

(10) (Steve or Sam) and Bob will come.

reading (a): Steve and Bob will come.

reading (b): Sam and Bob will come.

These example show that the internal grouping of three elements connected with two different

connectors leads to a difference in meaning.

It might appear less obvious that in language, contrary to math, a coordinated sequence

such as “A and B and C”, with only one connector, is also more complex than it seems at

the surface. This becomes clearer when we embed the utterance in a context. In “Caro and

Toni and Jana will come”, there are not different outcomes in terms of number of persons

that will come (always all three of them). Nevertheless, different internal groupings can

transmit information about relationships within the group of people and, thus, result in

different meanings that are transported: (i) two of them are siblings and the third is a close

friend or (ii) two of the persons form a couple and the third one is a child or a friend. In

another context, if “Caro and Toni and Jana.” is the short answer to the question “Who will

plant a tree?”, different internal groupings will lead to different numbers of planted trees:

one, two, or three.

(11) (Caro and Toni and Jana).

(12) (a) (Caro and Toni) and Jana.

(b) Caro (and Toni and Jana).

9
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(13) Caro and Toni and Jana.

There can be one planted tree, if all three persons plant one together (11). There can be two

planted trees, if Caro and Toni plant one and Jana plants a second one or if Caro plants one

and Toni and Jana plant a second one (12). If all three persons individually plant a tree,

there will be three trees planted (13).

Slightly different sequences are lists of three nouns that either refer to three elements (14)

or to two elements with a compound noun in the first position (15) (Peppé et al. 2000, Zhang

2012). In written form, the two versions are distinguished by punctuation and are, thus,

different from the previous examples, but in the spoken form, the prosodic disambiguation

works in the same way as in the previous examples.

(14) Ice, cream, and fruits.

(15) Ice cream and fruits.

The present dissertation compares sequences with internal grouping (12) to sequences

without internal grouping (13). In a tree structure, the two examples in (12) can be displayed

as in (16). The two trees differ in their branching direction, which means that the position of

the forking branch (node) differs with respect to head node. The example (16a) corresponds

to the internal grouping in (12a) and is called a left-branching structure since the forking

branch (Caro and Toni) is at the left part of the tree and is then grouped with Jana at the

right. Conversely, the example (16b) corresponds to the internal grouping in (12b) and is

called a right-branching structure, as the forking branch with the internal group is positioned

at the right.

(16) (a)

and Janaand ToniCaro

(b)

and Janaand ToniCaro

Usually, structures are assumed with binary branching nodes. In a strictly binary branch-

ing structure, the name sequence without internal grouping in (13) would be displayed with

the tree in (16b). This would mean that the number of phonological and semantic interpreta-

tions (3: (12a), (12b), and (13)) would not correspond to the number of associated syntactic

representations (2). A solution is to capture the sequence without internal grouping in (13)

with the tree in (17)9. More details on tree structures of coordinates and arguments in favour

9The question may arise how the structure corresponding to the example in (11) looks like. So far, we

were concerned with finding corresponding syntactic representations to possible internal groupings within

a coordinate sequence of three conjuncts. The example in (11) is a further reading but does not contain

another internal grouping. Moreover, as it is not further relevant for the work presented here, we will not

deepen this aspect.
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of trees with unbounded branching can be found in Wagner (2005). The studies presented

here focus on left-branching structures.

(17)

and Janaand ToniCaro

The syntactically ambiguous structure introduced in this chapter has been referred to

by different terms in the course of research, including coordinated names (Kentner & Féry

2013), coordinations, coordination structures or coordination groupings (Féry & Kentner

2010, Bögel 2015), coordinate structures (Wagner 2005, 2010), coordinated structures (Well-

mann et al. 2012), bracketed lists (Petrone et al. 2017), or conjunctions (Wagner 2005). In

this dissertation, we will use the terms coordinated name sequences, in short coordinates,

that were also used in the related publications (Huttenlauch et al. 2021, 2023, Hansen et al.

2022). The use of prosody to mark the underlying branching structure in coordinates has

been described with terms such as prosodic grouping (Cutler & Isard 1980, Wagner & Wat-

son 2010, Kentner & Féry 2013, Bögel 2015, Wellmann et al. 2023), chunking (Peppé et al.

2000), and prosodic phrasing (Wagner & Watson 2010, Wagner 2010, Wellmann et al. 2012,

Zhang 2012, Cole 2015, Holzgrefe-Lang 2017). The term prosodic phrasing is not restricted

to coordinate structures, but refers in general to the grouping of words in continuous speech

into prosodic phrases (cf. Cole 2015, see Grice & Baumann 2007 for a list of terms). The

prosodic phenomenon itself that leads to grouping and prosodic phrasing is broadly referred

to as prosodic boundary (Wagner 2005, Wellmann et al. 2012, Zhang 2012, Kentner & Féry

2013, Cole 2015, Holzgrefe-Lang et al. 2016, Holzgrefe-Lang 2017) or juncture (Ip & Cutler

2022). The function of such a boundary is to “signal the relative independence of the up-

coming words to the immediately preceding words” (Cole 2015: 5). We will use the terms

prosodic grouping/phrasing and prosodic boundary. The main acoustic correlates of prosodic

grouping are described in the chapter after next.

Coordinated sequences are by no means restricted to names or a maximum of three

elements. Besides three-name sequences, Kentner & Féry (2013) investigated four-name

sequences with different combinations of internal grouping. Coordinates also appear outside

the speech materials for linguistic research: The children of Bullerbü, for example, are

introduced by Lisa, one of them, as

Lasse und Bosse und ich und Ole und Britta und Inga (Lindgren 1988: 8).

Preceding to this sequence of coordinated names, Lisa introduces Lasse and Bosse as her

brothers, Ole as a child living in one of the neighbouring farm houses, and Britta and Inga

11
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as sisters living in a third farm house. In the larger context, the sequence of names is not

unstructured. Using parentheses to mark the family relationships (internal groupings) would

lead to the following structure: (Lasse und Bosse und ich) (und Ole) (und Britta und Inga).

2.2.3 Case syncretism: About the role of case-ambiguous noun phrases

The other structure investigated in this thesis is an ambiguity that arises from transitive

verbs in combination with two noun phrases (NPs) that leave undetermined who does the

action to whom. In the processing of a sentence, thematic roles (e. g., agent or patient)

are assigned and mapped onto syntactic functions (e. g., subject or object). In a case when

both noun phrases are equally likely to be assigned the agent (= subject) and the patient

(= object) role, the sentence is globally ambiguous. If the role-ambiguity only exists for the

first NP (NP1) in the sentence, the sentence is called locally or temporally ambiguous. The

latter one is in the focus of the investigation of the thesis. This type of ambiguity is more

language-dependent than the coordinate structures, as it depends on how a language marks

grammatical function, thematic roles and how flexible the word order is.

German10, the language investigated in the present work, has a rich morphological case

system for marking grammatical function and allows for a relatively free word order. Despite

the rich case marking system, the surface form of NPs can be ambiguous. For instance,

for NPs involving feminine and neuter nouns, respectively, the surface form is identical in

nominative and accusative case. Case is marked on the determiner: die for feminine NPs

and das for neuter NPs both in nominative as well as in accusative case, respectively. Such

NPs are, thus, considered case-ambiguous. Regarding the flexible word order: In addition

to subject-verb-object (SVO) sentences, the non-canonical word order of object-verb-subject

(OVS) is also possible. Thus, if the determiner die or das is part of an NP at the beginning

of a sentence, the syntactic function of that NP as well as its thematic role remains open:

it is ambiguous between subject and direct object as well as between agent and patient.

Therefore, the word order configuration could potentially be both, SVO or OVS. If the

ambiguity gets resolved at later points in the sentence (e. g., by a case-marked post-verbal

NP or by verb inflection), the sentence is called temporarily or locally ambiguous (see (18)

and (19)). Besides morphological case markers, prosody, verb semantics, and (visual) context

can resolve or influence such thematic role-assignment ambiguities.

(18) Das
the.nom/acc

Kamel
camel

sieht
sees

nun
now

den
the.acc

Tiger.
tiger

‘The camel now sees the tiger.’

10A modified version of this paragraph is published in Huttenlauch et al. (2022) (study IV of this disser-

tation).
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2.2 Prosody and structural ambiguity

(19) Das
the.nom/acc

Kamel
camel

sieht
sees

nun
now

der
the.nom

Tiger.
tiger

‘The tiger now sees the camel.’

If both NPs are case-ambiguous with regard to nominative and accusative case, no thematic

roles can be assigned on the basis of case marking and the ambiguity remains until the end

of the sentence. Those sentences are called globally ambiguous sentences.

Besides case-syncretism between nominative and accusative case in the German feminine

and neuter determiner, the feminine determiner die shares the same surface form in other

two cases: both genitive and dative case have the surface form der. An example for a globally

ambiguous sentence is given in (20) (taken from Bögel 2015: 83).

(20) Alle
Everyone

waren
was

überrascht,
surprised

dass
that

der
the.masc.nom

Partner
partner

der
the.fem.gen/dat

Freundin
friend.fem

zuhörte.
listened to.

‘Everyone was surprised that [the partner listened to the friend/ the friend’s partner

listened].’

The sentence in (20) contains an ambiguity regarding the theme that surprised everyone:

that the friend’s partner listens or that the partner listens to the friend. The ambiguity

remains until the end of the sentence.

Studies on German structural ambiguities are not restricted to transitive verbs, but

also include sentences with ditransitive verbs (Gollrad et al. 2010, Häussler & Bader 2012).

Ditransitive verbs request two objects (a direct and an indirect one), which can correspond to

the thematic roles of theme and recipient requiring accusative and dative case, respectively.

The theme is manipulated by the action of the agent and the recipient receives the outcome

of the action. Local ambiguities can arise in subordinate clauses with three NPs with case

ambiguous determiners and a final verb (cf. (21) in Gollrad et al. 2010). One sentence ends

in a ditransitive verb, the other in a transitive verb.

(21) Neulich
Recently

hat
did

der
the.masc.nom

Mann
man

der
the.fem.gen/dat

Nachbarin
neighbour.fem

ein
a.neu.nom/acc

Haus
house

geschenkt/gesehen,
give/see.past participle

Recently, the man the neighbour a house gave/saw,

’Recently the man [gave the neighbour/of the neighbour saw] a house, that’

In both sentences in (21) the man is the agent of the action. In one version, the neighbour

is the recipient of a ditransitive action and receives a house as a gift. In the other version,

the neighbour modifies the man, who sees a house (transitive verb). This type of locally

ambiguous sentence is also referred to as garden path sentence.

In the present work, we focus on locally ambiguous sentences as in (18) and (19).
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2.2 Prosody and structural ambiguity

2.2.4 Acoustic correlates of prosodic grouping

We now turn from ambiguous structures towards their prosodic disambiguation. Prosodic

grouping11 in production and comprehension is established by acoustic correlates. Early

studies investigating the production of prosodic disambiguation of different syntactic group-

ings found a primary role of duration (cf. Lehiste 1973a, Lehiste et al. 1976). The pre-

dominant locations to look for prosodic grouping were the group edges, more specifically

the right edge. In section 2.2.5 we will see evidence for a more global view of prosodic

grouping. Studies nowadays agree on the joint use of duration and fundamental frequency

(f0): Across languages, there are three main acoustic correlates of prosodic boundaries: f0-

movement, final lengthening, and pause insertion (Wagner & Watson 2010, Kentner & Féry

2013, Cole 2015, Petrone et al. 2017). Additional acoustic boundary cues in some languages

include voice quality and articulatory strengthening (Cole 2015) as well as intensity (Wag-

ner & Watson 2010: 907). An example for the articulatory strengthening is (domain) initial

strengthening at the beginning of a constituent (cf. Napoleão de Souza 2023 for Spanish and

Portuguese).

In describing prosodic boundaries, the observation of production and comprehension

are intertwined. The recognition of prosodic boundaries is difficult (Grice & Baumann

2007: 4). Prosodic boundaries have no clear counterpart outside prosody, and they do

not always coincide with syntactic boundaries (Grice & Baumann 2007, Cole 2015). In

order to explore the acoustic correlates in their production, the perceptual side is needed to

identify their location. Vice versa, to investigate the influences of individual acoustic cues

on comprehension, production is required.

Before describing the three main cues, which this thesis focuses on (i. e., f0-movement,

final lengthening, and pause) separately, we will make some general notes on f0. Over the

time course of an utterance, the fundamental frequency constantly drops, which is called

declination (cf. the dashed line in the bottom panel of Figure 1 on page 24). This means

that successive peaks (high points) are lower than the preceding ones. The same applies to

low values, they also drop relative to the preceding ones. The opposite phenomenon is called

f0-reset: an f0-peak is higher than the immediately preceding one. Thus, the phenomenon

of declination is interrupted and f0 is reset to a higher value from which declination starts

again.

There are many ways to describe an f0-pattern. The analysis starts therefore with the

decision for which way to go (cf. researchers degrees of freedom, Roettger 2019) and is

accompanied by further decisions along the way (Grice & Baumann 2007: 6). F0-patterns

11Terms such as prosodic phrasing or prosodic phrase boundary are more broadly used than prosodic

grouping. Since the coordinate structures studied here are no full sentences, we prefer the term group rather

than phrase to refer to the internal chunks. Accordingly, we use prosodic boundary rather than prosodic

phrase boundary. This is not to say that phrase would not apply, as the names can be considered noun

phrases (NP).
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2.2 Prosody and structural ambiguity

are time-varying data that can be transferred for analysis into discrete values or events

(e. g., individual values, categorical types of contours) or they “can be analysed holistically

as continuous trajectories” (Roettger 2019: 7). The challenge is to describe the f0 curve as

such and in relation to the text to which it is produced. Decisions include the time domain

in which the contour is analysed, the theoretical framework in which the contour is viewed,

the number of points with which the contour is described and many more. There is a variety

of values that can be picked individually or in relation to each other within the f0-pattern:

turning points, minimum and maximum values within a certain domain, mean, standard

deviation, range between two points, points in relation to segmental landmarks (alignment),

shape of a pattern and so on. Often the description of f0/pitch involves a combination of

perceptual categorisation and acoustical measurements.

F0 can be measured in each voiced segment (in Hertz, Hz). The significance of a single

Hertz value is limited in that it can only be classified as high or low in comparison to other

values. 250 Hz can be high when produced by a person with a mean frequency lower than

250 Hz and low when the person has a higher mean frequency. Ways to characterise the

magnitude of a change in f0 include measuring the range of an f0-movement (difference

between minimum and maximum values) or the slope (range divided by the time between

start and end of the movement). A common unit for f0-range is semitones (st) calculated

with the formula

f0range(st) = 12 ∗ log2(
f0max(Hz)

f0min(Hz)
)

which gives the relative difference between two Hertz values independent of the absolute pitch

height. In comprehension, the same absolute difference of for example 50 Hz is perceived

as much smaller between 400 and 450 Hz (2.3 st) compared to between 100 and 150 Hz

(7.0 st). Since speakers differ in their pitch range, relative measures in semitones allow

pitch-independent comparisons between speakers. For a single Hertz value, an equivalent in

semitones can be calculated in several ways: relative to (i) the minimum of the speakers’

range, (ii) the speakers’ mean f0 value, (iii) a speaker independent value such as 1 or 100 Hz

(cf. comments in Bögel 2015: 65 and Hazan et al. 2016).

There are different phonological models to describe intonation (cf. Grice & Baumann

2007 for the description of two of them: the British School and the autosegmental-metrical

model). It would go beyond the scope of this work to give an extensive overview of different

models. We will briefly introduce the Tone and Break Indices (ToBI) annotation system,

which is based on one of them, the autosegmental-metrical model of intonation (Ladd 2008

and references therein). ToBI was originally established for American English (Silverman

et al. 1992) and is now widely adapted to other languages (for the German adaption: GToBI

Grice & Baumann 2002, Grice et al. 2005). It is a phonological system that describes the

pitch contour in terms of two events, pitch accents and boundary tones, in addition to

the break index, marking the perceived strength of a boundary (Grice & Baumann 2007).
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2.2 Prosody and structural ambiguity

Pitch accents mirror the f0-movement around lexically stressed syllables (Grice & Baumann

2007). Boundary tones are f0-contours that “are distinct from f0 contours that express pitch

accents primarily in not being prominence-lending, which is to say that they extend over one

or more final syllables regardless of the status of those syllables as prominent” (highlighted

as in original Cole 2015: 6). These f0-movements are therefore not associated with stressed

syllables, but function as structure-forming features12. Pitch accents and boundary tones

are described in terms of low (L) and high (H) values and the movement (or interpolation)

between these values: Changes from low to high result in a rise, changes from high to

low result in a fall, and movement without much vertical change results in level pitch or a

plateau. Pitch accents and boundary tones are composed of combinations of Ls and Hs and

language-specific pitch accents and boundary tones are inventoried and related to pragmatic

functions. ToBI uses categorical events and also allows take into account gradient values by

adding diacritica to the labels (e. g., ! for downstep, ˆ for upstep). The ToBI annotation is

widely used in intonation research13. In the analyses carried out in the coordinates, we do

not use the categorical ToBI labels to describe the pitch contour, but instead use continuous

measures of f0-range. This allows us a better comparison with final lengthening and pause

duration, which are also on a continuous scale. Nevertheless, the analysis is inspired by the

ToBI labeling system.

Another way to describe intonation contours is by comparing complete contours with

each other. This allows to capture more fine-grained information of the continuous f0-

trajectories, such as the shape of the contour. A statistical way to model continuous data

is by fitting Generalised Additive Mixed Models (GAMMs, Wood 2017, Baayen et al. 2017,

Sóskuthy 2017, Wieling 2018). GAMMs allow to model time-varying data with non-linear

patterns and have been successfully used in previous analyses of f0-contours (Chuang et al.

2020, Zahner et al. 2020, Sóskuthy 2021). Instead of choosing individual points, a larger

part of the f0-contour is entered into the analyses. In the time domain of analysis, f0 is

measured at equidistant times and normalised in this way. The data is still discrete, but

with a small sampling rate, closer to continuous data. Considering the shape of a contour

allows to distinguish between convex and concave rises that have been shown to differ between

pragmatic conditions (e. g., in productions in Neapolitan Italian, convex rises were correlated

to narrow focus questions and concave rises to partial topic statements, Cangemi 2009; in

French, increased concavity of the rising f0-movement yielded more question responses than

continuation responses in a comprehension study by Dorokhova & D’Imperio 2019). Further,

the shape of an f0 movement in American English was shown to matter for perception of

peak height (plateaus are psychoacoustically better discriminated than peaks) and also for

12If assigned to phrase-final syllables, the f0-movement is called edge tone.
13Thoughts on the relationship between intonation (as a categorical aspect) and f0 (as a continuous aspect)

especially in the context of the investigation of variability and thinking intonation beyond the AM model

are given in Arvaniti (2019).
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2.2 Prosody and structural ambiguity

memory (larger advantage with higher memory load) (Kimball & Cole 2016).

The three main cues for prosodic grouping, f0-movement, final lengthening, and pause,

are not restricted to prosodic marking of groups, but used more in general to mark prosodic

boundaries. In a corpus with German spontaneous speech data containing a variety of

prosodic boundaries, 93.1% of the phrase boundaries were marked by at least of these three

cues (Peters et al. 2005: 159). In the following, f0-movement, final lengthening, and pause are

described separately with respect to their involvement in the marking of prosodic grouping.

F0-movement The tonal marking of prosodic groups often involves “an abrupt change

in pitch across unaccented syllables”, which can go either upwards or downwards (Grice

& Baumann 2007: 4f.). Tonal marking is observed in the f0-movement on (i) group-final

elements (e. g., described as categorical boundary tones or continuous measures of f0-change

in the contour) and on (ii) the element following the group (e. g., f0-reset).

For items in a list, Grice & Baumann (2007) report that

all but the last phrase end at a relatively high pitch [...] or with a high level pitch.

The high pitch indicates that there is still at least one more item to come. After

it the pitch is reset (i. e., there is a jump down), marking the beginning of the

next phrase. (Grice & Baumann 2007: 5)14

A high f0 value at the end of a non-final group (endpoint of a final rise or plateau) is also

reported for German coordinates as the most frequent cue besides a low f0 value (endpoint

of a fall) and overall speaker-specific preferences (Petrone et al. 2017: 77). The coordinates

consisted of disyllabic trochaic names and the f0 contour was acoustically characterised by

the difference in f0, measuring the f0 minimum on the stressed syllable (first syllable of the

name) and the f0 maximum on the final syllable of each name.

On lists of either two or three elements (cf. examples (15) and (14)) produced in American

English and Mandarin Chinese, Zhang (2012) reported language dependent f0 cues: Speakers

of American English used f0-slope to differentiate between list conditions, while speakers of

Mandarin Chinese used f0-reset.

Besides languages that differ with regard to which f0 feature they use distinctively, studies

differ in how they quantify and name the f0-movement involved in the prosodic boundaries

(even when studying the same language). Some speak about the pitch contour and high

tones (Kentner & Féry 2013), others use pitch change (Wellmann et al. 2012, Holzgrefe

et al. 2013, Holzgrefe-Lang et al. 2016) or directly specify the direction of the contour (e. g.,

pitch rise, Wellmann et al. 2012, van Ommen et al. 2020), and again others use f0 instead of

pitch, referring to the acoustic instead of the perceptual correlate, or use edge tone. As far

as acoustic characterisation is concerned, different measured values are used in the studies.

14Note that reset is used here in the other direction than in the previous definition of f0-reset, namely as

a downward jump back into the region of declination.
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For German coordinates, Petrone et al. (2017) run statistical analyses on the f0 value in Hz

at the end of each name, while Wellmann et al. (2012) measured the pitch change in Hz as

the difference between the f0 maximum on the final vowel and the f0 value in the center of

the first segment of the name. For French coordinates, van Ommen et al. (2020)15 calculated

the pitch rise (the difference between the f0 maximum in the final vowel and the f0 minimum

in the prefinal vowel) in semitones (van Ommen et al. 2020: 4).

In the studies in this dissertation, the f0-movement is characterised in the following ways:

for coordinates (studies I, II, and III), the difference between the f0 minimum in the first

syllable and the f0 maximum in the second syllable (mostly situated on the final vowel)

was calculated in semitones16, for locally ambiguous sentences (study IV), the complete f0

contours were analysed using GAMMs.

Final lengthening describes “an increase in segmental duration at the right edge of dif-

ferent types of prosodic domains above the word level” (Paschen et al. 2022: 1). This

phenomenon is also referred to as pre-boundary lengthening (Zhang 2012, Schubö & Zer-

bian 2023) and (phrase-)final and boundary-related lengthening (Turk & Shattuck-Hufnagel

2007). The amount of final lengthening is assessed by comparing the duration of segments

preceding a prosodic boundary or pause to the duration of the same segments without a

following boundary or to segments in non-final positions, depending on the structure of the

available speech data. Final lengthening is distinct from accentual lengthening induced by

accent (Grice & Baumann 2007).

Final lengthening is widespread in the worlds’ languages and no counterexample to its

universality is known so far according to a recent comprehensive review by Paschen et al.

(2022). Paschen et al. (2022) themselves observed final lengthening in final, phonemically

non-long vowels in natural speech of 25 languages from 19 linguistic families across all six

geographical macro-areas, supporting the view of final lengthening as a “common process

across languages” (Paschen et al. 2022: 13). Languages differ with regard to the number

of segments affected by lengthening, referred to as domain or scope, and the degree of final

lengthening (Turk & Shattuck-Hufnagel 2007, Paschen et al. 2022). According to Paschen

et al. (2022), final lengthening can be affected but not overridden by stress placement and

interacts with phonological vowel length. For some languages, final lengthening is reported

to be gradient: strongest in segments directly adjacent to the boundary and decreasing with

increasing distance from the boundary (Paschen et al. 2022; for American English: Cole

2015; for German: Kohler 1983, Schubö & Zerbian 2023). The gradient increase in final

15The coordinates contained disyllabic trochaic names that were segmentally similar to the names used in

the studies by Wellmann et al. (2012) and Petrone et al. (2017), and also to the material used in the studies

presented here.
16In study I this measure is referred to as rise or f0-range, in study II and III it is called F0 range and

F0-range, respectively, taking into account that a rising contour is not the only way how f0 was produced.
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lengthening is not necessarily linearly, as some regions in a word can be less lengthened

than preceding and following regions as reported for syllables between the rime carrying the

main-stress and the final rime in American English by Turk & Shattuck-Hufnagel (2007).

A recent study on final lengthening at boundaries with different strengths in German prose

reported a U-shape pattern for the relation between degree of final lengthening and the

strength of a boundary (Kentner et al. 2023). In the data by Kentner et al. (2023), final

lengthening increased up to the level of a “short comma phrase” determined by only one or

two preceding words (Kentner et al. 2023: 5) and then decreased with further increase in

boundary strength.

Previous research on German used different measures of final lengthening, including the

domain of the syllable rime (Peters et al. 2005 and Petrone et al. 2017, for the latter, the

rime consisted of a final vowel in open syllables and thus a single segment), the duration of

a complete name in name sequences (Féry & Kentner 2010, Kentner & Féry 2013). Data

by Schubö & Zerbian (2023) suggest that in German final lengthening starts on the main

stress vowel, and increases by segments from left to right. This is in line with earlier work

on German laboratory speech, reporting larger lengthening in the syllable directly preceding

the boundary than in the stressed syllable (Kohler 1983).

In the studies on coordinates (studies I, II, and III) in this dissertation, final lengthening

is used as a relative measure, calculated as the duration of the final vowel in a name (rime)

relative to the duration of the whole name.

Pause The term pause refers to a break in the speech signal at the right edge of a prosodic

group. Pauses can go along with breaths that may be audible in the speech signal. The term

is widely used in a general manner, sometimes distinguishing between filled and unfilled

or silent pauses, even though studies showed that silent pauses are not really silent either

(Trouvain et al. 2016) and more fine-grained distinctions would be appropriate. Pauses are

an important indication of prosodic boundaries. In a study on boundary markers, boundaries

were annotated in a semi-automatic manner using the presence of pauses as indicators to

locate boundaries in the speech stream (Peters et al. 2005). It is therefore interesting that,

at least for German spontaneous speech according to Peters et al. (2005), pauses are not the

most frequent cues, as pauses and breathing are reported as cues involved in the marking of

38.3% of the boundaries.

In contrast to final lengthening and f0-movement, pause is not superimposed on existing

speech material. The pause cue has a categorical nature as it is either present or absent (cf.

Peters 2006: 60f.). Nevertheless, when present, its duration correlates positively “with the

syntactic complexity [...] of the upcoming utterance” (Petrone et al. 2017: 72). The speaking

rate influences pause duration in production (with shorter pauses in faster speaking rate,

Šturm & Voĺın 2023) and the threshold for perceiving pauses in perception (Cole 2015). It

is therefore not surprising that studies differ in whether and what minimum duration they
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specify for silent breaks.

In the studies in this dissertation pause is characterised in the following ways: for coor-

dinates (studies I, II, and III), the durations of gaps in the spectrogram of at least 20 ms

following Name1 and Name2 were measured and calculated relative to the duration of the

whole utterance in percent. The minimum duration of 20 ms was defined following the

production study on similar name sequences by Petrone et al. (2017). For locally ambigu-

ous sentences (study IV), the absolute duration of silent intervals (corresponding either to

pauses or closures of stops) preceding the verb and the second noun phrase were measured

in seconds.

Cue combinations Acoustic correlates are referred to as prosodic cues17 in this thesis.

Although they can be described individually, they interact in the construction of prosodic

phrases. In the dataset with German spontaneous speech analysed by Peters et al. (2005),

23.3% of the boundaries were signalled by only one of the cues (composed of 10.3% f0-reset,

9.4% final lengthening, 2.3% separating contours, and 1.3% pause/breathing, Peters et al.

2005: 157f.). For 6.9% of the cases a boundary was perceived despite the absence of any

of the cues investigated (Peters et al. 2005: 158f.)18. The remaining boundaries (about two

third) were marked by at least two of the cues (Peters et al. 2005: 159). The data suggest that

prosodic boundaries are complexly composed of cue combinations. Given this complexity in

the phonetic composition of prosodic boundaries, the question arises whether individuals are

free in their choice of how to mark prosodic boundaries. Early studies not only identified the

phonetic mechanisms of prosodic grouping, but also observed individual differences between

speakers in the phonetic implementation of disambiguation (Lehiste 1973b, Cutler & Isard

1980).

With regard to the comprehension of prosodic boundaries, cues are weighted differently

and the weighting differs cross-linguistically. Weighting means that individual cues con-

tribute to different degrees to the perception of a boundary. According to Grice & Baumann

(2007) pauses are the “most obvious indicators of boundaries” and their duration correlates

positively with boundary strength, although boundaries can be perceived despite the absence

of pauses too (Grice & Baumann 2007: 4). Data of 33 participants on boundary perception

in English support this, as post-pause duration was used by all listeners as a cue to boundary

marking (Roy et al. 2017: 28f.). Most listeners used two predictors as cues.

17We use the term cue for both, production and comprehension.
18Half of these cases showed f0-patterns that were not classified into the separating contours by the authors

and further cues not comprised in the automatic annotation including glottalisation, changes in speech rate

or speech register (Peters et al. 2005: 179). This is an example of how the researcher’s decisions about the

inclusion/exclusion of variables in the analysis influence the conclusions that can be drawn (cf. Roettger

2019). Further it underlines the complexity of the phonetic composition of prosodic boundaries (cf. Peters

et al. 2005: 160f.).
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The perception of prosodic boundaries can be assessed using behavioural and electrophys-

iological measures. In event-related potentials (ERPs), the processing of a prosodic boundary

is reflected in a positive peak that coincides with the closure of a prosodic boundary (i. e., the

end of a group) called closure positive shift (CPS) (Steinhauer et al. 1999, Holzgrefe et al.

2013). Studies on the comprehension of coordinates without and with internal grouping of

the first two names in German-speaking adults showed that f0 (instantiated as pitch change

on Name2) and final lengthening as single cues are not sufficient for the perception of a

prosodic boundary but that they are sufficient in combination (Holzgrefe-Lang et al. 2016).

The study elicited ERPs and behavioural data (prosodic judgement task) and the results of

both correspond. In the stimuli, the acoustic boundary cues were locally added to natural

productions without internal grouping increasing the duration of the final vowel in Name2

and implementing a rising f0 contour on Name2. The materials contained two versions of

f0 manipulation, one with an implemented f0 rise on Name2 and the second with additional

flattening of the f0 contour on Name1, as this contour is closer to natural productions with

internal grouping (cf. weakened group-internal prosodic cues discussed in the next section).

Stimuli with both f0 manipulations (and implemented final lengthening) elicited a stronger

CPS and larger mean proportions of boundary responses compared to stimuli with local f0

boundary cue only on Name2. Similar to adults, 8-month-old German-learning infants do

not need a pause cue to perceive a prosodic boundary. A pitch change and final lengthening

are sufficient in combination but not as single cues (Wellmann et al. 2012). For 6-month-

olds, however, final lengthening is only sufficient in combination with a pause but not with

a pitch change (Wellmann et al. 2023), which indicates that the weighting of boundary cues

develops in the first year of life. A cross-linguistic study with French- and German-learning

infants showed that the development of boundary perception is language-specific (van Om-

men et al. 2020). In contrast to German-learning 8-month-olds, French-learning infants did

not perceive a boundary cued by only two cues. A natural boundary, however, was perceived

by French-learning infants at 8 and already at 6 months of age (van Ommen et al. 2020).

2.2.5 On the form of prosodic grouping

A large body of research concentrated mainly on the right edge of a group of elements,

investigating the prosodic nature of the prosodic phrase boundary at the location of the

syntactic ambiguity (for production: Lehiste 1973b, Price et al. 1991, Cutler et al. 1997,

Peters et al. 2005, Turk & Shattuck-Hufnagel 2007, among others and for comprehension:

Weber et al. 2006, Wellmann et al. 2012, Henry et al. 2017, van Ommen et al. 2020, Wellmann

et al. 2023, among others). However, as Cutler et al. (1997) mention in their review, the

internal structure can be viewed from two perspectives, “as prosodic signaling of syntactic

breaks, or as prosodic signaling of grouping” (Cutler et al. 1997: 169). Cutler et al. (1997)

stress, that these two views are not independent, but nevertheless correspond to different
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questions that researchers should be explicit about (Cutler et al. 1997: 169). Cutler et al.

(1997) use the term cohesion for the opposite of a break. Kentner & Féry (2013) use the

term proximity and speak about sisters. Internal grouping, thus, is not only a matter of

divergence, separating a group from the neighbouring elements by a boundary, but also

about cohesion or proximity between the elements within the group.

In the following we will briefly review some relevant models on prosodic phrasing in

coordinates, which have been proposed in the past19.

With respect to the question how coordinates are prosodically phrased in English, Taglicht

(1998) formulated the “Coordination Constraint”. It specifies that the same hierarchical level

of intonational boundaries must be applied to all elements at the same syntactic level. Wat-

son & Gibson (2004) argue in their “Left hand side/Right hand side Boundary hypothesis

(LRB)” that the likelihood of the presence of a prosodic boundary depends on the size of

the preceding and following constituents because of processing demands: For larger con-

stituents, the speaker needs more refractory time to recover from the preceding constituent

and more time to plan the upcoming constituent, respectively. Wagner (2005, 2010) demon-

strates that, in coordinate structures, the relative strength of the boundary reflects the level

of embedding at the syntactic level and thereby confirms the close match between prosody

and syntax in coordinate structures. This observation is summarised in the principle of

the “Scopally Determined Boundary Rank” (SBR) stating that “if Boundary Rank at a

given level of embedding is n, the rank of the boundaries between constituents of the next

higher level is n+1” (Wagner 2005). According to Wagner (2010) more deeply embedded

constituents “are separated from each other by weaker boundaries than constituents that

are less deeply embedded” and “constituents separated by relatively weaker boundaries are

perceived as grouping together” (Wagner 2010: 186). Wagner uses the term of “relational

prosodification” (Wagner 2005: 82) as the strength of a boundary is in this relational theory

always relative to some other boundary. He proposes that the syntax-to-prosody mapping

assigns relative boundary ranks that can then be realised by prosodic means with a certain

flexibility (Wagner 2005: 155). In his opinion, the “relational theory is incompatible with

the idea that particular syntactic categories map to particular prosodic categories” (Wagner

2005: 155) and he therefore provides no specific phonological labels.

In a similar vein as this relative theory, Féry & Kentner (2010) and Kentner & Féry

(2013) developed a model on German data of coordinates that aims to account for both,

processing demands, depending on the constituent size or complexity, and demands of

the syntactic structure, depending on the depth of syntactic embedding. Their so called

Proximity/Similarity model assumes two principles that “interact to shape the prosody of

syntactic structures” (Kentner & Féry 2013: 283) such as coordinated name sequences.

Proximity is related to the syntactic constituent structure and states that “adjacent ele-

19The following text is a modified version of the corresponding introduction of study I published as

Huttenlauch et al. (2021).
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ments which are syntactically grouped together into one constituent should be realised in

close proximity” (Kentner & Féry 2013: 282). Similarity is related to the depth of syntactic

embedding and refers to the idea that “constituents at the same level of embedding should

be realised in a similar way, that is, they should be similar in pitch and duration, irrespec-

tive of their inherent complexity”; this principle is comparable to the models of Taglicht

(1998) and Wagner (2005, 2010), which assume that elements at the same syntactic level are

prosodically matched.

The principle of proximity predicts a weakening of the prosodic cues at an element x if

the neighbouring element to the right is part of the same group as x. The strength of the

cues in a coordinate with internal grouping is compared to a coordinate without internal

grouping (considered the baseline form). In the baseline form, all names are expected to be

separated by boundaries of the same strength. With boundary cue weakening, Kentner &

Féry (2013) refer to less final lengthening, a lower f0 peak, a smaller f0-range, and a shorter

pause duration. Reversely, anti-proximity predicts a strengthening of a prosodic boundary if

the right-adjacent element of x does not form a group with x. A strengthened boundary at

the right edge of the grouped element is expressed by higher f0 values and longer durations.

(22) (a) Caro and Toni and Jana.

(b) [Caro and Toni] and Jana.

Applied to the two coordinate structures in (22), in the condition (b) with internal

grouping, the first name (i. e., Caro) is produced with weaker prosodic cues while the second

name (i. e., Toni) is produced with stronger prosodic cues compared to the condition (a)

without internal grouping, respectively.

The Similarity principle predicts that a simplex element at the same level of embedding

as a complex constituent is, for instance, lengthened to adjust its duration to the length of a

complex constituent. This would be relevant for groupings in which the first name is followed

by a complex sequence on the right (right-branching structure: Caro and [Toni and Jana]).

As the materials studied here do not contain such structures, the Similarity principle will not

be discussed any further. On the final element of the coordinates (cf. Jana in (22)) in either

condition, Kentner & Féry (2013) observed neutralisation in duration and f0-movement (cf.

the similarity of the shapes of the solid (upper panel) and dashed line (bottom panel) on the

name Manu in Figure 1).

Figure 1 shows spectrogram and smoothed f0-contours for the name sequence Moni und

Lilli und Manu with internal grouping of the first two names in the upper panel and without

grouping in the lower panel. The dashed line in the bottom panel shows the f0-contour of

the baseline condition with declination from the f0 peak on Moni to the f0 peak on Lilli, the

typical list intonation, which Wagner (2005, 2010) calls “prosodically flat” in the context of

coordinates. In the condition with internal grouping, peak height increased from Name1 to

Name2 with a larger f0-range on Name2 compared to Name1 (upstep, cf. the solid line in
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Figure 1: Spectrograms and smoothed f0-contours (solid line in upper panel, dashed line

in bottom panel) for coordinated name sequence Moni und Lilli und Manu with internal

grouping of the first two names (upper panel) and without internal grouping (bottom panel).

Both examples were produced by the same young adult, as female identifying speaker in

study I. The tiers below the spectrograms illustrate the segmentation of the individual words,

the final vowels of the first two names, and a pause (in the upper panel).

the upper panel of Figure 1 has a smaller maximal value on the final i of Moni than the

maximal value on the final i of Lilli, Name2). Besides a comparison on the syntagmatic level,

between Name1 and Name2 in the same structure, we can compare the two structures on

the paradigmatic level (i.ė., comparing between the condition with internal grouping and the

baseline condition without internal grouping). The solid line in the upper panel of Figure 1

shows a smaller f0-range and a lower peak on Moni than the dashed line in the bottom

panel (principle of proximity or downstep). Proximity also includes less final lengthening in

the condition with compared to the condition without internal grouping, which is not clearly

visible in Figure 1. The principle of anti-proximity is visible on the name Lilli in both panels

of Figure 1 with the solid line showing a larger f0-range compared to the dashed line, along

with more final lengthening and the insertion of a pause following Lilli (cf. the longer final

vowel i in Lilli and the pause in the upper panel of Figure 1).

Petrone et al. (2017) expanded the exploration of three-name sequences with grouping of
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2.2 Prosody and structural ambiguity

either the first two or the last two names with a control condition. In the control condition,

a simple name was followed by a complex name (word condition: Lola [oder Mona Urlena]

compared to Lola [oder Mona und Lena]). The authors adopted a more phonological view on

the coordinate structures. The word condition was a control to the right-branching condition

as different prosodic structures were hypothesised: a phonological phrase break between

Mona and Lena in the right-branching condition, but not withinMona Urlena. Their results,

however, do not show acoustic differences between the right-branching structure and the

word condition on Mona, which is, along other reasons, interpreted as lacking evidence for a

phonological phrase break (Petrone et al. 2017: 86). The same applies to the group-internal

name in the left-branching condition (Lola). The absence of acoustic cues to a phonological

phrase boundary is interpreted as being in accordance with the principle of proximity by

Kentner & Féry (2013). To account for the deviation of the observed prosodic realisation

from the expected prosodic structure, Petrone et al. (2017) propose an extended formulation

of proximity, referring to task-specific effects: “To emphasise the presence of a constituent x

(e. g., in rendering brackets in the stimuli of an experiment around the constituent), a speaker

may render x as a phonological phrase, even if the syntax-prosody mapping would otherwise

assign the word in x to two (or more) phonological phrases” (Petrone et al. 2017: 87).

In summary, so far we have seen that prosody can be used to resolve structural ambigu-

ities. If a string of words has more than one meaning (interpretation) and if these different

interpretations correspond to different underlying structures (e. g., visualised in different

syntactic trees) prosody can be used to disambiguate between the different meanings at

the surface (e. g., by prosodic boundaries at the position of syntactic ambiguity). Prosodic

grouping involves mainly a combination of three prosodic cues: f0-movement, final length-

ening, and pause. These cues are not only present at the right edge of the group (position of

syntactic ambiguity) but also preceding the edge marking the proximity or cohesion of the

elements within the group. Prosody is by no means restricted to the resolution of structural

ambiguities. Besides many further functions regarding the organisation from the word up to

the discourse level, prosody comes along with a lot of variability.
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2.3 Prosody and (in)variability

Prosody as a channel of variability Language is variable and “speakers should not be

assumed to be homogeneous even though they speak the same language” (Ouyang & Kaiser

2015: 153). This is no new information (for prosody: Lehiste 1973b), as a quarter of a century

ago Cutler et al. (1997) wrote in their review on prosody that “there has also in general been

regrettably little attention paid to characterizing the acoustic dimensions making up the

prosodic information” (Cutler et al. 1997: 170) and Peppé et al. (2000) wrote that the

characterisation of variability in the use of prosodic features is a “neglected topic” (Peppé

et al. 2000: 309). In the meantime, variability is no longer neglected or only mentioned

in passing, but is a main focus of research and provides topics for entire volumes20. The

authors of one of those books described the interest in inter-individual variation in speech

as increasing (Fuchs et al. 2015: 7). More and more studies systematically investigate

variability. This includes viewing variability between individuals as a source of information

instead of considering it “noise in the data, which could be eliminated” (Fuchs et al. 2015:

7f.). Still, “variability in the prosodic signal across talkers and contexts” complicates the

understanding of the mechanism of communication (Xie et al. 2021: 1).

Variability in general occurs between and within languages, between and within groups

of language users, and between and within individuals. Further, variability exists at different

levels of language (e. g., lexical, syntactical, prosodic). By variability we mean a range of

possible linguistic forms or behaviours available for the transmission of a specific concept to

an individual language user, a group of language users, or a language. Variability can be

looked at from different angles: Focusing on the sources and focusing on the outcomes (e. g.,

dialectal vs. lexical; phonological vs. prosodic).

In this thesis, the focus is on variability in the prosodic domain. With regard to sources of

prosodic variability, Peppé et al. (2000) list six types labelled A to F: (A) dialectal variation,

(B) variation across groups within a single dialectal community, (C) individual differences

between speakers of the same speech community, (D) phonologically conditioned variation

within an individual speaker, (E) contextually conditioned variation within an individual

speaker, (F) random variation (Peppé et al. 2000: 309ff.). Type B includes variability due

to differences in socio-economic class, gender, age, sexual orientation, educational level,

and hearing status, among others. In this thesis, this type of variability was investigated

between two groups of speakers differing in age, referred to as inter-group or between-group

variability. Type C includes variability due to qualitative differences in articulation (e. g.,

place of articulation) between individuals. With respect to prosody, this includes differences

in patterns as well as degree of cues. This type of variability is henceforth referred to as inter-

individual variability. Type D includes variability dependent on the phonological nature of

20cf. Arvaniti (2019) on a critical view with respect to approaches to intonation that either make variability

“the main focus of modelling or a problem to be solved” (Arvaniti 2019: 3)
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the speech material (including syllable structure, duration, and vowel quality) that can be

avoided by controlling “lexical content and segmental phonological structure” (Peppé et al.

2000: 311). Type E includes variability due to the “semantic, pragmatic, and interactional

context in which the informant is required to produce an utterance” (Peppé et al. 2000: 311).

This broad definition also includes different registers (differences in formality and politeness,

among others) and comprises the variability henceforth referred to as intra-individual and

intra-group variability.

The studies presented in this thesis consider variability at the group and at the individual

level, both within and between each level: intra-group, inter-group, inter-individual, and

intra-individual. Each level will be individually described in the next sections focusing on

previous research in the field of prosody, although not always on disambiguating prosody.

2.3.1 Group-level variability

The investigation of linguistic behaviour between and within groups of speakers of the same

dialect allows insights into the inner mechanisms of language use and communication. Group

comparisons at the inter-group level are relevant in sociolinguistic research (e. g., for the

identification of drivers of changes in language use) and in clinical research (e. g., defining

ranges of neurotypical and disturbed behaviour), to just name a few.

Intra-group level: Intra-individual manipulation Variability at the intra-group level

is not included as an individual type of variability by Peppé et al. (2000). It can be considered

as closely related to contextually conditioned variation at the intra-individual level (type

E of Peppé et al. 2000), provided the factors are manipulated intra-individually. If each

subject provides data for each level of context manipulation and the responses have some

consistency, intra-individually manipulated situational contexts can also become visible at

the group level. The individual is seen as an individual in a speech community. However,

intra-group and intra-individual effects occur not necessarily in line with each other, as will

be addressed later on in the text. A closer description of the intra-individual manipulation

used in this thesis that includes different types of interlocutors and the absence/presence of

background white noise is given in the section on the intra-individual level.

In the domain of intonation, intra-group variability with intra-individual manipulation

was studied for instance with focus on the influence of different communicative contexts on

the intonation contours of vocatives (address forms) in Central Catalan (Borràs-Comes et al.

2015). The contexts involved two sociopragmatic features and two situational factors with

two levels each. This resulted in the following factors: Social distance (at work vs. at home),

power (superior vs. inferior), physical distance (close vs. distant), and insistence (first vs.

second call). Vocatives were elicited by means of a discourse completion task (Blum-Kulka

et al. 1989), speakers were asked to call their addressee by the name to then express a
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request. In general, mainly three different vocative contours were produced. Results of the

production data show that distinct f0-contours were used for different levels of insistence,

social and physical distance. A subsequent comprehension task showed consistent results.

Additionally, in production, the communicative contexts affected pitch range and syllable

duration of the stressed and post-stressed syllables (Borràs-Comes et al. 2015: 78).

Inter-group level The inter-group level corresponds to the type B in the list of sources

of prosodic variability by Peppé et al. (2000), including differences due to socio-economic

class, gender, age, sexual orientation, educational level, and hearing status, among others.

Peppé et al. (2000), for instance, measured whether social and individual factors affect

prosodic performance in production and comprehension. They conclude “that differences

in age, sex, and age related hearing acuity are not, on their own at least, factors which

affect prosodic performance” (Peppé et al. 2000: 318). These results contrast with findings

by other studies that report on tonal and durational differences between younger and older

speakers, especially increasing f0 ranges and durations as age increases.

In the dissertation, age is investigated as inter-group factor, comparing productions of

young and older adult speakers (study II). The terms young or younger speakers are used to

refer to the age range between 18 and 30 years and older speakers for ages above 60 years.

The evidence of age-related changes in the tonal and durational domain entails the ques-

tion whether these interact with the modulation of prosodic cues. Studies on English speak-

ers found an unaffected ability to modulate prosody to convey linguistic meaning in older

speakers (Scukanec et al. 1996, Tauber et al. 2010, Barnes 2013). Prosodic cues were even

produced in a more extreme way for disambiguation by older compared to younger speakers.

A comparison by Scukanec et al. (1996) of maximal f0 values within the vowel of elicited

monosyllabic words in either contrastive or non-contrastive stress position in younger and

older female English speakers revealed higher f0 values in words with contrastive stress and

lower maximal f0 values in words in non-contrast positions for older compared to young

speakers. The difference between conditions was thus larger in older compared to younger

speakers. Similarly, older speakers used f0 to a greater extent than young adults when pro-

ducing lexical stress to differentiate noun-verb pairs with strong-weak and weak-strong stress

patterns (Barnes 2013: 43). With respect to duration, Tauber et al. (2010) found longer

intonational boundaries (defined as pause duration plus duration of the critical word at the

boundary) in productions of older compared to younger speakers. The authors tested for

age differences in the realisation of disambiguating prosody in English ambiguous sentences

(e.g., The lake froze over a month ago). The percentage of sentences, which were successfully

disambiguated via prosody was 66% for older speakers (above chance, p < .05) and 59% for

the younger age group (not significantly above chance, p > .06) (Tauber et al. 2010). As far

as we know, no study has yet investigated age differences in the use of prosody to resolve

ambiguities in coordinate structures.
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2.3.2 Individual-level variability

Variability between or within speakers is interesting for two reasons. First, if all speakers

reliably use disambiguating prosody to distinguish between conditions of ambiguous struc-

tures, this would indicate a close link between syntax and prosody (e. g., Nespor & Vogel

1986) and situational independence (e. g., Speer et al. 2011). If, in addition to disambigua-

tion, we find variability between speakers in the way they realise prosodic boundaries, this

would be further evidence that the link between syntax and phonology is relational rather

than categorical (e. g., Clifton et al. 2002, Wagner 2005). Second, if speakers do not reli-

ably distinguish between different syntactic structures or vary within a speaker in different

contextual settings, this would argue for situationally dependent models and against a close

prosody-syntax link.

Inter-individual level Inter-individual refers in this context to variability between in-

dividuals in the production and comprehension of linguistic categories (type C by Peppé

et al. 2000). In production, this means that the phonetic realisation of a (phonological) cate-

gory varies from speaker to speaker. Other terms are between-subject variability and talker

variability. This is despite the fact that the phenomenon is found in both production and

comprehension. Each language user has their individual way of producing and perceiving

language. We are able to recognise each other by the way we express ourselves. Applied

to comprehension, it means that individual listeners react differently to a stimulus. Since

prosody is composed of several cues (see section on prosody and ambiguous structures), there

is a wide scope for variability: Each cue can be individually varied in degree and cues can

be combined individually.

The studies in this dissertation investigate inter-individual differences between young

adults in the production of single and combined prosodic cues to resolve structural am-

biguities in coordinates (study I) and locally ambiguous sentences (study IV) and in the

comprehension of coordinates (study III). In the following we will review previous work on

inter-individual differences in general and more specifically in the production of coordinated

name sequences and prosodic cue combinations.

Inter-individual variability “can occur qualitatively and quantitatively, both on a general

level and in specific cases” (Ouyang & Kaiser 2015: 153). On the one hand, speakers differ

in their ranges of absolute values in a given acoustic dimension and on the other hand, they

can use different strategies and combinations of cues to signal a linguistic contrast (Ouyang

& Kaiser 2015: 153f.). More concretely, in terms of f0-contours, qualitative differences corre-

spond to different shapes of f0-contours, while quantitative differences correspond to different

ranges of f0 values. Both are reported for speakers of American English producing sentences

in different focus and givenness conditions (Ouyang & Kaiser 2015: 166). Individual speakers

produced different numbers of f0 peaks and valleys that additionally differed in location and
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relative height. Furthermore, speakers varied inter-individually in the proportion of their

f0-range employed to mark different meanings (Ouyang & Kaiser 2015: 166ff.). Overall,

speakers showed intra-individual consistency in the produced f0 shapes between conditions.

Another example for a qualitative difference in strategy can be found in the already men-

tioned production study with two versions of the sentence “Steve or Sam and Bob will come”,

one with grouping of the first two names (version A: “(Steve or Sam) and Bob will come”,

parentheses mark the grouping), the other with grouping of the last two names (version B:

“Steve or (Sam and Bob) will come”) in English (Lehiste 1973b). The productions of two

speakers contained a durational difference between the two versions that was correctly distin-

guished by listeners in 94.4% of the cases (Lehiste 1973b: 1231). However, the two speakers

differed in the strategy that led to the durational difference: One speaker inserted a pause (in

version A after “Sam”, in version B after “Steve”), while the other lengthened the segments

of the connector (“and” in version A, “or” in version B) (Lehiste 1973b: 1231). Cutler &

Isard (1980) reported a similar observation where one speaker manipulated duration, while

the other manipulated pitch to distinguish between two conditions. They propose the idea

of a trade-off for a similar observation which they view as a

justification for an abstract level of prosodic groupings, where different speakers

would have in common the intention of marking off a syntactic unit by assigning

it a grouping of its own, and would then diverge as to the way in which the

presence of this grouping would be signalled. (Cutler & Isard 1980: 260)

An example for a quantitative difference between individuals is provided by a production

study on German. Speakers read a text at self-paced slow, normal, and fast rates. One

speakers’ normal rate measured in syllables per second was similar to the other two speaker’s

slow rates. Additionally, all three speakers differed in the relative increase or decrease from

normal to fast or slow rate, respectively (Trouvain & Grice 1999). Thus, even though all

speakers modulated tempo on the same dimension (i. e., syllables per second), they differed

in absolute values and degree of difference. In a similar vein, Xie et al. (2021) point out

that inter-individual variability can go so far that “one person’s production of a statement

and another person’s production of a question can be phonetically identical” (Xie et al.

2021: 1). Their statement refers to American English, in which statements and questions

are generally distinguished by the sentence-final intonation contour: falling for statements

and rising for questions. Taking into account the phenomenon of uptalk (a finally rising

f0-contour in statements) and a smaller f0-range in the rise of children’s productions, the

identical f0-contour can possibly be produced on both sentence types (Xie et al. 2021: 1,19).

Effects on the group level are not always visible on the individual level and vice versa.

What seems clear at the group level can appear blurred at the individual level (Niebuhr et al.

2011). Individual differences were reported for a well established tonal difference between a

high pitch accent (H*) and a high falling pitch accent (H+L*) in Standard Northern German.

30



2.3 Prosody and (in)variability

On the group level (35 speakers), these two f0-contours showed an earlier peak alignment

in the H+L* compared to the H* pitch accent and a rather symmetrical peak shape for H*

compared to a left-tailed peak shape for H+L*. On the individual level, however, alignment

values formed a continuum with productions of five speakers at one end using only alignment

and no shape difference (called “aligners”) and five other speakers at the other end using

no alignment but only shape difference (called “shapers”) between the two accent types

(Niebuhr et al. 2011: 121f.). The authors reported similar findings for two Italian varieties

and advocate taking the behaviour of the individual into account when studying prosodic

cues (Niebuhr et al. 2011: 123).

A rather contrary observation was reported by Xie et al. (2021) for the distinction be-

tween statement and question prosody in American English. Both categories overlapped on

the group level in duration and utterance-final f0 “primarily caused by variability between

talkers, rather than variability within talkers”. Models considering talker information per-

formed better in the categorisation paralleling findings that listeners compute prosodic cues

in relation to specific speakers (Xie et al. 2021: 11).

The issue of inter-individual variability concerning the prosodic disambiguation of struc-

tural ambiguities in German has so far been explored only scarcely (exceptions being the

work by Petrone et al. 2017 on coordinates with different internal groupings and the men-

tioning of inter-individual variability in the use of f0-contours on OVS sentences by Weber

et al. 2006.). Petrone et al. (2017) reported that speakers largely differed in how they used

f0 to mark the right group edge in the grouping condition: Only two out of 12 speakers

consistently used the same f0-contour, namely a rise. Another six participants produced

predominantly a rise in addition to a high plateau. Another three speakers varied between

rise, high plateau, and final fall to different degrees and one speaker produced either rises

or falls. Inter-individual variability in cue combinations was observed on speakers of British

English producing similar stimuli: a list of three nouns that either formed a list of two

items (a compound and a simple noun: cream-buns and cheese) or three items (three simple

nouns: cream, buns, and cheese) (Peppé et al. 2000: 320). The results show inter-individual

differences in the degree and use of f0 pattern, segmental lengthening, and absence/presence

of a pause, as well as in their combination. Speakers had in common that the majority of

them used more than one cue. Lengthening and pause appeared in the data as more reliable

than pitch movement and pitch reset to distinguish between 2-item and 3-item lists (Peppé

et al. 2000: 323ff.).

As for comprehension, Cangemi et al. (2015) reported listener-specific variability in the

decoding of three linguistic focus structures in German (broad, narrow, and contrastive focus)

realised by five speakers and differing with regard to combinations and degrees of prosodic

cues. Listeners had to match the target sentences to one of the three focus conditions.

Results show inter-listener differences in the percentage of correct responses ranging from

56% to 75% (Cangemi et al. 2015: 136f.). For English boundary comprehension, Roy et al.
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(2017) reported inter-individual differences with regard to the number of predictors listeners

used in combination as cues to boundary marking (Roy et al. 2017: 28f.).

Intra-individual level Variability on the intra-individual level, also called within-talker

or within-individual level, refers to “contextually conditioned [variability] within an indi-

vidual speaker” (type E, Peppé et al. 2000: 309). In terms of prosody, this means whether

individuals vary their prosodic realisations depending on the context. Context here refers

to the semantic, pragmatic, and interactional level of speech production. A more detailed

description is provided by Pescuma et al. (2023), who use “situational-functional context”

to refer to “the extra-linguistic situation in which language is produced and processed”

including “time and place of the communication, the number and identity of participants

(their age, gender, ethnicity, status, education, and social role, among others)” but also the

“intra-textual linguistic context, such as surrounding sentences” (Pescuma et al. 2023: 2)21.

Studies differ in how implicitly or explicitly information about the type of interlocutor

and the relationship of the participant to the interlocutor(s) is presented and in what way

the participants are presented with different situations. Differences range from written or

orally presented descriptions of situations and interlocutors (e. g., in a discourse completion

task, cf. Blum-Kulka et al. 1989 and proposals for modifications by Vanrell et al. 2018), to

visually presented situations and interlocutors (e. g., showing pictures or pre-recorded videos

on a screen) to interactions with physically present interlocutors in the situation. Regarding

information about the interlocutor or speaker, respectively for production or comprehension

studies, possibilities include descriptions that contain evaluative descriptions of the persons

(cf. as if talking to a hearing-impaired person), rather neutral instructions (cf. “as if you were

telling someone a story that you wanted them to understand”, Allbritton et al. 1996: 716),

explicit information triggering prejudices about a group of people (cf. social information and

linguistic stereotypes based on the names of two Berlin districts: Kreuzberg vs. Zehlendorf,

Jannedy & Weirich 2014: 91), and visual cues (cf. attire and hair style indicating differences

in formality, Pescuma et al. 2023: 18).

Intra-individual variability in production was addressed in two recent studies on Ger-

man. Both of them reported preliminary results in phonetic changes in spontaneous speech

directed at different interlocutors on the group level. The first study investigates the effect of

situations differing in perceived formality (in terms of topic of conversation) and social con-

stellation between speaker and addressee on fine phonetic details in German. The addressee

is in all situations performed by the same person wearing different clothes representing a

boss, a professor, a fellow student, and a neighbour and appeared in pre-recorded videos.

21This intra-individual variability arising from situational-functional contexts is referred to with the term

register in their collaborative research center in Berlin, Germany https://sfb1412.hu-berlin.de/, Lüdeling

et al. 2022, Pescuma et al. 2023. Register is defined as “conventionalised and recurrent linguistic patterns

of (individuals in) a speech community” (Pescuma et al. 2023: 2).
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The speech recorded in the different contexts shows more variability in f0 and vowel dis-

persion in the formal compared to the informal situation (Pescuma et al. 2023: 18f.). The

second study investigates accommodations of German L1 speakers addressing an English

L1 speaker with mid or high proficiency in German in comparison to addressing a German

native speaker (baseline). Speech addressing the non-native interlocutor was slowed down

and contained less filled pauses as revealed by preliminary results (Pescuma et al. 2023: 22).

In the studies conducted within this dissertation, the term context is used in a more

specific way. In the design of the production studies, context refers to five different conversa-

tional situations involving four interlocutors and one condition with white background noise.

Consequently, with respect to intra-group and intra-individual variability we are mainly in-

terested in the variability induced by different types of interlocutors and the presence of

background noise. To this end, the rest of this section reviews22 previous research that has

focused on differences in prosodic realisations when children, elderly adults, or non-native

speakers are being addressed in comparison to young adult native speakers. Most studies take

the speech addressed to an adult native speaker of the language under investigation as a base-

line for comparisons. For easier reading, we will refrain from mentioning this adult baseline

in the following. For example, for attachment disambiguation, Kempe et al. (2010) reported

lengthened vowels when English-speaking adults addressed 2–4-year old real or imaginary

children and, in addition, found longer pause durations. Other studies investigated intra-

individual variability in prosodic information per se (i. e., not focusing on disambiguating

prosody): Biersack et al. (2005) reported an increased pitch range and higher f0-maxima

as well as longer durations due to the lengthening of vowels in semi-spontaneous speech

addressed to a two-year old imaginary child in English. DePaulo & Coleman (1986) also

reported longer pauses in spontaneous English speech addressing a 6-year old child. With

respect to prosodic cues in speech addressing a non-native interlocutor, results are inconclu-

sive: while one study involving English speakers found no differences (DePaulo & Coleman

1986), another one found a lowered speech rate due to lengthened pauses (Biersack et al.

2005), and Smith (2007) reported an increased f0-range and segmental modifications leading

to a more emphatic style in French. Regarding prosodic cues when addressing elderly in-

terlocutors in English, Kemper et al. (1995) reported a slower speech rate due to prolonged

vowels and more frequent pauses in spontaneous speech of a map task with a physically

present interlocutor. Although expected, they did not find exaggerated pitch ranges. For

German, Thimm et al. (1998) also reported more pauses as well as more variation in intona-

tion in spoken explanations of an alarm clock when a positively stereotyped elderly person

was addressed as opposed to a young adult.

Besides different interlocutors, our design contains a conversational setting with back-

ground white noise. Speech production in noisy environments leads to increased f0-values

and f0-range, increased signal amplitude, increased word or segment durations, and spec-

22The vast majority of this section is literally taken from study I published as Huttenlauch et al. (2021).
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tral changes such as smaller spectral slope (van Summers et al. 1988, Junqua 1993, 1996,

Jessen et al. 2003, Davis et al. 2006, Garnier et al. 2006, Varadarajan & Hansen 2006, Lu

& Cooke 2008, Folk & Schiel 2011, Zollinger & Brumm 2011, Landgraf et al. 2017). These

noise-dependent changes are summarised under the term Lombard speech, tracing back to

Étienne Lombard who first described the noise-dependent increase in speech amplitude for

French (Lombard, 1911; as cited in Zollinger & Brumm, 2011). Lombard speech is also de-

scribed as a source of inter- and intra-speaker variability (Stanton et al. 1988, Junqua 1993,

Jessen et al. 2003). For a review on the neural mechanisms of the Lombard effect in humans

and animals see Luo et al. (2018).

The intra-individual level in comprehension, as the inter-individual level, was addressed

in the study by Cangemi et al. (2015) on the encoding and decoding of three linguistic focus

structures (broad, narrow, and contrastive focus). Listeners categorised productions by five

speakers into the three focus conditions. Each speaker differed with regard to combinations

and degrees of prosodic cues used. The results show that listeners’ percentage of correct

responses differs intra-individually between the productions of the five speakers (Cangemi

et al. 2015: 138f.). At the same time, speakers’ productions vary in how well they are

perceived by individual listeners. This suggests “the existence of interacting speaker- and

listener-specific strategies” (Cangemi et al. 2015: 141).

2.3.3 Situational (in)dependence of prosodic disambiguation

This final section of the introduction brings together the previously introduced aspects of

prosody (i) as a means to disambiguate and (ii) as a channel of situational variability, more

specifically the (in)variability induced by the conversational situation (the type of interlocu-

tor and the absence/presence of background white noise, context). It addresses the question

whether disambiguating prosody and the contextual situation are dependent in any sense.

More precisely, which function disambiguating prosody fulfils in the situation in which it is

being produced: is prosody produced mainly for the interlocutors or for the speakers them-

selves23. This question goes in line with the question in how far the prosodic realisation of

an utterance is dependent or independent from the actual situation in which it is being pro-

duced. If there is a rather direct link between syntax and prosody, disambiguating prosody

should be “automatically” present in any case – independent of the situation. However, if

prosody is less automatically connected to the structural properties of the utterance, but

used in a more controlled way by the speaker to support the interlocutor’s parsing of an

ambiguous utterance, then the use of prosody may vary more depending on the situation

and/or properties of the interlocutor. The latter assumption can be subsumed under models

of “situational dependence” and the former under models of “situational independence”.

Situationally dependent models, on the one hand, assume that prosodic realisations de-

23The following paragraphs are literally taken from study I published as Huttenlauch et al. (2021).
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pend on the actual communicative situation. Prosodic cues are only necessary, and therefore

expected, if the speaker is aware of the ambiguity and the possible misunderstanding of the

interlocutor and if the context does not provide other, non-prosodic disambiguating cues.

Those other cues can be linguistic or non-linguistic. Models assuming situational depen-

dence of prosodic realisations predict that speakers use prosody differently when addressing

interlocutors with different needs or, more generally, that speakers use prosody differently

in different communicative or contextual situations. Situational dependence supports the

view that prosody is realised for the interlocutor – to help them derive the intended mean-

ing. In that sense, the speech planning mechanism would be required to foreshadow for

any stage of the upcoming speech whether it is in fact ambiguous and lacks disambiguating

cues of any kind in order to evaluate the necessity for disambiguation (Speer et al. 2011:

87f.). Furthermore, in a strict interpretation of context dependence of prosodic cues, their

occurrence would then be more likely in situations, which do not provide any disambiguating

information and, thus, they should appear rather inconsistent and infrequent (Speer et al.

2011: 36f.). This inconsistency, however, would render them unreliable for comprehension

(see e. g., Kraljic & Brennan 2005: 196).

Situationally independent models, on the other hand, assume that prosodic realisations

are largely independent from actual interlocutors or the communicative/contextual situa-

tion. Under such accounts prosodic cues are produced automatically and their realisation is

affected by grammatical factors such as phrase structure, information status, or phonological

length (Kraljic & Brennan 2005, Speer et al. 2011: 37). In this view, prosody is not primarily

realised for the interlocutor, but more automatically “for” the speaker. Since prosodic cues

are interpreted as depending on linguistic factors, their occurrence should be rather common

and frequent, which would make them reliable for comprehension (Kraljic & Brennan 2005,

Speer et al. 2011).

Overall, there is evidence supporting the situationally dependent (Allbritton et al. 1996

and Snedeker & Trueswell 2003) and the situationally independent account (Schafer et al.

2000, Kraljic & Brennan 2005, Wagner 2005, and Speer et al. 2011) on the disambiguating

function of prosody. Detailed descriptions of the exemplar studies are given in the corre-

sponding section of study I and are not repeated here to limit repetitions. Differential findings

might be related to task differences (e. g., instruction, presence of an interlocutor, degree of

interaction between speaker and interlocutor, potential for misunderstandings, awareness of

the ambiguities) or the complexity or length of the to-be-produced structures (e. g., longer

utterances in Speer et al. 2011 than in Snedeker & Trueswell 2003). For a detailed discus-

sion on these differences see Kraljic & Brennan (2005), Snedeker & Trueswell (2003), and

Speer et al. (2011). The latter also discuss the option of an intermediate position between

situational dependence and independence (Speer et al. 2011: 37f.).
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3 Aims of this thesis

Prosody is highly relevant for the resolution of structural ambiguities and for transmitting

communicative aspects including individual features of the speaker and the situation in which

the communication takes place. To evoke prosodic adaptations to different conversational

contexts (context) we elicited productions with a within-subject manipulation of context in

a referential communication task (studies I, II, and IV). Context had five levels and involved

interlocutors in three age groups (child, young adult, elderly adult) with German as L1 in

the absence of background white noise, the young adult with background white noise, and

a young adult without German as L1. The interlocutors were audio-visually present on a

screen. We considered (individual) prosodic variability at different levels: (i) between-group

variability in the productions of young and older adult speakers (study II) and, within the

age group of young adults, (ii) inter-individual and (iii) intra-individual variability (studies I,

III, and IV). Prosodic disambiguation was studied with a focus on German name sequences

of three names (coordinates) in two conditions: without (Name1 and Name2 and Name3)

and with ([Name1 and Name2] and Name3) internal grouping of the first two names in two

production studies (studies I and II) and one comprehension study (study III). The study of

coordinates was complemented with production data of locally ambiguous sentences with a

case-ambiguous first noun phrase (NP1, study IV). The thesis focuses on the following three

aims.

The first aim is to improve our understanding of the form of prosodic grouping studied

in the distribution of the three prosodic cues, f0-movement, final lengthening, and pause, in-

volved in the ambiguity resolution in the case of coordinates in German. This aim addresses

two sub-points. With the first sub-point we aim to replicate the involvement of the three

prosodic cues, f0-range, final lengthening, and pause, in the ambiguity resolution of coordi-

nates and to extend them to older adult speakers. With the second sub-point we aim to

deepen the insights of the distribution of prosodic cues within the utterance addressing the

question whether the cues are globally or locally used in production and comprehension.

The data were discussed in terms of the Proximity/Similarity model by Kentner & Féry

(2013). This model makes predictions for structures with internal grouping compared to

the baseline without internal grouping. For elements inside a group, the model predicts

smaller prosodic cue values (weakening of the prosodic boundary on Name1, proximity),

while for elements across groups, larger prosodic cue values are predicted (strengthening of

the prosodic boundary on Name2, anti-proximity). Data of two production studies (studies I

and II) and one comprehension study (study III) are included in the analysis of the first aim.

The second aim is to deepen our knowledge of the relationship between prosody and

syntax by investigating whether the close link between prosody and syntax is maintained

in different conversational contexts or whether the aforementioned disambiguating prosodic

cues are modified when speakers address different interlocutors with possibly different needs.
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If disambiguating prosody is ‘automatically’ present independent of the context (or the situ-

ation), we interpret this as a rather direct link between prosody and syntax (situational

independence of disambiguating prosody). However, if disambiguating prosody is less au-

tomatically connected to the structural properties of the utterance, but used in a more

controlled way by the speaker to support the interlocutor’s parsing of an ambiguous utter-

ance, then disambiguating prosody appears as rather situationally dependent. To study this

aim, productions of coordinates addressed to different interlocutors were analysed.

The third aim is to discuss possible generalisations of the findings on prosodic grouping.

The aim is divided into three sub-points. In the first sub-point, we discuss structured

variability and how it supports a phonological category of grouping. In the second sub-

point, we discuss whether a relative character of the strength of prosodic cues in grouping

conflicts with reliable decoding of early cues. In the third sub-point, we come back to

the starting point looking for prosodic disambiguation in another syntactically ambiguous

structure, namely data on locally ambiguous sentences (study IV).
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4 Experimental Work

In the following section, we address methodological considerations of production and com-

prehension regarding the investigation of variability. With respect to production, we present

thoughts regarding the controlled elicitation of variability in production data and the pro-

cedure of the production studies. With respect to comprehension, we reflect about a re-

searchers’ access to the intention of the speakers via a so called perception check and about

a researchers’ access to the time domain of comprehension of disambiguation with a gating

paradigm.

4.1 Methodological considerations: Production

Production was targeted in the studies I, II, and IV. When eliciting speech productions,

researchers try to control speakers’ productions with regard to the aspects under study by

manipulating the items accordingly. To do so, researchers create items in a way that triggers

speakers to produce speech samples that contain the features they want to study. When

researching natural speech production, it is often impossible to explain to speakers in detail

what the researchers are interested in. On the one hand, in exploratory research, fine-

grained details of certain aspects can be still unknown. On the other hand, researchers may

be interested in speaker-specific and explicitly non-normative productions. In both cases, it

is not in the spirit of independent research to recite the items to the speakers, which are

therefore only presented in written form or triggered in another non-verbal way. The study

of prosody bares the additional complication that for some prosodic phenomena written

equivalents are lacking. At this point, we do not want to distract from the fact that scripted

speech collected in the laboratory is in its naturalness incomparable to real spontaneous

speech. One can argue, that “this is compensated for by the control over linguistic and

contextual variables” offered by formal test procedures (Peppé et al. 2000: 332). Since

the linguistic phenomena studied in this thesis do not occur very frequently in spontaneous

speech, we have opted for semi-spontaneous speech, which makes it possible to collect enough

comparable repetitions for statistical analysis. Another challenge is the controlled study of

a research topic that is variable in its very name: variability. In the next section, we address

the challenge of controlled elicitation of variability.

4.1.1 Contexts & referential communication

It is a challenge to capture variability in prosodic productions in a controlled way, as there

are many causes of variability. Here, we focus on variability within the same language,

between age groups and between as well as within individuals.

Inter-individual variability can be studied in data containing productions of the same

speech material produced by different speakers in a comparable setting. Apart from speech
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samples that are comparable between individual speakers, no special design is required. How-

ever, for the study of intra-individual variability, a source that triggers individual variability

is needed. In the context of the present studies, we aimed to elicit variability in response

to different conversation partners (interlocutors) and the absence or presence of background

white noise.

The creation of a methodological design requires various decisions including: (i) type

and number of interlocutors, (ii) virtual or physical presence of interlocutor(s), (iii) degree

of control on the setting in which interlocutor and speaker interact, and, along with it, (iv)

type of speech to be recorded. It is clear that the above-mentioned aspects are mutually

dependent, as the decision on the type of interlocutor can determine whether the interlocu-

tor can be physically present or not. With respect to the presence of the interlocutor(s),

both options have their advantages and disadvantages. An advantage of a physically present

interlocutor is the larger naturalness of the communicative situation. For aspects of natural-

ness, spontaneous speech data are desirable. However, spontaneous speech is highly variable

and each person present in the recording situation, including the experimenter, possibly con-

tributes to further sources of variability, simply by day-to-day changes in mood, clothing,

and the rendering of stimuli if they are presented orally24. Furthermore, if the data record-

ing extends over a longer period of time (e. g., months or years), it becomes more difficult

to avoid changes in the performance of a physically present interlocutor due to habituation

and natural changes such as ageing, especially in the case of a child interlocutor. Not to

mention the challenge of coordinating a larger number of interlocutors for each recording

session in terms of time and availability. These aspects accumulate to the disadvantages of a

physically present interlocutor. In contrast, a recording situation with a virtual interlocutor

permits to expose each participant to the same scene and to record in different locations

(cf. advantages listed by Enzinna & Tilsen 2019). Further advantages are, that the data are

easier to control, all speakers hear the same speech sample (Enzinna & Tilsen 2019: 30). The

recording situation remains artificial, however, the speech is recorded in an interaction-like

setting. The speech responses are triggered by audio input compared to written stimuli,

which makes them closer to a natural conversation. With respect to the setting in which

interlocutor and speaker interact, a referential communication task provides the possibility

of a controlled and semi-interactive setting. It allows to control the verbal response in terms

of structural complexity, lexical, and segmental content (Leinonen & Letts 1997: 54). The

term referential communication refers “to communicative acts [...] in which some kind of

information is exchanged between two speakers” (Yule 1997: 1). The need to communicate

is created by a kind of barrier that prevents one participant from seeing materials that might

be available to the other, so that the latter has to provide knowledge to the first participant

(Leinonen & Letts 1997: 54). A barrier can be a screen between the speakers or different

24The influence of the experimenter on participants’ behaviour is still little explored. The influence of the

experimenter’s identity (race and accent) on children’s waiting behaviour was studied by Pierre et al. 2023.
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rooms that make it necessary to communicate via telephone or another type of device. The

materials include pictures, maps, or game boards of which there are two similar versions

with small differences. Interactive/cooperative communication is encouraged by tasks such

as finding differences between the pictures (e. g., Diapix in Van Engen et al. 2010, Hazan

& Baker 2011), describing directions on a map (e. g., map task in Anderson et al. 1991), or

helping the partner to complete their board (e. g., in Enzinna & Tilsen 2019, Hwang et al.

2015). The tasks can be combined with more or less restrictive instructions with respect to

the formulations or wordings to be used by interlocutor and speaker. This allows researchers

to influence the type of the elicited speech data.

We will now turn towards the methodological design used in the production studies I, II,

and IV. With respect to the previously discussed decisions, we chose (i) four female inter-

locutors differing in age and first language in situations without and with background white

noise that were (ii) virtually present in pre-recorded videos, (iii) in a semi-interactive refer-

ential communication task, (iv) triggering the production of two different types of responses

from the speakers by requesting missing information that was accessible to the speakers.

Our aim was to explore the effects of the type of interlocutor and the absence/presence

of background noise on the variability between and within speakers’ productions of disam-

biguating prosody. The speakers’ task was to produce the study-specific items in response

to the interlocutors’ trigger question: in studies I and II coordinated name sequences and

in study IV locally ambiguous sentences25. Our design contained five different contextual

settings, that will henceforth be referred to as contexts. The contexts involve four different

female interlocutors: a young adult (young), a child (child), an elderly adult (elderly),

a young non-native adult speaker of German (non-native), and the young adult in a noisy

environment (with background white noise, noise). In each context, the speakers enroled in

a referential communication task with the current interlocutor. The coordinates were elicited

in all five contexts, while the locally ambiguous sentences were elicited in the young and

elderly context only.

The interlocutors presented themselves audio-visually to the speakers in two video clips in

each context. Presenting the interlocutors in pre-recorded videos limited influencing factors

and made us independent of the availability of our interlocutors. Furthermore, it allowed

us to collect data with the same interlocutors over several months in 2018 and 2019 and to

keep the differences in recording settings between speakers minimal. One video contained

a personal introduction of the interlocutor and the other the instructions for the task. To

25The structure of the items is presented in more detail in the respective studies. For a better understanding

of the design, both types of items will be described here only briefly. In the studies on coordinates, the items

consisted of a sequence of three names coordinated with und (‘and’) displayed on the screen. The internal

grouping was indicated by parentheses around the grouped names. The absence of parentheses displayed

the condition without internal grouping. In the study on locally ambiguous sentences, the items consisted

of written transitive verb-second main clauses and corresponding black-and-white line drawings depicting

agent, patient, and the action.
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minimise the influence of non-person-specific factors, the interlocutors in the videos wore

similar monochrome clothing and all sat in front of a light neutral background (cf. Figures

2, 3, 4, and 5; note: faces were not pixelated in the experiment). During video recording,

the interlocutors were asked to look into the camera and speak with few gestures and little

movement.

Figure 2: young and noise interlocutor.

Fictional persona Hannah (24 years old), originally from

Eberswalde (Brandenburg area). Hannah moved to Potsdam

to study biology, lives there in a shared flat and likes the

parks in Potsdam. White noise was presented auditorily in

the noise context.

(True) demographic data: 21 years old, first language: Ger-

man, origin and current residence in the Berlin-Brandenburg

area.

Figure 3: child interlocutor.

Fictional persona Carlotta (6 years old). Carlotta was born

and raised in Potsdam. Carlotta goes to school and her par-

ents pick her up from there. She likes horse riding and is good

at swimming.

(True) demographic data: 7 years old, first language: Ger-

man. Current residence in the Berlin-Brandenburg area since

the age of 4.

Figure 4: elderly interlocutor.

Fictional persona Maria Korbmacher (82 years old). Lives

currently in Potsdam, for two years in an old-age home with

her husband. Maria Korbmacher is a retired school teacher

and starts to forget things from time to time.

(True) demographic data: 89 years old, first language: Ger-

man, origin and current residence in the Berlin-Brandenburg

area.

In the introduction video, each interlocutor introduced her character in a few sentences

and told about her fictional demographic background, including information about her name,

age, origin, occupation, place of residence, and some interests (see texts next to the Figures

2, 3, 4, and 5; the exact wording of their presentations is given in Appendix A of study I.).
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Figure 5: non-native interlocutor.

Fictional persona Zsófi (26 years old). Zsófi is an exchange

student living in Potsdam that started to learn German one

year ago. Zsófi lives in a shared flat and enjoys doing sports.

(True) demographic data: 32 years old, first language: Hun-

garian, origin: Hungary, current residence in the Berlin-

Brandenburg area, in Germany for < 3 years.

The (true) demographic data of the person behind the fictional interlocutor are also given

in the captions next to the Figures 2, 3, 4, and 5.

In the instruction video, the interlocutor explained the upcoming task. The text of the

instruction differed between the studies on coordinates and the study on locally ambiguous

sentences. For the elicitation of coordinates, the interlocutor instructed the speaker to utter

the name sequences in a way that would allow the interlocutor “to understand as rapidly and

accurately as possible who is coming together”. The wording of the instruction for the task

was nearly the same for all contexts but the adult interlocutors addressed the speakers in

the formal way using German Sie (you), while the child used the informal Du (you), which

reflects prescriptive German pronoun use. The complete wording of the instructions is given

in Appendix A of study I. For the elicitation of locally ambiguous structures, the speakers

were asked to utter the sentence written below the highlighted one of two pictures in a way

that would allow the interlocutor “to understand as rapidly and accurately as possible” what

they see. As only adult interlocutors were present in study IV, speakers were addressed by

formal Sie (you) throughout. The exact wordings of the instructions are given in Appendix

A of study IV. The durations of the instruction videos are given in Table 1. For the locally

ambiguous sentences, all five contexts were recorded, although only two contexts were used

in study IV (the durations for the unused contexts are given in smaller font size).

For the noise context (noise), the young interlocutor was exposed to the same white

noise that was later played to the speakers in the recording session. She heard the noise via

in-ear headphones, which were invisible in the video clip. Instead of presenting herself again,

she reminded the speakers of who she was and that they should do the task with her again.

Furthermore, she commented on the noise in the background and repeated the instruction

for the task, adding to the usual wording that she was going to be the interlocutor again.

To create the referential communication, each trial began with a question produced by

the interlocutor of the current context (henceforth referred to as trigger question). This

triggered the production of the study-specific item and reminded the speaker of their current

interlocutor. For eliciting the coordinates, the trigger question was Wer kommt? (‘Who is

coming?’) with a mean duration of 0.94 seconds (SD : 0.028 seconds, for individual values
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see Table 1). The production of locally ambiguous sentences was triggered by the question

Was sehen Sie? (‘What do you see?’) with a mean duration of 1.03 seconds (SD : 0.073

seconds, for individual values see Table 1). For the two contexts used in study IV (young

and the elderly interlocutor), the mean duration of the trigger question is 0.98 seconds

(SD : 0.074 seconds).

Table 1: Durations of videos and trigger questions of the five contexts (in seconds). Numbers

in small font size mark videos that are not included in the presented studies.

young child elderly non-

native

noise

introduction video 28 18 41 30 17

instruction video

coordinates 21 19 35 24 22

locally ambiguous sentences 22 23 32 28 21

trigger question

who is coming? 0.892 0.956 0.961 0.932 0.953

what do you see? 0.931 1.134 1.036 1.034 1.010

In summary, the aim was to study variability in speakers’ prosodic realisations in a con-

trolled way. Variability was elicited in a referential communication task with different inter-

locutors in the absence or presence of background white noise (contexts). The interlocutors

were pre-recorded so that all speakers received the same audio-visual input, which enables

comparability of the data collected. Each trial began with a question from the interlocutor

that triggered the speaker to respond producing the item shown on a screen.

4.1.2 Parallel experimental procedure

Closely related to the decision for an experimental design that enables comparability be-

tween participants is the question of the experimental procedure. A uniform experimental

procedure makes it possible to compare the results of different studies with each other. We

used the same procedure to collect data in the production studies independent of the type

of stimuli (coordinates in studies I and II and locally ambiguous sentences in study IV). The

speakers were asked to utter the stimuli to the interlocutors in a kind of question-answer

dyads. The interlocutors asked questions (trigger question) and the speakers answered with

the given item. There was no further turn by the interlocutor (i. e., no queries).

The studies took place in a sound-attenuated recording booth in the acoustics laboratory

at the University of Potsdam. Speakers were seated in front of a screen wearing a headset

with over-ear headphones and a microphone. Speakers were presented with a referential

communication task including contexts with different interlocutors and the absence/presence
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of noise (contexts, further details in the previous section). Contexts were presented in blocks,

always starting with the young context, which served as a baseline in the analysis. Each

block started with a presentation of the interlocutor and the instruction for the task, both

presented audio-visually on the screen spoken by the interlocutor. In the test phase, the video

of the interlocutor was replaced by the presentation of the target items. The interlocutor

addressed the speakers auditorily with the trigger question.

In the studies on coordinates, the test phase consisted of five blocks, corresponding to

the five experimental contexts (young, child, elderly, non-native, noise) in which

speakers were asked to produce the coordinated name sequences in the two conditions: with-

out or with internal grouping. Each item was presented in each context once (study I) or

twice (for older speakers in study II), hence, speakers produced each item five or ten times,

respectively. The young context, as the baseline context, was always presented first, the

other four contexts were presented in randomised order. In each context, items were pseudo-

randomised using different lists (a more detailed description of the randomisation is given

in study I). Each block started with the two video clips and during the test phase, for each

trial, speakers saw a fixation cross on the screen while they heard the trigger question Wer

kommt? (‘Who is coming?’). After 1000 ms, the fixation cross was replaced by the visual

presentation of a name sequence in one of the two conditions, which stayed on the screen

for 5000 ms. The task was to produce the name sequence in a way that would allow the

interlocutor to know who was coming together: all three persons together or the first two

persons together with the third person alone. The sound recording started together with the

presentation of the name sequence and continued for 1000 ms after the names disappeared,

see Figure 6 left panel.

Figure 6: Experimental procedure and timing of one trial for the elicitation of coordinates

(left panel) and locally ambiguous sentences (right panel).

In the study on locally ambiguous sentences, the test phase consisted of two blocks,

the young interlocutor (baseline) presented first and the elderly interlocutor in a second

block. Parallel to the procedure on coordinates, each block started with the two video clips

of the current interlocutor. Then, each trial started with a fixation cross on the screen

that was replaced after 1000 ms by the target and the foil picture with the corresponding
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sentences written below the pictures. After a preview time of 4000 ms, the target picture

was highlighted with a green frame along with the auditory presentation of the question Was

sehen Sie? (‘What do you see?’), see Figure 6 right panel. The task was to produce the

target sentence in a way that would allow the interlocutor to identify the target picture “as

rapidly and accurately as possible”; the speakers were told that the interlocutor would see

the same pictures (without the sentences) and had to find the matching picture. Speakers

produced each item twice, once addressing the young and once the elderly interlocutor.

4.2 Methodological considerations: Comprehension

Similar to inter-individual variability in production, inter-individual variability in compre-

hension can be studied in data containing responses to the same speech stimuli provided

by different listeners in a comparable setting. For the study of intra-individual variability,

potential sources to trigger individual variability are needed. Potential sources are any kind

of describable variability in the stimuli including (i) stimuli produced by different speak-

ers, versions of stimuli differing in (ii) degree or (iii) combinations of prosodic cues. In the

comprehension study (study III), we analysed in an exploratory way, whether the coordi-

nate productions of different speakers lead to different responses in comprehension. Binary

responses were collected in a gating paradigm.

As mentioned earlier, in the study of prosodic boundaries, production and comprehension

are intertwined. Researchers try their best to control speakers’ productions with regard to

their research interest. Speech productions are variable in many dimensions. Some of this

variability is random and some systematic. In the case of the coordinates (studies I and II),

the stimuli were intended to elicit two different conditions: (i) three names without internal

grouping and (ii) three names with the first two names grouped together. The written stimuli

contained parentheses around the names to be grouped to indicate the intended grouping. In

the analysis, we were interested in the prosodic realisation of the two conditions (ungrouped

vs. grouped). More specifically, we focused the analysis on the three prosodic cues: f0-

range, final lengthening, and pause. Further, the speech stimuli were elicited addressing

varying interlocutors. Measurable differences between productions addressed to different

interlocutors would gain in meaning if perceivable by listeners. In order to check whether

näıve listeners are able to perceive the conditions and addressed interlocutors, we conducted

a perception check. Listeners judgements were used to “pre-process” the productions before

running acoustic analyses.

4.2.1 Perception check

The perception check was conducted on the production data of studies I and II, to separate

productions where the grouping structure was perceived in the intended way by näıve listen-

ers from those where it was not. This separation allowed us to only include the first ones into
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the analysis on the use of f0-range, final lengthening, and pause between coordinates without

and with internal grouping (cf. Peppé et al. 2000: 322 for a similar selection of productions

for analysis). Intended refers to the conditions without or with parentheses, respectively,

presented to the speakers on the screen in the production study. As researchers we do not

have access to the speakers’ intentions while speakers conduct the study. For this reason,

we lack knowledge about whether a stimulus coded as grouped was produced intended as

grouped by a particular speaker. We are aware of the intrusion into the dataset that we make

by excluding individual productions and that, by this, our researchers’ degrees of freedom

influence the result (Roettger 2019). For a different research question, the exclusion of data

points may be less legitimate.

After each data collection (studies I and II), all recordings were auditorily presented

to näıve listeners (who had not taken part in the production experiments). Answers were

elicited in a two-alternative forced-choice decision task. Listeners were asked to indicate for

each production the perceived condition. To this end they were given two pictograms with

three persons each, one pictogram per condition (cf. Figure 7, picture A without and picture

B with internal grouping).

Figure 7: Pictograms used in comprehension studies on coor-

dinates, panel A for the condition without internal grouping,

panel B for the condition with internal grouping.

The production data of the young and older age groups were rated separately. The

recordings were distributed across different lists with 147 to 267 items. Each listener judged

one list and each list was judged by seven or eight listeners. Each list contained the complete

productions of several speakers plus a subset of productions from various speakers. The

subset was judged by all listeners of the corresponding perception check and constituted a

semi-random sample of all productions within age-group, containing at least one production

of each speaker and of each context.

The perception check was run in two versions: (i) in presence with a paper-and-pen

version and several listeners in the same room and (ii) as a web-based study. The main task

was in both versions the same: to listen to each production and to choose the matching one of

two pictograms given in Figure 7 (i. e., to identify the condition). The first version contained

the additional task to indicate the most probable addressee the name sequence was uttered

to (young adult, child, elderly, non-native, in noise; i. e., to identify the context). In the

in-person version there was no practice phase, while the web-based version started with four

practice items (as there was no possibility to ask questions). Independent of testing mode,

the perception check started with the presentation of the subset, followed by the remaining

productions of individual speakers, presented in blocks. Each of the lists contained some

productions twice, those, which were part of the subset and the following productions. In

the case of repetitions, only the first judgement was considered.
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In the analysis of the perception check, the exclusion threshold for individual productions

was set to a hit-ratio of 2 SD below the mean ratio, as suggested by standard assumptions on

the exclusion of data points (e.g., Howell et al. 1998). First, for each listener, we counted the

number of congruent rates (i. e., correct identifications of the intended grouping/condition

and context, referred to as hit-rate). If, for a given listener, the hit-rate was 2 SD below

the mean hit-rate of all listeners, all ratings of this listener were excluded. Second, for each

individual production, we calculated the ratio of the hit-rate to the number of total rates.

hit-ratio =

∑
hit-rate∑

total rates

We used the ratio instead of the absolute hit-rate since individual productions were rated

by a varying number of listeners. We then calculated the mean ratio of all productions as

well as the standard deviation. Only the ratings of condition influenced the exclusion of

individual productions: productions for which the ratio of the hit-rate was more than 2 SD

below the overall mean ratio of hit-rates were excluded from further analyses.

4.2.2 Gating paradigm

The speech stream is processed online. In addition to investigating whether listeners perceive

prosodic disambiguation between two conditions in auditory stimuli in the intended way, the

question of how early in the stimulus listeners can reliably make this distinction is another

topic to investigate. In the perception check on coordinates, listeners were asked to choose

between the two conditions after hearing a complete three-name sequence. However, the

two conditions differ in the structure of the first two names. Therefore, the question arises,

whether listeners can distinguish between the two conditions, even when they hear the initial

part of the sequence. And further, what minimal number of segments of the three-name

sequence is sufficient for listeners to reliably distinguish between the two conditions? To

investigate this, a speech stimulus can be played repeatedly with its duration increasing

with each iteration. At the beginning it is a short part, in the next iteration the duration

is increased. After each iteration, the listeners are asked to guess the stimulus presented

and indicate how confident they are about their guess. Grosjean (1980) introduced such an

experimental paradigm that allows to study the online processing of speech stimuli as “gating

paradigm”. This paradigm “is particularly useful for assessing how much acoustic/phonetic

information is needed for a word to be identified correctly” (Grosjean et al. 1994: 597).

In their studies, Grosjean (1980) and Grosjean et al. (1994) used the gating paradigm to

investigate spoken word recognition, but Grosjean (1980) also mentions its potential use

“to study such issues as the effect of prosodic cues and perceptual strategies on sentence

processing” (Grosjean 1980: 267). The varying duration of the stimulus is referred to as

“presentation time” or “gate” (Grosjean 1980: 267). In the area of sentence processing, the

gating design has been used, among other, to investigate the prediction of sentence length
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(Grosjean & Hirt 1996) and the distinction between questions and statements (Petrone &

Niebuhr 2014).

We used the gating paradigm in study III to investigate at what time in the coordinate

structure listeners are reliably able to predict the structure of the presented coordinate

sequence. The gates were extended syllable by syllable, starting with one syllable at gate 1.

Gate 2 contained two syllables (the complete first name), gate 3 three syllables and so on

until gate 7, that contained the complete sequence. Figure 8 shows the timing of the first

two gates of a stimulus. All seven gates belonging to a coordinate sequence were presented

one after the other with increasing duration.

Figure 8: Experimental procedure and timing of trials in the gating paradigm with gate1

and the beginning of gate2 of a coordinate stimulus.

The study took place in the same setting as the production studies in a sound-attenuated

booth in the acoustics laboratory at the University of Potsdam. Listeners participated in

individual sessions. They were seated in front of a wide screen wearing a headset with over-

ear headphones. Answers were elicited in a two-alternative forced-choice decision task and

given via button press. The two alternatives were exemplified in two pictograms showing

three persons without or with internal grouping (cf. Figures 7 and 8). After their decision

for one of the two conditions, listeners were asked about their confidence on a 7-point scale.

The test phase was preceded by a practice phase with two gated utterances, one for each

condition.
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Study I

5 Study I

Production of prosodic cues in coordinate name sequences

addressing varying interlocutors26

Abstract

Prosodic boundaries can be used to disambiguate the syntactic structure of coordinated

name sequences (coordinates). To answer the question whether disambiguating prosody

is produced in a situationally dependent or independent manner and to contribute to our

understanding of the nature of the prosody-syntax link, we systematically explored variability

in the prosody of boundary productions of coordinates evoked by different contextual settings

in a referential communication task. Our analysis focused on prosodic boundaries produced

to distinguish sequences with different syntactic structures (i.e., with or without internal

grouping of the constituents). In German, these prosodic boundaries are indicated by three

major prosodic cues: f0-range, final lengthening, and pause. In line with the Proximity/Anti-

Proximity principle of the syntax-prosody model by Kentner & Féry (2013), speakers clearly

use all three cues for constituent grouping and prosodically mark groups within and at

their right boundary, indicating that prosodic phrasing is not a local phenomenon. Intra-

individually, we found a rather stable prosodic pattern across contexts. However, inter-

individually speakers differed from each other with respect to the prosodic cue combinations

that they (consistently) used to mark the boundaries. Overall, our data speak in favour of a

close link between syntax and prosody and for situational independence of disambiguating

prosody.

5.1 Introduction

Syntactic ambiguities, like the internal grouping of sequences, see example (23), are a com-

mon phenomenon in many languages. In spoken language, such ambiguities can be resolved

by prosodic phrasing, phonetically indicated by modified prosodic cues. If the answer to the

question Who will bring a spare bike for the trip? were (23), the lexical string alone would

not clearly indicate whether there will be one, or two, or three bikes. This is because the

phrase has three possible readings depending on the grouping of the coordinated names: one

bike could be brought by all three persons together, or two of them could bring one bike

together and another person brings a second bike, or each of them could bring their own

26An adapted version of this chapter has been published as Huttenlauch, Clara, Carola de Beer, Sandra

Hanne & Isabell Wartenburger. 2021. Production of prosodic cues in coordinate name sequences addressing

varying interlocutors. Laboratory Phonology 12(1). 1–31. doi:10.5334/labphon.221. This study is written in

American English.
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bike, respectively.

(23) Caro and Lea and Jana.

The syntactic grouping of the names in (23), however, can be disambiguated by prosodic

cues which lead to the perception of a boundary that will be referred to as prosodic boundary

(Frazier et al. 2006, Holzgrefe-Lang 2017, Kentner & Féry 2013, Wagner 2005), marking the

intended syntactic grouping. As such, there is a close link between syntax and prosody from

the perspective of the listener/interlocutor and the speaker as well. At the phonetic level, in

German, the language studied here, three main cues in two domains are used for prosodic

boundary marking in spoken language production: in the tonal domain, pitch change, mostly

realized as a rise in fundamental frequency (f0) and in the durational domain, lengthening of

the syllable or segment immediately preceding the boundary (final lengthening) and pause

at the boundary (for German: Gollrad et al. 2010, Kentner & Féry 2013, Peters et al.

2005, Petrone et al. 2017). The pitch change is operationalized as fundamental frequency,

abbreviated to f0 and used interchangeably with pitch in this paper, even though pitch refers

to the perceptual correlate and f0 to the acoustic measure. Pitch changes have been shown

to be relevant in coordinates already in the seminal works of Ladd (1986) for English and

van den Berg et al. (1992) for Dutch.

These examples illustrate that syntactic structure and prosody are closely related to each

other. However, it is still a matter of debate, how this link is represented in the linguistic

system: Whether the phonology-syntax mapping follows a fixed, categorical, phonological

hierarchy in which certain syntactic categories are mapped to certain phonological units, such

as the phonological phrase or the intonational phrase with particular phonetic characteristics

(e. g., Nespor & Vogel 1986), or whether this mapping is more flexible and characterized by

rather relative or gradient phonetic correlates (e. g., Wagner 2005). Moreover, it is being

discussed which function disambiguating prosody actually fulfils in the situation in which it

is being produced, that is, whether it is produced mainly for the sake of the interlocutors or

for the speakers themselves (e. g., Speer et al. 2011). The latter case would point towards

situational independence of prosodic realizations whereas the first scenario would indicate

that prosody production is situationally dependent.

To address the question whether disambiguating prosody is produced in a situationally

dependent or independent manner and to contribute to our understanding of the nature

of the prosody-syntax link, we will compare prosodic realizations in varying situations be-

tween and within individuals. Specifically, we study inter- and intra-individual variability

in spoken productions of name sequences in German coordinated with und (Engl. and),

hereafter referred to as coordinates. We will focus on two conditions of these coordinates:

one without internal grouping referred to as nobrack (see 24) and another condition with

internal grouping, in which the first two names are grouped together in one sequence and the

third name is a separate sequence, referred to as brack (see 25). For easier reading, brackets
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around the grouped names will indicate the structure. Regarding the question of the number

of bikes, in (24) there would be one spare bike while in (25) there would be two spare bikes.

(24) without internal grouping (nobrack): [Moni und Lilli und Manu]

(25) with internal grouping (brack): [Moni und Lilli] und Manu

In the following we will briefly introduce previous findings on the functional role of dis-

ambiguating prosody (5.1.1, on page 51) and on individual variability in prosody production

(5.1.2, on page 53). Then we summarize theories on the prosodic phrasing in coordinates

(5.1.3, on page 55).

Function of disambiguating prosody: For the speaker or for the interlocutor

The function of (disambiguating) prosody concerns, in short, the question whether prosody

is produced mainly for the interlocutors or for the speakers themselves. This goes in line with

the question in how far the prosodic realization of an utterance is dependent or independent

from the actual situation in which it is being produced. If there is a rather direct link

between syntax and prosody, disambiguating prosody should be “automatically” present in

any case–independent of the situation. However, if prosody is less automatically connected

to the structural properties of the utterance, but used in a more controlled way by the

speaker to support the interlocutor’s parsing of an ambiguous utterance, then the use of

prosody may vary more depending on the situation and/or properties of the interlocutor.

The latter assumption can be subsumed under models of “situational dependence” and the

former under models of “situational independence”.

Situationally dependent models, on the one hand, assume that prosodic realizations de-

pend on the actual communicative situation. Prosodic cues are only necessary, and therefore

expected, if the speaker is aware of the ambiguity and the possible misunderstanding of the

interlocutor and if the context does not provide other, non-prosodic disambiguating cues.

Those other cues can be linguistic or non-linguistic. Models assuming situational depen-

dence of prosodic realizations predict that speakers use prosody differently when addressing

interlocutors with different needs or, more generally, that speakers use prosody differently in

different communicative or contextual situations. Situational dependence supports the view

that prosody is realized for the interlocutor–to help them derive the intended meaning. In

that sense, the speech planning mechanism would be required to foreshadow for any stage

of the upcoming speech whether it is in fact ambiguous and lacks disambiguating cues of

any kind in order to evaluate the necessity for disambiguation (Speer et al. 2011: 87f.). Fur-

thermore, in a strict interpretation of context dependence of prosodic cues, their occurrence

would then be more likely in situations which do not provide any disambiguating information

and, thus, they should appear rather inconsistent and infrequent (Speer et al. 2011: 36f.).
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This inconsistency, however, would render them unreliable for perception (see e. g., Kraljic

& Brennan 2005: 196).

Situationally independent models, on the other hand, assume that prosodic realizations

are largely independent from actual interlocutors or the communicative/contextual situa-

tion. Under such accounts prosodic cues are produced automatically and their realization is

affected by grammatical factors such as phrase structure, information status, or phonological

length (Kraljic & Brennan 2005, Speer et al. 2011: 37). In this view, prosody is not primarily

realized for the interlocutor, but more automatically “for” the speaker. Since prosodic cues

are interpreted as depending on linguistic factors, their occurrence should be rather common

and frequent, which would make them reliable for perception (Kraljic & Brennan 2005, Speer

et al. 2011). In the following we introduce some exemplar studies which support either the

situationally dependent or the situationally independent account.

Allbritton et al. (1996) addressed the issue of situational in/dependence by testing

whether untrained, näıve speakers (vs. trained speakers) would spontaneously use prosody to

resolve syntactic ambiguities in various kinds of sentence types. The speakers were instructed

to read aloud “as if you were telling someone a story that you wanted them to understand”

(Allbritton et al. 1996: 716). It turned out that most näıve and trained speakers did not

prosodically disambiguate most of the sentences. Only if the instruction made them aware of

the ambiguity and asked them explicitly to produce two different versions, trained speakers

used prosody for disambiguation. This can be interpreted as a finding supporting situational

dependence. The authors concluded that either the role of prosodic cues for conveying the

underlying syntactic structure is limited or laboratory recordings cannot be generalized to

real-world settings (Allbritton et al. 1996: 732). Applying a more real-world setting, namely

a game-like interactive referential communication task, Snedeker & Trueswell (2003) con-

firmed the hypothesis that the relation between syntax and prosody is mediated by the

context. In their study, näıve participants produced clear prosodic groupings of attachment

ambiguities (“Tap the frog with the flower”) only in situations in which the context did not

provide sufficient information to situationally disambiguate the two possible meanings. The

authors concluded that “speakers produce [prosodic cues] primarily when they appear to be

necessary for clear communication” (Snedeker & Trueswell 2003: 128). Based on these two

example studies, one could conclude that the use of prosody for disambiguation depends on

the awareness of the speaker about the ambiguities and/or on whether the actual context

made both readings plausible. Prosody is thus mainly used for the interlocutor (cf. audience

design, Bell 1984).

In contrast, others found evidence in favour of situational independence: Using a co-

operative interactive game-board task, similar to Snedeker & Trueswell (2003), Schafer et al.

(2000), and Speer et al. (2011) found no evidence for a dependency of prosodic cues on situa-

tional disambiguation or discourse factors using global attachment ambiguities and temporal

closure ambiguities. The speakers produced prosodic cues independent of the communica-
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tive situation (even in only locally ambiguous sentences), but still with some flexibility or

variability in the choice of cues (Speer et al. 2011). This was also confirmed in another inter-

active game-like study design by Kraljic & Brennan (2005), who also found overall limited

effects of the context. In their interactive setting involving attachment ambiguities (“Put the

dog in the basket on the star”), speakers produced clear prosodic cues for disambiguation,

irrespective of the needs of their interlocutors (i.e., regardless of whether the contextual set-

ting provided disambiguating information or not) and irrespective of whether an interlocutor

was present or not. With respect to the function of prosody, they conclude that prosodic

marking emerges from the level of planning and articulation, that is, prosody is not pro-

duced dependent on the situation but rather automatically and situationally independent.

Similarly, for coordinate name sequences, Wagner (2005) found that prosodic boundaries are

produced independent of the context and independent of the need of the interlocutors to

comprehend, which implicates that prosody is mainly used “for” the speakers themselves, in

an automatic manner.

In sum, there is evidence supporting either of the two accounts on the function of prosody.

The differential findings might be related to task differences (e. g., instruction, presence

of an interlocutor, degree of interaction between speaker and interlocutor, potential for

misunderstandings, awareness of the ambiguities) or the complexity or length of the to-

be-produced structures (e. g., longer utterances in Speer et al. 2011 than in Snedeker &

Trueswell 2003). For a detailed discussion on these differences see Kraljic & Brennan (2005),

Snedeker & Trueswell (2003), and Speer et al. (2011). For the option of intermediate positions

between situational dependence and independence see also (Speer et al. 2011: 37f.).

Individual variability in prosody production

We now turn from the group level to the individual level and to the question of whether

individuals vary in their prosodic realizations. Variability between or within speakers is

interesting for two reasons. First, if all speakers reliably use disambiguating prosody to

distinguish between coordinates without and with grouping (example (24) vs. (25)), this

would indicate a close link between syntax and prosody (e. g., Nespor & Vogel 1986) and

situational independence (e. g., Speer et al. 2011). If, on top of the disambiguation, we would

also find variability across speakers in how they realize prosodic boundaries, this would add

evidence that the link between syntax and phonology is relational rather than categorical

(e. g., Clifton et al. 2002, Wagner 2005). Second, if speakers do not reliably disambiguate

the different syntactic structures (example (24) vs. (25)) or show within-speaker variability

in different contextual settings, this would speak in favour of situationally dependent mod-

els–and against a close prosody-syntax link. So far, the issue of inter-individual variability

concerning prosodic boundary production in coordinates has been explored only scarcely

(one exception, for German, being the work by Petrone et al. 2017, or, for English, the
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findings by Allbritton et al. 1996, and Lehiste 1973b), and variability induced by different

situational contexts has, to the best of our knowledge, not been studied yet.

Regarding variability between speakers (i.e., inter-individual variability), Petrone et al.

(2017) found that their speakers differed in how the prosodic boundary was realized in

coordinates with internal grouping (i.e., they found multiple types of prosodic boundaries):

Only two out of 12 speakers consistently used the same f0-contour, namely a rise. Although

production of a rise was also the predominant contour in six further participants, these

additionally employed a high plateau. Another three speakers varied between rise, high

plateau, and final fall to different degrees and one speaker produced either rises or falls. Using

similar three-name sequences, Lehiste (1973b) reported that two (English) speakers differed

in how they used durational cues for disambiguation (insertion of a pause vs. lengthening of

the coordinating element).

With respect to variability within speakers (i.e., intra-individual variability) induced by

contextual settings, specifically concerning the type of interlocutor, previous research has

focused on differences in prosodic realizations when children, elderly adults, or non-native

speakers are being addressed in comparison to young adult native speakers. Most studies

take the speech addressed to an adult native speaker of the language under investigation

as a baseline for comparisons. For easier reading, we will refrain from mentioning this

adult baseline in the following. For example, for attachment disambiguation, Kempe et al.

(2010) reported lengthened vowels when English-speaking adults addressed 2–4-year old

real or imaginary children and, in addition, found longer pause durations. Other studies

investigated intra-individual variability in prosodic information per se (i.e., not focusing

on disambiguating prosody): Biersack et al. (2005) reported an increased pitch range and

higher f0-maxima as well as longer durations due to the lengthening of vowels in semi-

spontaneous speech addressed to a two-year old imaginary child in English. DePaulo &

Coleman (1986) also reported longer pauses in spontaneous English speech addressing a 6-

year old child. When it comes to prosodic cues in speech addressing a non-native interlocutor,

results are inconclusive: while one study involving English speakers found no differences

(DePaulo & Coleman 1986), another one found a lowered speech rate due to lengthened

pauses (Biersack et al. 2005), and Smith (2007) reported an increased f0-range and segmental

modifications leading to a more emphatic style in French. Regarding prosodic cues when

addressing elderly interlocutors in English, Kemper et al. (1995) reported a slower speech

rate due to prolonged vowels and more frequent pauses in spontaneous speech of a map task

with a physically present interlocutor. Although expected, they did not find exaggerated

pitch ranges. For German, Thimm et al. (1998) also reported more pauses as well as more

variation in intonation in spoken explanations of an alarm clock when a positively stereotyped

elderly person was addressed as opposed to a young adult.

As an alternative to the experimental manipulation of type of the (imaginary or real)

interlocutor, some studies varied the contextual setting via the presence or absence of noise.
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Speech production in noisy environments leads to increased f0-values and f0-range, increased

signal amplitude, increased word or segment durations, and spectral changes such as smaller

spectral slope (Davis et al. 2006, Folk & Schiel 2011, Garnier et al. 2006, Jessen et al.

2003, Junqua 1993, 1996, Landgraf et al. 2017, Lu & Cooke 2008, van Summers et al. 1988,

Varadarajan & Hansen 2006, Zollinger & Brumm 2011). These noise-dependent changes are

summarized under the term Lombard speech, tracing back to Étienne Lombard who first

described the noise-dependent increase in speech amplitude for French (Lombard 1911; as

cited in Zollinger & Brumm 2011). Lombard speech is also described as a source of inter-

and intra-speaker variability (Jessen et al. 2003, Junqua 1993, Stanton et al. 1988). For a

recent review on the neural mechanisms of the Lombard effect in humans and animals see

(Luo et al. 2018).

Prosody of coordinates (in German)

As our study specifically investigates the prosody of coordinates, we will briefly review some

relevant models on prosodic phrasing in coordinates which have been proposed in the past.

We will focus on the Proximity/Similarity model (Kentner & Féry 2013) since it has been

tested with German speakers in similar structures as we use in the current study.

With respect to the question how coordinates are prosodically phrased in English, Taglicht

(1998) formulated the “Coordination Constraint”. It specifies that the same hierarchical level

of intonational boundaries must be applied to all elements at the same syntactic level. Wat-

son & Gibson (2004) argue in their “Left hand side/Right hand side Boundary hypothesis”

that the likelihood of the presence of a prosodic boundary depends on the size of the pre-

ceding and following constituents because of processing demands: For larger constituents,

the speaker needs more refractory time to recover from the preceding constituent and more

time to plan the upcoming constituent, respectively. Wagner (2005, 2010) demonstrates

that, in coordinate structures, the relative strength of the boundary reflects the level of em-

bedding at the syntactic level and thereby confirms the close match between prosody and

syntax in coordinate structures. According to (Wagner 2010: 186) more deeply embedded

constituents “are separated from each other by weaker boundaries than constituents that

are less deeply embedded” and “constituents separated by relatively weaker boundaries are

perceived as grouping together”. In a similar vein, Kentner & Féry (2013) developed a

model that aims to account for both, processing demands, depending on the constituent

size or complexity, and demands of the syntactic structure, depending on the depth of syn-

tactic embedding. Their so called Proximity/Similarity model assumes two principles that

“interact to shape the prosody of syntactic structures” (Kentner & Féry 2013: 283) such as

coordinated name sequences. Proximity is related to the syntactic constituent structure and

states that “adjacent elements which are syntactically grouped together into one constituent

should be realized in close proximity” (Kentner & Féry 2013: 282). Similarity is related to
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the depth of syntactic embedding and refers to the idea that “constituents at the same level

of embedding should be realized in a similar way, that is, they should be similar in pitch

and duration, irrespective of their inherent complexity”; this principle is comparable to the

models of Taglicht (1998) and Wagner (2005, 2010) which assume that elements at the same

syntactic level are prosodically matched.

For the structures used in the present study ((24) and (25)), the Proximity/Similarity

model makes the following predictions: In coordinates with internal grouping, the principle

of Proximity predicts a weakening of the prosodic cues–compared to a coordinate without

internal grouping–at an element x if the neighbouring element to the right is part of the

same group as x (cf. the first name, i.e., Moni, in (25)). Reversely, Anti-Proximity predicts

a strengthening of a prosodic boundary if the right-adjacent element of x does not form a

group with x (cf. the second name, i.e., Lilli, in (25)). The Similarity principle predicts that

a simplex element at the same level of embedding as a complex constituent is, for instance,

lengthened to adjust its duration to the length of a complex constituent. This would be

relevant for groupings in which the first name is followed by a complex sequence on the

right (cf. Moni und [Lilli und Manu]). As the current study will focus on coordinates with

an internal grouping of the first two names (as in (25)), the Similarity principle will not

be discussed any further. In coordinates without internal grouping (considered the baseline

form, see (24)), all names are expected to be separated by boundaries of the same strength.

With boundary cue weakening, Kentner & Féry (2013) refer to the use of lower pitch

and shorter durations on the first grouped element compared to a non-grouped baseline,

while a strengthened boundary at the right edge of the grouped element is expressed by a

higher boundary tone and longer durations. On the final element of the coordinates (cf.

Manu in (24) and (25)), Kentner & Féry (2013) observed neutralization in duration and

f0-movement. The findings of increased duration of the word preceding the boundary and

a possible pause along with higher pitch at the prosodic boundary have been confirmed in

a further study on elicited coordinate productions in German (Petrone et al. 2017) and are

in line with results on prosodic marking of syntactic boundaries in spontaneous German

speech (Peters et al. 2005). What is still unclear with respect to the Proximity/Similarity

account is whether its assumptions also hold situationally independent. Until now, variations

in prosodic phrasing of coordinates within speakers across different situations/interlocutors

have not been explored sufficiently. In addition, it is unclear to which extend there is

variability across speakers and, specifically, whether the speakers differ in how they use and

combine the different prosodic cues to mark the prosodic boundaries.

Therefore, in our study, we use coordinate name sequences ((24) and (25)) to replicate the

findings of Kentner & Féry (2013) under different contextual settings, that is, in different

situations. At the same time, due to the focus on (24) and (25), our data will not be

sufficient to adjudicate among the models briefly introduced above in this section. Thus,

the current study will not directly contribute to the question as to whether–or to which
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extent–processing demands or the level of syntactic embedding drive prosodic realizations.

Instead, the main focus of our study is on inter- and intra-individual variability and its limits

in prosodic boundary production, the relation of the different prosodic boundary cues to one

another, and on the situational in/dependence of prosodic phrasing.

In summary, the functional role of disambiguating prosody or its situational in/dependence

has been studied by means of the presence or absence of contextual effects on prosodic

realizations–but remains largely inconclusive. The fact that participants are aware of an

ambiguity, the task setting (reading-out loud vs. interactive setting with real vs. imagined

interlocutors), the type of ambiguity (e. g., attachment ambiguities vs. pragmatic ambigu-

ities), the length of the to-be-produced utterance, the type of interlocutor (e. g., child vs.

adult), and other contextual factors, such as absence/presence of noise, seem to influence if

and how individuals use prosody to disambiguate syntactic structures. We are going to ad-

dress the question of situational in/dependence by comparing prosodic realizations in varying

situations within individuals. In addition, we will explore differences between speakers as

they will give us further insights into the nature of the prosody-syntax link.

Aims and hypotheses

In this study we systematically explore inter- and intra-individual variability in the produc-

tion of prosodic boundaries to get insights into the prosody-syntax relation and the function

of prosody. According to situationally dependent models of prosodic phrasing (Allbritton

et al. 1996, Snedeker & Trueswell 2003, cf. audience design hypothesis, Bell 1984) we would

predict that, if speakers use prosody to disambiguate different syntactic structures at all

(e. g., because they are aware of the ambiguity and/or because an interlocutor is present in

the communicative situation), they vary considerably in their prosodic productions between

interlocutors with different needs. Contrary, according to situationally independent models

of prosodic phrasing (Kraljic & Brennan 2005, Schafer et al. 2000, Speer et al. 2011), we

would predict that speakers use prosody to disambiguate different syntactic structures in

any event, because they are doing it “automatically” during speech planning stages. The

prosodic realizations should hence be rather clear between conditions without and with inter-

nal grouping (example (24) vs. (25)), and consistent across different interlocutors–although

some variability between speakers is also expected (Speer et al. 2011: 88ff.).

We argue that the issues of within-speaker situational in/dependence and of between-

speaker in/variability are related to the underlying nature of the prosody-syntax link: If there

is a fixed relationship (and dependency) between prosody and syntax, we would predict that

speakers “automatically” produce prosodic boundaries in a rather fixed or stable manner

to disambiguate the syntactic structure, irrespective of the situation they are confronted

with (i.e., situationally independent). If, at the same time, the relationship between syntax

and phonology is relational or gradient (e. g., Wagner 2005), we would additionally predict
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some variability between speakers with respect to the phonetic correlates they employ to

disambiguate the syntactic structure.

Our study thus explores the effect of the type of the interlocutor and presence/absence

of noise on variability between and within speakers’ prosodic boundary realizations in a

controlled, semi-interactive setting. Specifically, the speakers are asked to utter coordinates

with vs. without internal grouping (such as (25) and (24)). The five different contextual

settings will henceforth be referred to as contexts. The contexts involve four different female

interlocutors: a young adult (young), a child (child), an elderly adult (elderly), and

a young non-native adult speaker of German (non-native) and a noisy environment (the

young adult with white background noise, noise).

Speakers are completely aware of the intended syntactic grouping of the coordinates and

are asked to utter the name sequences in such a way that the different virtual interlocutors

can resolve them. We will focus on the prosodic cues f0-range, final lengthening, and pause

at/after the first and the second name, as these are known to be modulated to indicate

prosodic boundaries. The results will be discussed referring to the Proximity/Similarity

model of syntax-prosody mapping (Kentner & Féry 2013). We will describe the interplay

and combined use of the prosodic cues of prosodic boundaries and how these are affected by

inter- and intra-individual variability as these will contribute to our understanding of the

prosody-syntax relation and the functional role of disambiguating prosody.

Our research questions are as follows:

(Q1) Prosodic disambiguation of coordinates: Can the findings of previous studies concern-

ing differences in the use of f0-range, final lengthening, and pause on the first and

on the second name in coordinates without internal grouping, such as (24), and with

internal grouping of the first two names, such as (25), be replicated?

(Q2) General context-dependent prosodic variability: To what extent do these prosodic

boundary cues vary in the five different contexts?

(Q3) Inter-speaker variability: Do different speakers show different patterns in their com-

bined use of the three prosodic cues within contexts?

(Q4) Intra-speaker variability: Do speakers show different patterns in their combined use of

the three prosodic cues between contexts?

Regarding Q1, based on the literature outlined in 5.1 (on page 55), we expect speakers

to mark the difference between coordinates with (25) and without (24) internal grouping in

line with the Proximity/Similarity model by Kentner & Féry (2013). More specifically, we

expect a prosodic boundary realized by an increase of final lengthening and an increased

f0-range at the right edge of the group (i.e., on the second name), as well as the insertion of

a pause after the grouping in (25) compared to (24). On the first name, we expect a decrease

in final lengthening and a smaller f0-range in (25) compared to (24).
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With respect to Q2, we confront speakers with five different contexts (young (base-

line), child, elderly, non-native, and noise) to disentangle the question of situational

in/dependence of prosodic variability. If speakers vary their productions between contexts,

we expect those variations to be in line with the literature mentioned in 5.1.2 (on page 53):

we expect speakers to mark the difference between conditions with and without internal

grouping in a more pronounced way in the non-baseline contexts. If the findings of pro-

sodic cue modifications for contextual situations in different sentence types are transferable

to coordinates and if the modifications found for English and French speakers also hold for

German, we expect an increase in segmental and pause durations as well as increased f0-

ranges for child and elderly. Due to inconsistent findings in previous studies regarding

a non-native interlocutor, we explore this context at a rather exploratory level and refrain

from a specific hypothesis. Regarding the presence of noise (noise), the literature predicts

an increase in f0 and segment durations. Note that the (noise condition is the only condi-

tion, which directly affects the speaker, because the virtual interlocutor AND the speaker

are confronted with the noise.

With Q3 and Q4, we expect to further disentangle the nature of the prosody-syntax link.

Regarding Q3, between-speaker in/variability in the combined use, that is, in the interplay of

the prosodic cues, will inform us about the type of link between syntax and phonology (i.e.,

fixed and categorical or relative and allowing for some flexibility). Regarding Q4, within-

speaker in/variability will give further insights into situational in/dependence of prosodic

cues on the individual level. These two research questions will be addressed in an exploratory

manner.

Overall, marked differences between contexts would speak in favour of situationally de-

pendent models and their absence for models of situational independence (given speakers

would prosodically disambiguate the conditions with and without grouping). If speakers

show inter-individual variability in how they employ and combine prosodic cues at the sur-

face to mark prosodic boundaries, this would speak in favour of models of relative boundary

strength (e. g., Wagner 2005).

5.2 Methods

Participants

16 monolingual German native speakers (sex: 13 female, 2 male, 1 other; age range: 19–34

years, mean: 25.75 years, SD : 4.6) took part in the study. They were recruited at the

University of Potsdam and were reimbursed or received course credits. Written informed

consent was obtained from all participants prior to the study. They were näıve to the

purpose of the study. The procedure for this study was approved by the Ethics Committee

of the University of Potsdam (approval number 72/2016). Participants (henceforth speakers)

reported normal or corrected to normal vision. Normal hearing was also confirmed by a
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hearing screening using an audiometer (Hortmann DA 324 series).

Stimuli

Items Stimuli were taken from (Holzgrefe-Lang et al. 2016) Holzgrefe-Lang et al. (2016)

and consisted of six sequences of three German names coordinated by und (Engl. and). Each

name sequence appeared in two conditions: without internal grouping (26) or grouping the

first two names together (27), resulting in 12 items overall. Grouping was visually indicated

by parentheses around the grouped names (see (27)).

(26) Name1 and Name2 and Name3

(27) (Name1 and Name2) and Name3

A total of nine different names was used. Six of these occurred as Name1 and as Name2

and ended in the high frontal vowel /i/ (Moni, Lilli, Leni, Nelli, Mimmi, or Manni) in

order to decrease glottalization. The remaining three names (Manu, Nina, or Lola) ended

either in /u/ or in /a/ and occurred only in the position of Name3. The names were

controlled for number of syllables (disyllabic), syllable structure (trochaic), and sonority of

the segments (only sonorant material was used to allow for better pitch tracking). Two

corpora (Google Ngram Viewer, https://books.google.com/ngrams retrieved on 06.08.2020

and dlexDB Heister et al. 2011) confirmed that the name combinations we used (e. g., “Moni

und Lilli”) were all non-frequent (no hits).

Contexts The five contexts (young, child, elderly, non-native, noise, see Figure 9

and Table 2) were evoked by videos, giving the speakers a visual-auditory impression of

their interlocutors. The noise for the noise context was created in Praat (Boersma &

Weenink 2017) using the formula randomGauss(0,0.7). For each context, the corresponding

interlocutor appeared in two video clips (introduction and instruction) and produced a trigger

question (see below).

In the introduction video, each interlocutor presented her character in a few sentences,

talking about her fictional demographic background, including information on her name, age,

origin, occupation, place of living, and some interests (Figure 9, for the exact wording of

their presentation see Appendix A on page 83). (True) demographic data of the interlocutors

are given in Table 2. Note, however, that these data were unknown to the speakers of the

production study.

In the instruction video, the interlocutor instructed the speakers to utter the name se-

quences in a way that would allow the interlocutor “to understand as rapidly and accurately

as possible who is coming together”. The wording of the instruction for the task was nearly

the same for all contexts but the adult interlocutors addressed the speakers in the formal
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Figure 9: Pictures and fictional names, ages, origins, and further information of the inter-

locutors present in the five contexts. Note: faces were not pixelated in the experiment; noise

was presented auditorily.

way using German Sie (you), while the child used the informal “Du” (you), which reflects

prescriptive German pronoun use.

For the noise context (noise), the young interlocutor was exposed to the same white

noise that was later played to the speakers in the recording session. She heard the noise via

in-ear headphones which were invisible in the video clip. Instead of presenting herself again,

she reminded the speakers of who she was and that they should do the task with her again.

Furthermore, she commented on the noise in the background and repeated the instruction

for the task, adding to the usual wording that she was going to be the interlocutor again.

In order to reduce the influence of non-person specific factors to a minimum, the inter-

locutors in the videos wore similar unicoloured clothes and were all seated in front of a light

neutral background (Figure 9). They were asked to look into the camera and to talk with

few gestures and little moving. The introduction and instruction videos had comparable

durations (cf. Table 2). In order to trigger the production of the name sequences and to

remind the speaker of their interlocutor, the speakers were played the question Wer kommt?

(‘who is coming?’) produced by the respective interlocutor of each context. The trigger

questions had a mean duration of 0.94 seconds (SD : 0.028 sec, see Table 2) and preceded

each trial (see 5.2 Procedure).
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Table 2: Information on the five contexts.

young child elderly non-native noise

(True) demographic data of the person behind the character of the fictional interlocutor

(unbeknownst to the speakers)

age (in years) 21 7 89 32 See

young

mother tongue German German German Hungarian

origin Berlin-

Brandenburg

area

moved to

Berlin-

Brandenburg

area at the

age of 4

Berlin-

Brandenburg

area

Hungary

currently living in Berlin-

Brandenburg

area

Berlin-

Brandenburg

area

Berlin-

Brandenburg

area

Berlin-

Brandenburg

area (in

Germany for

< 3 years)

Technical details of videos: durations in seconds

introduction video 28 18 41 30 17

instruction video 21 19 35 24 22

trigger question

wer kommt?

(‘who is coming’)

0.892 0.956 0.961 0.932 0.953

Procedure

Before the start of the recording session, the white noise was played to the speakers for one

second to familiarize them with the sound to be played in the noise condition in order to

prevent surprisal or scare effects during the experiment. The experiment then started with

a practice phase (four items which were not used in the actual experiment) followed by the

test phase. The test phase consisted of five blocks, corresponding to the five experimental

contexts (young, child, elderly, non-native, noise, see above) in which speakers

were asked to produce the coordinated name sequences in the two conditions, that is, with

or without internal grouping. Each of the 12 items was presented in each context, hence,

speakers produced each item five times. The textscyoung context, as the baseline context,

was always presented first, the other four contexts were presented in randomized order (cf.

Figure 9). In each context, items were pseudo-randomized using different lists. No more

than two items of the same condition followed one another. In addition, Name1 and Name2

62



5.2 Methods

were never repeated in two subsequent trials.

Each block started with the two video clips and during the test phase, for each trial,

speakers saw a fixation cross on the screen while they heard the trigger questionWer kommt?

(‘who is coming?’) via headphones. After 1000 ms, the fixation cross was replaced by the

visual presentation of a name sequence (i.e., the item) in one of the two conditions which

stayed on the screen for 5000 ms. The sound recording started together with the presentation

of the name sequence and continued for 1000 ms after the names disappeared, see Figure 10.

Recordings took place in a sound-attenuated booth in the acoustics laboratory of the

University of Potsdam via an Alesis io12 interface. Speakers wore a headset HSC 271 (AKG

Acoustics by Harman, www.akg.com) with over-ear headphones and a condenser microphone

and were seated in front of a wide screen monitor with 1920 x 1200 resolution and saw

the stimuli in Arial font of size 50. The experiment was run from a Dell laptop standing

outside of the recording booth using the software Presentation (Neurobehavioural Systems,

https://www.neurobs.com/; Version 20.1)

After the recording session, speakers completed some questionnaires which will not be

analysed.

Figure 10: Experimental setting and timing of two trials.

Perception check

Procedure In the production study described above, we recorded a total of 960 individual

productions: 6 name sequences ∗ 2 conditions ∗ 5 contexts ∗ 16 speakers. In order to verify

whether the intended internal structure (i.e., the grouping of constituents) is congruent with

the structure perceived by other näıve listeners, we ran a perception check of all 960 produc-

tions. Note that intended refers to the conditions with or without parentheses presented to

the speakers on the screen in the production study. We lack information about the intention

of the speakers at the time of production.

The perception check encompassed 32 listeners, who had not taken part in the production

experiment (sex: 22 female, 10 male; age range: 18–41 years, mean: 24.25 years, SD : 5.8).

They were recruited at the University of Potsdam and were reimbursed or received course
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credits. Another 10 listeners took part, but had to be excluded from the analysis due to

technical problems (n = 9) or German as a non-native language (n = 1).

Each listener judged a set of 267 out of the 960 productions, which consisted of the

total 60 productions of 4 speakers (4 speakers ∗ 60 recordings = 240) plus a subset of 27

productions from various speakers. The subset of 27 productions was judged by all listeners

and constituted a semi-random sample of all productions, containing at least one production

of each speaker and of each context. Furthermore, the subset included three productions

which to the first author seemed to mismatch between intended and perceived grouping.

The perception check started with the presentation of the subset, followed by the remaining

240 productions of four speakers, each presented in a block. The 960 productions of the 16

speakers were judged in four testing lists (4 lists ∗ 240 recordings = 960). Each list, and

therefore the productions of each speaker, was judged by eight listeners (8 listeners ∗ 4 lists

= 32 listeners in total). Each of the four lists contained some productions twice, those which

were part of the subset and the following 240 productions. In the case of repetitions, only

the first judgement was considered.

The perception check was run in sessions with several listeners at the same time. Two

pictograms with three persons each were used to depict the two conditions (Figure 11, picture

A without and picture B with internal grouping). The task was twofold: to listen to each

production and (1) to choose the matching pictogram (i.e., to identify the condition) and

(2) to indicate the most probable addressee the name sequence was uttered to (young adult,

child, elderly, non-native, in noise; i.e., to identify the context).

Figure 11: Pictograms used in the

perception check. Picture A de-

picts the condition without internal

grouping, picture B the condition

with internal grouping.

Analysis and results First, for each listener, we counted the number of congruent rates

(i.e., correct identifications of the intended grouping/condition and context, referred to as

hit-rate). Following standard assumptions on the exclusion of data points (e. g., Howell et al.

1998), if, for a given listener, the hit-rate was 2 SD below the mean hit-rate of all listeners, all

ratings of this listener were excluded. This was the case for one out of the 32 listeners, thus

ratings from altogether 31 listeners, rendering 8067 ratings overall entered the perception

check analyses (the 8067 ratings result from 27 productions in the subset ∗ (rated by) 32

listeners + 933 remaining productions ∗ (rated by) 8 listeners (= 8328) – 261 ratings of the

excluded listener).

Second, for each individual production (n = 960), we calculated the ratio of the hit-rate to
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the number of total rates. We used the ratio instead of the absolute hit-rate since individual

productions were rated by a varying number of listeners (in the subset: 31 listeners, for

the rest of the productions: 8 listeners, or 7 in the case of the excluded listener). We then

calculated the mean ratio of all productions as well as the standard deviation.

In what follows, we will report the ratings of condition and context separately. Only

the ratings of condition influenced the exclusion of individual productions: productions for

which the ratio of the hit-rate was more than 2 SD below the overall mean ratio of hit-rates

were excluded for further analyses.

With respect to the rating of condition, the mean ratio was 0.936 (SD : 0.1545), and we

thus used an accuracy cut-off level of 0.627. Applying this criterion, 38 productions were

excluded since their ratios fell more than 2 SD below the mean (3 productions of the subset

and 35 of the remaining productions). Nevertheless, the majority of all productions was

perceived with the intended grouping (689 out of 960).

A closer look at the excluded items reveals that productions with internal grouping were

twice as often not perceived as intended (25 with internal grouping, 13 without internal

grouping). Looking at the context of the excluded items, we observed that most incongruent

rates involved productions produced in the noise context (n = 15, with n = 11 in condition

brack), followed by productions produced in the young context (n = 10, with n = 7 in

condition brack), the child context (n = 7, with n = 2 in condition brack), the non-

native context (n = 5, with n = 4 in condition brack), and the elderly context (n = 1 in

condition brack).

Regarding the rating of the probable interlocutor (i.e., the listeners had to select the

context in which the coordinates were most probably produced), the hit-rates are overall

much lower than for condition. For only 21 out of the 960 productions (2%), all listeners

correctly identified the context. A closer look at these 21 productions reveals that 17 of

them were productions in the noise context and the other four in the young context.

An extended analysis revealed that, overall, in 12% of the productions (119 out of 960

productions), at least 75% of the listeners perceived the context in the intended way. These

119 productions are distributed across the five contexts as follows: 65 stem from the noise

context, 44 from the young context, 8 from the child context, 1 from the elderly, and 1

from the non-native context.

Segmentation and measurements

In addition to the 38 productions excluded based on the perception check, production data

of one speaker was excluded completely, because this speaker did not comply with the

task specified in the instructions for the experiment. Visual inspection revealed that the

speaker–consciously or not–misinterpreted the whole experimental setting: the productions

include quirky, inconsistent prosodic behaviour in the use of the prosodic cues we are inter-
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ested in. Thus, a total of 96 productions (10% of the overall data) were excluded, consisting

of the 38 items following the perception check and 58 productions of the excluded speaker

(note that two of their productions are included in the 38 excluded items of the perception

check). The remaining data comprise 864 productions from 15 speakers (sex: 13 female, 1

male, 1 other; age range: 19–34 years, mean: 25.47 years, SD : 4.6). Table 3 provides the

distribution of the number of remaining productions across contexts and conditions.

Table 3: Number of productions entering statistical analyses across contexts and conditions

in the final data set.

young child elderly non-native noise

brack 87 85 90 90 87

nobrack 83 88 89 86 79

For further analyses, segment boundaries and pauses were manually labelled following the

criteria in Turk et al. (2006) using Praat (Boersma & Weenink 2017). In unclear cases, the

boundary between the last vowel of Name1 and Name2, and the following und, respectively,

was set to the mid of the F2 transition. The end of the utterance was set to the point where

the intensity profile fell below 50 dB. The f0-minima on the first syllable and the f0-maxima

on the second syllable of both, Name1 and Name2, were annotated. For phonetic analyses, we

extracted three acoustic measures regarding duration and f0 each on Name1 and Name2: rise,

final lengthening, and pause. The variable rise captures the range between the f0-minimum

and the f0-maximum on NameX calculated in semitones (st; formula used for calculation:

12 ∗ log2(f0max/f0min)). Rise and f0-range will be used interchangeably in this paper when

referring to the f0-measurements taken in the study. The second variable captures the final

lengthening on each name (in %) and was calculated by dividing the duration of the final

vowel in NameX by the duration of NameX. The variable pause captures the relative duration

(in %) of the possible pause following NameX and was calculated by dividing the duration of

the pause after NameX by the duration of the whole utterance. Relative values for durational

measurements were chosen in order to normalize for differences in speech rate.

Another method to transcribe prosodic boundaries based on f0 would be GToBI (Grice

et al. 2005, Grice & Baumann 2002), the German adaption of the ToBI system based on

autosegmental-metrical theory of intonation (Ladd 2008 and references therein) and orig-

inally established for American English (Silverman et al. 1992). Since our main focus is

on the combined realization of several acoustic cues, we opted for an analysis that can be

applied to tonal and durational cues equally.

Statistical analysis of prosodic disambiguation and general context variability

For each dependent variable (rise, final lengthening, pause) on Name1 and Name2 we ran

separate linear mixed-effects regression models using the function lmer from the R (R Devel-
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opment Core Team 2018) packages lme4 (Bates et al. 2015b) and lmerTest (Kuznetsova et al.

2017). Context was entered as an independent variable and four contrasts were coded com-

paring each of the contexts child, elderly, elderly, non-native, and noise against

young (baseline) using the general inverse (Schad et al. 2018). The model, thus, estimates

the difference in the dependent variables between addressing the child compared to the young

adult (child vs. young), addressing the elderly compared to the young adult (elderly

vs. young), addressing the non-native speaker of German compared to the young (native

German-speaking) adult (non-native vs. young), and addressing the young adult in the

presence of noise compared to a non-noisy environment (noise vs. young). For final length-

ening and rise, condition was coded with a sum contrast, with the condition brack coded as

1 and the condition nobrack as −1. Pause was modelled for the condition brack only, due

to the absence of a pause after Name2 in most nobrack productions (i.e., values of zero in

the dataset).

For model fitting, we always started with a maximal model including the interaction of

context and condition as fixed-effects terms (except for the pause measure), as well as a

random-effects structure with all possible variance components and correlation parameters

associated with the four within-subject contrasts (child vs. young, elderly vs. young,

non-native vs. young, noise vs. young). Following the approach outlined in Bates et al.

(2015a), in order to avoid overfitting of the random effects structure, we fitted the corre-

sponding zero correlation parameter model using the double-bar (‘{’) syntax. The complexity

of the random-effects structure was then reduced in a step-wise manner, dropping those com-

ponents with a proportion of variance close to zero in a random-effects Principal Component

Analysis (using the rePCA function in the RePsychLing package Baayen et al. 2015). We

assessed improvements in model fit of the maximal model and the zero correlation parameter

models using the log-likelihood ratio test and comparisons of the Akaike Information Crite-

rion. For the zero correlation parameter model with the best fit, we returned to a model that

included correlations of random effects (i.e., the single-bar syntax). In cases in which the

reduction of variance components in the zero correlation parameter model did not lead to a

better fit than the fit of the maximal model, we kept the maximal model. If, however, the

maximal model did not converge (which happened for the pause measure) or if the maximal

model had a high degree of correlations in the fixed effects, and the degree of correlations

was less pronounced in the zero correlation parameter model, we kept the suppression of the

random effects’ correlations (i.e., we did not return to the single-bar syntax).

Exploratory analysis of inter- and intra-speaker variability

Following the statistical analyses for rise, final lengthening, and pause, we further explored

the interplay of the three cues in combination. Specifically, we were interested in observable

patterns in this interplay that differ between speakers within a given context (inter-speaker
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variability in cue combinations, here we will focus on the context young) or within speakers

between all contexts (intra-speaker variability in cue combinations). Since pause after Name1

was not used by all speakers (see below) and since Name2 is the critical element before the

syntactic boundary we decided to do the exploratory analysis of cue combinations on Name2.

We developed a classification system which was applied to each individual cue within

each speaker and context, resulting in two parameters as indicators for how effectively each

cue distinguishes between the brack and nobrack condition. In order to determine the degree

of distinction between conditions, we estimated for each cue within speaker and context the

statistical probability of the respective cue distinguishing between the two conditions using

a Mann-Whitney U-Test (Mann & Whitney 1947). The two parameters were (1) the p-

value of the Mann-Whitney U-Test computed in Matlab (MATLAB) and (2) the common

language effect size (CLES, McGraw & Wong 1992). The CLES returns a value between

0 and 1, and indicates the probability that a random pair of data points belongs to two

independent groups. Thus, a value of 1 for the CLES of our comparisons refers to a case

in which this cue clearly separates the two conditions (brack and nobrack) from each other.

For our analysis, we differentiated between three types of distinction (Table 4): (i) clear

distinction (abbreviated to C) for cases in which the Mann-Whitney U-Test returns a p-

value < .05 and the CLES = 1, (ii) partial distinction (abbreviated to P) for comparisons

with a Mann-Whitney U-Test resulting in a p-value < .05 and a CLES <1), and (iii) no

distinction (abbreviated to N) for cases in which the Mann-Whitney U-Test returns a p-value

< .05, meaning that this cue does not separate the two conditions.

Table 4: Criteria for the three possible types of distinction of a cue between the two conditions

used for the exploratory analysis.

Estimated probability of Common language effect size (CLES)

the Mann-Whitney U-Test

Clear distinction (C) p < .05 CLES = 1

Partial distinction (P) p < .05 CLES < 1

No distinction (N) p > .05 –

In order to explore possible patterns in the use of cues, the individual types of distinction

of each of the three cues were combined for each speaker and context. The three cues and

their three distinction types combine to 27 possible patterns shown in Table 5. The cues are

always given in the following order: rise, final lengthening (abbreviated to “lengthening” to

ease the reading), and pause, altogether shortened to RLP and given as subscript at the end

of the pattern label. For example, if all three cues are clearly used to distinguish between

the two conditions, this pattern is characterized as CCCRLP , as given in the upper leftmost

cell of Table 5. If rise and pause are clearly used and final lengthening is partially used

to distinguish between the two conditions, the pattern is called CPCRLP , as given in the
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third cell from the left in the upper row of Table 5. The raw data of the three cues on

Name2 is given in two-dimensional space in the appendixes B–D, plotting the magnitude

of two of the three cues, each, separated for speaker and context. In order to cover all

possible combinations, we visualized three comparisons: (a) pause on the x-axis to rise on

the y-axis (Appendix B on page 86), (b) final lengthening on the x-axis to pause on the

y-axis (Appendix C on page 87), and (c) final lengthening on the x-axis to rise on the y-axis

(Appendix D on page 88).

Table 5: Matrix of possible cue combinations (patterns) of the cues rise (R), final lengthening

(L), and pause (P) (in this order). Differentiation between three types of distinction: clear

distinction (C), partial distinction (P), no distinction (N).

Rise Lengthening Pause: CCC CCP CPC CPP CCN CNC CNN CPN CNP

Rise Lengthening Pause: PPP PPC PCP PCC PPN PNP PNN PCN PNC

Rise Lengthening Pause: NNN NNP NPN NPP NNC NCN NCC NCP NPC

5.3 Results

Statistical analyses of prosodic disambiguation and general context-dependent

variability of individual prosodic cues on Name1

Rise on Name1 For rise, the estimates for the fixed-effects were extracted from the max-

imal model (Table 6). Regarding prosodic disambiguation of coordinates, we found a main

effect of condition. On average, speakers produced an f0-range on Name1 which was 3 st

smaller in the brack compared to the nobrack condition. Regarding general context variabil-

ity, there was a marginally significant interaction between condition and the child and the

elderly contexts, indicating that speakers showed a tendency to decrease their f0-range in

the brack condition even more when speaking to a child and to an elderly adult.

Final lengthening on Name1 For final lengthening, the estimates for the fixed-effects

were extracted from the maximal model (Table 7). Regarding prosodic disambiguation of

coordinates, there was a main effect of condition, indicating that the duration of the final

segment of Name1 was shorter in the brack compared to the nobrack condition. With respect

to general context variability, we found a marginally significant interaction between condition

and the non-native context, indicating that the difference between nobrack and brack was

larger when speakers addressed the non-native adult, since the duration of the final segment

tended to be even shorter in the brack condition.

Pause on Name1 Since six out of 15 speakers did not produce a pause after Name1

neither in the brack nor in the nobrack condition and there were only three speakers who
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Table 6: Estimates of the model for rise on Name1 (i.e., f0-range on Name1). Statistically

significant effects are marked in bold (p < .05).

Predictor Estimate SE t-value p-value

condition brack -1.53 0.27 -5.76 < .001

child vs. young 0.30 0.21 1.43 .168

elderly vs. young 0.41 0.33 1.24 .233

non-native vs. young 0.12 0.32 0.39 .704

noise vs. young 0.68 0.38 1.80 .091

condition brack: child vs. young -0.45 0.23 -1.98 .064

condition brack: elderly vs. young -0.34 0.18 -1.94 .064

condition brack: non-native vs. young -0.33 0.21 -1.53 .142

condition brack: noise vs. young 0.09 0.22 0.43 .675

Table 7: Estimates of the model for final lengthening on Name1. Statistically significant

effects are marked in bold (p < .05).

Predictor Estimate SE t-value p-value

condition brack -2.87 0.49 -5.85 < .001

child vs. young -0.33 0.70 -0.47 .644

elderly vs. young 1.41 0.93 1.51 .152

non-native vs. young 0.64 0.62 1.04 .305

noise vs. young -0.06 0.92 -0.75 .085

condition brack: child vs. young -1.02 0.58 -1.75 .085

condition brack: elderly vs. young -0.99 0.57 -1.75 .084

condition brack: non-native vs. young -1.23 0.62 -1.96 .058

condition brack: noise vs. young -0.72 0.57 -1.25 .213

produced a pause in each of the contexts, we did not run any statistical analyses of pause

duration after Name1.

Statistical analyses of prosodic disambiguation and general context-dependent

variability of individual prosodic cues on Name2

Rise on Name2 For rise, the estimates for the fixed-effects were extracted from the max-

imal model (Table 8). We found a main effect of condition and a main effect of the contexts

child and elderly. Regarding prosodic disambiguation, speakers, overall, produced a

larger f0-range in the brack than in the nobrack condition. Regarding contexts, when ad-

dressing the child as well as the elderly person, speakers increased the f0-range of the rise

compared to addressing the young adult (cf. Figure 12 and top panel of Figure 13). For a
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subset of 13 female speakers this increased f0-range can be seen in Figure 12, where the green

and blue (child and elderly context, respectively) dashed and solid lines start below the

black lines (young context) at the beginning of Name2 and rise to a level above the black

lines towards the f0-peak of Name2. Note, Figure 12 cannot be compared directly to the

results of the statistical model, since values in Hertz are plotted in the Figure, while the

model is calculated on semitones. A similar, though statistically non-significant tendency is

observable for the other two contexts, addressing the non-native speaker and in noise. The

model revealed no statistically significant interactions between contexts and condition.

Table 8: Estimates of the model for rise on Name2 (i. e., f0-range on Name2). Statistically

significant effects are marked in bold (p < .05).

Predictor Estimate SE t-value p-value

condition brack 2.86 0.27 10.77 < .001

child vs. young 1.10 0.31 3.56 .003

elderly vs. young 0.94 0.36 2.59 .021

non-native vs. young 0.59 0.31 1.89 .078

noise vs. young 0.53 0.30 1.76 .097

condition brack: child vs. young 0.03 0.20 0.16 .874

condition brack: elderly vs. young 0.09 0.22 0.40 .694

condition brack: non-native vs. young 0.04 0.24 0.18 .856

condition brack: noise vs. young -0.09 0.26 -0.33 .746

Final lengthening on Name2 For final lengthening, the estimates for the fixed-effects

were extracted from a model that included principal components but not the correlation

parameters in the random-effects structure (Table 9). Regarding prosodic disambiguation,

the data show a main effect of condition, indicating that speakers marked the brack condition

with increased final lengthening compared to the nobrack condition. Regarding general

context variability, there was an interaction between condition and the elderly context

with a negative estimate and an interaction between condition and the noise context with

a positive estimate (cf. mid panel Figure 13). This indicates that speakers increased the

final lengthening when addressing the elderly as opposed to the young interlocutor in the

nobrack condition. In the noise context, however, they increased final lengthening in the

brack condition, but not in the nobrack condition.

Pause on Name2 For pause, the model was run on a subset containing the brack con-

dition only; the nobrack condition was excluded, due to the large number of zero values.

The estimates of the fixed-effects were extracted from the zero correlation parameter model

including all variance components (Table 10). Regarding general context variability, there
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Figure 12: Time-normalized f0-contours (in Hz) of coordinates in brack (solid lines) and

nobrack (dashed lines) conditions produced in five contexts (cf. colours) by a subset of 13

female speakers.

Table 9: Estimates of the model for final lengthening on Name2. Statistically significant

effects are marked in bold (p < .05).

Predictor Estimate SE t-value p-value

condition brack 4.96 0.58 8.59 < .001

child vs. young -0.39 0.58 -0.67 .511

elderly vs. young 1.34 0.62 2.17 .039

non-native vs. young 0.61 0.57 1.07 .293

noise vs. young 1.45 0.71 2.04 .056

condition brack: child vs. young -0.56 0.51 -1.09 .274

condition brack: elderly vs. young -1.24 0.51 -2.43 .015

condition brack: non-native vs. young -0.65 0.51 -1.27 .205

condition brack: noise vs. young 1.43 0.52 2.75 .006

was a main effect of the elderly context indicating that speakers produced a longer pause

addressing the elderly compared to the young adult interlocutor (cf. bottom panel Figure 13).

Additionally, speakers showed a tendency to reduce pause duration in the noisy environment

(noise), though this was not statistically significant.
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Figure 13: Mean values and 95% confidence intervals for rise (top panel), final lengthening

(mid panel), and pause (bottom panel) on Name2 for each context and condition (green =

condition brack, grey = condition nobrack).
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Table 10: Estimates of the model for pause after Name2. Statistically significant effects are

marked in bold (p < .05).

Predictor Estimate SE t-value p-value

child vs. young 0.02 0.96 0.02 .984

elderly vs. young 2.67 1.08 2.47 .025

non-native vs. young 1.45 0.97 1.5 .153

noise vs. young -2.56 1.36 -1.87 .08

Exploratory analyses of inter- and intra-speaker variability of cue combinations

on Name2

The cue combinations for each speaker (cf., y-axis) and context (cf., x-axis) are plotted

in Figure 14. For each speaker and context, the cell is divided into three rows, with the

distinction type of rise given in the uppermost row of the cell, final lengthening in the

middle row, and pause in the bottom row. The three types of distinction are represented by

shading: full colour for clear distinction, light shade for partial distinction, and the lightest

shade for no distinction.

Regarding inter-speaker variability, we focused on whether there are different patterns

of cue combinations between speakers within the young context only, represented in the

left-most column of the plot in Figure 14. In general, five different patterns are observable:

CCCRLP (i.e., all three cues in full green), CNCRLP , CPCRLP , CCPRLP , and PPCRLP ,

however they differ in number of occurrences. Seven speakers out of 15 (2, 3, 4, 7, 13, 15,

and 16) produced the pattern CCCRLP , indicating that all three cues were clearly used to

distinguish between the two conditions. Further four speakers (1, 6, 9, and 11) produced the

pattern CNCRLP , which means that they clearly distinguished between brack and nobrack

using rise and pause, but not using final lengthening. The other three patterns were produced

by either two or one speakers. Overall, in four of the five patterns brack and nobrack were

clearly distinguished by at least two of the cues. While both rise and pause were used clearly

distinctively by 14 out of 15 speakers, only eight speakers used final lengthening in a clearly

distinctive way. Notably, the pattern with no distinction in all three cues was never observed

in the young context.

Regarding intra-speaker variability, we focused on whether speakers vary the patterns

of cue combinations when addressing different interlocutors or speaking in noise. For that

purpose, we examined the patterns of cue combinations within speaker across contexts (i.e.,

the three rows in each cell for each speaker across columns in Figure 14). For speaker 2, the

pattern is identical across all five contexts, thus showing stability in the use of the prosodic

cues for distinguishing between the brack and nobrack condition across different contexts.

Most other speakers show two or three different patterns across contexts (cf., speakers 6,
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Figure 14: Speaker variability

of cue combinations across con-

texts on Name2, showing the pat-

terns of cue combinations (shades

of green) used by individual

speakers (y-axis) in the contexts

young, child, elderly, non-

native, and noise (x-axis). The

shades of green indicate the type

of distinction: full = clear dis-

tinction (C), light = partial dis-

tinction (P), lightest = no dis-

tinction (N). For each speaker,

the three rows indicate the differ-

ent cues (R: rise, L: final length-

ening, P: pause). The small num-

bers in italics indicate the mean

ratios of the hit-rates for con-

dition in the perception check

(i.e., ratio of correct identifica-

tions of the intended grouping to

all rates; numbers to the left: av-

erage per speaker; lowest line: av-

erage per context; above cells:

average per speaker per context).

For example, speaker 16 clearly

distinguishes between the brack

and nobrack condition, using all

three cues in the young, child

and non-native context, but in

the context noise the speaker

uses final lengthening only par-

tially and pause not at all to dis-

tinguish between the two condi-

tions. In the young context,

100% of the rates in the percep-

tion check were congruent rates,

while in the noise context 94%

were congruent rates.
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7, 8, 9, 11, 14 and 3, 4, 5, 10, 13, 15, 16, respectively). Overall, there is more variability

across contexts in the use of final lengthening than in rise and pause, visualized by more

varying shading in the middle row of the speaker-specific cells. There is one speaker who in

one context shows no distinction between brack and nobrack in any of the three cues (cf.,

NNNRLP speaker 1, context non-native), for all other speakers and contexts at least one cue

is clearly distinctive. In addition, we plotted the mean ratio of the hit-rates for condition in

the perception check in Figure 14 for the respective speakers and contexts. This allows to get

an impression of the relation of the produced types of distinction in the three prosodic cues

to how well the prosodic boundaries (i.e., conditions) have been perceived by näıve listeners.

5.4 Discussion

In the current study, we aimed to gain insights into the situational dependence or indepen-

dence of disambiguating prosody and to learn more about the nature of the prosody-syntax

relation. To this end, we explored the production of prosodic boundaries used to disam-

biguate coordinated sequences of three names (coordinates) between two conditions: without

(nobrack) and with (brack) internal grouping of the first two names. We focussed on the

variability induced by speakers and contextual settings, such as interlocutors differing in age

and mother tongue, as well as the absence/presence of noise (contexts). Besides the distinc-

tion between the two conditions (prosodic disambiguation of coordinates, research question

Q1), we were interested in the type and size of cues produced at the prosodic boundaries and

whether and how speakers varied in producing them depending on the context. Coordinate

productions were elicited by means of a referential communication task with five contexts: ad-

dressing a young adult (young), a child (child), an elderly adult (elderly), a young non-

native adult (non-native), and the young adult in a noisy environment (noise). Variability

was addressed on three levels: across speakers between contexts (general context-dependent

prosodic variability, research question Q2), between speakers within contexts (inter-speaker

variability of cue combinations, research question Q3), as well as within speakers between

contexts (intra-speaker variability of cue combinations, research question Q4).

Prosodic disambiguation of coordinates (research question Q1)

Our findings replicate previous studies, showing that the internal grouping of coordinates

in German is marked by a prosodic boundary consisting of three prosodic cues from the

tonal and durational domain: f0-range, final lengthening, and pause. As expected, speakers

used prosodic cues on Name1 as well as on Name2 to clearly distinguish between the two

conditions. A perception check with näıve listeners showed that the distinction between the

conditions was perceptually recoverable: 96% of the productions were correctly recognized

as the intended grouping.
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The results of the production study are in line with the Proximity and Anti-Proximity

principles that form part of the Proximity/Similarity model introduced by Kentner & Féry

(2013) and along with this, they are in line with the literature (Taglicht 1998, Wagner 2005,

2010, Watson & Gibson 2004). Thus, our hypothesis (Q1) was confirmed: In the condition

with internal grouping compared to the condition without grouping, we found a statistically

significant decrease in final lengthening and f0-range on Name1 along with an increase in

final lengthening and f0-range on Name2 as well as the insertion of a pause after Name2. In

terms of Proximity, durational and tonal cues of Name1 were decreased, indicating that the

neighbouring element to the right (i.e., Name2) forms part of the same group. In terms of

Anti-Proximity, the prosodic boundary after Name2 was strengthened, indicating that the

neighbouring element to the right (i.e., Name3) does not form a group with Name2. This

finding also underlines the assumption that prosodic phrasing is not a local phenomenon with

changes of prosodic cues occurring only at the prosodic boundary (cf. in our case Name2) but

rather depends on globally distributed prosodic changes (cf. in our case Name1 and Name2)

(e. g., Clifton et al. 2002, Frazier et al. 2006, Wagner 2005, 2010).

We further found that speakers use the pause cue in a slightly different way than f0-

range and final lengthening in marking the difference between conditions. Following Name2,

a pause was mostly absent in the condition without internal grouping, while it was present

in the condition with grouping. The pause, thus, appears rather as a categorical than

a continuous variable. Since we were interested in differences in pause duration between

contexts, however, we kept pause as a continuous variable for our analyses.

Overall, the syntactic structure (with or without internal grouping) was clearly disam-

biguated by means of prosody. This can be interpreted as evidence in favour of a close link

between syntax and prosody.

General context-dependent prosodic variability (research question Q2)

The current study is, to the best of our knowledge, the first to systematically investigate

prosodic variability in production of coordinates across speakers between various contexts

to explore the situational in/dependence of disambiguating prosody and to find out whether

the principles of Proximity/Anti-Proximity also hold across situations.

At the group level, we found some variability driven by the different contexts. Never-

theless, variability was rather small and not as distinct as expected. In the following, the

contexts child, elderly, non-native, and noise will be discussed individually in com-

parison to the baseline context (young).

In the context child, when addressing the child as opposed to the young adult, speak-

ers changed their productions in the tonal domain: they increased the f0-range on Name2

independent of condition. This can be interpreted as an adaptation to the interlocutor, but

without affecting the ease of disambiguation between conditions. The increased f0-range

77



5.4 Discussion

when addressing a child is partly in line with semi-spontaneous speech data from English

speakers (Biersack et al. 2005), who additionally showed lengthened vowels. These differ-

ences might be due to differences in age of the interlocutor. For a child addressee of the

same age as in our study, DePaulo & Coleman (1986) reported longer pauses; a finding

that was not evident in our data. A possible explanation for the absence of statistically

significant effects in the durational prosodic cues (i.e., final lengthening and pause) in our

study might be related to differences in speech style as well as in language-specific factors.

Our data were highly restricted with respect to the wording, whereas the data of DePaulo

& Coleman (1986) consisted of spontaneous speech and the data of Biersack et al. (2005) of

semi-spontaneous speech, both in English.

In the context elderly, when addressing the elderly adult compared to the young adult,

speakers modified their speech in the tonal as well as in the durational domain. On Name2,

speakers produced an overall larger f0-range in the elderly context along with a longer

pause (in the condition with internal grouping). In contrast, final lengthening on Name2

was not used to make the conditions more distinct in the elderly context: unexpectedly,

speakers increased the lengthening in the condition without grouping compared to coor-

dinates addressed to the young adult. Yet, with the increased pause duration, the smaller

difference in final lengthening between the conditions was probably levelled out. The findings

of increased pause durations and increased f0-ranges, thus, partly confirm our hypotheses

and are comparable to observations on other structures in English and German (Kemper

et al. 1995, Thimm et al. 1998). Those studies found slower speech due to prolonged vowels

and more pauses as well as increased variation in intonation, among other speech adapta-

tions. Regarding the increased number of pauses in the reported studies, again, it needs to be

mentioned that the respective data stem from spontaneous speech which probably allows for

more pause insertion than the relatively restricted stimuli used in our study. Nevertheless,

we suggest that the increased pause durations in our data can be interpreted as compara-

ble speech adaptations. In previous research on speech directed at elderly persons, Kemper

et al. (1998) distinguished two sets of parameters that speakers modify in order to adapt to

the needs of their elder interlocutor: semantic and discourse information on the one hand,

and fluency, prosody, and grammatical complexity on the other. Kemper et al. (1998: 53)

discuss that the latter set of parameters does not “appear to benefit” perception, but to the

contrary, decreases self-esteem on the side of the interlocutor. This type of speech is referred

to as patronizing communication (Kemper et al. 1998, Ryan et al. 1995, Thimm et al. 1998,

Torrey et al. 2005) and includes the changes in prosodic cues found in our data.

In the context non-native, in response to the non-native interlocutor, the data show no

clear effects. This contrasts with reports in the literature, in which non-native speakers were

addressed with increased f0-ranges and a more emphatic style compared to native speakers

(Smith 2007).

Finally, in the context noise, the interlocutor was the same young adult as in the baseline
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context. For adaptation to the noise, speakers increased final lengthening on Name2 in the

condition with grouping while at the same time, they decreased the relative duration of the

following pause. The increase in final lengthening is in line with our hypotheses and findings

in the literature, although we would have expected an additional increase in the f0-range.

A possible explanation for the unexpected decrease in pause duration is that a silent pause

is a less effective cue in a noisy environment than in a quiet one. Instead of a silent pause,

speakers lengthened the final segment to mark the boundary. Furthermore, speakers might

have tried to fill the noise with their own voice, in order to distract themselves from the

noise. Varadarajan & Hansen (2006) interpreted this result as “a sense of urgency on the

part of the speaker [. . . ] due to persistent exposure of the environmental noise” (Varadarajan

& Hansen 2006: 938).

With respect to our research question Q2, we can conclude that we found only some

small differences in the three prosodic boundary cues produced in coordinates elicited in

different contexts. In addition, the small differences between the contexts could hardly be

discriminated on the perceptual side as shown by the weak performance in the perception

check regarding the assignment of productions to the differential contexts: listeners were not

able to reliably identify to whom the utterance was addressed.

With regard to the question of situational in/dependence of prosodic disambiguation,

the finding of clear production of a prosodic boundary to disambiguate the conditions

with/without grouping (Q1) together with the only small contextual adaptations (Q2) in

our data, speaks in favour of situational independence. In the context of our study, the

prosodic distinction between coordinates with or without internal grouping might have been

considered to be more “relevant” than a prosodic adaptation to possibly different needs of

the interlocutors.

In the following we will discuss two limitations of our study, before turning to research

questions Q3 and Q4:

First, another explanation for the fact that the context effects in our production data were

smaller than expected might be based on the somewhat artificial design of the study: the

interlocutors were auditorily present before the recording of each stimulus, however, there was

no feedback of their perceptual performance. A request for repetition or a misunderstanding

may have triggered further accommodations in the speech addressed to the interlocutors. As

mentioned above, accommodation to possible needs of an interlocutor can also be interpreted

as patronizing by the interlocutor, as Kemper et al. (1998) reported for the speech used

by young adults when addressing elderly adults. In our study, speakers either may have

perceived no need to adapt any further to their interlocutors or they might have been sensible

and avoided an over-exaggerated speech style since no feedback was given. This can apply

especially for the elderly adult and the young non-native speaker, as they are both adults.

Future studies, nevertheless, might want to include feedback of the interlocutors in order to

increase the necessity of speakers to adapt to their interlocutors and to make the interaction
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more natural.

Second, we focused on three particular prosodic boundary cues and, therefore, cannot

disregard the possibility that speakers may have produced additional prosodic cues to adapt

to their interlocutors. This could, for instance, apply to the noise context: the context

noise was best identified in the perception check (17 out of the 21 productions that were

correctly identified by all listeners had been produced in the noise context and a total of 65

productions in noise was correctly identified by at least 75% of all listeners). This suggests

that speakers used additional (prosodic) cues to adapt to the noise. Other studies looking

at speech in noise reported, for instance, increased intensity in the presence of noise, as well

as spectral changes (e. g., Davis et al. 2006, Junqua 1996, Landgraf et al. 2017, Lu & Cooke

2008, van Summers et al. 1988). This could be seen as further evidence that disambiguating

prosody is not primarily produced for the interlocutor but automatically produced “for” the

speaker during planning and articulation: When speakers are confronted with noise, this

might affect the cognitive resources used for the planning and articulation and hence get

reflected in their prosodic output. Future studies are needed to test this hypothesis.

In the final two sections, we discuss the results of the exploratory analysis regarding

which cue combinations are used by individual speakers to mark the prosodic boundary in

the grouped name sequences.

Inter-speaker variability of cue combinations (research question Q3)

With regard to inter-speaker variability of prosodic cues and cue combinations (i.e., the

interplay of prosodic cues) in the young context, the data show that the majority of the

speakers (14 out of 15) employed at least two cues distinctively to mark the prosodic bound-

ary in the condition with grouping on Name2. Furthermore, for 13 speakers these two clearly

distinctive cues were rise and pause. To put it simply: the vast majority of speakers clearly

used pause and rise on Name2 to distinguish between conditions. In comparison to rise and

pause, final lengthening was used more variably in the young context: some speakers pro-

duced it clearly distinctively, others with partial or no distinction. A post-hoc exploratory

visual inspection of the data points that were excluded after the perception check further

showed that the “clear distinction”-pattern in either of the three prosodic cues was beneficial

for perception: often the perception of the non-intended condition went along with one of

the three prosodic cues falling within the range of the values of the perceived condition. In

other words, if for instance a grouped item was perceived as having no internal grouping,

the value of one of the three prosodic cues was more similar to other items without grouping

of that speaker than to grouped items.

Overall, most speakers combined at least two cues to clearly disambiguate the conditions,

but still, there is some variability between speakers. This speaks in favour of a close relation

of syntax and prosody that nonetheless allows for some flexibility in how prosodic boundaries
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are phonetically realized at the surface (Wagner 2005: 155). Despite this variability between

speakers at the phonetic level, the boundaries are easily and reliably detected by the listeners,

as shown by the perception check.

Intra-speaker variability of cue combinations (research question Q4)

This discussion concerns the question whether individual speakers mark the boundaries on

Name2 differently in the five contexts. Mirroring the group analysis (see 5.4 on page 77),

almost half of the speakers (7 out of 15) were stable across contexts also with regard to

the relation between cues, as they used one or two patterns only. A closer look at these

speakers revealed that the patterns they used mostly contained alternations in one cue only

and were, consequently, quite similar to each other. Again, final lengthening emerges as

the cue used least distinctively of the three cues investigated, while rise and pause in most

cases clearly distinguish between the two conditions–also across contexts. In conclusion, in

terms of cue patterns used, the differences between contexts were quite small and individual

speakers rather stuck to their individual “prosodic strategy” of marking the boundaries in

the condition with grouping independent of their interlocutor.

Overall, we can summarize that individual speakers showed a limited set of cue pat-

terns with only slight shifts in cue distribution between contexts. Hence, also the analysis

of individual speakers in varying contexts is in favour of a relatively limited range of vari-

ability or rather stable intra-individual “prosodic strategies” to disambiguate coordinates

with vs. without internal grouping. This adds to the notion of situational independence of

disambiguating prosody that is produced automatically by the speakers in a rather invariant

manner.

5.5 Conclusion

In conclusion, speakers in our production study used prosodic boundaries to reliably mark

constituent grouping in sequences of three coordinated names. At the phonetic level, speakers

mainly used f0-range and pause for prosodic disambiguation, while final lengthening was

used more flexibly. Across contexts, speakers behaved in accordance to the Proximity/Anti-

Proximity principle of the syntax-prosody model by Kentner & Féry (2013): when the

first two names were grouped together, the durational and tonal cues of the first name

were weakened, while the boundary on the second name was strengthened. We found only

limited contextual effects within speakers, but inter-speaker variability in how the prosodic

boundaries were phonetically realized. The data hence indicate a close link between syntax

and prosody that is employed independently of the actual communicative situation with

some flexibility at the surface.
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Additional files

An Open Science Framework project page (https://osf.io/rnxej/) has been created to store

the data and code. Further additional files for this article can be found in Appendices A–D.
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Appendices

Appendix A: Wording of introduction and instruction in the five contexts

German original Translation into English

young Introduction

Hallo, mein Name ist Hannah. Ich bin 24

Jahre alt und studiere in Potsdam Biolo-

gie. Ich bin geboren und aufgewachsen in

Eberswalde und bin vor vier Jahren hier zum

Studium nach Potsdam gekommen. Zurzeit

wohne ich in einer WG. Besonders gut an

Potsdam gefällt(s) mir, dass hier so viel Parks

sind und dementsprechend alles so schön grün

ist.

young Introduction

Hello, my name is Hannah. I am 24 years

old and I study biology in Potsdam. I was

born and raised in Eberswalde and moved to

Potsdam for my studies four years ago. Cur-

rently, I am living in a shared flat. In Pots-

dam I like especially the many parks and that

everything is therefore green.

young Instruction

Ich bin jetzt Ihre Gesprächspartnerin. Auf

dem Bildschirm sehen Sie gleich drei Namen

mit Klammern. Ich sehe die Namen ohne

Klammern. Sagen Sie mir die Namen bitte so,

dass ich so genau und schnell wie möglich ver-

stehe, wer gemeinsam kommt. Ich frage Sie

gleich immer “wer kommt?” und Sie sagen

mir die Namen.

young Instruction

I am your interlocutor now. On the screen

you will see three names with brackets. I see

the names without brackets. Please say the

names (to me), in such a way that I under-

stand as accurately and rapidly as possible,

who is coming together. I will ask you “who

is coming?” and you will say the names (to

me).

child Introduction

Hallo, ich bin Carlotta und bin sechs Jahre

alt und komme aus Potsdam. Ich gehe gerne

in die Schule, meine Mama oder mein Papa

holen mich ab. Und dann mach ich meine

Hausaufgaben. Ich reite sehr gerne und kann

schon gut schwimmen.

child Introduction

Hello, I am Carlotta and I am six years old

and I am from Potsdam. I like going to

school, my mum or my dad pick me up. And

then I do my homework. I like horse riding

and I am good at swimming.
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child Instruction

Jetzt sprichst du mit mir. Auf dem Bild-

schirm siehst du gleich drei Namen. Sag mir

bitte die Namen so, dass ich immer gut ver-

stehe, wer zusammen kommt. Ich frage im-

mer “wer kommt?” und dann sagst du mir

die Namen.

child Instruction

Now you are going to talk to me. On the

screen you will see three names. Please say

the names in such a way that I can under-

stand well who is coming together. I will ask

you “who is coming?” and then you say the

names (to me).

elderly Introduction

Hallo, ich bin Frau Korbmacher, Maria. Und

82 Jahre bin ich. Früher, da hab ich als

Lehrerin gearbeitet und jetzt bin ich schon

länger in Rente. Seit zwei Jahren, wohne ich

mit meinem Mann in einem Seniorenheim in

Potsdam. Zu Hause war uns Vieles schon

sehr anstrengend. Und im Alter, da wird man

auch ein bisschen schusselig und ich vergesse

häufiger mal was.

elderly Introduction

Hello, I am Mrs. Korbmacher, Maria. And I

am 82 years old. In the past, I worked as a

school teacher, but now I retired a while ago.

For two years, I live in an old-age home in

Potsdam with my husband. At home many

things got demanding. And with increasing

age, one tends to become scatty and I forget

things from time to time.

elderly Instruction

So, ich bin jetzt Ihre Gesprächspartnerin.

Und auf dem Bildschirm sehen Sie Namen,

die sind geklammert. Ich sehe aber die Klam-

mern nicht. Sagen Sie mir die Namen sodass

ich so schnell und genau wie möglich verstehe,

wer gemeinsam kommt. Ich frage Sie jedes

Mal “wer kommt?” und dann sagen Sie mir

die Namen.

elderly Instruction

Now I am your interlocutor. On the screen

you are going to see names that are bracketed.

I don’t see the brackets. Say the names (to

me) in a way that I can understand as rapidly

and accurately as possible who is coming to-

gether. I will ask you each time “who is com-

ing?” and then you say the names (to me).

non-native Introduction

Ich bin Zsófi. Ich bin 26 Jahre alt und bin

Austauschstudentin an der Universität Pots-

dam. Ich lerne Deutsch seit einem Jahr. Es

macht mir Spaß, aber Deutsch ist gar nicht so

einfach. Ich hoffe, dass mein Deutsch schnell

besser wird. Ich wohne jetzt in Potsdam in

einer WG. Ich mag Potsdam sehr und mache

gerne Sport.

non-native Introduction

I am Zsófi. I am 26 years old and I am an ex-

change student at the University of Potsdam.

I have been studying German for one year. I

like it, but German is not easy. I hope that

my German will get better soon. I live in a

shared flat in Potsdam. I really like Potsdam

and I enjoy doing sports.
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non-native Instruction

Ich bin jetzt Ihre Gesprächspartnerin. Auf

dem Bildschirm sehen Sie drei Namen mit

Klammern. Ich sehe die Namen ohne Klam-

mern. Sagen Sie mir die Namen bitte so, dass

ich so schnell und genau wie möglich verstehe,

wer gemeinsam kommt. Ich frage jedes Mal

“wer kommt?” und dann sagen Sie mir die

Namen.

non-native Instruction

I am now your interlocutor. On the screen

you are going to see three names with brack-

ets. I see the names without brackets. Please

say the names (to me) in such a way that I

can understand as rapidly and accurately as

possible who is coming together. I willl ask

you each time “who is coming?” and then

you say the names (to me).

noise Introduction

Hallo, ich bin es wieder, Hannah, die Bi-

ologiestudentin. Wir sollen das Ganze jetzt

nochmal machen, allerdings ist es gerade sehr

unruhig und laut, weil irgendwas im Hinter-

grund rauscht; aber das hören Sie ja selber.

Ich sage Ihnen jetzt nochmal, was die Auf-

gabe ist.

noise Introduction

Hello, it’s me again, Hannah, the biology stu-

dent. We are supposed to do the same thing

again, however it is currently quite turbulent

and noisy, because something in the back-

ground is making noise; but you hear it your-

self. I tell you the task again.

noise Instruction

Ich bin jetzt wieder Ihre Gesprächspartnerin.

Auf dem Bildschirm sehen Sie gleich jeweils

drei Namen mit Klammern. Ich sehe die Na-

men ohne Klammern. Sagen Sie mir die Na-

men bitte so, dass ich so schnell und genau

wie möglich verstehen kann, wer gemeinsam

kommt. Ich frage Sie gleich “wer kommt?”

und Sie sagen mir die Namen.

noise Instruction

I am your interlocutor again. On the screen

you are going to see three names with brack-

ets. I see the names without brackets. Please

say the names (to me) in such a way that I

can understand as rapidly and accurately as

possible who is coming together. I will ask

you “who is coming?” and you will say the

names (to me).
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Appendix B: Comparison pause rise on Name2 with pause plotted on the x-axis and rise

on the y-axis. Distribution of datapoints in conditions (black circles: brack, green triangles:

nobrack) for each speaker (cf. facets on the right) in each context (cf. facets on the top).

The cell in row 4, column 4 (non-native) gives an example of a Cue1-NO Cue2-NO pattern.
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Appendix C: Comparison lengthening pause on Name2 with final lengthening plotted on

the x-axis and pause on the y-axis. Distribution of datapoints in conditions (black circles:

brack, green triangles: nobrack) for each speaker (cf. facets on the right) in each context (cf.

facets on the top).
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Appendix D: Comparison lengthening rise on Name2 with final lengthening plotted on the

x-axis and rise on the y-axis. Distribution of datapoints in conditions (black circles: brack,

green triangles: nobrack) for each speaker (cf. facets on the right) in each context (cf. facets

on the top). The cell in row 10, column 2 (child) gives an example of a Cue1-PO Cue2-CO

pattern.
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Study II

6 Study II

Age effects on linguistic prosody in coordinates pro-

duced to varying interlocutors: Comparison of younger

and older speakers27

Abstract

This production study builds on and extends the research on how prosodic cues can be used

to resolve syntactic ambiguities. We compared how younger speakers (mean age 25 years,

Huttenlauch et al. 2021) and older speakers (mean age 68 years) produced prosodic cues

to distinguish between structurally different coordinated three-name sequences without and

with internal grouping of the first two names (Name1 and Name2 and Name3 compared

to (Name1 and Name2) and Name3 ). The prosodic cues of interest were variations in f0

(F0 range), duration of segments at the end of the names (final lengthening), and pause

insertion. In line with the Proximity/Similarity model by Kentner & Féry (2013), we found

that both age groups used all three cues to signal the grouping: Prosodic cues were mod-

ified on the group-internal Name1 as well as on Name2 at the right-most element of the

group. These prosodic cues were clearly understood by näıve listeners. The study also found

that successful prosodic disambiguation was not affected by age-related differences in speech

production, such as longer durations or greater variability in the speech of older speakers.

Furthermore, we analysed the productions with regard to different contexts, such as ad-

dressing interlocutors of different ages and mother tongues, and in noisy environments. We

found that both age groups of speakers used the same prosodic cues consistently across all

contexts, indicating that the use of prosodic cues to clarify syntactic ambiguities is a stable

part of the production process, which we interpret as being in line with models of situational

independence of disambiguating prosody (Schafer et al. 2000, Kraljic & Brennan 2005, Speer

et al. 2011). Our study provides evidence that the use of these prosodic cues (F0 range,

final lengthening, and pause) is a reliable way to clarify ambiguous structures in speech and

independent of the speaker’s age.

27An adapted version of this chapter has been published as Huttenlauch, Clara, Marie Hansen, Carola

de Beer, Sandra Hanne & Isabell Wartenburger. 2023. Age effects on linguistic prosody in coordinates

produced to varying interlocutors: Comparison of younger and older speakers. In Fabian Schubö, Sabine

Zerbian, Sandra Hanne & Isabell Wartenburger (eds.), Prosodic boundary phenomena, 157–192. Berlin:

Language Science Press. doi:10.5281/zenodo.7777534.
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6.1 Introduction

Linguistic prosody, as in prosodic boundaries, can be used to resolve syntactic ambiguities.

Such syntactic ambiguities exist in coordinated sequences of more than two elements (e. g.,

names) since those elements can be grouped internally at different levels. For instance, the

three-name sequence Moni and Lilli and Manu can describe three individual persons or a

group of three persons (i. e., no internal grouping as in (28)) or a group of two persons in

addition to one individual person, with two different possibilities for the grouping (i. e., the

group can consist of Moni and Lilli or of Lilli and Manu. (29) gives an example for the inter-

nal grouping of Moni and Lilli indicated by parentheses). The latter two different groupings

correspond to underlying syntactic structures that differ in their direction of embedding.

The difference to the first sequence is the depth of embedding. The absence or type of in-

ternal grouping as in (28) versus (29) in an answer to the question ‘Who will plant a tree?’

results in either one, or two, or three planted trees. Prosody, thus, brings the underlying

structure to the surface (i. e., disambiguates the otherwise ambiguous surface structure). In

this study, we will compare productions of a structure without internal grouping (28) to a

structure with internal grouping of the first two elements (29).

(28) Name1 and Name2 and Name3. – without internal grouping

(29) (Name1 and Name2) and Name3. – with internal grouping

Prosodic marking in coordinate sequences

In German, the difference between the two structures (i. e., the resolution of the structural

ambiguity) is mainly indicated by one or more of three prosodic cues: F0 change, final

lengthening, and pause (Peters et al. 2005, Gollrad et al. 2010, Kentner & Féry 2013, Petrone

et al. 2017, for final lengthening see also Schubö & Zerbian 2023). Young speakers have been

shown to use these three prosodic cues to clearly mark the internal grouping of coordinated

name sequences (Kentner & Féry 2013, Petrone et al. 2017, Huttenlauch et al. 2021). Figure

15 provides visualisations of waveform and spectrogram with F0 contour and segmental

annotations of productions without and with internal grouping, respectively, generated using

Praat (Boersma & Weenink 2017). The marking of the internal grouping appears as a global

and not a local phenomenon, in accordance with the Proximity/Similarity model (Kentner &

Féry 2013): Young speakers modified prosodic cues not only at the right edge of the internal

group (i. e., on Name2 in the example in (29)), but already earlier in the utterance (i. e., on

Name1, see also left and right panel in Figure 15, Kentner & Féry 2013, Huttenlauch et al.

2021). The principle of Proximity relates to the syntactic constituent structure (Kentner &

Féry 2013). The proximity of syntactically grouped elements is expressed by a weakening of

the prosodic cues (e. g., less final lengthening, lower F0 peak, smaller F0 range) on the left-

most element of two sister elements (e. g., Name1 in (29), Moni in right panel of Figure 15)
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Figure 15: Waveform and spectrogram with F0 contour (black line) of the coordinated

name sequence MOni und LIlli und MAnu (capital letters correspond to stressed syllable)

produced without internal grouping (left) and with internal grouping (right) by a young

female speaker. The TextGrid gives an example for the manual annotation of low (L) and

high (H) F0 values and the segmentation of the final vowels within Name1 and Name2.

compared to an ungrouped element in the same position (e. g., Name1 in (28), Moni in left

panel of Figure 15). The principle of Anti-Proximity predicts a strengthening of the prosodic

cues (e. g., more final lengthening, higher F0 peak, larger F0 range, insertion of a pause) on/-

after the right-most element of a group than on/after an ungrouped element (e. g., Name2 in

(29) versus in (28), Lilli in right versus left panel of Figure 15). The principle of Similarity

relates to the depth of syntactic embedding and since it does not apply to our structures we

will not discuss it further. In summary, in name sequences with grouping such as (29), the

productions of Name1 contain weaker prosodic cues and those of Name2 encompass stronger

prosodic cues compared to name sequences without grouping such as (28).

In perception, the early cues on Name1 could reliably be recovered to predict the upcom-

ing structure by more than half of the participants in a two-alternative forced choice decision

task with gated stimuli (Hansen et al. 2022). Although all young speakers in Huttenlauch

et al. (2021) reliably marked the constituent grouping of coordinated names, they showed

inter-speaker variability in how they phonetically realised the prosodic boundary, especially

final lengthening was used in a more flexible way than F0 range and pause. Besides pro-

sodic disambiguation, Huttenlauch et al. (2021) investigated the situational (in)dependence

of disambiguating prosody by comparing prosodic cues addressed to interlocutors differing

in age and mother tongue as well as in the absence/presence of background noise. Despite

the phonetic variability in the realisation of prosodic cues between speakers, the data show

a rather consistent pattern of prosodic cues across different communicative situations. The

latter finding was interpreted as indexing situational independence: Disambiguating prosody

seems to be produced automatically by the speakers in a rather invariant manner.

The present study builds on and extends the results on prosodic boundary production
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of young speakers (Huttenlauch et al. 2021) with productions of older speakers. Data of

both age groups were elicited with the same design and materials, which allows for a direct

comparison and detailed investigation of age effects. Age has not only been shown to affect

language production in terms of word-finding abilities (for a review see Burke & Shafto

2004) but also in terms of altered acoustic characteristics affecting prosody-related features

in the tonal and durational domain. Age, thus, has an effect on the same features that are

relevant for the realisation of linguistic prosody.28 Age, therefore, may interact with the

modulation of prosodic cues in conveying the intended meaning. In the remaining part of

the introduction, we will address age-related changes in the tonal and durational domain in

general (Section 6.1 on page 92) and their possible impact on the use of linguistic prosody

in particular (Section 6.1 on page 93). Finally, we will present findings on the situational

(in)dependence of prosodic cues (Section 6.1 on page 94).

Age-related changes in the tonal and durational domain in general

In the following section, we will summarise previous research on general age-related changes

in the tonal and durational domains. It is important to note that studies differ in how they

group participants into age ranges and in how many years each age group spans. We will

use young or younger speakers to refer to the age range between 18 and 30 years of age and

older speakers for ages above 60 years.

In the tonal domain, age effects on fundamental frequency (F0) have been studied for

several measures including mean and median F0, the span between minimum and maximum

(F0 range), and the variability of those measures captured in standard deviations (SD). Here,

we focus on the latter two as mean or median F0 are rather uninformative in the context of

our study, which focuses on analysing F0 range. So far, results are inconclusive and in part

divergent between genders. For F0 range, some studies report no differences between younger

and older speakers (Markó & Bóna 2010, Smiljanic & Gilbert 2017), while Dimitrova et al.

(2018), Tuomainen & Hazan (2018), and Hazan et al. (2019) observed a larger F0 range for

older compared to younger women and Kemper et al. (1998) found a smaller F0 range in

older compared to younger speakers irrespective of gender. When it comes to F0 variability,

there is evidence for an increase with increasing age (Scukanec et al. 1992, Lortie et al. 2015,

Santos et al. 2021). More variability and less stability in older speakers compared to younger

speakers was further noticed by several studies looking at more specific measures regarding

speech acoustics (including jitter, shimmer, and noise-to-harmonics-ratio; Goy et al. 2013,

Lortie et al. 2015, Rojas et al. 2020 among others).

In the durational domain, previous studies observed slower speaking/articulation rates

28We are aware of the multitude of non-linguistic information transmitted through prosodic cues including

but not limited to the emotional state and background of the speaker. In the context of this study, we are

only interested in linguistic prosody.
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in older compared to younger speakers (Tuomainen & Hazan 2018, Hazan et al. 2019, Tuo-

mainen et al. 2019, 2021 and references in a review by Tucker et al. 2021: 5), relating this

finding mainly to longer syllable or word durations (Scukanec et al. 1996, Harnsberger et al.

2008, Barnes 2013, Dimitrova et al. 2018), longer segment durations (Kemper et al. 1995,

Harnsberger et al. 2008, Smiljanic & Gilbert 2017), or an increased number of pauses (Kem-

per et al. 1998, Dimitrova et al. 2018). However, no evidence for pause duration as a driver

of age-related differences in speech rate has been reported so far (Barnes 2013, Smiljanic &

Gilbert 2017, Dimitrova et al. 2018).

To sum up, previous researchers provided some evidence for tonal and durational dif-

ferences between younger and older speakers, indicating increased F0 ranges and durations

with increasing age. Since these changes affect the same channel used to convey linguistic

meaning, we will address possible interferences in the next paragraph.

Age-related changes in the tonal and durational domain alongside linguistic

prosody

We will now turn towards studies that can help to address the question of whether age-

related changes in the tonal and durational domain interact with the modulation of disam-

biguating prosodic cues, as these studies used speech material that explicitly required the

use of linguistic prosody. Scukanec et al. (1996) measured the maximal F0 value within the

vowel of elicited monosyllabic words in either contrastive or non-contrastive stress position

in younger and older female English speakers. Both age groups used F0 in a similar way to

mark the focused words (Scukanec et al. 1996: 235). However, independent of the word posi-

tion in the sentence, older speakers produced higher F0 values than young speakers in words

with contrastive stress and lower maximal F0 values in words in non-contrast positions. The

authors concluded that, for the analysed data set, age did not influence the productions

of “linguistically salient variations in prosodic output” (Scukanec et al. 1996: 238). The

difference in the maximal F0 values between words with and without contrastive stress was

even larger in older than in young speakers. The same holds true for the durational domain:

Even though older speakers produced longer word durations together with larger standard

deviations (i. e., more variability), both age groups used duration to linguistically distinguish

stressed from unstressed words.

Further evidence that older speakers use lengthening for prosodic disambiguation despite

an overall age-related slower speaking rate comes from Tauber et al. (2010) and Barnes

(2013) who reported longer durations for older English speakers in disambiguating contexts.

Barnes (2013) elicited structurally ambiguous sentences with either high or low attachment

of the prepositional phrase (e. g., The girl hit the boy with the fan) in younger and older

English speakers. Although the study found longer durations of the direct object and the

prepositional phrase regardless of target in the productions of older speakers than in the
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productions of younger speakers, the overall results revealed that both age groups used the

prosodic cues mean F0, pause duration, word duration, and mean intensity similarly to

disambiguate ambiguous sentences. However, in another task tapping production of lexical

stress to differentiate noun-verb pairs with strong-weak and weak-strong stress patterns,

“older adults utilised F0 to a significantly greater extent than young adults” (Barnes 2013:

43). Tauber and colleagues elicited structurally ambiguous sentences (e. g., The lake froze

over a month ago) to explicitly test for age differences in the realisation of disambiguating

prosody in English sentences (Tauber et al. 2010). They found that intonational boundaries

(defined as pause duration plus duration of the critical word at the boundary) were longer in

older than in younger speakers. Notably, both age groups seem to have had difficulties with

the task, as the percentage of sentences which were successfully disambiguated via prosody

was 66% for older speakers (above chance, p < .05) and 59% for the younger age group (not

significantly above chance, p > .06) (Tauber et al. 2010).

In summary, even though age leads to changes in the tonal and temporal domain in

general, there is evidence from English speakers that the modulation of prosody to convey

linguistic meaning remains unaffected. Older participants even appear to produce prosodic

cues in a more extreme way than younger speakers. To the best of our knowledge, there is no

study that addressed age differences in the use of prosody to resolve ambiguities in coordinate

structures. If the findings for English ambiguous sentences are transferable to German

coordinate structures, we expect that older speakers disambiguate coordinate structures

using more extreme prosodic cues than young speakers. This motivates our first research

question:

RQ1 Prosodic disambiguation of coordinate name sequences: Do older speakers compared

to young speakers show a more extreme use of the three prosodic cues F0 range,

final lengthening, and pause on Name1 and Name2 to mark the internal grouping of

coordinates in German?

Situational (in)dependence of prosodic cues

In the remaining part of the introduction, we will address the situational (in)dependence of

prosodic cues, a second topic investigated in Huttenlauch et al. (2021). It deals with the

effects of different types of interlocutors and the absence/presence of noise on the use of

disambiguating prosodic cues. Huttenlauch et al. (2021) compared the use of prosodic cues

in five contexts involving four female interlocutors: a young adult (young), a child (child),

an elderly adult (elderly), and a young non-native speaker of German (non-native) and

in noise (the young adult with background white noise, noise). The productions directed at

the young adult native speaker (i. e., the context young) were taken as a baseline for com-

parisons. The findings showed stability in the use of prosodic cues for disambiguating the

internal structure of coordinates (Huttenlauch et al. 2021). That is, individual speakers pro-
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duced a limited set of cue patterns with only slight shifts in cue distribution across different

contexts. This stability in prosodic patterns for disambiguation irrespective of the context

was interpreted in favour of models of situational independence of disambiguating prosody

(Schafer et al. 2000, Kraljic & Brennan 2005, Speer et al. 2011). These models predict

that disambiguating prosody is produced in an automatic way, for the sake of the speakers

themselves, and hence depends neither on the presence or absence of an interlocutor, nor on

the type of interlocutor or situational setting (e. g., background noise). Despite arguing for

situational independence of disambiguating prosody, Huttenlauch et al. (2021) found slight

prosodic modifications in the data that can be attributed to context effects. Similarly, as

discussed for the prosodic marking of internal grouping of coordinates in the first part of

the introduction, the question arises whether age effects in the tonal and durational domain

have an impact on the use of F0 range, final lengthening, and pause when speaking in dif-

ferent contexts and whether we find age effects in the situational (in)dependence of prosodic

disambiguation. Research on age effects in speech production to different interlocutors is,

to our knowledge, still scarce. In the following, we will briefly summarise existing findings

including the context effects found in the productions of young speakers in Huttenlauch et al.

(2021).

With regard to addressing a child interlocutor, we will refrain from summarising the im-

mense body of literature treating speech towards preverbal infants since the use of prosody

for disambiguation requires that language ability has already been acquired to a certain ex-

tent. We are not aware of studies investigating effects of speaker age on prosodic cues uttered

towards a child interlocutor. For young speakers, speech towards a child interlocutor has

been described as containing an increased F0 range (Biersack et al. 2005, Huttenlauch et al.

2021), lengthened vowels (Biersack et al. 2005), or more pauses (DePaulo & Coleman 1986).

Speech addressing an elderly interlocutor has been explored in data on young and older

adult speakers. While younger speakers slowed down their speaking rate by increasing vowel

duration and inserting more pauses in speech addressing an elderly interlocutor, older speak-

ers did not do so (Kemper et al. 1995). For older speakers addressing a young interlocutor,

however, Kemper and colleagues observed a slower speaking rate than for young speakers.

The authors argued that, in comparison to young speakers, older speakers adopt a more

simplified speech style including lower speaking rate when addressing a young interlocutor,

and thus it is possibly hard for them to slow down even further in order to adapt to an elderly

interlocutor (Kemper et al. 1995: 56). Furthermore, young speakers addressing an elderly

interlocutor, slowed down their speaking rate with longer pauses, increased final lengthening

(Huttenlauch et al. 2021), and increased F0 range or variation in F0 (Thimm et al. 1998,

Huttenlauch et al. 2021).

We are not aware of studies investigating effects of speaker age on prosodic cues when

addressing a non-native interlocutor. Some studies involving young speakers found no clear

differences (DePaulo & Coleman 1986, Uther et al. 2007, Knoll & Scharrer 2007, Knoll
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et al. 2011, Huttenlauch et al. 2021), while others observed a lowered speech rate due to

lengthened pauses (Biersack et al. 2005), a higher mean F0 (Knoll et al. 2015), increased

word durations and intensity (Rodriguez-Cuadrado et al. 2018), or an increased F0 range

along with segmental modifications described as a more emphatic style (Smith 2007; see

Piazza et al. 2021 for a current review on foreigner-directed speech).

Finally, speech in noisy environments compared to silent environments is affected by

modulations in several ways. The reported changes are referred to as “Lombard speech”

(Lombard 1911 as cited in Zollinger & Brumm 2011) and include decreased speaking rate (due

to increased segment or word durations), increased F0 ranges, increased signal amplitude,

and spectral changes such as smaller spectral slope (e. g., Junqua 1996, van Summers et al.

1988, Jessen et al. 2003, Zollinger & Brumm 2011, Smiljanic & Gilbert 2017, Tuomainen

et al. 2019, 2021). The findings for young speakers in a noisy environment in Huttenlauch

et al. (2021) were interpreted as being partly in line with Lombard speech, as they revealed

increased final lengthening and decreased pause duration but no changes in F0 range. With

respect to age effects in speech adaptation to noise, no age differences were found by Dromey

& Scott (2016) and Smiljanic & Gilbert (2017), with the latter reporting an age-independent

decrease in speaking rate when noise was present, while Tuomainen et al. (2019) reported a

decreased speaking rate only for the older age group.

To summarise, the modifications of prosodic cues in coordinates induced by varying

contexts observed by Huttenlauch et al. (2021) were rather small but in line with previous

findings. The effect of age on the realisation of prosodic cues in more communicative settings

with varying interlocutors is still only scarcely explored. For the reported age-related changes

in addressing different interlocutors, the question arises whether they replicate to coordinate

structures in German. Given the limited evidence, we keep our second research question

rather open:

RQ2 Situational (in)dependence: Do young and older speakers differ in adapting their use

of prosodic cues when addressing varying interlocutors?

In the current study, we extend the age range of usually studied participants (in Hut-

tenlauch et al. 2021 19–34 years) to older people aged between 60 and 80 years of age (i. e.,

comparable to the older age groups in the previously presented literature) and compare the

productions of linguistic prosody in young and older adult speakers. Specifically, we ex-

plore whether age interacts with the modulation of prosodic cues, especially F0 range, final

lengthening, and pause, and whether any such interaction may impact the disambiguation of

structurally ambiguous coordinated name sequences and the use of prosodic cues when ad-

dressing different interlocutors (i. e., regarding situational (in)dependence of disambiguating

prosody).
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6.2 Methods and material

Methods, materials, and data of the younger speakers are taken from Huttenlauch et al.

(2021) and extended by the data of older speakers.

Participants

Fifteen young monolingual German native speakers (13 female, 1 male, 1 other; age range:

19–34, mean 25.47 years, SD : 4.6; see Huttenlauch et al. 2021) and 13 older monolingual

German native speakers (9 female, 3 male, 1 no information; age range: 61–80 years, mean:

67.77 years, SD : 6.8) were included in the study. Additional five speakers took part in

the study, but were discarded due to low task compliance (n = 1), scores below 25 in the

Montreal Cognitive Assessment (Nasreddine et al. 2005) (n = 3), or missing data (n = 1). All

participants (henceforth speakers) were recruited in Potsdam, Germany, and were reimbursed

or received course credits (the latter only applies to the young speakers). They were näıve to

the purpose of the study and gave written consent to participate. The Ethics Committee of

the University of Potsdam approved the procedure of this study (approval number 72/2016).

Hearing ability was assessed by a hearing screening using an audiometer (Hortmann DA 324

series) and calculated following the grades of hearing impairment by the WHO as reported in

Olusanya et al. (2019). Normal hearing was defined as an average pure-tone audiometry of 25

dB HL or better of 500, 1000, 2000, and 4000 Hz in the better ear. Following this definition,

all 15 young speakers and 10 of the older speakers had normal hearing, the remaining speakers

showed a slight (n = 2) or moderate impairment (n = 1).

Stimuli

Items As stimuli, we used the same six coordinated name sequences as in Holzgrefe-Lang

et al. (2016), Huttenlauch et al. (2021), and Wellmann et al. (2023): Each sequence consisted

of three German names coordinated by und (English ‘and’) that appeared in each of two

conditions: without internal grouping (30) or with internal grouping of the first two names

(31). The grouping of the first two names was visually indicated to the participants by

bracketing Name1 and Name2 with parentheses as in (31). The conditions will henceforth

be referred to as brack for the condition with internal grouping and nobrack for the condition

without internal grouping. A total of 12 items was used. Young speakers produced each item

once per context (see Section 6.2 on page 98), older speakers twice to enlarge the data set

and to increase statistical power.

(30) Name1 and Name2 and Name3. Moni und Lilli und Manu.

(31) (Name1 and Name2) and Name3. (Moni und Lilli) und Manu.
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young

(baseline)

child elderly non-native noise

Name: Hannah Carlotta Maria

Korbmacher

Zsófi Hannah +

white noise

Age (in years): 24 6 82 26 See young

Origin: Eberswalde Potsdam NA NA

Residence: Potsdam Potsdam Potsdam Potsdam

Occupation: Biology

student

School child Retired school

teacher

Exchange

student

Further facts: Moved to

Potsdam for

her studies,

lives in a

shared flat,

Likes horse

riding,

her parents

pick her up

from school

Lives for two

years in an

old-age home with

her

husband,

Started to

learn German one

year ago,

lives in a

shared flat

likes the parks in

Potsdam

is good at

swimming,

tends to forget

things from

time to time

enjoys doing

sports

Table 11: Fictional names, ages, origins, and further information of the interlocutors present

in the five contexts.

The set of coordinates comprised nine different German names in total, all of which were

controlled for number of syllables (disyllabic), stress pattern (penultimate), and sonority

of the segments (only sonorant material, to facilitate pitch tracking). Six of the names

featured the high frontal vowel /i/ in word-final position (Moni, Lilli, Leni, Nelli, Mimmi,

and Manni) in order to decrease glottalisation and occurred as Name1 or as Name2. Name3

contained either /u/ or /a/ in word-final position (Manu, Nina, and Lola). Regarding

possible collocations of the selected names for each coordinate, there was no particular co-

occurrence of two adjacent names (as in, e. g., “Bonnie and Clyde”) in the dlexDB corpora

(Heister et al. 2011) or in printed sources between 1500 and 2021, as ascertained by the

Google Ngram Viewer (Lin et al. 2012).

Contexts Five different communicative contexts (young, child, elderly, non-native,

noise) were created that differed in the interlocutor and/or the absence/presence of back-

ground white noise (see Table 11). Speakers saw their interlocutors on a screen in two short

videos each (one with a personal introduction of the interlocutor and one with instructions

for the task) to get an audio-visual impression. The young and non-native interlocutors were

similar in age to the group of young speakers, the elderly interlocutor was two years older

than the oldest speaker in the group of older speakers. A more detailed description of the

videos and interlocutors can be found in Huttenlauch et al. (2021).

Procedure

Productions were elicited by means of a referential communication task. Contexts were

presented blockwise, always starting with the young context, which served as a baseline in
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5000 ms

Wer kommt?
Who is coming?

recording 6000 ms

1000 ms

+
Manni und Leni und Lola

5000 ms

Wer kommt?
Who is coming?

recording 6000 ms

1000 ms

1000 ms

+
(Moni und Lilli) und Manu

Figure 16: Experimental setting and timing of two trials.

the analysis. The order of the other four contexts was randomised. Each block started with

the two video clips of the corresponding interlocutor. Then, for each trial, speakers first

saw a fixation cross on the screen accompanied with the auditory presentation of the trigger

question Wer kommt? (‘Who is coming?’) via headphones produced by the interlocutor

of the current block as a reminder to whom they were talking. After 1000 ms, the fixation

cross was replaced by the visual presentation of the name sequence (i. e., the item) in one of

the two conditions (see Figure 16). The task was to produce the item in a way that would

allow the interlocutor “to understand as rapidly and accurately as possible who is coming

together”. Recordings took place in a sound-attenuated booth at the University of Potsdam

via an Alesis iO/2 audio interface using an AKG HSC271 headset with over-ear headphones

and a condenser microphone. The wide screen in the recordings booth had a resolution of

1920 x 1200, stimuli were in Arial, font size 50. The experiment was run from a Dell laptop

using Presentation software (Neurobehavioural Systems). Each item was presented in each

context once (for young speakers) or twice (for older speakers). Thus, the data set contained

900 individual productions of young speakers (6 name sequences * 2 conditions * 5 contexts

* 15 young speakers) and 1560 individual productions of older speakers (6 name sequences

* 2 conditions * 5 contexts * 2 repetitions * 13 speakers).

Perception check

After data collection of the production study, all recordings were auditorily presented to

näıve listeners who were asked to indicate for each production the perceived condition.

To this end they were given two pictograms with three persons each, one pictogram per

condition (Figure 17, picture A without and picture B with internal grouping). The aim

of the perception check was to assess whether näıve listeners perceive the grouping of the

coordinates in the way it was intended. By intended we refer to the indication of condition

which was given to speakers by parentheses around the grouped names in the production

study. Obviously, the intention of speakers at the time of the production remains unknown

to us.
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A B

Figure 17: Pictograms used in the perception check depicting the condition without grouping

(left panel) and with grouping (right panel).

The data of the young and older age group were rated separately. The recordings were

distributed across different lists with 147 to 267 items. Each listener judged one list and

each list was judged by seven or eight listeners.

The perception check of the productions of the young speakers was conducted in presence

of several listeners in the same room with a paper-and-pen version. Data of 31 listeners (22

female, 9 male; age range: 18–41, mean: 24.1 years, SD : 5.8) were analysed. Another 11

listeners took part in the study, but had to be excluded due to technical problems (n = 9),

German as a non-native language (n = 1) or a hit-rate 2 SD below the mean hit-rate of all

listeners (n = 1, see Huttenlauch et al. 2021 for more details).

For the productions of the older speakers, the perception check was transferred onto

OpenSesame (Mathôt et al. 2012) and was run as a web-based study on Jatos (Lange et al.

2015) in individual sessions. Data of 49 listeners (29 female, 9 male, 11 other/no information;

age range: 18–63, mean: 24.63 years, SD : 6.3) were analysed. Another five listeners took

part in the study, but had to be excluded due to technical problems.

In the analysis of the perception check, the exclusion threshold for individual productions

was set to a hit-ratio 2 SD below the mean ratio, as suggested by standard assumptions on

the exclusion of data points (e. g., Howell et al. 1998). Hit-ratio was calculated separately for

each production as the number of congruent rates (i. e., correct identification of the intended

grouping/condition, referred to as hit-rate) divided by the number of total rates. Applying

this criterion, 36 productions (4%, 11 nobrack, 25 brack) in the group of the young speakers

and 66 productions (4%, 39 nobrack, 27 brack) in the group of the older speakers fell below

the threshold and were excluded from further analyses. For a more detailed description of

procedure and analysis of the perception check see Huttenlauch et al. (2021).

Segmentation and measurements

In addition to the productions excluded based on the perception check, three productions

were excluded from analysis in the data set of the older speakers: due to hesitations that

made the analysis of condition impossible (n = 2) and due to recording problems (n = 1).

The final data set comprised 2355 productions (young: 864, older: 1491). Table 12 provides

an overview of how the productions distribute across age groups, conditions, and contexts.
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Table 12: Distribution of productions entering statistical analyses across age groups, condi-

tions, and contexts in the final data set.

age group condition young child elderly non-native noise

younger
nobrack 87 85 90 90 87

brack 83 88 89 86 79

older
nobrack 141 148 148 151 153

brack 151 153 153 148 145

For the extraction of the three prosodic cues under investigation, segment boundaries

and pauses were manually annotated in Praat (Boersma & Weenink 2017, version 6.0.32) by

following the criteria in Turk et al. (2006). Silent intervals of at least 20 ms duration were

considered as pauses (following the procedure in Petrone et al. 2017). F0-minima (L) and F0-

maxima (H) on both Name1 and Name2, were manually annotated (example TextGrids are

given in Figure 15). The points were set into parts of the signal, where F0 can be reliably

measured (i. e., avoiding the edges of segments, glottalised parts in the signal, and parts

with other non-modal voice quality). The F0 contour mostly displayed a rising movement

on Name1 and Name2, respectively (i. e., L preceded H). Only in a few cases, speakers

produced a falling F0 movement on Name1 (young speakers: 88 falls versus 776 rises, older

speakers: 108 falls versus 1368 rises) or Name2 (older speakers: 13 falls versus 1458 rises).

For some productions in the data of the elderly speakers it was impossible to find reliable

locations to annotate either L and/or H points and it was, thus, impossible to measure the F0

range. In those cases, the corresponding item was excluded from the analysis of F0 range for

Name1 and/or Name2. This applies to 15 items (1.0% of the productions of older speakers)

in the condition without internal grouping and to 20 items (1.3% of the productions of

older speakers) with internal grouping. All in all, we aimed for an approach of measuring F0

range that was applicable to the majority of the recordings. For further segmentation criteria

see Huttenlauch et al. (2021). For Name1 and Name2 separately, we calculated the three

variables F0 range, final lengthening, and pause. The variable F0 range reflects the range

between the F0-minimum and the F0-maximum on NameX in semitones (st; calculated as

12 ∗ log2(F0H/F0L)). The variable final lengthening reflects the duration of the final vowel

of NameX divided by the duration of NameX (in %, the final vowel is annotated as V on

the second tier of the TextGrid in Figure 15.). The pause variable reflects the duration of a

possible pause after NameX divided by the duration of the whole utterance (in %). We chose

relative instead of absolute measures as they are independent of individual speech rates and

mean fundamental frequency. However, to descriptively assess potential age-related effects,

absolute durational measurements were taken into consideration.
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Statistical analysis

The workflow of the statistical analyses was similar to that in Huttenlauch et al. (2021),

additionally comprising a group comparison between young and older speakers. For each

dependent variable (F0 range, final lengthening, pause) on Name1 and Name2, we ran sep-

arate linear mixed-effect regression models in R (R Development Core Team 2018)29. Each

model estimated the difference in the dependent variables between the two age groups (young

and older speakers), between the four context comparisons, and between the two conditions

(brack and nobrack condition), if applicable. Interactions between context and age group

were added to further explore the dependencies of the differences, as well as interactions of

context and age group with condition. A maximal model including all main effects and their

interactions, as previously described, as well as including a random effects structure with all

possible variance components and correlation parameters associated with the four within-

subject contrasts (child vs. young, elderly vs. young, non-native vs. young, noise

vs. young) was always fit first30. In order to avoid overfitting of the random effects struc-

ture, we followed the approach outlined in Bates et al. (2015a) and conducted an iterative

reduction of model complexity. A more detailed explanation of the model reduction, along

with all reduced models and the complete model outputs of the fixed effects, can be found

on an Open Science Framework project page (https://osf.io/fc8nz) together with the data

and code. In the results section, we will only report the statistically significant effects which

comprise main effects of condition and/or main effects and interactions of age group.

6.3 Results

In the following, we will first present descriptive results from absolute and relative measure-

ments with a focus on age, including a statistical comparison of the age groups. Hereafter,

we will turn towards the results of linear mixed models fit to compare the age groups re-

garding their use of prosodic cues for disambiguation (RQ1) and regarding their adaptation

29cited in original as R Core Team. 2018. R: A language and environment for statistical computing.

Vienna: R Foundation for Statistical Computing. https://www.R-project.org/.
30Prosodic cue ∼ 1 + condition∗context∗age group +

(1 + condition +

child vs young + elderly vs young + nonnat vs young + noise vs young +

age group +

condition:age group +

condition:child vs young + condition:elderly vs young +

condition:nonnative vs young + condition:noise vs young +

child vs young:age group + elderly vs young:age group +

nonnative vs young:age group + noise vs young:age group +

condition:child vs young:age group + condition:elderly vs young:age group +

condition:nonnative vs young:age group +

condition:noise vs young:age group | speaker)
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6.3 Results

Table 13: Descriptive statistics of absolute durational measurements by age group and sta-

tistical group comparison.

Young Older Comparison

Measurement (ms) mean SD mean SD p

utterance duration 1964.63 292.16 2181.25 444.80 < 0.0001

final vowel duration

(Name1)

129.61 40.09 144.68 46.20 < 0.0001

pause duration

(after Name2)

172.93 195.24 262.83 330.05 < 0.0001

final vowel duration

(Name2)

181.53 59.51 198.24 65.57 < 0.0001

to different interlocutors (RQ2).

Descriptive statistics and statistical age group comparison of absolute durational

measurements

In the main section of our analysis, we analysed the use of prosodic cues by measuring the

relative duration of speech segments and pauses. This method allowed us to understand

how prosodic cues were used, regardless of individual differences in speaking rate or the

absolute duration of sounds. Before presenting the relative measurements, we will present

some absolute durational measurements to compare the differences between young and older

speakers (cf. Table 13). However, we will not include measurements of average F0 by age

group because the speaker groups had mixed genders, which could affect our estimation of

differences in F0 between the groups.

In our data set we observe longer absolute durations for older as compared to younger

speakers for the whole utterance (mean difference of 217 ms), the final vowels of Name1

and Name2 (mean difference of 15 ms and 17 ms, respectively), and the pause after Name2

(mean difference of 89.9 ms). All age group comparisons were statistically significant in

linear models with age group as a single sum-contrasted predictor (0.5 for young and −0.5

for older speakers). Moreover, we observe a higher degree of variation (larger SDs) for older

speakers than for young speakers across all durational measurements.

Descriptive statistics of relative measurements

Relative measurements of F0 range, final lengthening, and pause were used to explore the use

of prosodic cues for the disambiguation of coordinates with and without internal grouping.

Figure 18 shows a visual description of mean location and spread of F0 range as well as
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Figure 18: Distribution of raw values of F0 range (left panel) and final lengthening (right

panel) on Name1 (y-axis) divided by context (x-axis), condition (colour: grey for nobrack,

green for brack), and age group (shape: circles for young speakers, triangles for older speak-

ers). Whiskers show 95% confidence intervals.
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Figure 19: Distribution of raw values of F0 range (left panel), final lengthening (mid panel),

and pause (right panel) on Name2 (y-axis) divided by context (x-axis), condition (colour:

grey for nobrack, green for brack), and age group (shape: circles for young speakers, triangles

for older speakers). Whiskers show 95% confidence intervals.
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final lengthening on Name1 by age group, context, and condition. For both cues and for

each context, the mean values in the brack condition are lower for younger than for older

speakers, while in the nobrack condition in all contexts except young, the mean values

are larger for younger compared to older speakers. Considering these raw data visually, the

difference between conditions is larger in the productions of young speakers than in that of

older speakers. We did not run statistical analyses and do not report descriptive statistics

on pause duration after Name1 since mostly zero values were produced by the participants.

That is, a pause after Name1 was only produced in 206 out of 2355 trials in total, 175

times in the nobrack condition and 31 times in the brack condition. Figure 19 shows a

visual description of mean location and spread of F0 range, final lengthening, and pause

on/after Name2 by age group, context, and condition. There is no apparent visual pattern

that would apply to both speaker groups and all three cues. For F0 range and pause in the

brack condition, young speakers produced smaller mean values than older speakers. For final

lengthening in general and F0 range of the nobrack condition, the values are more mixed

between age groups. With regard to the direction of the difference in the degree of F0 range

and final lengthening between the brack and nobrack condition, both prosodic cues show

smaller values in brack than in nobrack on Name1 and the opposite pattern, larger values

in brack than in nobrack, on Name2.

To summarise, a visual inspection of the raw data reveals differences between the two age

groups in the amount to which the different prosodic cues were produced in the respective

contexts and conditions. Nevertheless, the general patterns for each cue are quite similar

across contexts for both, young and older speakers. That is, for instance for F0 range in the

brack condition in Figure 19 (left panel, green data points), the connecting lines between

contexts have slopes in the same directions between speaker groups and in any case do

not cross. We are aware that the descriptive analysis of the data does not allow for any

generalisations. In the following sections, we will present the results of the statistical models

we ran on each cue and Name individually.

Statistical analyses on Name1

F0 range on Name1

Results for F0 range on Name1 are reported from a reduced model31 (all final models and

code can be found on https://osf.io/fc8nz). Several effects were statistically significant (see

31F0 name1 ∼ 1 + condition∗context∗age group +

(1 + child vs young + elderly vs young + noise vs young +

age group +

condition:age group +

nonnative vs young:age group +

condition:child vs young:age group +

condition:nonnative vs young:age group | speaker)
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Table 14 and https://osf.io/fc8nz).

Table 14: Selected model estimates and 95% confidence intervals of the fixed effects for

F0 range on Name1 including main effect of condition and main effect and interactions of

age group.

Predictor Estimate 95% CI

Intercept 4.666∗∗ (4.060, 5.273)

condition −1.236∗∗ (−1.559, −0.913)

age group 0.002 (−1.211, 1.216)

condition:age group −0.593 (−1.239, 0.053)

child vs. young:age group 1.225∗∗ (0.563, 1.886)

elderly vs. young:age group 0.757 (−0.259, 1.773)

non-native vs. young:age group 0.928∗ (0.217, 1.639)

noise vs. young:age group 1.193∗ (0.230, 2.155)

condition:child vs. young:age group 0.051 (−0.515, 0.616)

condition:elderly vs. young:age group −0.013 (−0.450, 0.423)

condition:non-native vs. young:age group 0.130 (−0.404, 0.664)

condition:noise vs. young:age group 0.271 (−0.170, 0.712)
∗p < 0.05; ∗∗p < 0.01
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Figure 20: Model predictions for F0 range on Name1 (y-axis) divided by age group (younger

speakers left panel, older speakers right panel), condition (x-axis), and context (colour).

Whiskers show 95% confidence intervals.
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The statistically significant main effect of condition (β = −1.236, p < 0.0001) confirms

that F0 range was used for the disambiguation of brack and nobrack on Name1 by speakers of

both age groups: The F0 range in the brack condition was decreased by about 2.5 semitones

compared to the nobrack condition. With respect to age-related differences in situational

(in)dependence, the statistically significant two-way interactions of the context comparisons

child vs. young (β = 1.225, p = 0.0003), non-native vs. young (β = 0.928, p = 0.011),

and noise vs. young (β = 1.193, p = 0.016) with age group, respectively, indicate general

age-related differences when addressing the child and non-native as compared to the young

interlocutor, as well as age-related differences in noisy vs. non-noisy settings with a young

interlocutor. In all of the three context comparisons, young speakers increased their F0

range compared to context young, while older speakers decreased their F0 range. Model

predictions for F0 range on Name1 by condition, context, and age group are displayed in

Figure 20.

Final lengthening on Name1

Table 15: Selected model estimates and 95% confidence intervals of the fixed effects for final

lengthening on Name1 including main effect of condition and main effect and interactions of

age group.

Predictor Estimate 95% CI

Intercept 33.848∗∗ (32.716, 34.980)

condition −2.366∗∗ (−2.949, −1.784)

age group −0.794 (−3.058, 1.469)

condition:age group −1.001 (−2.166, 0.164)

child vs. young:age group 1.449∗ (0.063, 2.834)

elderly vs. young:age group 1.962 (−0.255, 4.179)

non-native vs. young:age group 1.877∗ (0.203, 3.551)

noise vs. young:age group 1.371 (−0.289, 3.032)

condition:child vs. young:age group −0.841 (−2.226, 0.545)

condition:elderly vs. young:age group −0.361 (−1.740, 1.017)

condition:non-native vs. young:age group −0.612 (−1.995, 0.771)

condition:noise vs. young:age group −0.726 (−2.124, 0.672)
∗p < 0.05; ∗∗p < 0.01

Results for final lengthening on Name1 are reported from a reduced model32. Several

effects were statistically significant (see Table 15 and https://osf.io/fc8nz). The statistically

32the model can be found on https://osf.io/fc8nz
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6.3 Results

significant main effect of condition (β = −2.366, p < 0.0001) confirms that final lengthening

was used for the disambiguation of brack and nobrack on Name1 by speakers of both age

groups: Final lengthening was decreased in the brack condition (where the final vowel span

about 31% of the total name duration) as compared to the nobrack condition (where the final

vowel span about 36% of the total name duration). With respect to age-related differences

in situational (in)dependence, the statistically significant two-way interaction of the context

comparison child vs. young with age group (β = 1.449, p = 0.002) indicates that young

speakers, in contrast to older speakers, increased final lengthening when addressing the child

compared to the young interlocutor. A similar pattern is predicted by the model for the

context comparison non-native vs. young, for which the interaction with age group was

statistically significant (β = 1.877, p = 0.028): While final lengthening is increased by

young speakers when addressing the non-native as compared to the young interlocutor, final

lengthening is decreased by older speakers. Model predictions for final lengthening on Name1

by condition, context, and age group are displayed in Figure 21.
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Figure 21: Model predictions for final lengthening on Name1 (y-axis) divided by age group

(younger speakers left panel, older speakers right panel), condition (x-axis), and context

(colour). Whiskers show 95% confidence intervals.

Statistical analyses on Name2

F0 range on Name2

Results for F0 range on Name2 are reported from a reduced model33. Several effects were

statistically significant (see Table 16 and https://osf.io/fc8nz). The statistically significant

33the model can be found on https://osf.io/fc8nz
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Table 16: Selected model estimates and 95% confidence intervals of the fixed effects for F0

range on Name2 including main effect of condition and main effect and interactions of age

group.

Predictor Estimate 95% CI

Intercept 7.097∗∗ (6.370, 7.824)

condition 3.040∗∗ (2.613, 3.468)

condition:age group −0.345 (−1.200, 0.510)

child vs. young:age group 0.873∗ (0.121, 1.626)

elderly vs. young:age group 0.573 (−0.413, 1.559)

non-native vs. young:age group 0.636 (−0.384, 1.655)

noise vs. young:age group 0.642 (−0.351, 1.635)

condition:child vs. young:age group −0.779∗ (−1.419, −0.139)

condition:elderly vs. young:age group −0.684 (−1.524, 0.156)

condition:non-native vs. young:age group −0.306 (−0.968, 0.356)

condition:noise vs. young:age group −0.442 (−1.193, 0.309)
∗p < 0.05; ∗∗p < 0.01
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Figure 22: Model predictions for F0 range on Name2 (y-axis) divided by age group (younger

speakers left panel, older speakers right panel), condition (x-axis), and context (colour).

Whiskers show 95% confidence intervals.
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main effect of condition (β = 3.04, p < 0.0001) confirms that F0 range was used for the

disambiguation of brack and nobrack on Name2 across both age groups: The F0 range in the

brack condition was increased by about six semitones compared to the nobrack condition.

With respect to age-related differences in situational (in)dependence, the significant two-

way interaction of the context comparison child vs. young with age group (β = 0.873,

p = 0.011) indicates general age-related differences in approaching the child interlocutor

compared to the young interlocutor: The F0 range was larger for young speakers than

that of older speakers when addressing the child in comparison to the young interlocutor.

These age-related patterns diverge even more when context-related prosodic disambiguation

is considered and condition is taken into account. The significant three-way interaction of

condition, context comparison child vs. context young, and age group (β = −0.799,

p = 0.018) indicates that young speakers increased the F0 range in both conditions, brack

and nobrack, when addressing the child as compared to the young interlocutor, while older

speakers did so only in the brack condition. In the nobrack condition, however, older speakers

decreased the F0 range, resulting in an enhanced difference between the conditions when

addressing the child as compared to the young interlocutor. Model predictions for F0 range

on Name2 by condition, context, and age group are displayed in Figure 22.

Final lengthening on Name2
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Figure 23: Model predictions for final lengthening on Name2 (y-axis) divided by age group

(younger speakers left panel, older speakers right panel), condition (x-axis), and context

(colour). Whiskers show 95% confidence intervals.
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Table 17: Selected model estimates and 95% confidence intervals of the fixed effects for final

lengthening on Name2 including main effect of condition and main effect and interactions of

age group.

Predictor Estimate 95% CI

Intercept 40.813∗ (39.477, 42.149)

condition 5.071∗ (4.284, 5.858)

condition:age group −0.248 (−1.822, 1.325)

child vs. young:age group 0.766 (−0.584, 2.116)

elderly vs. young:age group 0.943 (−0.399, 2.286)

non-native vs. young:age group 0.880 (−0.467, 2.227)

noise vs. young:age group 1.374 (−0.368, 3.115)

condition:child vs. young:age group −1.811∗∗ (−3.161, −0.462)

condition:elderly vs. young:age group −1.939∗∗ (−3.281, −0.596)

condition:non-native vs. young:age group −1.455 (−3.035, 0.125)

condition:noise vs. young:age group −0.536 (−1.898, 0.827)
∗p < 0.05; ∗∗p < 0.01

Results for final lengthening on Name2 are reported from a reduced model34. Several

effects were statistically significant (see Table 17 and https://osf.io/fc8nz). The statistically

significant main effect of condition (β = 5.071, p < 0.0001) confirms that final lengthening

was used for the disambiguation of brack and nobrack on Name2 by speakers of both age

groups: Final lengthening was increased in the brack condition (the final vowel of Name2

span about 45% of the total duration of Name2) compared to the nobrack condition (the

final vowel span about 35% of the total name duration). Regarding age-related differences

in prosodic disambiguation and situational (in)dependence, the three-way interaction be-

tween condition, the context comparison child vs. young, and age group (β = −1.811,

p = 0.009) indicates that young speakers decreased final lengthening in the brack condition

when addressing the child as compared to addressing the young interlocutor, thus decreas-

ing the difference between the conditions. On the contrary, older speakers decreased final

lengthening for the same context comparison in the nobrack condition, thus increasing the

difference between the conditions. An additional three-way interaction between condition,

elderly vs. young and age group (β = −1.939, p = 0.005) indicates that young speakers

increased final lengthening in the nobrack condition when addressing the elderly as com-

pared to the young interlocutor. That is, they reduced the difference between the conditions

in context elderly, compared to context young. Older speakers showed a different be-

haviour: They increased final lengthening when addressing the elderly as compared to the

34the model can be found on https://osf.io/fc8nz
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young interlocutor in the brack condition, thus enhancing the difference between the condi-

tions in context elderly. Model predictions for final lengthening on Name2 by condition,

context, and age group are displayed in Figure 23.

Pause after Name2

Since the random effects structure of the model analysing pause after Name2 could not be

reduced without a significant drop in model fit, results are reported from the maximal model.

None of the effects were statistically significant (see Table 18 and https://osf.io/fc8nz).

Table 18: Selected model estimates and 95% confidence intervals of the fixed effects for pause

after Name2 including main effects and interactions of age group.

Predictor Estimate 95% CI

Intercept 19.398∗∗ (14.827, 23.968)

age group −0.019 (−9.160, 9.122)

child vs. young:age group −1.560 (−10.505, 7.386)

elderly vs. young:age group −1.202 (−10.113, 7.709)

non-native vs. young:age group −1.048 (−10.001, 7.906)

noise vs. young:age group 16.472 (−21.986, 54.930)
∗p < 0.05; ∗∗p < 0.01

6.4 Discussion

In the current study, we compared the use of prosodic cues produced to disambiguate the

internal grouping of coordinated three-name sequences (coordinates) in two conditions, that

is, without and with internal grouping of the first two names (nobrack and brack, respec-

tively) between two age groups: young (19–34 years) and older (61–80 years) speakers of

German. We concentrated our analysis on the three prosodic cues F0 range, final length-

ening, and pause on/after Name1 and Name2. As age affects the stability and variability of

tonal and durational features in general, we tested for potential age effects on the modulation

of the three prosodic cues for structural disambiguation. Furthermore, we explored whether

the situational (in)dependence of disambiguating prosody differs between younger and older

speakers, considering their prosodic adaptation to varying contexts. To this end, in both

age groups, we elicited coordinates by means of a referential communication task with five

contexts: addressing a young adult, a child, an elderly adult, a young non-native adult, and

the young adult with background noise.

Looking at the data, we note two things: First of all, descriptively, younger and older

speakers produced the three prosodic cues overall quite similarly for prosodic disambigua-
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tion and even in the different contexts. This visual observation receives support from the

statistical models: For none of the prosodic cues, did the statistical models reveal a main

effect for age group. That is, for the use of prosodic cues to mark the internal grouping

of coordinates, our data do not provide evidence for a general age-related effect. Second,

despite the similarity of the produced prosodic cues, the productions of the older group

of speakers are more variable than those of the younger ones, an effect that is evident in

larger standard deviations and confidence intervals of the model estimates and the raw data.

Increased variability with increased age regarding F0 and durational values is in line with

findings of previous studies (Scukanec et al. 1992, 1996, Lortie et al. 2015, Santos et al. 2021,

among others).

Regarding our first research question, whether older compared to younger speakers show

a more extreme use of F0 range, final lengthening, and pause on Name1 and Name2 to

mark the internal grouping, our data do not provide evidence for age-related increases in cue

use. In absolute measures, though, older speakers produced longer utterances and longer

final vowels on Name1 and Name2 than young speakers, which corresponds to a slower

speaking rate since all productions had the same number of syllables. A slower speaking

rate is in line with previous findings in the literature (Kemper et al. 1995, Scukanec et al.

1996, Harnsberger et al. 2008, Barnes 2013, Smiljanic & Gilbert 2017, Dimitrova et al. 2018,

Tuomainen & Hazan 2018, Hazan et al. 2019, Tuomainen et al. 2019, 2021). Nevertheless,

independent of age, speakers in both age groups marked the internal grouping globally in line

with the Proximity/Similarity model (Kentner & Féry 2013) using all three cues investigated:

In the brack condition, on Name1, speakers of both age groups produced a smaller F0 range

and less final lengthening compared to the nobrack condition. This is considered a weakening

of the prosodic boundary indicating the sisterhood of the neighbouring element (i. e., Name2

in this case) by Kentner & Féry (2013). On Name2, this pattern was reversed: In the brack

condition, speakers of both age groups increased the F0 range and the lengthening of the final

segment compared to the nobrack condition and, additionally, inserted a pause after Name2

in the brack condition. This increase of prosodic cues is considered a strengthening of a

prosodic boundary (Kentner & Féry 2013). For none of the prosodic cues was the interaction

between age group and condition statistically significant. We, thus, did not find support for

age-related more extreme use of disambiguating prosodic cues. Across both age groups,

the results of the perception checks confirmed that the internal grouping was produced

successfully, as the conditions could reliably be recovered by näıve listeners. Only about 4%

of the data in each age group led to misunderstandings. That is, despite the variability in

the data, speakers of both age groups produced the disambiguating prosodic cues in such a

clear way that listeners could correctly resolve the underlying syntactic structure.

Regarding our second research question, whether young and older speakers differ in adapt-

ing their use of prosodic cues when addressing varying interlocutors, our data show substan-

tial similarities across age groups. For several model predictions, the estimated means of
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the non-baseline contexts within one condition deviate in the same direction from the young

baseline context in both age groups (cf. brack in Figures 21 and 22). This also explains why

only few interactions of context, condition, and age group revealed statistical significance.

Nevertheless, there are slight differences between the age groups regarding their adaptations.

We will focus our discussion on statistically significant three-way-interactions of age groups,

contexts, and condition, as we are mainly interested in the interplay of all three factors.

The two age groups diverged most strongly when addressing a child as compared to a

young interlocutor: On Name2, the older speakers produced larger F0 ranges for the child

compared to the young interlocutor in condition brack and smaller F0 ranges along with

decreased final lengthening in condition nobrack, thus increasing the difference between con-

ditions when addressing the child. Younger speakers, however, rather slightly decreased the

difference between brack and nobrack when addressing the child as they reduced final length-

ening in the brack condition. This enhanced difference between conditions in older speakers

can be interpreted as more adaptation to the child interlocutor in older than in younger

speakers. Such an enhanced difference between conditions in older compared to younger

speakers also holds true for the context with the elderly interlocutor. Here, the older speak-

ers slightly increased the difference between the conditions by means of an increase in final

lengthening on Name2 in the brack condition while the young speakers showed the reverse

pattern: They decreased the difference in final lengthening between the conditions by in-

creasing final lengthening in nobrack. Interestingly, from the viewpoint of disambiguation,

speakers in both age groups produced a stronger distinction between conditions when ad-

dressing their peer compared to addressing a non-age-matched interlocutor: young speakers

addressing the young interlocutor and older speakers addressing the elderly interlocutor. We

are not aware of any similar findings in the literature. Yet, despite being statistically signifi-

cant, these differences in adaptation between age groups were in fact quite small in absolute

terms, and did not affect the disambiguation of coordinates, as revealed by the perception

check (see previously). Together with the large variability in the productions of the older

speakers (cf. larger 95% confidence intervals in the Figures with model predictions than for

younger speakers), it is questionable whether the effects in the child and elderly contexts

compared to the young context are reproducible in the same manner in future studies.

In the remaining two contexts (non-native interlocutor and speech in noise), our data

did not demonstrate evidence for differences between the age groups. Given this and given

the fact that any context differences across groups did not impact on disambiguation of

coordinates in general, regarding our second research question, our data speak in favour

of situational independence in both age groups (Schafer et al. 2000, Kraljic & Brennan

2005, Speer et al. 2011). Models of situational independence assume that disambiguating

prosody is realised automatically as part of the production process on the side of the speaker

and is therefore largely independent of the presence or absence of a listener, the type of

listener, or the situational setting. As such, it seems plausible that disambiguating prosody
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is also independent of the age of the speaker. Our data add to the literature on the effects of

different types of interlocutors and the absence/presence of noise on the use of disambiguating

prosodic cues the dimension of speaker age. The findings show that situational independence

in production of disambiguating prosody holds for older speakers, too, and that prosody

production is a stable automatic part of the production process also in older speakers.

Thus, whereas age has frequently been shown to affect other areas of language produc-

tion (i. e., word-finding abilities, increased phonetic variability, or altered acoustic charac-

teristics), it does not seem to have a (listener-relevant) impact on production of prosodic

cues in ambiguous structures. This is in line with an observation by Lortie et al. (2015)

regarding a more variable voice in older speakers that did not interact with the ability to

control fundamental frequency (participants in their study were asked to produce normal,

low, and high frequency voice in sustained vowels). In this sense, our study provides evidence

that one important part of the prosody-syntax interface is not affected by age effects: the

use of the prosodic cues F0 range, final lengthening, and pause for disambiguation of struc-

turally ambiguous coordinates. Our findings on prosody production in older adults are also

of importance in the larger context of investigating linguistic prosody in populations with

acquired language and communication disorders resulting from brain lesions (i. e., aphasia

or right-hemisphere brain lesions), since participants in these studies are usually older than

the typical age groups covered in most studies on healthy prosody processing.

In summary, our data confirm the well-known general age-related changes in absolute

durational measures. However, when it comes to the use of tonal and durational prosodic

cues to disambiguate the underlying syntactic structure, older speakers modulated duration

and F0 range similarly to younger speakers with, if at all, only minimal differences between

the the age groups of speakers in our sample. The finding of limited adaptation to different

interlocutors favours models of situational independence of disambiguating prosody across

both age groups and shows that production of disambiguating prosody at the prosody-syntax

interface is unaffected by age.

6.5 Conclusion

In conclusion, young and older speakers in our production study globally marked the internal

grouping of coordinated name sequences using F0 range, final lengthening, and pause in a

similar way. The modulation of disambiguating prosodic cues seems to be independent of

age-related changes in absolute durations. Across both age groups, the use of prosodic cues

to resolve the ambiguity in the internal structure of coordinates dominated in comparison

to possible prosodic accommodations to the contexts, which we interpret as evidence for

situational independence of disambiguating prosody. Prosodic disambiguation thus turns

out to be a stable automatic part of the production process, regardless of speaker age.
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Study III

7 Study III

Individual differences in early disambiguation of pro-

sodic grouping35

Abstract

Prosodic cues help to disambiguate incoming information in spoken language perception. In

structurally ambiguous coordinate utterances, such as three-name sequences, the intended

grouping is marked by three prosodic cues: F0-range, final lengthening, and pause. To indi-

cate that the first two names are grouped together, speakers typically weaken the durational

and tonal cues on the first name, while they are strengthened on the second name, compared

to a structure without internal grouping. The current study uses a Gating Paradigm to

test whether listeners can decide about the internal grouping of a coordinate structure by

already exploiting prosodic information on the first name. 192 stimuli were cut into seven

parts (gates) and presented to näıve participants (n = 45) successively (gate by gate) with

increasing length of the utterance and amount of prosodic information. In a two-alternative

forced choice decision task, accuracy was above chance level after the second name. How-

ever, more than half of the participants could already reliably detect grouping patterns after

the first name. These inter-individual differences point towards the existence of different

subgroups with diverging prosodic parsing strategies. Furthermore, listeners were sensitive

to speaker-specific prosodic patterns. Depending on speaker-specific characteristics and in-

dividual parsing capacities, it seems possible – at least for a subgroup of listeners – to make

predictions about the underlying grouping structure of coordinated name sequences based

on early prosodic cues.

7.1 Introduction

Prosody, the modulation of pitch and rhythm, is a pivotal source of information in spoken

language comprehension. As prosody accompanies a spoken utterance, it guides the listener

along the syntactic structure (e. g., Steinhauer et al. 1999) and the speaker along their mental

structure (e. g., Kraljic & Brennan 2005, Speer et al. 2011, Wagner 2005, Watson & Gibson

2004). In more detail, speakers produce prosody for a variety of purposes, including syntactic,

lexical, and pragmatic objectives, and thus convey content that is critical for understanding.

On the side of the listener, these underlying purposes and meaningful cues must be exploited

35An adapted version of this chapter has been published as Hansen, Marie, Clara Huttenlauch, Carola

de Beer, Isabell Wartenburger & Sandra Hanne. 2022. Individual differences in early disambiguation of

prosodic grouping. Language and Speech 0(0). 1–28. doi:10.1177/00238309221127374. This study is written

in American English.
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in prosodic parsing to identify constituents, structure, and meaning of the utterance (e. g.,

Clifton et al. 2002).

Prosodic cues demarcate junctures in an utterance, such as the beginning and the end of

a discourse segment (Swerts & Geluykens 1993), newly introduced concepts in the discourse

(Féry & Kügler 2008), and internal chunks that group semantically and pragmatically related

constituents, by means of prosodic boundaries Kentner & Féry (2013).

In this study, we focus on the latter, specifically on boundary-related prosodic mark-

ers in German three-name sequences coordinated by und (‘and’) with and without internal

grouping of the first two names (see examples (32) and (33) below). These structures are

particularly suitable for the investigation of prosodic boundaries: Firstly, linguistic charac-

teristics of coordinated names can easily be controlled when designing the experimental

stimuli. Secondly, coordinated name sequences are short and simple – and it has been

demonstrated that prosodic cues appear to have larger implications for perception among

listeners in shorter constituents than in longer ones (Clifton et al. 2006). In the following

examples, the answer to the question Who is arriving at the station? may include an in-

ternal grouping of two of the persons or may be uttered without such an internal grouping.

Example (33) contains no internal grouping and the three persons are possibly all arriving

together. In contrast, example (32) contains an internal grouping of the first two constituents

(indexed by the brackets), indicating that Moni and Lilli are arriving together while Manu

is arriving separately.

Who is arriving at the station?

(32) [Moni und Lilli] und Manu

Internal grouping (bracket)

(33) Moni und Lilli und Manu

No internal grouping (no bracket)

Regarding the production of such prosodic boundaries, Kentner & Féry (2013) developed

a model of syntax-prosody mapping, the Proximity/Similarity Model, that accounts for the

relative strengths of these prosodic boundaries. Proximity predicts that a boundary between

two names is weakened when they are grouped together in comparison to a structure without

internal grouping. That is, the boundary between the first and the second name, Moni

and Lilli, is predicted to be weaker in (32) than in (33). According to anti-proximity, a

prosodic boundary is strengthened between two names that are of different syntactic levels

in comparison to an ungrouped structure. Consequently, the boundary after the second

name, Lilli, is predicted to be strengthened in (32) compared to (33). This stronger prosodic

boundary on the second name indicating a grouping such as in (32) is realized in different

languages, including German (Gollrad 2013, Huttenlauch et al. 2021, Kentner & Féry 2013,

Peters et al. 2005, Petrone et al. 2017), by a longer duration of the final syllable of the

118



7.1 Introduction

second name (henceforth referred to as final lengthening), a higher rise of the fundamental

frequency (F0) on the second name, and a pause right after the second name in comparison

to an ungrouped structure. Thus, for coordinated name sequences as in (32), the boundary

bearing the most salient cues to syntactic grouping is located at the end of the second name.

In this paper, we will call the prosodic cues around the second name late prosodic cues to

boundaries, as opposed to early prosodic cues, which are located before the second name.

In the perception of coordinate structures, pitch, pause, and final lengthening are not

equally relevant for ambiguity resolution. In a perception study manipulating late prosodic

cues, Gollrad (2013) demonstrated that pitch alone is not sufficient for boundary perception

while jointly presented durational cues (pause, final lengthening) may facilitate the parsing

process without pitch being present (for similar results from ERP data, see Holzgrefe-Lang

et al. 2016). According to Petrone et al. (2017), the pause cue triggers a more categorical

shift in prosodic judgments than pitch and final lengthening. These studies focused on late

prosodic cues in coordinated name structures on or after the second name such as in (32)

compared to (33). However, boundaries are scaled relative to one another and boundary

strength is determined not just locally but across the whole utterance (e. g., Clifton et al.

2006, Wagner 2010).

As described above, the Proximity/Similarity Model predicts a weakening of the boundary

on the first name in (32) vs. (33). These early cues, that is cues on Name1, might already

give hints to the grouping of the structure. Corresponding prosodic patterns, in line with

proximity/anti-proximity, were observed by Kentner & Féry (2013). Early prosodic cues

have also been reported in the study by Huttenlauch et al. (2021), in which participants

produced coordinate structures akin to examples (32) and (33) above: differences in cue

usage were found not only on the second name (henceforth Name2) but also already on the

first name (henceforth Name1). More precisely, pitch was lower and final lengthening was

shorter for Name1 in the bracket condition (example (32) than in the no bracket condition

(example (33)). Huttenlauch et al. (2021) concluded that speakers used early as well as late

prosodic cues to distinguish between conditions.

Several studies have shown that listeners pay attention to more global prosodic features

such as phrase length, speech rate, and speaker- as well as language-specific prosodic patterns

(e. g., Jun 2003). Moreover, non-local / more distant F0- and durational cues have been

shown to influence listeners’ perception of segmentation (or the grouping of segments into

words, e. g., foot – notebook – worm / footnote – book – worm; Brown et al. 2011; Dilley

& McAuley 2008). In an ERP study on coordinate structures conducted by Li & Yang

(2009), a closure positive shift, reflecting the perception of a prosodic boundary, was also

elicited for earlier boundaries characterized by more subtle cues. This suggests that listeners

are sensitive to early prosodic cues in coordinate utterances. It remains an open question

whether such cues are already sufficient for disambiguation. Hence, the overarching research

question of this study is: Can listeners exploit early, subtle prosodic cues such as the cues
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present on Name1 in coordinated name sequences to predict the internal grouping of the

utterance?

With respect to the processing of different sentence types, that is questions vs. statements,

it has already been shown that listeners can make use of early prosodic cues for disambigua-

tion (Face & D’Imperio 2005 for Spanish; Petrone & Niebuhr 2014 for German; van Heuven

& Haan 2002 for Dutch; Vion & Colas 2006 for French). Thus, we predict that listeners

may be able to use early cues for disambiguation in other linguistic contexts as well. We

will make use of non-manipulated productions of coordinate structures from the study by

Huttenlauch et al. (2021) to investigate our research question. If early prosodic cues are

sufficient to predict the underlying syntactic structure, future studies should pay consider-

ably more attention to these cues in (perception) experiments on disambiguating prosody,

as opposed to investigating the influence of the local, late boundary cues only. We em-

ploy a Gating Paradigm (see section 7.2) to investigate how listeners make use of gradually

increasing amounts of prosodic information.

Besides investigating the use of early cues for disambiguation in perception, we focus on

inter-individual differences in the production of prosodic boundaries in coordinate structures

and their influence on perception. Several studies have observed variability in cue combina-

tions and attunement of cues on the second constituent, with pause being the most stable

cue that was produced (Peters et al. 2005, Gollrad 2013, Kentner & Féry 2013, Petrone et al.

2017, Huttenlauch et al. 2021). The general variability in the usage of cues that was found

in these studies points towards a considerable inter-individual range of degrees of freedom

in cue realization.

Similar to production, variability can also be found in perception: Cangemi et al. (2015)

investigated production and perception of question-answer pairs with fictional name tar-

gets in different linguistic focus structures: broad, narrow, and contrastive focus. Answer

sentences were structurally identical, with the respective focus structure being signaled (or

disambiguated) by means of prosody. Listeners had to match the target sentences (recorded

in a preceding production part with different participants) to one of the different focus condi-

tions. They varied in their decoding of prosodic contrasts across speakers and, additionally,

in their decoding of prosodic contrasts produced by particular speakers. The authors sug-

gest an individual-specific network of phonological knowledge that leads to speaker- and

listener-specific differences in the identification of prosodic contrasts. When it comes to

online processing of prosody, Kim 201936 observed differences in prosodic cue usage for the

perception of disambiguating boundaries over the course of listeners’ fixations to the target

picture in a Visual World Paradigm: some listeners looked to the correct target earlier than

others, depending on the available prosodic cues, which varied between conditions.

Individual differences in prosody perception were also found in studies on boundary and

prominence annotations conducted by means of rapid prosody transcription (RPT): Cole

36Correction: the reference should be Kim (2020).
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et al. (2017) found a few “super annotators” in each of their participant groups, despite

considerable differences in group characteristics (spoken dialect, lab-based vs. crowd-sourced

settings). The concept of “super annotators” refers to a high agreement rate in prosodic

marking within Tones and Break Indices (TOBI) annotations (Silverman et al. 1992) between

a näıve annotator and trained TOBI annotators. However, Bishop et al. (2020) point out

that the existence of “super annotators” might be due to chance, as they only found “one

or two” among 158 näıve participants (Bishop et al. 2020: 7). In another RPT study, Roy

et al. (2017) report subsets of participants who made use of global cues such as intensity,

while others used these cues to a minor extent. Overall, effects differed substantially across

the annotators, with trained annotators performing better than untrained ones. Among the

untrained annotators in this study, only a subset seemed to use the same prosodic cues as

the trained annotators did. The authors suggest that these individual differences are driven

either by differences in sensitivity to a cue or by differences in the sensitivity to contextual

factors that predict the occurrence of a prosodic boundary/a prominent feature. These

assumptions are supported by Baumann & Winter (2018), who interpret their findings on

prosodic prominence as some listeners paying more attention to pitch-related features and

less to semantic-syntactic and lexical features while others show the reverse pattern. These

findings do not necessarily generalize to boundary perception but can be seen as another

indication of different listener groups.

If major differences exist between listeners regarding prosody processing styles (e. g., Yu

2013), cochlear responses to tonal aspects in the speech signal (Ladd 2008), or communicative

skills that are required for prosody perception (e. g., Jun & Bishop 2015), it is important to

capture these individual differences. When averaging over the entire group of participants,

an important part of the information about prosodic processing is lost. Therefore, in this

study, we will explore individual differences in the use of early prosodic cues for syntactic

disambiguation.

7.2 Aims and hypotheses of the current study

This study aims to investigate listeners’ ability to exploit early prosodic cues for the detection

of the intended internal grouping in German coordinated name sequences. For this purpose,

we use the Gating Paradigm, a specific experimental setup introduced by Grosjean (1980).

The Gating Paradigm is a method in which a whole stimulus is cut into several parts (gates)

and the participants are presented with gated snippets of successively increasing length.

Gating studies have been used successfully for research on spoken word recognition.

Specifically, in the domain of prosody and listeners’ predictions based on prosodic parsing, the

Gating Paradigm has been used to gain insights into listeners’ exploitation of pitch accents

(Cutler & Otake 1999), the prediction of sentence length (Grosjean 1983, 1996, O’Brien

et al. 2013) and sentence continuation (Hughes & Szczepek Reed 2011), and the intonation
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of questions (Petrone & Niebuhr 2014), as well as for assessing speech segmentation among

native listeners in comparison to second language learners (Field 2008). It is noteworthy

that Beach (1991) used a version of the Gating Paradigm (short vs. long sentence beginning

conditions; stimulus example: Jay believed. . . vs. Jay believed the gossip. . . , Beach 1991:

4) to show that listeners made use of prosody to distinguish direct object and sentence

complement syntactic structures before the complete sentence information was available. In

Allopenna et al. (1998), a Gating Paradigm was used along with eye tracking to investigate

continuous prosodic mapping. In the current study, we applied the Gating Paradigm to

investigate listeners’ prosodic parsing of the coordinate stimuli produced by four of the

participants in the study of Huttenlauch et al. (2021). To this end, the coordinated three-

name sequences were cut into seven gates (g1–g7), where the first gate comprised the first

syllable of Name1. With each gate, the subsequent syllable was added in a cumulative

manner. Thus, g1 included the first syllable of Name1, g2 comprised the first and second

syllable of Name1 (that is, the complete first constituent), g3 comprised the first constituent

and the conjunction, and so forth (a more detailed description is given in section 7.3 on page

123).

After each gate, participants had to decide if the structure belonged to the condition

with or without grouping. The following research questions (RQ) were addressed:

RQ 1: At which gate can listeners reliably predict the structure of German coordinated name

sequences with or without internal grouping of the first two names?

As in the grouping condition (bracket) the most alerting prosodic cues occur at or after

the final syllable of Name2 (Huttenlauch et al. 2021), listeners were predicted to reliably

detect the internal grouping at g5 (i. e., after Name2). If cues that are located at earlier

points in the utterance can already serve as reliable markers for grouping patterns, listeners’

decisions about internal grouping should already be above chance level in early gates (i. e.,

before Name2).

RQ 2: Are there individual differences among listeners with respect to prosodic parsing ca-

pacities?

As described above, previous evidence from perception experiments usually mirrors mech-

anisms that were found in production. Different individuals naturally exhibit some degree

of variability in production (e. g., Huttenlauch et al. 2021) and variability has also been ob-

served in perception (Cangemi et al. 2015). To our knowledge, listener variability has not

been investigated in coordinate structures before. This second research question was rather

exploratory and thus not tied to specific predictions.

122



7.3 Methods and procedures

7.3 Methods and procedures

Participants

A total number of 45 adults participated in this study (39 female, 6 male, mean age = 22.37,

SD = 3.42, age range = 18–30 years). All of them were monolingual native speakers of

German without self-reported neurologic or psychiatric symptoms, language impairments,

and hearing or vision problems. All participants were students at the University of Potsdam

and were recruited via an online participant database. They received course credits or

monetary compensation for participation. Written informed consent was obtained from all

participants prior to the study. They were näıve to the purpose of the study. The procedure

for this study was approved by the Ethics Committee of the University of Potsdam (approval

number 72/2016).

Stimuli

Structure of the source material The gated stimuli were based on non-manipulated

recordings of coordinate structures taken from a production study by Huttenlauch et al.

(2021). We will refer to these original recordings of coordinate structures as the source

material in the following. The source material appeared in two grouping conditions, one

with internal grouping of the first two names as in (32), and one without internal grouping

as in (33). The same coordinate structures had been previously used in production and

perception studies (e. g., Holzgrefe-Lang et al. 2016, Huttenlauch et al. 2021) and consisted

of six items that all had the same structure: a sequence of three German names coordinated

by und (‘and’). All names were disyllabic, stressed on the penultimate syllable, and ended

either in an /i/ (Moni, Lilli, Leni, Nelli, Mimmi, and Manni) in the position of Name1 and

Name2 or in /u/ or /a/ (Manu, Nina, and Lola) as Name3. We controlled for frequency

effects of adjacent names: The occurrence of all possible adjacent name combinations was

non-frequent in the dlexDB corpora (Heister et al. 2011) as well as in printed sources covering

the years 1500 to 2021 accessed in an online-search using the Google Ngram Viewer (Lin

et al. 2012).

Of all the 15 speakers analyzed by Huttenlauch et al. (2021), four speakers were selected

on the basis of a perception check conducted in the same study. This perception check

had been carried out to confirm that the internal grouping of constituents produced by the

speakers following the instructions in the production experiment was congruent with the

structure perceived by näıve listeners (n = 31 in Huttenlauch et al. 2021). In contrast to the

procedure of the current study, participants in the perception check listened to the complete

productions. For each production, they were asked to identify the grouping condition (inter-

nal grouping vs. no internal grouping) and choose between two pictograms, one depicting two

persons grouped together and the third person standing alone (as in Figure 28a in section 7.3
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Figure 24: Example of the segmental material in each of the seven gates (g1–g7) that were

cut from a complete coordinate three-name sequence (cf., g7).

on page 129, referring to internal grouping) and one with three persons grouped together (as

in Figure 28b in section 7.3 on page 129, referring to no internal grouping). In the analysis,

the ratio of the number of congruent responses to the number of total responses (referred to

as rating accuracy) was calculated. The 48 productions of the four speakers selected for the

current study (6 name sequences * 2 conditions * 4 speakers) had achieved a slightly higher

rating accuracy (mean per speaker > 98%) than the productions of the remaining eleven

speakers (mean: 94%). We interpreted high ratings as indicating that the intended struc-

ture could reliably be recovered by näıve listeners when listening to the complete coordinate

structure. The four selected speakers (speaker IDs 6, 10, 11, and 16) all identified as female

and had a mean age of 24 years (SD : 4.24, range 21–30).

Creation of the gated stimuli For the current study, the 48 recordings were each cut

into seven parts (gates, g1–g7), yielding a total number of 336 gated stimuli. Ascending

gate numbers represent longer utterance durations and an increasing amount of prosodic

information (see Figure 24, Figure 25a and Figure 25b showing the position of the gates

in the utterance). As of g7, the corresponding recording comprised the whole utterance

(i. e., a complete coordinated three-name sequence). For the cutting procedure, the segment

boundaries and pauses, as previously labeled by Huttenlauch et al. (2021) according to the

criteria of Turk et al. (2006) in the software Praat (Boersma & Weenink 2017), were used.

Descriptive visualization of speaker-specific cue use In the following, we will provide

a short description of the prosodic nature of the source material. We will mainly focus on

the three prosodic cues that have commonly been investigated in previous studies, including

Huttenlauch et al. (2021), as indicators of internal grouping: F0 movement, final length-

ening, and pause after Name1 and Name2. F0 movement captures the distance between the

F0-minimum and the F0-maximum in semitones separately on Name1 and Name2. Final

lengthening gives the duration of the final vowel of a name relative to the duration of the

whole name (in percent), again, separately for Name1 and Name2, and the variable pause

contains the duration of a possible pause following Name1 and Name2 relative to the dura-

tion of the whole utterance (in percent). In the bracket version of the source material, the

prosodic cues on Name1 are expected to be smaller as compared to the no bracket version,
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Figure 25: (a) Oscillogram/spectrogram with F0 contour (solid line), names, and corre-

sponding gate numbers for a example stimulus for the bracket condition. (b) Oscillo-

gram/spectrogram with F0 contour (solid line), names, and corresponding gate numbers

for a example stimulus for the no bracket condition.
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while on Name2, the prosodic cues are expected to be larger as compared to the no bracket

version.

For all productions of the four speakers selected as source material for the gated stimuli

for the current study, the two grouping conditions could reliably be differentiated by näıve

listeners (cf., 7.3). However, this does not rule out the possibility that there are inter-

individual differences due to speaker-specific use of prosodic cues. This was also confirmed

by the analysis in Huttenlauch et al. (2021), which is why we describe the prosodic cues of

the source material of the stimuli in a speaker-specific manner.

Figure 26 shows the distributions of the three cues (rows) in raincloud plots (Allen et al.

2019) separately for Name1 (left column) and Name2 (right column) and individually for

the four speakers (y-axis). The pause after Name1 is not visualized as most productions

lack a pause at this position. The figure depicts values for individual utterances (black

dots for the bracket condition, grey dots for the no bracket condition) together with the

density distribution and a box plot within cue, condition, and speaker. Overall, black and

grey dots as well as the density show a larger overlap within single cues and speakers on

Name1 (especially for final lengthening) as compared to Name2. We interpret an overlap

as an indication that the corresponding cue was not used distinctively between the bracket

and the no bracket condition. Thus, final lengthening on Name1 was not used to clearly

distinguish between conditions. In contrast, for F0-range on Name1, two speakers show less

overlap (i. e., 6 and 11) than the other two. The figure suggests that the former two speakers

systematically used F0 on Name1 to differentiate the bracket from the no bracket condition.

On Name2, there are more cases where the two conditions show no overlap (e. g., F0-range in

speakers 16, 11, and 6, pause in all speakers). In sum, on Name2 more cues diverge between

conditions than on Name1. Nevertheless, as mentioned in the introduction, the analysis by

Huttenlauch et al. (2021) also revealed reliable cues on the group level on Name1.

The three described prosodic cues are relative measures that unfold over time or in

relation to the surrounding speech material. This makes it difficult to determine a specific

point in time where a cue is located or takes effect. The association of a prosodic cue with

a specific gate is, thus, always a simplification. We associate g2 and g5 with the cues final

lengthening and F0-range. In the case of F0-range, the F0-minima are largely located on g1

and g4, while g2 and g5 bear the end positions of the movement. It is, therefore, possible

that there are already perceivable differences on the preceding gates. The production of a

silent pause, however, is only perceivable in the presence of following speech material (i. e.,

on g3 and g6). Thus, simplified, the gate corresponding to the boundary at the group edge

on Name2 in the bracket condition is g5. Finally, it should be noted that additional cues

may be present in the utterance which have, so far, not been investigated.

For an additional visualization, we extracted F0 values of the source material in order to

be able to consider the F0 contour of the whole utterance in its continuous nature, using a

customized praat script that combines the procedures of Mausmooth (Cangemi 2016) and
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Figure 26: Distribution of the three prosodic cues F0-range (upper row), final lengthening
(mid row), and pause (bottom row) on Name1 (left column) and on Name2 (right column)
by condition (black–bracket, gray–no bracket) separated for speakers (y-axis).
Note. The raincloudplot combines the probability distribution (density), central tendency measure (boxplot

with median), and raw jittered data points per condition. The pause after Name1 is not visualized as most

productions lack a pause at this position.
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ProsodyPro (Xu 2013). Unreliable pitch points were removed manually before smoothing

the pitch contour with a bandwidth of 10 Hz. After interpolation of pitch points, the contour

was smoothed again with a bandwidth of 15 Hz following the procedure in Cangemi (2016).

A total of 140 F0 values (10 per each segment in the names and 10 per coordination) were

extracted and converted into semitones (st) relative to 1 Hz following Hazan et al. (2016)

to facilitate a comparison independent of pitch height. Intervals labeled as pauses were not

considered. Figure 27 shows, thus, the smoothed F0 contours, plotted separately for each

speaker and condition (bracket and no bracket productions on top of each other). As time

on the x-axis is normalized and pauses are excluded, the figure does not contain information

in the durational domain. The (normalized) time domains of the seven gates are given by

vertical lines. Considering the black mean lines (solid for bracket and dashed for no bracket)

and the shaded standard deviations in the time domains of g1 and g2, differences between

speakers become apparent, since the two lines neatly overlap for speaker 16, but start to

diverge on g2 for the other three speakers.
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Figure 27: Time normalized smoothed F0-contours for the bracket (solid) and the no bracket
(dashed) condition, separated for speakers (panels).
Note. Black lines show means per speaker and condition, gray lines show individual productions. Shaded

bands indicate standard deviations. Time domains of names and gates are given by vertical lines and/or

shading. Note that all gates start at the beginning of the utterance; the vertical line to the right of a gate,

indicates the right edge of this gate.
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Experimental procedure

The experiment took place in the Acoustics Laboratory at the University of Potsdam. Par-

ticipants were tested one by one with a single session lasting about 60 minutes, of which the

actual experiment took about 30 minutes. Participants were seated in a sound-attenuated

booth in front of a flat-panel display with 1920 x 1200 resolution. They received the instruc-

tions in verbal and in written form and were given the opportunity to ask questions before

and after the practice phase. The practice phase was run prior to the test phase and con-

sisted of two gated utterances, one for each condition, thus 14 audio snippets in total. The

stimuli presented in the practice phase had been produced by a different, randomly chosen

speaker and had also been verified regarding the identifiability of the respective condition in

the perception check in Huttenlauch et al. (2021).

(a) (b)

Figure 28: (a) Pictogram (bracket condition) indicating button press in the experiment.

(b) Pictogram (no bracket condition) indicating button press in the experiment.

In the practice and test phases, the gated audio stimuli were presented via a HSC 271

headset (produced by AKG Acoustics). Randomization of source stimuli but not gated

stimuli (meaning that the ascending gates in each test item were always from the same in-

dividual uncut source stimulus) was implemented for test items by means of eight different

randomization lists. Scripts were written and run in Open Sesame (Mathôt et al. 2012), ver-

sion 3.3.6, logging all data that Open Sesame gathered during the experiment and selecting

the variables relevant for analysis after the experiment while dropping redundant columns.

Open Sesame was executed on a Dell laptop that was located outside the sound booth and

connected to all technical devices used in the experiment via an Alesis io12 interface.

The experimental task was a forced-choice decision task with two alternatives in which

participants had to assign each gated stimulus to one condition, no bracket or bracket.

Answers were given via button press on a Cedrus RB-840 button box, using the left and right

index fingers, after the stimulus onset. To avoid time delays while answering, participants

were advised to place their fingers on the buttons again after each trial. Answers were

supposed to be given as fast as possible. Thus, it was possible to already give an answer

before the end of the auditory stimulus presentation. One trial consisted of the auditory

presentation of a gated stimulus while showing a fixation cross on the screen, followed by

the visual presentation of two pictograms after 1000 milliseconds, each referring to one of
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the two conditions (see Figure 28a and Figure 28b). In four of the randomization lists,

the bracket option was localized on the left side of the screen and the no bracket option

on the right, while in the other four lists the pictograms were switched. After each given

answer, participants had to rate their confidence for the given answer on a seven-point scale

using the respective number bars on a keyboard (1 corresponded to completely unsure, 4

corresponded to somewhat sure, 7 corresponded to completely sure). The confidence rating

(CR) was followed by a blank screen that lasted for 2000 milliseconds before the start of the

next trial.

Statistical analysis

All calculations were executed using the software RStudio, version 1.3.1056 (R Development

Core Team 2018). Visualizations were also generated in RStudio, using the package ggplot2

(Wickham 2016), version 3.3.3. From the variables logged by Open Sesame during the

experiment, the following variables were selected and used for analyses as outcome variables,

predictor variables, or random effects: response accuracy (correct/incorrect), condition (no

bracket/bracket), confidence rating (CR), speaker (6, 10, 11, 16), item, and subject. The data

analysis was carried out in the Frequentist Framework, using Linear Mixed Models (LMM )

and Generalized Linear Mixed Models (GLMM ) for significance testing. A conservative

alpha level of .05 was predefined. For model implementation, the functions lmer and glmer

from the package lme4 (Bates et al. 2015b)37, version 1.1-26, were used. For all predictor

variables that were used in the analyses outlined in the following, the significance of the

predictor was evaluated in model comparisons using the anova function from the package

car (Fox & Weisberg 2018), version 3.0-10. Likewise, the best applicable model complexity

was assessed, further taking into account the Akaike information criterion (Akaike 1974) as

well as the Bayesian information criterion (Schwarz 1978). Predictor contrasts were tied to

research questions and predetermined predictions, or to certain exploratory questions that

were specified before running the model analysis, and were coded using the R package MASS

(Venables & Ripley 2013), version 7.3-53. Random effects were determined as proposed by

Barr et al. (2013). For logistic regressions, extracted model estimates were transformed from

log odds to percentage proportions prior to interpretation. All reported results lie within

the respective 95% Confidence Interval (CI ).

Analysis of response accuracy

Change range and significance tests Using a Binomial Sign Test, the accuracy score

that indicates a robust performance above chance within one gate was calculated. This was

37cited in original as Bates, Douglas, Martin Mächler, Benjamin M. Bolker & Steven C. Walker. 2014.

Fitting linear mixed-effects models using lme4. ArXiV Preprint ArXiv:1406.5823 doi:10.18637/jss.v067.i01
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done using the function binom.test from the R base package stats, with a one-sided test

(alternative “greater”). For an additional reassurance of robustness, we checked whether a

performance above chance was constant for successive gates within participants. Significance

of observed differences between gates was calculated using a GLMM. Following the first

research question, gate was included as a predictor coded with a Sliding Difference Contrast.

As a result, the linear model successively compared the levels of the factor gate against each

other – g2 was compared to g1, g3 to g2, and so forth. The full model further comprised

random effects of gate with correlating varying intercepts and slopes by subjects and items.

Condition was not included as a predictor since the predictions for the related research

question were not specific to the no bracket or bracket condition.

Post hoc ratings of response patterns and subgroup analysis After data collection,

the data were visualized and explored to get an overview of the distributions and to check

for outliers and unexpected or interesting patterns. Two distinct response patterns were

apparent when looking at the visualizations of the given responses per participant. In order

to find out whether participants could potentially be grouped according to their response

patterns, we let six individuals with a background in experimental linguistics match the

visualizations per participant (as in Figure 29a and Figure 29b in section 7.4 on page 136, but

unsorted) to one of the proposed subgroups. The two recognizable subgroups were described

to the raters in a neutral way that did not include any hypothesized background assumptions,

thus, the descriptions define patterns resulting from response behaviors (pressing one or both

buttons) and do not make any claims about response decisions (see below). There was also

the opportunity to assign a participant to an alternative third group (Neither of the above

(n)), if the response pattern did not fit either description.

The descriptions of the different response patterns given to the raters read as follows:

Group 1: Waiting pattern (w):

Participants in this group stuck to one button during the first gates for the vast majority

of trials. This results in a response pattern with one condition mostly at an accuracy of 1

(i. e., correct) and the other at 0 (i. e., incorrect). At higher gate numbers, participants used

both buttons and the overall accuracy increases.

Group 2: Identification pattern (i)

Participants in this group used both buttons right from the beginning and throughout

the experiment. This results in a response pattern with both conditions distributed across

accuracy 1 and 0.

Group 3: Neither of the above (n)

For participants in this group, it is impossible to deduce a certain response pattern. They

neither have a visible tendency to fit in group 1 nor group 2.
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Following the results of the rating, participants were categorized into subgroups.

To complement the percentage values of the agreement and assess rating reliability while

accounting for the possibility of guessing, Fleiss Kappa was computed. Free-marginal kappa

was chosen here, since the raters were not restricted regarding their distributions of cases into

categories (Randolph 2005). The additional variable subgroup was added to the results data

frame and was used as a predictor variable, with gate nested under it in the maximal GLMM.

Random intercepts and slopes for gate and subgroup by items were also included. Since

subgroups are linked to subjects, no random intercepts and slopes by subjects were included.

The applied Sum Contrast compared each factor level of subgroup to the grand mean. Thus,

this model was testing for statistically significant differences between the subgroups within

each gate.

Exploratory analysis of accuracy by speaker Different speakers naturally exhibit

individual patterns of prosodic cue usage. To explore differences between speakers and the

performance within each speaker for each gate, a GLMM was run using speaker (i. e., the

person who had produced the coordinate structure in Huttenlauch et al. (2021) as a sum-

contrasted predictor variable nested under gate. This model compared factor levels of speaker

with a reference level (speaker 6) and the gate-wise increase in performance by speaker. The

choice of a (in this case arbitrary) reference level was required to make a speaker-comparison

possible. The full model also contained random effects for speaker, with correlated varying

intercepts and slopes by subjects. Since items are linked to speakers, varying intercepts and

slopes were only calculated by subjects.

Familiarization effects Experimental tasks are often different from natural processing –

so is a forced-choice decision task with gated stimuli. To check for familiarization effects, a

unique variable for familiarity was created, based on the possibility that participants might

have undergone adaptation to the task or learning over the course of the experiment as

indicated by increasing accuracy scores. For this, the very first ten (out of 192) coordinate

structures each participant encountered (split into seven gates, thus equivalent to the first

70 trials) were categorized as unfamiliar. All following trials (n = 1274) were categorized as

familiar, in the sense of post-familiarization. A GLMM was set up evaluating familiarity as a

sum-contrasted predictor of accuracy, including varying intercepts and slopes for familiarity

by subjects. Additionally, a model with familiarity nested under subgroup was compared to

the model solely including familiarity. The full model included varying intercepts and slopes

for subgroup by items and for familiarity by subjects, including correlation parameters. Since

the speaker that each participant encountered initially varied according to randomization

lists, an interaction of familiarity and speaker was also tested.
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Analysis of confidence ratings As another complementary analysis, CRs were analyzed

using a GLMM with the potential predictors accuracy, gate, condition, speaker, and sub-

group. The full model comprised a random structure with correlated varying intercepts and

slopes for all significant predictors by subjects and items.

7.4 Results

Two participants had to be excluded from analysis due to performance at chance level or

below at g7 (where the whole utterance was presented) or accuracy scores of more than two

Standard Deviations (SDs) below the group mean at g7. The observed performance in these

two individuals indicates a lack of ability to identify internal grouping correctly after all

prosodic information was given – or possibly a lack of motivation for correct task execution.

A remaining number of 43 participants were included for data analysis (37 female, 6 male,

mean age = 22.14, SD = 2.83, age range = 18–30 years).

Descriptive statistics

Table 19 provides an overview of means and SDs by gate for accuracy and CRs. Accuracy

increases with higher gates while SDs decrease. CRs also increase (that is, confidence in

given responses increases) with higher gate numbers.

Table 19: Means and SDs of accuracy (proportion correct) and confidence ratings (CRs,
1–7) by gate (across all 43 participants). * accuracy above chance.

Gate 1 Gate 2 Gate 3 Gate 4 Gate 5 Gate 6 Gate 7

Accuracy

Mean 0.57 0.62 0.67* 0.69* 0.87* 0.96* 0.97*

SD 0.50 0.48 0.47 0.46 0.33 0.20 0.17

Confidence ratings

Mean 1.37 1.87 2.54 3.17 5.23 6.42 6.77

SD 0.82 1.19 1.54 1.77 1.75 1.14 0.76

Statistical analyses of response accuracy

Response accuracy in relation to chance and additional check of robustness The

accuracy value at which performance was robustly considered above chance is 0.65, resulting

in g3 being the gate where performance exceeds the chance range at the group level. About

65% of participants already scored above chance that early (see Table 20). At g5, nearly all

participants scored above chance.
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Table 20: Number and percent of participants (n = 43) with accuracy above chance by gate.

Gate 1 Gate 2 Gate 3 Gate 4 Gate 5 Gate 6 Gate 7

Accuracy

n 9 18 28 30 42 43 43e

% 20.93 41.86 65.12 69.77 97.67 100 100

The additional sanity check (robustness of an above-chance score in subsequent gates per

participant) revealed a less robust performance within participants for the first gate than for

all following gates. That is, at g2, two out of nine participants that scored above chance at

g1 no longer showed performance above chance. As of g3, however, the performance of all

participants who scored above chance was constant for subsequent gates.

Generalized Linear Mixed Models The variable gate was a significant predictor of

accuracy (p < .0001) and was included in the GLMM. Since the full model did not converge,

it was reduced. The most complex converging model was a zero correlation parameter (zcp)

model with varying intercepts and slopes for gate by subjects and items. Fixed effects are

displayed in Table 21. Statistically significant differences between gates were found for g5

compared to g4, g6 compared to g5, and g7 compared to g6.

Table 21: Fixed effects of the model on accuracy by gate. A Sliding Difference Contrast was

used to successively compare adjacent factor levels. Estimates are presented as in the original

model output (log odds) as well as in percentage increase from gate to gate. Statistically

significant effects are marked in bold (p < .05).

Effect % Log odds SE Z p

Intercept 87.361 1.933 0.094 20.635 <.0001

Gate 2 vs 1 2.669 0.267 0.162 1.651 0.099

Gate 3 vs 2 2.785 0.28 0.162 1.726 0.084

Gate 4 vs 3 1.073 0.101 0.161 0.627 0.053

Gate 5 vs 4 9.252 1.417 0.212 6.684 <.0001

Gate 6 vs 5 9.502 1.496 0.255 5.866 <.0001

Gate 7 vs 6 6.365 0.771 0.344 2.24 <.025

Ratings of answer patterns Interrater agreement was 76.89% with a free-marginal kappa

value of 0.65 (95% CI : 0.54, 0.77). 26 participants were assigned to the identification pattern

subgroup and 17 to the waiting pattern subgroup (see Figure 29a and Figure 29b). None

of the participants was assigned to the third option (neither of the above). It is noteworthy
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that all participants who already scored above chance at g1 (see Table 20) were rated as

belonging to the identification pattern subgroup.

Subgroup analysis There was strong evidence for subgroup as a predictor of accuracy

(p < .0001). The maximal model including varying intercepts and slopes for gate and

subgroup by items did not converge, thus the results from a model with correlated varying

intercepts but no slopes are reported (see Table 22). Figure 30 additionally shows accuracy

per gate and subgroup.
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Figure 30: Boxplots of accuracy (in %) by gate and subgroup, identification pattern

group (i)/waiting pattern group (w).

The model revealed that up to g5, accuracy was significantly higher for the identifica-

tion pattern subgroup compared to the subgroup of participants classified as showing the

waiting pattern. There were no significant differences in accuracy between the subgroups for

g6 and g7.
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Table 22: Fixed effects of the model including subgroup (identification pattern (i) /waiting

pattern (w)) nested under gate as a predictor of accuracy. Estimates refer to the intercept

and are presented as in the original model output (log odds) as well as in percent difference

between the two subgroups. Significant effects are marked in bold (p < .05).

Effect % Log odds SE Z p

Intercept 84.663 1.708 0.055 31.239 <.0001

Gate 1: (i) 6.216 0.239 0.046 5.146 <.0001

Gate 2: (i) 8.8 0.337 0.048 7.028 <.0001

Gate 3: (i) 8.435 0.324 0.051 6.371 <.0001

Gate 4: (i) 8.534 0.327 0.07 6.328 <.0001

Gate 5: (i) 4.651 0.179 0.084 2.544 0.011

Gate 6: (i) 2.791 0.107 0.118 0.908 0.364

Gate 7: (i) 3.794 0.146 0.141 1.033 0.302

Accuracy by speaker There was no evidence for speaker as a single predictor of accuracy

in a model comparison (p = .427). A model including speaker nested under gate attained

a significantly better fit to the data (p < .0001). The full model including random slopes

did not converge. The results were thus extracted from a model with correlated varying

intercepts. For the productions of speakers 6 and 11, the model revealed a significant increase

in listeners’ accuracy with increasing gates: g2 compared to g1 (3.615%, p = .03; 5.581%,

p = .0002), g3 to g2 (3.709%, p = .03; 4.663%, p = .004), g5 to g4 (9.859%, p < .0001;

8.642%, p < .0001), and g6 compared to g5 (12.019%, p < .0001; 0.452%, p = .002). For

speakers 10 and 16, a significant increase in listeners’ accuracy was found for g5 compared

to g4 (9.326%, p < .0001; 12.745%, p < .0001) as well as for g6 compared to g5 (10.838%,

p < .0001; 7.571%, p < .0001).

Figure 31 complements the analysis results. Thus, for productions stemming from

two speakers (speaker 6, speaker 11), accuracy already improved significantly early. Only

later, that is with higher gates, did listeners’ performance also increase for speaker 10 and

speaker 16, with a more pronounced effect for speaker 16.

Familiarization effects Familiarity was a significant predictor of accuracy in the model

comparison (p < .0001). There was no evidence for an interaction between familiarity and

speaker (p = .193). The GLMM including familiarity nested under subgroup fit the data

significantly better than the model including familiarity as a single predictor (p < .0001).

Results are reported from the full model. The effect of familiarity was significant (p = .002),

with a 3.194 percent higher accuracy for familiar than for unfamiliar items. Participants with

an identification pattern outperformed participants with a waiting pattern in both the famil-

iarization phase, by 12.457 percent, and the post-familiarization phase, by 13.702 percent.
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Figure 31: Boxplots of accuracy (in %) by gate and speakers (6, 10, 11, 16).

Confidence ratings

Except for condition (p = 0.361) and speaker (p = 0.361), all other tested predictor variables

were significant (p < .0001 for gate, p < .0001 for accuracy, p = .013 for subgroup) in the

model comparison. Due to a convergence failure, the full model was reduced. The most

complex model that converged included correlated varying intercepts by subjects and items.

The model predicted correct answers to be linked to higher CR scores than incorrect answers

(4.371%, p < .0001). The effect of subgroup was also significant (p = .012), with participants

of the identification pattern subgroup scoring 12.491 percent higher in CRs than participants

of subgroup (w). Comparisons between gates were highly significant for g2 compared to g1

(5.336%, p < .0001), g3 to g2 (4.529%, p < .0001), g4 to g3 (3.822%, p < .0001), g5 to g4

(5.485%, p < .0001), as well as for g6 compared to g5 (5.391%, p < .0001). Figure 32 shows

the increasing proportion of high CRs in higher gates.
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Figure 32: Bar plot of CRs (ratings from one to seven, in proportions) by gate. Note.

Darker colors represent higher confidence (for instance, at g7, the proportion of participants that rated their

confidence very high, was about .9, as opposed to g1, where the proportion of participants who rated their

confidence very low was about .8).

Summary of results

This study investigated listeners’ ability to exploit early prosodic cues in coordinated three-

name sequences to identify the internal grouping of the constituents. At the group level,

accuracy exceeded the chance range at g3. Gate-wise comparisons of accuracy were signif-

icant for g5 compared to g4, g6 to g5, and g7 to g6. Ratings of the response patterns of

participants revealed two subgroups: participants with a waiting pattern primarily stuck to

one response button (i. e., one choice) during the first gates up to g5 (Name2), while partici-

pants with an identification pattern used both response buttons right from the beginning.

Subgroup also was a significant predictor of accuracy : the identification pattern subgroup

significantly outperformed the waiting pattern subgroup at all gates up to g5 (Name2).

Similarly, the identification pattern subgroup already scored above chance at g2 (and the

following gates) while the waiting pattern subgroup only exceeded the chance range at g5.

Also, all participants who already scored above chance at the first gate (n = 9) belong to

the identification pattern subgroup.
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The experimental stimuli stemmed from four different speakers and thus speaker was

included as predictor within each gate. For productions of speaker 6 and speaker 11, accuracy

already increased significantly early, for all gate comparisons starting with g2 compared to g1.

For speaker 10 and speaker 16, an increase in accuracy was not statistically significant until

later gates, starting with g5 as compared to g4. Although the visualizations of the speaker

specific cue use in the source material are not precisely part of the statistical analyses, we

relate our findings to their features for an easier interpretation. In Figure 26, the mean F0-

range on Name1 does not overlap between bracket and no bracket conditions for speakers 6

and 11 but they do overlap for the remaining two speakers. The time-normalized F0 contours

in Figure 27 show that the F0 contours of the bracket and the no bracket condition start to

diverge on Name1 (g2) not only for speakers 6 and 11, but also for speaker 10, though not

for speaker 16.

Regarding a possible familiarization, accuracy slightly increased across participants after

the first 70 trials, but there was no interaction of familiarity and speaker. Again, the iden-

tification pattern subgroup outperformed the waiting pattern subgroup in both phases, the

familiarization phase (that is, the first 70 trials) and the post-familiarization phase. CRs

increased gradually across gates (see descriptive statistics in Table 19 as well as Figure 32),

which was confirmed by the corresponding GLMM – all gate comparisons up to g6 were

statistically significant. Confidence in correct trials was rated higher than confidence in in-

correct trials. Furthermore, participants assigned to the identification pattern subgroup had

higher confidence in their answers than participants with a waiting pattern. Speaker and

condition (bracket/no bracket) did not significantly contribute to explaining variance in the

model addressing CRs.

7.5 Discussion

This study was designed to gain insights into the role of early, scarcely investigated pro-

sodic cues in the perception of coordinated three-name sequences with and without internal

grouping of the first two names. “Early” refers to the location of the cues, namely on/after

the first name (Name1), that is, before the most salient prosodic cues on/after the second

name (Name2), which is at the group edge. The overarching question was whether these

early cues can be used to predict the syntactic structure of the evolving utterance. More

precisely, at which gate are listeners able to reliably distinguish between sequences with or

without internal grouping (RQ 1)? A second aim was to explore variability in listeners’

respective parsing capacities (RQ 2). Stimuli consisted of three-name sequences that were

cut into seven parts (gates, g1–g7) and that were presented to participants with successively

increasing length and thus, an increasing amount of prosodic information. The analysis of

response accuracy of a two-alternative forced choice decision task was complemented by an

analysis of the individual confidence ratings (CRs).
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In general, the findings are in line with the prediction that listeners can reliably detect the

internal grouping after Name2: at the related gate (g5), almost all participants’ performances

(97.67%) exceeded the chance range. One participant did not score above chance until g6,

possibly due to the cutting of the stimuli: the pause cue is only reliably perceivable in the

following gate (g6), since silence at the end of g5 is indistinguishable from the end of the

gated recording. The same holds for the pause cue that is present at g2 (Name1) – it will

only be reliably perceivable at g3. Additional prosodic information may possibly be located

at the coordinating conjunction und (English ‘and’), which is present at both g3 and g6.

We will now discuss our findings with respect to our research questions. Regarding

RQ 1, the processing of early prosodic cues, group level performance was above chance at

g3, thus, a reliable detection of internal grouping was already possible shortly after Name1.

Gate 3 corresponds to the snippet containing the first name and the following coordinating

und. Therefore, it is the part of the utterance, where the Proximity/Similarity Model by

Kentner & Féry (2013) predicts prosodic differentiation between structures with and without

internal grouping and where differences in the use of prosodic cues had been observed by

production studies (Huttenlauch et al. 2021, Kentner & Féry 2013). The visual inspection of

F0 movement in the source material matches this prediction for three out of four speakers:

diverging F0 contours are observable as of the second syllable of Name1 (g2) for speakers 6,

11 and 10. Our results suggest that listeners in the current study were able to exploit these

early cues for disambiguation. Furthermore, with respect to RQ 2, the study results indicate

individual differences among listeners: at least 20 percent of the participants were able to

make reliable decisions about the internal grouping even earlier than the group mean, namely

already at the first two gates corresponding to Name1 (20.93% of the listeners at g1, 41.86%

at g2 – see Table 20) and more than half of the listeners made a reliable decision at the

gate before Name2 (g3, 65.12%). Note that performance was constantly above chance for

subsequent gates among these participants, hence we consider the above-chance performance

to be quite robust.

Overall, the observation of variability between listeners was underlined by the finding of

two subgroups: 26 listeners were classified into an identification pattern subgroup and 17 into

a waiting pattern subgroup through a rating of their response patterns. For the identification

pattern subgroup, the clear above-chance performance at g2 and the fact that all participants

who could already reliably judge the internal grouping at g1 belong to this subgroup indicate

a high prosodic parsing capacity. However, for the waiting pattern subgroup, it is not clear

whether their chance performance up to g5 is due to varying prosodic parsing capacities or

varying strategies for task completion. The former assumption is supported by the finding of

listener variability in prosodic parsing that has been observed in different experimental tasks

and with different speech materials by Cangemi et al. (2015), Cole et al. (2017), and Roy et al.

(2017). The analysis of CRs suggests that participants in the identification pattern subgroup

were also more confident about their given answers than the waiting pattern subgroup.
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This may be interpreted as an indication of enhanced parsing skills in the identification

pattern subgroup and further confirms the existence of clearly distinct differences between

the individuals in the two subgroups. These differences are also supported by the fact that

accuracy remained significantly higher for participants with an identification pattern than

for the waiting pattern subgroup up to g5, where we find the late prosodic cues at the

second syllable of Name2. Furthermore, the effect size for differences between subgroups per

gate is the highest at g2, where early prosodic information related to Name1 is located. The

statistically significant differences at early gates (g1, g2, g3) for the subgroups are presumably

related to individual differences with respect to sensitivity to F0 cues. The visual inspection

of F0 movement (see Figure 26 in section 7.3 on page 127) as produced by the speakers

of our stimuli suggests systematic use of F0 to distinguish between no bracket and bracket

conditions. These individual differences are in line with the listener-specific attention to

pitch-related features described by Baumann & Winter (2018) for prosodic prominence.

Now, we will discuss the exploratory analyses on speaker-related processing. Identifiabi-

lity of internal grouping seems to depend not only on parsing capacities or internal strategies

of the listener but also on the cues that are produced by the speaker. This assumption is

based on the complementary analysis of accuracy by speaker: for two out of four speakers,

the statistical models predict a significant improvement in accuracy already at early gates,

before Name2. These findings are in line with previous findings on speaker-dependent accu-

racy in prosodic parsing tasks (Cangemi et al. 2015, Swerts & Geluykens 1994). Figures 26

and 27, which show descriptive visualizations of the three prosodic cues investigated by Hut-

tenlauch et al. (2021), reveal differences in the cue use between the individual speakers which

go along with the response behavior of the listeners. For speakers 6, 10, and 11 in Figure 27,

means of the smoothed time normalized F0-contours and the SDs of the bracket versus the

no bracket condition diverge from each other on the second syllable of Name1 (i. e., the time

domain of g2), while they completely overlap in the productions of speaker 16. For the for-

mer three speakers, the listeners’ mean accuracy was already above the chance range at g2,

while it was below for the latter (cf. Figure 31). Although it needs to be clarified whether

the difference on Name1 produced by speakers 6, 10, and 11 is audible, the observation pro-

vides an indication that F0 is used by listeners to predict the internal grouping structure.

In contrast, a visual consideration of final lengthening on Name1 (in Figure 26) does not

reveal clear differences between conditions in any of the speakers. Of course, we are aware

that caution is needed when drawing conclusions based on the visual inspection of graphs.

Thus, future research should statistically verify this issue further.

Interestingly, speaker-related differences in disambiguation are not mirrored by the analy-

sis of participants’ confidence ratings at the first gates containing early cues; that is, partici-

pants were not more confident in their decisions on speakers 6, 10, or 11 than on speaker 16.

Thus, listeners were probably not aware of the fact that certain speakers supplied obviously

more “useful” cues than others.
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Lastly, we will discuss another exploratory analysis we ran to account for the rather

artificial nature of the experimental task: we investigated the influence of familiarity with

the task. The analysis revealed a mild improvement in participants’ performances after a

familiarization phase of the first 70 trials. The superior performance of the identification

pattern subgroup is present in both phases, suggesting that participants of this subgroup

did not acquire their superior parsing capacities over the course of time but brought them

with them. At the same time, the waiting pattern subgroup could not benefit more than the

identification pattern subgroup from the familiarization with the task. After all, familiarizing

with the task did not seem to have a decisive influence on the skills that were used to solve

it. As we could not find an interaction of familiarity and speaker, our results tend to support

a syntagmatic process in which listeners identify prosodic features by means of variation in

the local context, as opposed to changes perceived in relation to a speaker-specific prosodic

space.

With respect to our overarching research question, predictions about the syntactic struc-

ture of the whole name sequence seem to be possible based on early prosodic cues on Name1,

and about 65 percent of the listeners are sensitive to this early information. Listeners addi-

tionally face the difficulty of compensating for a high degree of individual speaker differences.

Rapid integration of incoming prosodic information into the parsing process may be an espe-

cially rewarding effort in structures of higher complexity than coordinated name sequences.

In any case, the findings of this study underline the global nature of prosodic boundaries

as they are already indicated by earlier cues in an utterance which can be effectively used by

(at least some) listeners for syntactic parsing. Especially regarding F0 as a cue to internal

grouping, it seems necessary to consider the whole time course over which it unfolds, as

at least some speakers modulate F0 right at the beginning of the utterance to distinguish

between bracket and no bracket conditions and it seems that some listeners use this infor-

mation for disambiguation. Boundary phenomena, thus, should not be investigated solely as

local phenomena, detached from the whole prosodic context, but in a more global manner.

For further investigation of the processing of early cues, a study using the Visual World

Paradigm would be a valuable method. By using eye tracking, results from gated stimuli

could be compared to those from ungated stimuli (as in Allopenna et al. 1998), to determine

how cue exploitation in the Gating Paradigm compares to processing in a more natural set-

ting. This would also allow to corroborate our findings on individual variability in listeners’

integration of prosodic markers for ambiguity resolution over the course of prosodic parsing.

It would also be interesting to test if our results can be replicated with a wider range of pro-

ductions and/or productions from more natural settings. As demonstrated by Clifton et al.

(2006), among listeners, prosodic cues appear to have larger implications for perception in

shorter than in longer constituents among listeners. Furthermore, prosody was observed to

be especially crucial in disambiguating utterances which are different in interpretation with

respect to intended grouping (Watson & Gibson 2004). Moreover, it would be interesting
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to investigate the perception-production link and to see if individuals who produce stronger

early prosodic cues perform better at perceiving/exploiting these cues than individuals who

do not produce clear early prosodic cues.

7.6 Conclusion

The results of this study strongly indicate variability among listeners regarding prosodic

parsing: some listeners were already able to correctly predict at the first name whether it

belongs to a three-name sequence with or without internal grouping of the first two names.

This suggests that these listeners were sensitive to prosodic cue information that is located

earlier in the name sequence than the prosodic cues at the end of the grouping (referred to

as later cues on the second name). Other listeners were not able to correctly identify the

prosodic pattern until the end of the second name. In addition to individual parsing capaci-

ties, listeners’ responses showed sensitivity to speaker-specific variability that matches the

individual differences in prosodic cues observed for the speakers the productions stemmed

from. The speakers whose productions received the highest accuracy ratings at early gates

show visible differences in F0 on the first name between conditions. As we did not specifically

analyze possible facilitation effects of specific prosodic cues for perception, statistical verifi-

cation of this observation remains for future research. Overall, the data support the notion

that prosodic marking of internal grouping is not a local phenomenon but rather unfolds

globally over the course of an utterance – and that early prosodic cues provide meaningful

information which can be exploited for ambiguity resolution, at least by a subset of listeners.
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Study IV

8 Study IV

Individual variability in prosodic marking of locally am-

biguous sentences

A shorter version of this chapter has been presented at the international conference Speech

Prosody 2022 and parts of the following text are taken literally from the corresponding

publication (Huttenlauch et al. 2022) and an associated supplement (https://osf.io/gychu/).

Abstract

The German case marking system contains case syncretisms, which, along with a relatively

free word order, can lead to sentences with local ambiguities, for instance, SVO and OVS

sentences with string-identical noun phrases (NPs) in sentence-initial position. Prosodic

marking constitutes one possibility for ambiguity resolution. Comprehension studies showed

that listeners are sensitive to f0-manipulations on NP1 of such sentences (e. g., different pitch

accents). Here, we investigated which prosodic cues speakers use when they are asked to

provide disambiguation in their productions as early as possible. We elicited productions of

German SVO and OVS verb-second main clauses, that begin with a case-ambiguous NP1

and are string-identical up to the post-verbal unambiguous NP2. We focused our analysis

on the f0-contours in the ambiguous part of the sentences. Overall, there was no consistent

f0-pattern that distinguished SVO from OVS sentences. However, analyses with Generalised

Additive Mixed Models revealed distinctive f0-contours on the individual level with later and

higher f0-peaks on NP1 in SVO vs. OVS sentences. We found that at least some speakers

systematically distinguish word order in locally case-ambiguous structures by prosodic cues

(f0, silent intervals). The variability in our data suggests to consider the individual level

when dealing with specific tasks.

8.1 Introduction

In German, despite its rich morphological case system for marking grammatical function,

the surface form of noun phrases (NPs) can be ambiguous. For instance, for NPs38 involving

feminine and neuter nouns, respectively, the surface form is identical in nominative and

accusative case. Case is marked on the determiner: die for feminine NPs and das for neuter

NPs both in nominative as well as in accusative case, respectively. Such NPs are case-

ambiguous. Furthermore, German allows for a relatively free word order: In addition to

subject-verb-object (SVO) sentences, the non-canonical word order of object-verb-subject

(OVS) is also possible. Thus, if the determiner die or das is part of an NP at the beginning

38We do not distinguish between determiner phrase (DP) and noun phrase (NP) in this work.
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of a sentence, the syntactic function of that NP as well as its thematic role remains open:

it is ambiguous between subject and direct object as well as between agent and patient.

Therefore, the word order configuration could potentially be both, SVO or OVS. If the

ambiguity gets resolved at later points in the sentence (e. g., by a case-marked post-verbal

NP or by verb inflection), the sentence is called temporarily or locally ambiguous (see (34)

and (35)). Besides morphological case markers, prosody, verb semantics, and (visual) context

can resolve or influence such thematic role-assignment ambiguities. Sentences, in which NP2

is also case-ambiguous between nominative and accusative case are globally ambiguous (36).

Although grammatically possible, OVS sentences in German are rather infrequent (< 4%

in several corpora on written sentences), with an even lower rate of OVS sentences with an

accusative object (< 1%) than OVS sentences with a dative object (Bader & Häussler 2010).

Possibly, the larger number of dative objects is influenced by passivised ditransitive verbs

that license object-first word order (Bader & Häussler 2010).

(34) Das
the.nom/acc

Kamel
camel

tritt
kicks

nun
now

den
the.acc

Tiger.
tiger

(locally ambiguous: SVO)

‘The camel now kicks the tiger.’

(35) Das
the.nom/acc

Kamel
camel

tritt
kicks

nun
now

der
the.nom

Tiger.
tiger

(locally ambiguous: OVS)

‘The tiger now kicks the camel.’

(36) Das
the.nom/acc

Kamel
camel

tritt
kicks

nun
now

die
the.nom/acc

Gazelle.
gazelle

(globally ambiguous)

‘The camel now kicks the gazelle/the gazelle now kicks the camel.’

For comprehension of spoken locally ambiguous sentences, studies have reported a strong

SVO bias in German (Hanne et al. 2015, Henry et al. 2017): Listeners expect NP1 to be

the subject, thus agent, and NP2 to be the object, thus patient, of the sentence. These

studies explored language comprehension using the visual-world paradigm (Tanenhaus et al.

1995, Allopenna et al. 1998, and a review by Huettig et al. 2011), where participants’ eye

movements are recorded while participants see objects or a scene on the screen and are

presented with an auditory stimulus (e. g., an instruction such as “Click on the candle” or

a sentence such as Das Kamel tritt nun den Tiger.). The eye movements of a listener are

systematically related to their linguistic processing (Allopenna et al. 1998). If hearing a

sentence beginning such as The bird eats, listeners were shown to look to a potential patient

on the screen, for instance a worm, and that, in German, eye movements can be modulated

by case-marking of NP1, marking it as either agent or patient of the sentence (Kamide et al.

2003). Eye movements, thus, reflect the expected continuation of the sentence in such a

setting39.

39There is no universally applicable interpretation of eye movements as they depend, for example, on the

type of the task, as discussed in Huettig et al. 2011.
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Using eye tracking in the visual-world paradigm, Weber et al. (2006) showed that prosody

can weaken the SVO bias in comprehension. In the study by Weber et al. (2006), partici-

pants were auditorily presented with locally ambiguous sentences like “Die.nom/acc Katze

jagt womöglich den.acc Vogel.” (‘The.nom/acc cat chases possibly the.acc bird.’) and

“Die.nom/acc Katze jagt womöglich der.nom Hund.” (‘The.nom/acc cat chases possibly

the.nom dog.’) together with a visual scene, depicting a cat, a dog, a bird, and an unrelated

object. For the SVO sentence, the bird is the target and the dog is the foil picture, for

the OVS sentence, the dog is the target and the bird the foil picture. SVO sentences were

presented with a rising L*+H pitch accent (late-peak) on NP1 and a high H* nuclear pitch

accent on the verb, while OVS sentences had a rising L+H* nuclear pitch accent (medial

peak) on NP1; both sentences ended in a low L-% boundary tone (the accents are coded

following the GToBI model following Grice & Baumann 2002, Grice et al. 2005). As the

default position for the nuclear accent in West-Germanic languages is the last argument of

the verb (Ladd 2008), in this case NP2, both sentences had a non-default nuclear accent

placement (Weber et al. 2006). Listeners interpreted case-ambiguous NP1s more often as

subject when the sentence beginning carried an L*+H pitch accent on NP1 and an H* pitch

accent on the verb. No such SVO preference was found in sentences with L+H* pitch accent

on NP1. However, no intonation condition resulted in a preference for OVS compared to

SVO sentence reading. Nevertheless, the results suggest, that intonation plays a role in early

disambiguation.

In a similar vein, also using the visual-world paradigm, however for case-unambiguous

SVO and OVS sentences, Henry et al. (2017) reported an additive use of morphological and

prosodic cues. They presented participants with sentences in four conditions: (i) a case-only

SVO sentence “Der.nom Hahn frisst gleich die.nom/acc Blume” (The.nom chicken eats

soon the.nom/acc flower.), (ii) the case-marked SVO sentence with an H+L* nuclear pitch

accent on NP2 and a non-specified pitch movement on NP1, (iii) a case-only OVS sentence

“Den.acc Hahn frisst gleich der.nom Fuchs.” (The.acc chicken eats soon the.nom fox.

‘The fox will soon eat the chicken.’), and (iv) the case-marked OVS sentence with an L+H*

pitch accent on NP1 (Henry et al. 2017: 5). All sentences ended in an L-% boundary tone.

The visual scene, similar to Weber et al. (2006), depicted NP1, a potential agent, a potential

patient, and a distracting unrelated object. In their eye tracking experiment, the presence

of both, morphological and prosodic cues, facilitated prediction of the upcoming structure

observed by an increase in speed and accuracy in looks to a target object.

In a comparable study, 5-year-old German-learning children have been shown to rely on

prosody to determine thematic roles in ambiguous sentences (Grünloh et al. 2011). The ma-

terial contrasted case-marked OVS sentences (e. g., “Den.acc Hund VERB der.nom Löwe.”

The.acc dog VERB the.nom lion. ‘The lion is VERBING the dog.’) with globally am-

biguous sentences (e. g., “Die.nom/acc Katze VERB die.nom/acc Kuh.” ‘The.nom/acc

cat is VERBING the.nom/acc cow.’). As verbs they used novel verbs describing transitive
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actions. Similar to the study by Henry et al. (2017), four conditions were created: case-

marked OVS sentences and case-ambiguous sentences each with prosodic marking and in a

de-accented version. Prosodic marking is described as “Contrastive Intonation condition”

with a “strong, rising L+H* pitch accent on the first noun phrase” (Grünloh et al. 2011:

399), thus, in parallel to the pitch accents described for OVS sentences in the studies by

Weber et al. (2006) and Henry et al. (2017). The task was to decide between two small

video sequences showing two animals enacting one of the four previously introduced tran-

sitive actions that only differed in which of the two animals has the agent and which the

patient role. Similar to an adult control group, children used the pitch accent on NP1 as

cue for a patient-first sentence, thus overriding the SVO bias. In contrast to the adults,

children needed prosody in combination with case marking to correctly choose the video

depicting the patient-first role order (OVS). Both age groups judged the ambiguous sen-

tences in > 90% of the responses as SVO, irrespective of the presence of the L+H* pitch

accent. In a second study, each trial was preceded by a discourse context naming a wrong

patient in an SVO sentence and embedding the target sentence in a correcting answer (e. g.,

context: “Der.nom Löwe VERB den.acc Frosch! corrective answer: Nicht den.acc Frosch

VERB der.nom Löwe, sondern den.acc Hund VERB der.nom Löwe.” ‘The.nom lion

is VERBING the.acc frog. Not the.acc frog that is.VERBING the.nom lion, but the.acc

dog is VERBING the.nom lion.’) (Grünloh et al. 2011: 408f.). Together with a context,

children’s pointings to patient-first scenes increased, especially in the presence of contrastive

intonation. Grünloh et al. (2011) conclude, that “prosody has the power to work against

this word order bias and that the information in the sound stream seems to be sufficiently

rich to allow children to abstract participant roles” (Grünloh et al. 2011: 415).

In summary, studies on language comprehension showed that listeners can make use of

prosodic cues (e. g., manipulated f0-contours) for thematic role-assignment (which can serve

for disambiguation of locally ambiguous sentences) even before unambiguous morphological

cues are accessible (Weber et al. 2006). Moreover, prosodic cues increased speed and accuracy

of prediction in language comprehension in the presence of morphological cues (Henry et al.

2017).

For production, Weber et al. (2006) reported variability in the f0-contours produced on

locally ambiguous OVS sentences with intonation phrase breaks and silent intervals following

NP1. It remains open, however, whether there is a clearly differential pattern in f0-contours

for SVO and OVS sentences within and across participants or whether the prosodic marking

of such sentences is subject to individual variability. In the present study, we analysed

productions of locally ambiguous SVO and OVS sentences with a main focus on f0 along

with silent intervals. Our research questions read as follows:

RQ1: How do speakers use prosodic cues (f0, silent intervals) when asked to provide disam-

biguation as early as possible in productions of locally ambiguous sentences?
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RQ2: Do we find differences in the f0-contours in the ambiguous part of the sentence (on NP1

and the following verb) between SVO and OVS sentences within and across speakers?

We focused our analysis on the f0-trajectory in the ambiguous part of the sentences, as

comprehension studies have manipulated f0 in this region. We expected large inter-individual

variability in the productions, since the task was rather specific and variability, especially in

productions of OVS structures, has been reported previously (e. g., Weber et al. 2006).

8.2 Methods and procedure

Participants

Sixteen native speakers of German (12 identified as female, 4 identified as male; mean age

24 years, SD : 3.1, age range: 20–30 years) were included in the production study. Two addi-

tional speakers took part in the study, but were discarded due to artefacts in the recordings.

All participants received course credits or monetary reimbursement for their participation

and were näıve to the purpose of the study. The procedure of this study has been approved

by the Ethics Committee of the University of Potsdam (approval number 72/2016) and each

speaker gave written consent to participate. All speakers had normal hearing defined as an

average pure-tone audiometry of 25 dB HL or better for 500, 1000, 2000, and 4000 Hz in the

better ear assessed using an audiometer (Hortmann DA 324 series) and calculated following

the classification of hearing impairment by the WHO as reported in Olusanya et al. (2019).

Materials

Stimuli Items consisted of locally ambiguous and semantically reversible German verb-

second main clauses (see (34) and (35)) and corresponding black-and-white line-drawings

depicting agent, patient, and the action (see Figure 33). The final stimulus material consisted

of 20 different transitive verbs and each verb appeared in two word order conditions: (34)

with subject-verb-object word order (SVO) and (35) with object-verb-subject word order

(OVS). Thus, a total of 40 items was used. In order to control for semantic reversibility

and sentence-picture correspondence, the stimulus material was created and validated in

three steps involving two pre-studies, which are described in the following. The pre-studies

included a larger number of sentences, in order to be able to select the ones with the highest

ratings. Further the pre-studies included globally ambiguous sentences.

In the first step of the pre-studies for the creation of the stimuli, we constructed possible

sentences using 29 transitive German verbs and two noun phrases (NP). We constructed

semantically reversible sentences in SVO and OVS word order that were either locally (34,

35) or globally (36) ambiguous (see (37) for an example of an unambiguous SVO sentence).

All sentences had the same structure: NP1.sg.neut + verb.3.p.sg.pres + adverb nun

(Engl. ‘now’) + NP2.sg.masc.
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Figure 33: Example of black-and-white line-drawings used as visual stimuli for SVO (left)

and OVS (right) word order. The corresponding SVO sentence is Das.nom/acc Kamel tritt

den.acc Tiger. (the.nom/acc camel kicks the.acc tiger.), the corresponding OVS sentence

is Das.nom/acc Kamel tritt der.nom Tiger. (the.nom/acc camel kicks the.nom tiger.).

(37) Der
the.nom

Elefant
elephant

tritt
kicks

nun
now

den
the.acc

Tiger.
tiger

(unambiguous: SVO)

‘The elephant now kicks the tiger.’

Animate nouns of three different categories were used as NP1 and NP2: persons/humans,

animals, and fairy tale characters. Only nouns of the same category were used within the

same sentence. For the locally ambiguous sentences, a neuter NP1 and a masculine NP2

were combined, for the globally ambiguous sentences, a feminine NP was used instead of

the masculine one. The neuter determiner das and the feminine determiner die are case-

ambiguous between nominative and accusative case while the masculine determiner is case-

unambiguous with der in nominative and den in accusative case. The masculine determiner

of NP2 in the locally ambiguous sentences, thus, morpho-syntactically disambiguated the

syntactic and thematic roles of both NPs as either the subject/agent or the object/patient

of the action. No such disambiguation is provided by the feminine determiners of NP2 and

the disambiguity between syntactic and thematic roles of both NPs is maintained until the

end of the sentence. For each verb and ambiguity condition, four sentences were created with

at least one sentence of each noun category. The nouns in both positions (NP1 and NP2)

were balanced for their mean frequency, their number of phonemes, and number of syllables

in dlexDB (Heister et al. 2011). The nouns in NP1 can be divided into three categories on

the basis of syllable structure and stress pattern: (i) monosyllabic nouns (e. g., HUHN, Engl.

‘hen’), (ii) disyllabic nouns with penultimate stress (e. g., MAEDchen, Engl. ‘girl’, capital

letters correspond to stressed syllable), and (iii) disyllabic nouns with ultimate stress (e. g.,

phanTOM, Engl. ‘phantom’). A total of 232 sentences was created (116 locally ambiguous

sentences: 29 verbs ∗ 4 versions of a sentence + 116 globally ambiguous sentences: 29 verbs

∗ 4 versions of a sentence).

In the second step, the semantic reversibility of the thematic roles in the sentences,

that is, an equal likelihood for both nouns of the sentence to take the role of agent or patient

151



8.2 Methods and procedure

of the action, was assessed in a rating study on the reversibility of the sentences. The rating

study encompassed the 116 locally ambiguous and the 116 globally ambiguous sentences and

included 72 German native speakers (59 identified as female, 13 identified as male; mean

age: 22 years (SD : 5.01), age range: 17–49 years)40. In this section, we mainly focus on

the locally ambiguous sentences. However, as the selection process of the stimuli for the

production study contained also globally ambiguous sentences, they are included for the

sake of completeness. The rating study was conducted in a group session in a pen-and-paper

version. The task was to rate the plausibility of the subject of the sentence to be the agent

of the action in that particular sentence. The ratings were given on a five-point Likert scale

ranging from “not plausible at all” 1 to “rather plausible” 3 to “very plausible” 5. All

sentences were either locally (34, 35) or globally (36) ambiguous. Sentences were distributed

across two lists. In list version (a), the globally ambiguous sentences had the feminine noun

in the first position and the locally ambiguous sentences started with the neuter noun. In

list version (b), the globally ambiguous sentences started with the neuter noun and the

other sentences with the masculine noun (not being locally ambiguous anymore). Thus,

there were two versions of each sentence, one with each noun in the first position. Each list

contained 232 potential stimulus sentences and 25 filler sentences with implausible agent-

patient relation (e.g., The grandpa now baptises the phantom.). The items in the lists were

pseudo-randomised with no direct repetition of the same nouns and verbs in consecutive

trials and not more than four sentences in a row starting with the same determiner.

In the analysis, we assessed the pairwise difference between ratings of version (a) and

version (b) of each sentence. If the comparison revealed no statistically significant difference,

a sentence pair was counted as semantically reversible and kept for further steps. In an

additional step, we controlled for the appearance of the same NP across sentences and

reduced the maximum appearance to four times. This process resulted in 24 sentence pairs,

for which black-and-white line-drawings were created, one per thematic role assignment

(henceforth referred to as pictures, see Figure 33).

In the third step, we assessed the comprehension agreement for the pictures in a

sentence-picture matching task. This procedure was similar to the one described in pre-

vious studies (e. g., Hanne et al. 2015). The sentence-picture matching task was realised

with 41 participants (36 identified as female, 5 identified as male; mean age: 22 years (SD :

3.8), age range: 18 – 31 years). The study was conducted in a group session in a pen-and-

paper version. In each trial, the target and the foil picture (in the foil picture, thematic roles

were reversed) were presented visually (see Figure 33) and either the SVO version or the

OVS version of the sentence was read aloud by the experimenter with a neutral prosody (i. e.,

not distinguishing between SVO and OVS sentences). For the globally ambiguous sentences,

both readings are string-identical. In order to evoke the reading of NP2 as agent, we used a

40Another four participants took part in the study but had to be excluded from the analysis due to missing

values (n = 2) and German as non-native language (n = 2).
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sentence with a passive construction (38).

(38) Das
the.nom/acc

Kamel
camel

wird
is

von
by

der
the.dat

Gazelle
gazelle

getreten.
kicked

(passive)

‘The camel is being kicked by the gazelle.’

The task was to mark the corresponding picture on an answer sheet. There were 48 items

(24 in each ambiguity condition). Items were pseudo-randomised with at least five items

between the presentation of the same verb, and at least three items before the repetition of

the same noun in NP1.

In the analysis, the agreement between SVO and OVS version of each sentence and the

respective picture was checked. One item was excluded due to imbalance in NP1 between

locally and globally ambiguous sentences (treten) and three items were turned into practice

items (schieben, stechen, ziehen). The final set consisted of 20 test item pairs and three

practice item pairs in each ambiguity condition. NP1 and verb were parallelised across

locally and globally ambiguous sentences.

Contexts For conducting the production study of the locally ambiguous sentences in a

semi-interactive setting, two different interlocutors (referred to as contexts) were created

that were virtually present during the task: a young and an elderly female native speaker

of German. Speakers got an audio-visual impression of their interlocutors from two short

videos each presented on a screen. The first video contained a personal introduction of the

interlocutor (see Table 23 for a summary of the information provided by each interlocutor)

and the second video contained instructions for the task. The two contexts were part of five

contexts used in production studies to elicit coordinates (studies I and II).

Table 23: Fictional names, ages, origins, and further information of the interlocutors present

in the two contexts.

young (baseline) elderly

Name: Hannah Maria Korbmacher

Age (in years): 24 82

Origin: Eberswalde NA

Residence: Potsdam Potsdam

Occupation: Biology student Retired school teacher

Further information: Moved to Potsdam for her

studies,

Lives for two years in an old-age

home with her husband,

lives in a shared flat,

likes the parks in Potsdam

tends to forget things from time

to time
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Experimental procedure

Productions were elicited by means of a referential communication task. Speakers were seated

in front of a wide screen (resolution 1920 x 1200) in a sound-attenuated recording booth at

the University of Potsdam wearing an AKG HSC 271 headset with over-ear headphones

and a condenser microphone. On the screen, speakers were presented first with an audio-

visual impression of the corresponding interlocutor in two short videos (one video with a

personal introduction of the interlocutor and another one with instructions for the task).

The young interlocutor (baseline) was always presented first and the elderly interlocutor

in a second block. Each trial started with a fixation cross on the screen and was replaced

after 1000 ms by the target and the foil picture with the corresponding sentences printed

below the pictures in text font Arial and font size 30. After a preview time of 4000 ms, the

target picture was highlighted with a green frame along with the auditory presentation of

the question Was sehen Sie? (‘What do you see?’) via headphones. The question was asked

by the interlocutor and was intended to trigger the production (i. e., to simulate question-

answer dyads) and as a reminder of the current interlocutor’s identity. The task was to

produce the target sentence in a way that would allow the interlocutor to identify the target

picture “as rapidly and accurately as possible”; the speakers were told that the interlocutor

would see the same pictures (without the sentences) and had to find the matching one. The

experiment started with a practice phase including six trials followed by the test phase.

Productions were recorded via an Alesis iO|2 interface (at 48 kHz). The experiment was run

from a Dell laptop using the software Presentation (Neurobehavioural Systems). Speakers

produced each item twice, once addressing the young and once the elderly interlocutor.

Data treatment

In total, 1280 sentences were produced (20 verbs ∗ 2 word order conditions ∗ 2 interlocutor

contexts ∗ 16 speakers). In the present analysis, we focused on the productions in the baseline

context (n = 640). In case the productions contained hesitations (i. e., slips of the tongue,

restarts), the part with the hesitation was cut out if the remaining part constituted a fluent

utterance (n = 6). For three productions (0.5%) the hesitations could not be cut out and

the complete productions were excluded from the subsequent analyses of f0.

In the remaining 637 productions, constituent boundaries (NP1, verb + adverb, NP2)

were segmented in Praat (Boersma &Weenink 2017) following standard segmentation criteria

(Turk et al. 2006). Silent intervals preceding stops were segmented as part of the following

constituent and labelled as closure, while silent intervals preceding non-stops were segmented

between constituents and labelled as pauses. As NP2 always started with the lenis plosive

/d/, we could not reliably distinguish between a pause and the silence of the closure at

this position (see Lehiste 1973b: 1230 on notes on the impossibility of determining the

duration of initial voiceless plosives). The same problem applies partly to the location
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preceding the verb, as six of the verbs began with a plosive. F0-values were extracted with

a customised praat script combining the procedures of Mausmooth (Cangemi 2015) and

ProsodyPro (Xu 2013). For each soundfile, a pitch object was created and unreliable pitch

points were removed manually. The pitch contour was smoothed with a bandwidth of 10 Hz

before interpolation of pitch points and with a bandwidth of 15 Hz afterwards following

the procedure in Cangemi (2015). Twenty f0-values per constituent (only the intervals that

contained speech were considered) were extracted and converted into semitones (st) relative

to 1 Hz following Hazan et al. (2016) in order to ease comparison independent of pitch height.

The smoothed f0-contours were plotted with centering at the onset of the verb separately for

each speaker and item (SVO and OVS production on top of each other). In a separate step,

interval durations were extracted automatically using a Praat script. We collapsed durations

of intervals labelled as pauses and closures. The durations of the silent intervals preceding the

verb (following NP1) and preceding NP2 (following nun) were plotted separately for speaker

and word order condition in violin plots (Figure 37). F0-contours and silent intervals were

analysed separately.

8.3 Analyses and results

In accordance to our rather open research questions, we chose an exploratory analysis pro-

cedure consisting of a combination of visual and statistical inspection of the data in several

steps. All data and code are available on OSF: https://osf.io/gychu/.

We started with a visual inspection of the f0-contours within speakers. For most speakers

and items, f0-contours of SVO and OVS sentences overlapped quite neatly, thus, showing

no visible difference between word order conditions in the ambiguous part of the sentence.

Yet, for some speakers, consistent differences in the f0-contours between conditions were

noticeable. Across speakers, different f0-contours were produced.

To statistically corroborate the observations from visual analysis in f0-contours between

SVO and OVS sentences, we fitted Generalised Additive Mixed Models (GAMMs, Wood

2017, Baayen et al. 2017, Sóskuthy 2017, Wieling 2018) in R (R Development Core Team

2018) using the R package mgcv (Wood 2017, 2011). GAMMs allow to model time-varying

data with non-linear patterns controlling for random-effects and autocorrelation (Baayen

et al. 2017, Wieling 2018, Chuang et al. 2020, Sóskuthy 2021) and have been successfully

used in previous analyses of f0-contours (Chuang et al. 2020, Zahner et al. 2020, Sóskuthy

2021).

Since we were interested in distinctive f0-contours for word order condition within speak-

ers, we decided to fit an individual model for each speaker. The f0 time series (in st, 60

measurements per production, i. e., 20 per constituent) were entered as response variable to

the model and word order (as ordered factor) as a predictor (parametric difference term). To

directly test whether the difference between SVO and OVS sentences is significant, we added
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a reference and a difference smooth separately to the model (s(time, bs = “tp”, k = 10) +

s(time, by = condition.ord, bs = “tp”, k = 10)) (Sóskuthy 2017, Wieling 2018, Sóskuthy

2021). We compared the model to a nested model without the difference terms using the

function compareML() in the R package itsadug (van Rij et al. 2020) to check whether their

inclusion was justified. Model complexity was increased stepwise with model comparisons

at each step. The number of basis functions was doubled from k = 10 (default) to 20 if

the function gam.check() revealed a low p-value and a k-index <1. The final models all

included an AR(1) error model to correct for autocorrelation in the residuals (cf. Wieling

2018, Chuang et al. 2020) and a random smooth for item (s(time, item, bs = “fs”, m = 1)).

For significance testing and interpretation of the effect of word order condition on the

produced f0-contours, we checked the summary statistics and the difference curves plotted

with the plot diff() function of the R package itsadug (van Rij et al. 2020). Visualisation

is crucial for interpreting results of GAMMs (Wieling 2018, Sóskuthy 2021). The difference

curve visualises the comparison between the non-linear smooths of the two condition levels

(here SVO minus OVS) with a pointwise 95% confidence interval (CI). Values above zero

indicate larger f0-values in SVO and values below zero indicate larger f0-values in OVS. The

difference between the two conditions is significant if the pointwise 95% CI of the difference

curve does not include zero. Across all items and speakers, NP2 started on average 0.66 s

(SD : 0.16) after verb onset. We, therefore, consider the time window between the onset

of NP1 and 0.66 s (onset of NP2) as a rough approximation of the ambiguous part of the

sentence. Note, that for some areas of the utterance, the fitted values are less reliable. This

is the case at the beginning and at the end of the utterance (productions differed in their

duration, leading to fewer and less reliable f0-measures at the outer extremes; utterance-

final glottalisation) and at the onset of the verb (as silent intervals labeled as pauses were

dismissed in the extraction of f0-values and the interpolated contour might be disturbed).

We are aware that interpretation needs caution as the report of significant intervals of any

minimal duration (Sóskuthy 2021) and the decision where to look for differences strongly

influence the results (Roettger 2019).

Across speakers, the difference curves of individual speakers showed a diverse pattern.

Overall, for ten speakers, the respective models revealed significant differences between SVO

and OVS word order within the time window of syntactic ambiguity (i. e., preceding NP2,

cf. panels on the right in Figure 34). Note that these differences do not exclude possible

further differences during NP2 (as can be seen in the panels (34f), (34j), (34n), (34p), and

(34t) in Figure 34). For other two speakers, the estimated differences were located more

than 0.66 s after the onset of the verb, thus during the case-unambiguous NP2 (cf. panels

at the right in Figure 35) and, for the remaining four speakers, no significant differences

were attested throughout the whole utterance (cf. panels on the right in Figure 36). In

Figure 36, the pointwise 95% CI includes zero (on the y-axis) throughout the complete

utterances, indicating, that the non-linear smooths of the two conditions (panels on the left
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in Figure 36) do not differ significantly.
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Figure 34: Predicted difference in ambiguous part: f0-values (st) predicted by the GAMMs

for SVO (red solid line) and OVS (blue dashed line) (left) and predicted differences (SVO-

OVS, right) for ten speakers (rows). Time (s) is centered to the offset of NP1/onset of the

verb (vertical line). Shaded bands indicate pointwise 95% confidence intervals (CI). The

difference is significant if the CI excludes zero (indicated by red shading). Figure continues

on next pages.

A closer look at the regions of significant difference between f0-contours preceding NP2

in Figure 34 revealed variability across speakers as to location and duration of the differences

predicted by the model (shaded areas), including locations we previously discussed as less

reliable: for instance the very beginning of the utterance (n = 2, cf. (34r) and (34t) in

Figure 34) and relatively local around the onset of the verb (n = 2, cf. (34b) and (34j) in

Figure 34). The two speakers (1 and 5) for whom the model predicted differences around the

onset of the verb, produced silent intervals between NP1 and the verb (cf. Figure 37), which

makes the model predictions less reliable at this location, as the durations of silent intervals

were excluded from the time-normalised f0 data and the f0-contours were interpolated. The

same applies to speaker 3 (34f in Figure 34), however, we would not discard this speaker at

this point of the analysis, as the model predicted also a difference between the curves within

the time domain of NP1. For other speakers in Figure 34, NP1 was not included in the

significant time window, as contours diverged only after the offset of NP1 within the verb

(n = 1, cf. (34h) in Figure 34) and divergence even extended into NP2 (n = 1, cf. (34l) in
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Figure 34: continued Figure: Predicted difference in ambiguous part. Complete caption is

given on previous page. Figure continues on next page.
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Figure 34: continued Figure: Predicted difference in ambiguous part. Complete caption is

given on first page of the figure.
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Figure 34).
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Figure 35: Predicted difference in unambiguous part: f0-values (st) predicted by the GAMMs

for SVO (red solid line) and OVS (blue dashed line) (left) and predicted differences (SVO-

OVS, right) for two speakers (rows). Time (s) is centered to the offset of NP1/onset of the

verb (vertical line). Shaded bands indicate pointwise 95% confidence intervals (CI). The

difference is significant if the CI excludes zero (indicated by red shading).

Overall, the time windows of the differences predicted by the model had durations be-

tween one hundred and more than nine hundred milliseconds. The difference between condi-

tions was mainly (not exclusively) positive, indicating larger f0-values in SVO than in OVS

sentences. A positive difference between SVO and OVS during NP1 was for instance pre-

dicted for speakers 3, 11, and 13, while a negative difference was predicted for speaker 2.

For speaker 13, the model predicted a negative difference between SVO and OVS sentences

within NP1 followed by a positive difference towards the end of NP1 and the beginning of

the verb. The f0-trajectories predicted for SVO and OVS (cf. (34o) in Figure 34) diverge

not only in peak height but also with regard to the contour. Moreover, the parts where

differences in f0-trajectories are predicted extend over 330 ms within NP1 and over 900 ms

including the part of the verb. We run a post-hoc analysis on the data of this individual

speaker that will be described in a separate section.

With respect to the f0-trajectories on the verb (corresponding to the time domain between

0 and approximately 0.66 on the x-axis in the Figures 34 and 35), the data show variability

between individuals in the f0-contour predicted by the GAMMs (left panels in Figures 34
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Figure 36: No predicted difference: f0-values (st) predicted by the GAMMs for SVO (red

solid line) and OVS (blue dashed line) (left) and predicted differences (SVO-OVS, right) for

four speakers (rows). Time (s) is centered to the offset of NP1/onset of the verb (vertical

line). Shaded bands indicate pointwise 95% confidence intervals (CI). The difference is

significant if the CI excludes zero.
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and 35) but consistency in the direction of the difference predicted between word order

conditions: For all speakers the model predicted a positive difference (i. e., higher f0-values

in SVO compared to OVS sentences, cf. (34h), (34l), (34p), (34r)). The time point of 0.66 s

after verb onset is just a rough approximation as verbs differed in number of syllables and

segments and speakers differed in articulation rate. For some of the speakers, the difference

predicted between SVO and OVS sentences continues into the time domain of NP2. This is

particularly striking in the case of speaker 9 (cf. (34l)), as the two f0-trajectories are predicted

to differ for almost 700 ms. For speaker 13 and 14 (cf. (34p), and (34r), respectively) the

difference is predicted for more than 917 ms and 342 ms, respectively.

For the sake of completeness, we also mention the cases for which the f0-trajectories were

predicted to diverge after the approximate verb offset at 0.66 s and thus after the disam-

biguation through the case-unambiguous NP2. In this last part of the sentences, positive

as well as negative differences were predicted. For two speakers, positive differences were

predicted, thus, higher f0-values for SVO compared to OVS sentences (cf. (34j) and (34t),

while for three speakers, negative difference were predicted, thus, lower f0-values for SVO

compared to OVS sentences (cf. (34f), (34p), and (35b)).

Silent intervals

With regard to silent intervals, we also started with a visual inspection of the data within

speakers (cf. Figure 37). Overall, durations were rather small, ranging for many speakers

between 0 and 100 ms. For comparison, the mean closure duration for the German lenis plosiv

/d/ in word-initial position is 63 ms (SD : 13.2) according to (Kuzla & Ernestus 2011: 6).

As for the f0-contours, the data contained large variability: For ten speakers, we appraised

no considerable production of silent intervals neither preceding the verb nor preceding NP2,

while three speakers produced silent intervals in one but not the other position, and three

speakers produced silent intervals in both positions. The main interest was whether speakers

differed the production of silent intervals between word order conditions.

To statistically corroborate the observations from visual analysis, we used a series of

intra-individual Wilcoxon Signed Rank Tests (Siegel 1956), since this non-parametric proce-

dure for comparing two groups with non-independent data points can handle non-normally

distributed data (which was the case in our data on silent intervals). We used the corre-

sponding base R function to test for statistical significance of the difference in the durations

of the silent intervals between SVO and OVS in both positions of interest in the utterance.

The results are included in Figure 37 with p-values > .05 given as n.s. (non significant).

The tests revealed statistically significant differences between the conditions in both

positions of interest for speaker 13 (preceding the verb: V = 69, p =0.02; preceding NP2:

V = 2, p = 0.03), and in the position preceding NP2 solely for speaker 3 (V= 131, p = 0.01)

(cf. corresponding facets in Figure 37). For speaker 3, the mean duration of the silent intervals
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Figure 37: Durations (in s) of silent intervals preceding the verb (left panel) and NP2 (right

panel) in individual utterances (dots) with SVO (right) and OVS (left) word order separately

for each speaker (facets). Density distribution is given with shaded areas. Results of intra-

individual Wilcoxon Signed Rank Tests (n.s. for p-values > .05).

preceding NP2 was longer in OVS (0.12 s) than in SVO (0.04 s), while for speaker 13, there

were silent intervals in SVO (0.02 s) but none in OVS. Contrary to the silent intervals

preceding NP2 for speaker 13, the mean duration of the silent intervals preceding the verb

was longer in OVS (0.07 s) than in SVO (0.01 s).

Post-hoc analysis of the f0-contours of an individual speaker

In this section, we give a closer description of the two f0-contours that speaker 13 (20 years,

identified as female, born and raised in Brandenburg area) used distinctively on SVO and

OVS sentences41. The f0-contours underwent several steps of analysis. In a first step, we

automatically extracted for each constituent the duration, the minimum and maximum f0-

values and calculated time (risetime) and slope of the rising f0-movement. In paired t-test

comparisons between SVO and OVS productions, risetime and slope revealed statistically

significant differences in the productions of this speaker.

For a closer description of the two f0-contours on NP1, the f0-movement was annotated

relative to the stressed vowel on NP1 adapting the acoustic annotation in Braun (2006). In

comparison to automatically extracted f0-minima and maxima as described in the method

section, manual annotations allow to quantify the f0-movement, in our case especially rise-

time, f0-range, and slope, with respect to segmental landmarks, in our case the stressed

41These f0-contours were selected as examples for the recording of stimuli to be used in an eye tracking

study.
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vowel. We annotated the following landmarks: (i) the start of the vowel in the stressed

syllable, (ii) the end of the vowel in the stressed syllable, (iii) the f0-minimum preceding the

rise, and (iv) the f0-maximum after the end of the rise. In addition to risetime (in seconds, s),

f0-range (in semitones, st: f0range(st) = 12 ∗ log2(f0max(Hz)
f0min(Hz)

)) and slope (st/s), we calculated

the alignment (in s) of the f0-minimum relative to the onset of the stressed vowel (alignL,

positive values indicate that the f0-minimum was located after the vowel onset, negative

values indicate that the f0-minimum was located before the vowel onset) and the alignment

(in s) of the f0-maximum relative to the end of the stressed vowel (alignH, here, negative

values indicate that the f0-maximum was located after the vowel offset and positive values

indicate that the f0-maximum was located before the vowel offset)42.

We assessed the difference between SVO and OVS sentences separately for each variable

calculating separate Wilcoxon Signed Rank Tests (Siegel 1956) implemented in base R (R

Development Core Team 2018). As described for the silent intervals, this non-parametric

procedure for comparing two groups with non-independent data points can be applied on non-

normally distributed data (which was the case in our data). The tests revealed statistically

significant differences between the conditions for four of the five variables: alignH (V = 34,

p = 0.008), risetime (V = 177, p = 0.008), f0-range (V = 209, p <0.001), and slope

(V = 193, p = 0.001). For alignL, the difference between SVO and OVS was not significant

(V = 107, p = 1.0). Thus, the position of the f0-minimum of the rise on NP1 was similar

between SVO and OVS sentences, while the position of the f0-maximum differed between

conditions and, hence, also the risetime and the slope. In both conditions, the f0-rise on

NP1 had its minimum around 130 ms before the beginning of the stressed vowel (alignL

−0.136 s for SVO and −0.132 s for OVS)43. In SVO sentences, the f0-peak was located after

the end of the stressed vowel (−0.033 s) while in OVS sentences, the f0-peak was preceding

the end of the stressed vowel (0.050 s). The f0-rise in SVO compared to OVS sentence was

on average 74 ms longer (0.281 s vs. 0.207 s), 4.5 st wider (8.57 st vs. 4.07 st), and 9.99 st/s

steeper (30.90 st/s vs. 20.91 st/s). The perceptual impression was a rising stressed syllable

on NP1 in the majority of SVO and a high toned stressed syllable with a final fall in OVS

sentences. In SVO, the pitch stayed on a high level until the end of NP1 and descended to

a lower level only during the following verb while in OVS sentences, the f0-contour fell to

a lower level at the end of NP1. On NP2, the speaker mostly produced an early peak on

the noun (i. e., a high pitched determiner and a lower pitched noun), however, we did not

quantify this impression.

A visual impression of the produced f0-contours is given in Figure 38. Since the number

of segments in and around the stressed syllable affect the intonation contour, we separated

42Formulae used for the calculation of alignment: alignL = tL − tVstart, alignH = tVend − tH (t stands

for time stamp, Vstart for the beginning of the stressed vowel, and Vend for the end of the stressed vowel).
43We use mean values per condition for descriptive purpose. We are aware, that the Wilcoxon Signed

Rank Test is not comparing the condition means.
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Figure 38: Selected time-normalised f0-contours (st relative to 1 Hz) of individual produc-

tions (grey) and means (black) with standard error (shaded bands) from speaker 13 for SVO

(red, solid lines) and OVS (blue, dashed lines) separated for number of syllables and stress

pattern (top: monosyllabic, mid: disyllabic strong-weak, bottom: disyllabic weak-strong),

capital letters correspond to stressed syllable. The time domain of NP1 is shaded in grey.

the items by number of syllables and stress pattern of the noun in NP1 for visualisation:

(i) monosyllabic nouns (n = 10), (ii) disyllabic nouns with a strong-weak stress pattern

(n = 4), and (iii) disyllabic nouns with a weak-strong stress pattern (n = 6). Furthermore,

we excluded productions that deviated from the two f0-contours we aimed to describe (n = 3

in SVO, n = 2 in OVS). The group of monosyllabic nouns consisted, thus, of eight SVO and

nine OVS productions (see grey lines in top panel of Figure 38), the group of disyllabic

nouns with strong-weak stress pattern of three productions per word order condition (see

grey lines in mid panel of Figure 38), and the group of disyllabic nouns with weak-strong

stress pattern of six productions per word order condition (see grey lines in bottom panel of

Figure 38). F0-values were extracted with the same customised praat script described in the

method section combining the procedures of Mausmooth (Cangemi 2015) and ProsodyPro
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(Xu 2013). The only difference is, that the f0-contours are time-normalised with 20 time

steps in each constituent, thus, durational differences between utterances are not visible. All

f0-contours in Figure 38 are in semitones relative to 1 Hz (Hazan et al. 2016).

With regard to durational differences, this speaker produced longer preverbal silent in-

tervals in OVS than SVO sentences and silent intervals preceding NP2 in SVO, as decribed

in the section on silent intervals. For the mean durations of NP1 in OVS (0.605 s) and SVO

(0.558 s) sentences, however, the Wilcoxon Signed Rank Test with condition revealed no

statistically significant difference (V = 27157, p = 0.32).

8.4 Discussion

With respect to RQ1, the results reveal that most of our speakers did not use the investigated

prosodic cues (f0-trajectories, presence/durations of silent intervals between constituents)

distinctively at all in SVO vs.OVS sentences. Only a minority of speakers used f0 and/or

silent intervals. The prosodic marking of OVS sentences with longer preverbal silent intervals

compared to SVO sentences is partly in line with Weber et al. (2006) who reported silent

intervals for OVS sentences in the productions of individual speakers in their pilot recordings.

However, only one speaker in our data set produced silent intervals with distinctive durations

between the two word order conditions (speaker 13). Overall, the investigated prosodic

cues in our study show large inter-individual variability that impedes general conclusions.

However, the fact that, intra-individually, the speakers were very stable in their prosodic

realisations supports accounts, which point towards the importance of individual patterns

(Cangemi et al. 2015).

Concerning RQ2, intra-individual analyses indicated that there are statistical differences

in the f0-contours between SVO and OVS sentences, suggesting that some speakers in our

study indeed prosodically disambiguated the two word order conditions early in the sentence

(i. e., before the disambiguating NP2) by means of f0. Nevertheless, the majority did not

prosodically disambiguate at all or only later in the sentence pointing to the fact that a clear

prosodic differentiation in f0-contour for these types of SVO and OVS sentences does not

exist in German. For two speakers, the predicted f0-trajectories showed larger values in SVO

than OVS sentences in the time domain of NP1 (cf. speaker 11 (34m) and speaker 13 (34o)

in Figure 34) along with a positive predicted difference between the two curves, indicating

that these two speakers produced a clearly higher f0-peak on NP1 in SVO than in OVS

sentences. The post-hoc analyses of the f0-contours of speaker 13 confirmed the later peak

in SVO than in OVS sentences, along with a wider f0-range and a steeper slope of the rise.

The distinct contours on NP1 show some similarities with the pitch accents used in the

stimuli of previous comprehension studies on SVO and OVS sentences (Weber et al. 2006,

Grünloh et al. 2011, Henry et al. 2017). Nevertheless, on the basis of our measurements, we

do not postulate that we found the two phonological pitch accents L+H* and L*+H. The
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assignment of the two labels requires more than acoustic measurements (cf. Zahner-Ritter

et al. 2022 for a fine grained description of distinguishing between the two pitch accents in

German). For the remaining speakers, GAMMs were fitted on the f0-values of all sentences

irrespective of syllable structure and stress pattern. We are, hence, rather cautious in drawing

further conclusions about the alignment of the tonal movement with the segmental structure.

Clearly, more detailed analyses are necessary in order to allow fine-grained comparisons of

our data to previously used stimuli in comprehension studies (such as Henry et al. 2017,

Weber et al. 2006).

The finding of large variability between speakers is in line with our expectations. However,

we did not expect to find such a high degree of intra-individual consistency in the prosodic

contours of locally ambiguous SVO and OVS sentences (i. e., no distinction between the two

word orders). One possible reason could be individual difficulties of some speakers to get

the non-canonical OVS-reading of the sentences (as reported besides the recordings). This is

not surprising given the low frequency of sentences with OVS word order (Bader & Häussler

2010). Further, the large consistency within speakers nourishes the assumption that there

is no clear underlying prosodic concept to distinguish between the two word orders. The

difficulty of the task might be reflected by a paused speaking manner, introducing silent

intervals between constituents; a pattern, which was apparent in the productions of several

speakers. However, the durations of these silent intervals were overall within the range of

mean durations of German stops (Kuzla & Ernestus 2011) and their difference between SVO

and OVS sentences only revealed statistical significance for two speakers.

Furthermore, since the studied sentences contained only temporary ambiguities, which

were resolved at the post-verbal NP, there was, strictly speaking, no necessity to resolve the

ambiguity via other means (e. g., prosody). This is in no way to say that the speakers did not

make an effort to prosodically distinguish SVO from OVS sentences early. If the temporary

ambiguity is the reason why speakers did not prosodically distinguish between SVO and OVS

sentences, we would expect them to do so if faced with globally ambiguous sentences (cf.

example in (36)). In a pilot study with seven speaker-listener pairs (13 individuals identified

as female, 1 individual identified as male; mean age 25, SD : 6.3, age range: 18–41 years),

we elicited productions of globally ambiguous sentences and listener responses in a pen-and-

paper version. Listeners and speakers had large difficulties to get the OVS interpretation

of the sentences. Similar to the procedure of the present study, the speakers were given

two pictures with a corresponding sentence (Figure 39). The two pictures differed with

respect to the mapping of thematic roles on the two NPs of the sentence. The listeners

were given the same pictures but without the sentence. The listeners asked Was siehst du?

(‘What do you see?’), and the speakers’ task was to produce the sentence in a way the

listeners could mark the corresponding picture. Test items consisted of eleven sentences in

SVO word order and ten sentences in OVS word order preceded by two practice items, one

per word order condition. We only analysed the responses of the listeners. Overall, the

167



8.4 Discussion

results show a strong bias towards an SVO interpretation: In five speaker-listener pairs, all

sentences were interpreted as SVO, independent of the intended word order, that is, the

listener marked for all sentences the picture depicting NP1 as agent of the action. Thus, all

OVS sentences were interpreted as SVO. For one pair, nine out of the ten OVS sentences

were interpreted as SVO, while one sentence was correctly interpreted as OVS. For the

remaining pair, six OVS sentences were interpreted as SVO and two SVO sentences as OVS,

thus 8 errors in total. For comparison, six speaker-listener pairs (9 individuals identified as

female, 3 individuals identified as male; mean age 24.3, SD : 3.1, age range: 19–30 years)

were recorded with locally ambiguous sentences in a similar setting. The results also showed

a strong SVO bias: In all pairs, listeners interpreted in SVO sentences (n = 10) NP1 as

agent (no errors). For the OVS sentences (n = 11) the results were more variable: no errors

in one pair, two errors in one pair, three errors in three pairs, and six errors in the remaining

pair. For the locally ambiguous sentences, listeners could use the case-unambiguous NP2

to resolve the ambiguity created by NP1. Nevertheless, the results show an SVO bias, as

more SVO responses were given irrespective of the sentence produced. For the globally

ambiguous sentences, no morpho-syntactic disambiguation was provided and listeners had

to rely on other cues possibly provided by the speakers. The weak performance of listeners

suggests that speakers had a hard time to prosodically distinguish between SVO and OVS

sentences and that speakers did not provide sufficient cues for the listeners to disambiguate

the sentences at least no cues, the listeners could use. This speaks more in favour of a

difficulty to get the non-canonical reading of the sentences in OVS word order independent

of a case-unambiguous NP2 than missing effort at the side of the speakers.

Figure 39: Example of black-and-white line-drawings used as visual stimuli for SVO (left)

and OVS (right) word order of the globally ambiguous sentence Das.nom/acc Phantom

badet die.nom/acc Fee. (the.nom/acc phantom bathes the.nom/acc fairy.).

We do not claim that the investigated prosodic cues are the only means to achieve prosodic

disambiguation of locally ambiguous sentences. Future research should examine additional

cues (e. g., constituent duration, timing and alignment of f0-movement, intensity) and include

the comprehension side.
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8.5 Conclusion

We analysed productions of locally case-ambiguous sentences with SVO and OVS word or-

der, in which the syntactic ambiguity gets morphologically resolved by the case-unambiguous

post-verbal NP2. We explored whether speakers prosodically distinguish the two word order

conditions already earlier in the sentence, that is during the morpho-syntactically ambiguous

region. We focused our analysis mainly on f0 as this cue was reported to facilitate disam-

biguation in comprehension. For most speakers, we found no differences in prosodic cues

between SVO and OVS sentences. Nevertheless, since some individual speakers produced

systematically distinctive f0-contours, silent intervals, or both, we argue for considering the

individual level in order to acknowledge variability in prosodic realisations of the syntactic

structure of sentences.
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Appendices

Appendix A: Wording of instruction in the young and elderly contexts to elicit locally

ambiguous sentences. The interlocutors introduced themselves using the same text as in the

studies of coordinates, given in Appendix A of study I on page 83.

German original Translation into English

young Instruction

Ich bin jetzt Ihre Gesprächspartnerin. Auf

dem Bildschirm sehen Sie gleich jeweils zwei

Bilder mit zwei Sätzen. Ich sehe nur die

Bilder. Bitte sagen Sie mir den Satz so, dass

ich so schnell und genau wie möglich verstehe,

welches Bild gemeint ist. Ich frage Sie gleich

immer was Sie sehen und Sie sagen mir den

Satz.

young Introduction

I am your interlocutor now. On the screen

you will see two pictures and two sentences.

I see only the pictures. Please tell me the sen-

tence so that I understand as rapidly and as

accurately as possible which picture is meant.

I always ask you what you see and you tell me

the sentence.

elderly Instruction

Ich bin jetzt Ihre Gesprächspartnerin. Auf

dem Bildschirm sehen Sie zwei Bilder und

zwei Sätze. Ich sehe nur die Bilder. Sagen Sie

mir den Satz so, dass ich schnell und genau

verstehe, welches Bild gemeint ist. Ich frage

Sie jedes Mal was Sie sehen und dann Sie

sagen mir den Satz.

elderly Instruction

I am your interlocutor now. On the screen

you will see two pictures and two sentences.

I see only the pictures. Tell me the sentence

in such a way that I rapidly and accurately

understand which picture is meant. I ask you

every time what you see and then you tell me

the sentence.
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9 General Discussion

It is regrettable that very few studies in this area have made any attempt to

establish whether different productions of an ambiguous sequence do indeed con-

tain different prosodic patterns. Clearly, listeners need an actual difference in

prosodic realization if they are to distinguish local ambiguities via prosody; ex-

amination of the prosodic characteristics of each version of such a structure is

thus crucial. (Cutler et al. 1997: 167)

The present work contributes to the systematic study of variability in disambiguating

prosody in production and comprehension providing a combined investigation of the use

of prosody in structural ambiguities and in different conversational contexts. Both, the

resolution of structural ambiguities and the adaptation to conversational contexts, can be

transmitted through the channel of prosody. In addition, the thesis considers the individual

level how speakers and listeners deal with prosodic means in ambiguous structures. The

complex prosodic signal, here specifically the domains of duration and fundamental frequency

(f0 ), allows for variability at different levels. Prosodic disambiguation was studied with a

focus on German name sequences of three names (coordinates) in two conditions: without

and with internal grouping of the first two names (Name1 and Name2, respectively) in two

production studies (studies I and II) and one comprehension study (study III): Name1 and

Name2 and Name3 vs. (Name1 and Name2) and Name3. The studies of coordinates were

complemented with production data of locally ambiguous sentences with a case-ambiguous

first noun phrase (NP1 ) in subject-verb-object (SVO) and object-verb-subject (OVS ) word

order (study IV). Five conversational contexts were created (cf. Table 24, contexts). The

contexts involved interlocutors in three age groups (child, young adult, elderly adult) who

have German as their first language (L1) and were presented without background white noise,

the young adult with German as their L1 and presented with background white noise, and a

young adult with an L1 other than German. The interlocutors were virtually present during

the elicitation of productions. They presented themselves in short, pre-recorded videos and

engaged with the speakers in question-answer dyads.

Context was used as a within-subject variable in the production elicitation. We analysed

the prosodic behaviour in response to the different contexts in a group of young adult speakers

(intra-group level), within and between individual young adult speakers (intra-individual

level and inter-individual level), and between the group of young and a group of older adult

speakers (inter-group level). For comprehension, variability was analysed within a group

of young adult listeners and between individual young adult listeners. An overview of the

studies and at which levels they addressed variability is given in Table 25.

The thesis addresses three aims. The first aim is to improve our understanding of

the form of prosodic grouping in the disambiguation of coordinates. Within this aim, we

replicate the involvement of f0-movement, final lengthening, and pause in prosodic grouping,
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Table 24: Schematic representation of the five situational contexts along the dimensions of
age and L1 of the interlocutor, and the absence/presence of background white noise in the
communication situation used for the elicitation in the production. Small capitals mark the
name of each context. Note: Studies I and II involve all five contexts, study IV the young context.

age

background white noise L1 child young adult elderly adult

absent not German – non-native –

absent German child young elderly

present German – noise –

extending the findings to productions of older adult speakers and comprehension of young

adults. We then argue that the distribution of these cues indicates global marking of internal

grouping as opposed to local marking at the group edge.

Table 25: Distribution of the four studies of the thesis with regard to different levels at which

variability was analysed in production and comprehension.

group level individual level

production comprehension production comprehension

between
inter-group inter-individual

study II study I, study IV study III

within
intra-group intra-individual

study I, study II study III study I

The second aim is to deepen our knowledge of the relationship between prosody and

syntax by investigating whether the close link between prosody and syntax is maintained in

different conversational situations or whether the aforementioned disambiguating prosodic

cues are modified when speakers address different interlocutors.

The third aim is to discuss possible generalisations of the findings on prosodic grouping.

Within this aim, we discuss structured variability and how it supports a phonological cate-

gory of grouping. Further, we discuss whether a relative character of boundary strength

conflicts with reliable decoding of early cues. We end with a return to the starting point

exploring prosodic disambiguation in another syntactically ambiguous structure.

We will start with a summary of the main results with a focus on variability at the

individual level before addressing the aims of the thesis.

9.1 Summary of major results

Study I focused on productions of young adult speakers, while study II compared the results

of the young adults with productions of older adult speakers. The results of both studies
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showed that the three prosodic cues mentioned in the literature as main cues of prosodic

boundaries play a role in the marking of the right edge of the name group as well as group-

internally: f0-range, final lengthening, and an additional pause. The production of prosodic

cues for disambiguation appeared to be unaffected by age-related differences in absolute du-

rations and a generally larger variability in the productions of older speakers. The results of

the two studies show smaller f0-ranges and less final lengthening on Name1 in the condition

with internal grouping than in the condition without internal grouping. Contrary, there was

a larger f0-range, more final lengthening and a pause on Name2 in the condition with internal

grouping than in the condition without internal grouping. These findings are clearly consis-

tent with the predictions of the model of Kentner & Féry (2013), which predicts proximity

for Name1 and anti-proximity for Name2. The prosodic differences on Name1 motivated

the question addressed in study III whether, in comprehension, listeners are able to use the

prosodic marking on Name1 to decode the structure of the upcoming coordinate (i. e., the

absence/presence of an internal grouping). Comprehension data from a gating paradigm in

study III showed that this is the case for more than half of the listeners who were able to

successfully predict the absence/presence of internal grouping already after hearing Name1.

Overall, the results support a global view of prosodic grouping, where a group of names is

separated from the names outside the group and shows proximity (cohesion) in the inside

by weakening the group-internal boundary.

With regard to the contexts, both speaker age groups in studies I and II produced rather

stable patterns across contexts. At the inter-group level (study II), our data showed no sta-

tistically significant main effect for age group, although, in absolute measures, the data sup-

ported previous findings of longer absolute durations in older speakers compared to younger

adult speakers. Contrary to our expectations based on previous literature, we did not find

evidence for an age-related increased use of prosodic cues for disambiguation. We will sum-

marise the results of study IV in the following section on inter-individual differences.

Inter-individual level In the following we are going to summarise the results of individual

variability in the different studies for the inter-individual and the intra-individual level sep-

arately. Regarding the exploration of inter-individual variability, studies I and IV provide

insights from production partly complemented with insights from comprehension (study III,

complementing study I). The two production studies differed in the elicited stimuli, coor-

dinates in study I and locally ambiguous sentences in study IV. The analysis of study I

concentrated on the three prosodic cues f0-range, final lengthening, and pause that are com-

monly used for prosodic grouping (Wagner & Watson 2010, Kentner & Féry 2013, Cole 2015,

Petrone et al. 2017). In study IV, we analysed possible silent intervals between constituents

(preceding the verb and preceding NP2) and the complete f0-contours in the ambiguous part

of the sentence as differences in f0-contour were reported for similar structures (Weber et al.

2006, Henry et al. 2017). One could ask why we did not use the same measures on both
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materials, for instance comparing the f0-range on the names in coordinates with the NPs in

the locally ambiguous sentences. The target words (names) in study I were homogeneous

in number of syllables and syllable structure consisting exclusively of CVCV syllables. The

NPs in study IV were more variable with respect to number of syllables, syllable structure,

and stress pattern. This difference in structure makes the use of f0-range, a measure that

does not consider the durational level of the f0 movement, less reliable for comparisons. We

will briefly present the results of the three studies before providing a joint discussion.

The analysis of inter-individual variability in the productions of coordinates in study I

revealed differences as to how speakers combined the prosodic cues to disambiguate between

conditions and to how distinctive the cues were used. The vast majority of the speakers used

at least two of the three cues distinctively between the conditions without and with internal

grouping. This is in line with data on British English on lists of three nouns either combined

to a list of two items or a list of three items: In that study, the majority of speakers used

more than one cue and differed individually as to which cues they combined (Peppé et al.

2000: 323). Peppé et al. (2000) reported lengthening and silent pauses as more reliable cues

than rising f0 or pitch reset. In contrast, young adults in our data used mostly f0-range of the

rise and pause to distinguish between the conditions while final lengthening was used more

variably: for some speakers the conditions were clearly distinguished by final lengthening,

for others only partially or without distinction. The differences in cue combinations between

the two languages are an interesting topic to pursue in future studies. At the same time,

they have to be taken with caution, as Peppé et al.’s (2000) results are based on perceptual

judgements of production data and not fully verified by instrumental measurement (Peppé

et al. 2000: 323).

With respect to the production of locally ambiguous sentences (study IV), f0-trajectories

and silent intervals showed large inter-individual variability. Only a few individuals used

f0 and/or silent intervals distinctively between conditions, producing larger f0-values in the

ambiguous part of the SVO sentence than in the OVS sentence and in one case longer prever-

bal silent intervals in OVS than in SVO. Variability is observable in that not all individuals

produced the same shape of contours. Speakers differed inter-individually with regard to

the shapes of f0-contours they produced on the locally ambiguous sentences, producing for

instance different types and numbers of pitch accents. For the majority of the speakers, how-

ever, the f0-trajectories of SVO and OVS sentences overlapped, showing intra-individually

large consistency across word order conditions and no disambiguation involving tonal cues.

Similar findings were reported by Ouyang & Kaiser (2015) for sentences differing in focus

and givenness in American English: “between-subject variability and within-subject consis-

tency were observed in both the shapes of f0 contours and the ranges of f0 values” (Ouyang

& Kaiser 2015: 166). A possible reason for the large consistency between SVO and OVS

sentences could be individual difficulties with the non-canonical OVS reading. Additionally,

the resolution of the temporary ambiguity in the second part of the sentence makes an early
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prosodic disambiguation, strictly speaking, not necessary. Further, the consistency across

word order conditions can be viewed as an indicator for the absence of clearly differing cate-

gories or abstract concepts for the prosodic distinction between SVO and OVS sentences, at

least for the non-canonical word order. We will elaborate on this in the last section of the

discussion.

Regarding the comprehension of coordinates (study III), individual listeners showed dif-

ferent response behaviours that could be classified into two subgroups: a “waiting pattern”

subgroup and an “identification pattern” subgroup. Listeners in the “identification pat-

tern” subgroup were able to reliably distinguish between conditions using early prosodic

cues (present on Name1). Accuracy of listeners in the “waiting pattern” subgroup exceeded

chance range only after listening to Name2. Inter-individual variability in the data set was

restricted as only these two response patterns were taken by raters in the classification task

(a third option “neither of the above” was given but never chosen). The confidence rat-

ings of the listeners in the “identification pattern” subgroup were higher (indicating more

confidence) than in the “waiting pattern” subgroup, which is in line with observations by

Price et al. (1991) who report that “subjects were rarely confident and incorrect” (Price

et al. 1991: 2960). The results strongly indicate differences in the parsing of prosodic cues

between individuals, which was also reported by Cangemi et al. (2015).

The results of all three studies provide clear evidence for inter-individual variability in

the use of prosodic cues in the presence of structural ambiguities. While in comprehension,

individual response patterns could be assigned to two groups, in production, no clear-cut

patterns in behaviours beyond the individual were apparent.

Intra-individual level Intra-individual variability was analysed for the productions of

coordinates by young adult speakers (study I) concerning the question whether individual

speakers used and combined the investigated prosodic cues differently dependent on the con-

texts. The data showed a rather stable pattern across contexts for almost half of the speakers

using the same cues in similar combinations across contexts, thus showing strong similarity.

With regard to individual cues, final lengthening, again, was used less distinctively, while

mostly f0-range and pause were used to distinguish clearly between the grouping conditions

independent of context. Overall, intra-individually, speakers produced prosodic disambigua-

tion between coordinates without and with internal grouping in a consistent manner and

without large differences between contexts.

Taking together the inter- and intra-individual level, we observed that young adult speak-

ers differed between each other in how they used and combined prosodic cues when faced

with structural ambiguities in production. At the same time, the inter-individual differences

came along with intra-individual consistency. We found this pattern disregarding whether

speakers successfully disambiguated between structures (e. g. coordinates) or not (e. g. lo-

cally ambiguous sentences). For the locally ambiguous sentences, the consistency applies
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irrespective of the word order condition, while for the coordinates, all speakers successfully

disambiguated between the two conditions and showed consistency in to which degree they

use the prosodic cues: Within prosodic cues, they varied little, with most variability in final

lengthening. Further, speakers used inter-individually different cue combinations for the pro-

sodic grouping of coordinates. In conclusion, our data provide evidence for inter-individual

variability in the production of prosodic cues along with intra-individual stability.

For comprehension, the results of study III show differences at the group level of young

adult listeners in the amount of prosodic information needed to predict the intended grouping.

Some listeners were able to reliably predict the upcoming structure already after hearing

Name1, while others were able to do so only after hearing Name2. The data provide evidence

for inter-individual differences in the use of prosodic information for correctly identifying the

upcoming structure. Further, at the group level, we found different response patterns for

the productions of individual speakers. It remains open for future research to analyse the

individual level of the listener with regard to speaker-specific prosodic cues. The findings of

Cangemi et al. (2015), reporting inter-individual patterns in the responsiveness to different

speaker profiles and cues, strongly suggest that it might be worth looking at the individual

level as well. In their study, listeners were presented with fictitious names embedded in a

carrier phrase (Melanie will Dr.Bahber treffen ‘Melanie wants to meet Dr.Bahber’, target

word in bold) produced with either broad, narrow, or contrastive focus by different speakers.

Listeners’ task was to match the productions to the correct focus context. Productions were

analysed with regard to several prosodic cues, namely peak alignment, peak height, duration

of the target word, duration of the first word, and number of prenuclear accents. Speakers

varied with regard to which cues or cue combinations they used to produce the different fo-

cus contrasts. Additionally, listeners differed inter-individually in how reliably they decoded

the intonational contrasts produced by individual speakers. Cangemi et al. (2015) argue for

an interaction between speaker- and listener-specific behaviour in that some listeners are

particularly good at decoding the structures encoded by certain speakers but that there are

no individual speakers that are more intelligible to all listeners overall. Taking together the

results by Cangemi et al. (2015) and our study, the further exploration of the individual level

appears promising. However, clear effects at the group level are not necessarily reflected for

each individual participant, as reported for production data by Niebuhr et al. (2011). Never-

theless, the obvious inter-individual differences in parsing strategies in our data suggest that

there are also inter-individual differences in listeners of speaker-specific cue use.

We now turn towards the discussion of the three aims of this thesis.

9.2 Aim 1: The form of prosodic grouping of coordinates

The first aim is to improve our understanding of the form of prosodic grouping studied

in the distribution of the three prosodic cues, f0-movement, final lengthening, and pause,
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involved in ambiguity resolution in the case of coordinates in German focusing on two sub-

points. With the first sub-point we aim to replicate the involvement of the three prosodic

cues, f0-range, final lengthening, and pause, in the ambiguity resolution of coordinates and

to extend them to older adult speakers. With the second sub-point we aim to deepen

the insights of the distribution of prosodic cues within the utterance addressing the question

whether the cues are globally or locally used in production and comprehension.

Three prosodic cues are involved in the ambiguity resolution of coordinates: f0-

range, final lengthening, and pause. We have been able to replicate the involvement

of the three cues in prosodic grouping in productions of young adult speakers. The use of

these three cues in prosodic grouping is in line with previous findings on German coordi-

nates (Wellmann et al. 2012, Kentner & Féry 2013, Holzgrefe-Lang et al. 2016, Petrone et al.

2017, among others). Besides the replication of previous findings, the thesis contributes new

insights by extending the investigation of prosodic cue production to a non-young speaker

group with an average age of 68 years. Our data showed that prosodic grouping was largely

unaffected by age-related changes (despite differences in absolute measures in the durational

domain44). Both age groups used the same three prosodic cues, f0-range, final lengthening,

and pause, to disambiguate between coordinates without and with internal grouping. Young

and older adult speakers showed a comparably effective use of linguistic prosody in that

both age groups successfully disambiguated between conditions as shown by the low num-

ber of misperceived items in the perception check (4% of the productions of both groups).

Grouping, thus, could be reliably recovered from the prosodic form by näıve listeners in 96%

of the cases in the productions of young and older adult speakers, respectively. Similarly

high accuracy rates for the identification of the intended grouping of ambiguous sequences

were reported for English name sequences (94.4% Lehiste 1973b: 1231) and British English

noun sequences (92.6% Peppé et al. 2000: 322). For German sequences of four names with

different levels of embedding, the overall accuracy was 71% (Kentner & Féry 2013: 302)45.

Finding the three prosodic cues in production leads to the question of whether these

three prosodic cues are also used for the perceptual distinction between the grouping condi-

tions. We answer this question positively based on exploratory post-hoc visual inspections

of productions that were not perceived as intended: Misperceived productions often went

along with one of the three prosodic cues falling within the distribution of the values of

the other condition. This is exemplified in Figure 40 for the productions of an individual

44We did not analyse for age-related changes in f0 in our data due to imbalanced distribution of speakers

that identified as female and male.
45I mention the accuracy values in Kentner & Féry (2013) for the sake of completeness. However, their data

cannot be directly compared to ours, as in our data three names were combined to two different sequences

(i. e., two answer options in comprehension), while in the data by Kentner & Féry (2013), four names were

combined in six different versions (i. e., six answer options).
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speaker in a single context (12 datapoints: 6 name sequences ∗ 2 conditions) and the cues

final lengthening (x-axis) and the f0-range of the rise (y-axis). The datapoints included in

the analysis (n = 9) are in solid colour, while datapoints of productions excluded after the

perception check are in lighter shaded colour (n = 3, grey circles). A closer look reveals

that the excluded productions were from the condition with internal grouping (circles) and

that two of them had a percentage of final lengthening that was similar in value to the

productions without internal grouping (green triangles). Thus, at the acoustic level, those

productions showed a percentage of final lengthening on Name2 that was more similar to

the percentages of final lengthening in other items produced without internal grouping than

those with internal grouping by this speaker (i. e., the grey dots were closer to the green

triangles than to other black dots.).
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Figure 40: Distribution of two prosodic cues on Name2 produced by an individual speaker (ID

16) in a single context (noise) in the conditions without internal grouping (green triangles)

and with internal grouping (black circles). Final lengthening is plotted on the x-axis and

f0-range on the y-axis. The solid coloured datapoints were included in the analysis, the

lighter shaded datapoints had been excluded following the perception check.

The same phenomenon is visible in a study by de Beer et al. (2022) on production data

of people with either left- or right-hemispheric damage producing similar coordinate name

sequences without and with internal grouping as elicited in study I and II. The authors de-

scriptively compared the use of f0-range, final lengthening, and pause between accurately and

inaccurately46 produced coordinates. The data show a clear pattern: In the correctly iden-

tified productions, the cues in the two conditions did not overlap, while for the incorrectly

identified productions the distributions overlapped considerably between the condition with-

out and with internal grouping (de Beer et al. 2022: 4789). That is, in those productions,

in which neurotypical listeners had difficulty identifying the intended grouping condition,

at least one cue overlapped between conditions. These exploratory observations need to be

proven by experimental and statistical consolidation in future studies. Nevertheless, our

observations suggest the assumption that in single productions overlapping cues can lead

46Production accuracy had been assessed by a group of neurotypical näıve listeners (de Beer et al. 2022:

4783).
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to a confusion in recovering the intended internal grouping. Further support for the use of

f0-movement, final lengthening, and pause in the perceptual chunking of speech is provided

by a comprehension study showing that German speaking listeners use the three cues to

identify boundaries in an unfamiliar language (Estonian, Ots & Taremaa 2023).

Prosodic cues are globally distributed within the utterance and not restricted

to specific locations. In the second sub-point regarding the form of prosodic grouping,

we concentrated on the distribution of the prosodic cues within the name sequence, specifi-

cally on the two names, which were grouped together in one of the conditions (Name1 and

Name2). The production data (study I and II) showed that two of the three prosodic cues

also play a major role on Name1: f0-movement and final lengthening. This applied equally to

productions of young and older adult speakers. The finding of name group-internal prosodic

weakening along with prosodic strengthening at the group edge as predicted by proximity

and anti-proximity in the model by Kentner & Féry (2013) support the view that prosodic

grouping is not only a matter of separation from surrounding material, demarcating the

group from the non-group material, but at the same time a matter of cohesion of sister

elements within a group (Cutler et al. 1997). In other words, prosodic grouping is not exclu-

sively indicated by a prosodic boundary at the right edge of the group and, thus, not locally

bound to the group edge and the point of structural ambiguity, but rather globally marked.

There are different ways used to describe this dichotomy: non-local or global as opposed to

local, distal as opposed to proximate. Besides for data on German coordinates (Kentner &

Féry 2013, Petrone et al. 2017), the interplay of weakening and strengthening of prosodic

cues at different locations within a structure was also reported on British English data by

Peppé et al. (2000). Speakers were asked to produce three nouns that either form a list

of three items (ice, cream, and fruits) or of two items (ice-cream and fruits). The authors

observed that

it is not simply a case of lengthening one or the other part of the utterance, or in-

serting silence at one particular point. For all prosodic elements, the relationship

between exponency on the two parts was important. For instance, an apparent

lengthened vowel in the first noun [...] did not signal a 3-list [...] unless the second

noun was shorter. (Peppé et al. 2000: 322)

The non-locality of the prosodic grouping is further in line with accounts that consider

prosodic marking as a phenomenon with a relative character (Clifton et al. 2002, Wagner

2005, Frazier et al. 2006, Cole 2015). In this view, prosodic boundaries are considered

in relation to other boundaries with which they are in a strength relation. These other

boundaries can be at the same position in a comparable structure (as for coordinates without

compared to with grouping) or they can be preceding or following the boundary at issue in

the same structure. An example for the latter are ambiguous lexical structures (e. g., tie
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murder bee vs. timer derby) embedded in longer utterances. So called distal (or non-local)

prosodic patterns (regularity in f0 and/or timing cues) in the utterance were shown to affect

whether listeners perceived a final monosyllabic or disyllabic word (Morrill et al. 2014).

The necessity to interpret local prosodic events with respect to the surrounding material is

also reported by Schafer et al. (2000). They found that the difference between early and

late closure readings is not only marked by prosodic boundaries at the point of syntactic

ambiguity but already earlier in the utterance.

The observation of global, name group-internal, prosodic marking is closely related to

the question whether the acoustical difference between conditions on Name1 is observable

in comprehension, in other words whether listeners can employ these “early” cues to predict

the upcoming structure. In the words of Cutler et al. (1997):

Does prosodic information serve to resolve ambiguity, such that sentences which

admit of more than one interpretation when they are written are effectively unam-

biguous when spoken? And is prosodic information consulted “on-line” in order

to select between alternative syntactic analyses which present themselves, albeit

temporarily during the processing even of an unambiguous sentence? (Cutler

et al. 1997: 185)

The results of study III partly answer this question in the affirmative: The young adult

listeners classified in the “identification pattern” subgroup were able to correctly identify

the upcoming structure already after listening to Name1 and, thus, before the prosodic cues

at the group edge were available (Name2). The overall good performance of the listeners in

the later gates (following gate5) is not surprising, as the stimuli had been selected because of

their high accuracy rates in the perception check included in study I. The prosodic difference

in f0-range and final lengthening on Name1 between a structure without and with internal

grouping was thus not only measurable at the phonetic/acoustic level, but could also be used

for prediction during processing by at least some listeners. Further, some speakers seem to be

more successful in providing early cues than others, as listeners’ response accuracy differed

between speakers. This was also supported by descriptive visual inspections of the cue

distribution on Name1 showing more distinct cue use in some speakers and less in others.

The finding of a subgroup of listeners that is able to use early cues in Name1 to reliably

predict the upcoming structure has implications for methodological considerations on the

investigation of boundary perception, especially for the investigation of individual cues. In

order to be able to tear apart the influence of individual cues, studies use stimuli that are

acoustically manipulated to control the presence or absence of cues or cue combinations

and/or their degree. Previous studies on infant and adult processing of prosodic boundaries

in German manipulated prosodic cues directly at the boundary/right group edge taking a

natural production of a coordinate without internal grouping as a base (cf. Holzgrefe et al.

2013, Holzgrefe-Lang et al. 2016, 2018 for studies measuring event-related potentials (ERP)
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and Wellmann et al. 2012, Holzgrefe-Lang et al. 2016, Wellmann et al. 2023 for behavioural

studies). In studies collecting electrophysiological measures, such as ERP, it is desirable to

locate the difference between conditions (the absence/presence of prosodic cues) to a certain

time in the stimulus in order to determine a time window to look for a brain response that can

be associated with it. A natural production of a coordinate without internal grouping that

contains boundary cues that were manipulated on Name2 also contains potentially misleading

cues on Name1. Listeners are sensitive to these early cues as shown by data of ERP and

behavioural measurements. If on a recording of an ungrouped coordinate, in addition to a

locally added f0 change on Name2, f0 was flattened on Name1, this stimulus elicited a larger

closure positive shift (CPS, indicating the processing of a prosodic boundary) and larger

mean proportions of boundary judgements compared to a stimulus with f0 manipulation on

Name2 only (Holzgrefe-Lang et al. 2016).

To sum up, our results and previous findings on the production and comprehension of

coordinates without and with internal grouping show that Name1 in the group carries a lot

of information about the grouping structure already. The marking of prosodic grouping is

not restricted to a specific location but appears as a more widespread phenomenon. This

has implications for the analysis of production and comprehension data. Therefore, material

for comprehension studies should be carefully selected accordingly. The cues build up over

time of a coordinate and speakers and listeners differ in the amount of information they

produce and use to reliably mark and predict the upcoming structure. For some speakers,

some listeners are able to decode these early cues effectively and use them to predict the

upcoming structure. Prosodic grouping is a global phenomenon involving prosodic cues at

distal (non-local) positions. Even these prosodic cues at distal positions are an important

source of information and can be sufficient for predicting the upcoming structure.

9.3 Aim 2: Situational independence of disambiguating prosody

The second aim of the thesis is to deepen our knowledge of the relationship between prosody

and syntax by exploring whether the close link between prosody and syntax is maintained

in different conversational contexts or whether the aforementioned disambiguating prosodic

cues are modified when speakers address different interlocutors with possibly different needs.

In our data (study I and II), coordinates in all five contexts (directed at a young adult, a

child, an elderly adult (all L1 speakers of German) a non-native young adult, and the young

adult in a noisy environment) showed only small differences in some contexts. The two

grouping conditions were equally well prosodically disambiguated irrespective of the context.

Conversely, there was no context in which speakers disambiguated substantially less clearly.

There were no contexts from which a particularly large number of items were excluded from

the analysis after the perception check. We conclude from this that the production of clear

disambiguating prosody was not modified when addressing different interlocutors. The small
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measurable differences between contexts were not recoverable in comprehension and, more

importantly, did not affect successful prosodic disambiguation. We interpret this finding as

situational independence of disambiguating prosody and as informative for the nature of the

relationship between prosody and syntax in production.

The relationship between prosody and syntax is visible and rather direct for the co-

ordinates, as the syntactic and semantic structure (the grouping) was represented in the

prosodic structure as evidenced by successful prosodic disambiguation. This holds, irrespec-

tive of speaker age, for productions of young and older adult speakers. Further, it appears

as stable since the analyses regarding different levels of variability taken together revealed

only small differences between conversational contexts at the intra-group as well as at the

intra-individual level. At the intra-individual level, young adult speakers only varied scarcely

in their use of cues and cue combinations between contexts and, more importantly, these

adaptations did not impact the successful marking of prosodic grouping, prosodic grouping

was largely unaffected by contexts. Furthermore, the poor recognition of contexts in the per-

ception check indicates that there were no individual speakers who performed significantly

better in providing prosodic adaptation to the contexts than others. Intra-group and intra-

individual level mirror each other: In the present data, small differences across contexts at

the group level go along with small differences at the individual level. This also implies that

prosodic disambiguation was consistent across contexts. We interpret this as a close relation

between prosody and syntax.

In our data, prosodic disambiguation was produced irrespective of interpreted possible

needs of the addressed interlocutor or the presence of background white noise. This is in

line with findings on English coordinates that were prosodically disambiguated independent

of type of interlocutors (Wagner 2005). We interpret this in favour of models of situational

independence of disambiguating prosody (Schafer et al. 2000, Kraljic & Brennan 2005, Speer

et al. 2011). Prosodic disambiguation appears as an automatic part of the production process.

If disambiguating prosodic cues would be produced only in cases in which the linguistic

and extra-linguistic contexts of the utterance lack sufficient cues for disambiguation, they

would be rather unreliable for comprehension. The results of our comprehension data clearly

suggest that listeners make use of the disambiguating prosodic cues to distinguish between

conditions without and with internal grouping. This was further supported by descriptive

post-hoc observations of production data: in cases when prosodic cues overlapped between

grouping conditions, conditions were less reliably distinguished in those productions.

Regarding the small or even absent context effects, we will discuss three possible limita-

tions. First, an explanation for the small context effects in our production data could lie in

the choice of prosodic cues that were analysed. The possibility that speakers produced addi-

tional prosodic cues to adapt to the contexts cannot be disregarded (e. g., hyperarticulated

vowels measured by mean F1/F2 as reported for non-native directed speech by Knoll et al.

2015). This may be particularly relevant to the noise context as this was identified best in
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the perception check. Other additional cues reported for speech in noise include increased

intensity and spectral changes (e. g., van Summers et al. 1988, Junqua 1996, Davis et al.

2006, Lu & Cooke 2008, Landgraf et al. 2017). Half of the productions (65 out of 119) for

which at least 75% of the listeners correctly identified the context had been produced in the

noise context, which corresponds to a third of all productions in this context (192 produc-

tions in total). Interestingly, at the same time, the largest number of excluded items after

the perception check for young adult speakers (failing the distinction of grouping condition)

belonged to the noise context (15 of a total of 38 excluded items had been produced in the

noise context, followed in number by 10 items excluded from the young context). We, thus,

find the largest number of misperceived grouping in the context with background white noise

(noise) followed in number by the context that always was presented first (young). For the

context presented first, this could be due to adaptation to the task. For the noise context,

the presence of background white noise possibly affected the speaker’s cognitive resources

used for planning and articulation, which get reflected in the weaker prosodic output. This

would support the notion that disambiguating prosody is related to speech planning and

articulation and therefore rather produced “for” the speaker than as beneficial for the inter-

locutor (Bard et al. 2000, Schafer et al. 2000, Kraljic & Brennan 2005, Speer et al. 2011). In

the case of the background white noise, creating a more difficult communication situation,

speakers did not statistically increase the prosodic disambiguation, but rather sometimes

failed to produce the difference in grouping condition reliably47.

Second, the small context effects might be a result of the design we used to collect the pro-

duction data: Interlocutors were only auditorily present during data recording and speakers

received no feedback on their performance, neither a request for repetition nor an approv-

ing conversational sound. It is possible that a misunderstanding or a request for repetition

would have triggered more accommodations in the speech addressed to the interlocutors.

However, a repetition possibly conveys the notion of insistence that would add another layer

of pragmatic information that is transmitted through the channel of prosody. Insistence

(tested in second compared to first instances of calling someone) was reported to come along

with longer syllable durations in Catalan vocatives directed at subordinates (Borràs-Comes

et al. 2015: 74) and larger f0-ranges in Colombian Spanish vocatives (Huttenlauch 2016). In

addition, Borràs-Comes et al. (2015) and Huttenlauch (2016) reported that different intona-

tion contours predominated in insistent calls compared to initial calls. It remains open for

investigation whether a request for repetition would trigger increased prosodic accommoda-

tion to the addressed interlocutors leading to larger differences between contexts or whether

insistence causes prosodic modifications independent of interlocutors. A counterexample for

47However, this only applies to barely 8% of the productions (7.8% corresponding to 15 out of 192) and

only to the data of young adult speakers, whereas for the older speakers the numbers of excluded items

did not differ much between the contexts (20 in young, 14 in noise, 13 in non-native, 11 in child and

elderly, respectively).
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more effort at the side of the speaker in cases of misunderstandings of the listener were found

by Bard et al. (2000) in a map task. Participants in the role of information givers gave less

clearly produced instructions in a repetition of the task even though their interlocutor was

new to the task (a different one than in the first round).

Returning to the small context effects, a further argument that the setup limits con-

text effects was reported by Xie et al. (2021). They discussed repetitive productions of a

single construction with no feedback as possible limitations for the productions of English

statements compared to questions as “likely to reduce overall variability in production and

potentially promoting entrenchment of intonation contours across items” (Xie et al. 2021:

20). The authors further discussed that if applicable, “the current set of production data

would underestimate the amount of within-talker variability compared to true underlying

distributions to be observed in a more naturalistic form of language use” (Xie et al. 2021:

20). As the study by Xie et al. (2021) did not include different contexts, the comparison

is not straight forward. However, if such limitations apply to simpler setups, they should

apply to more complex setups too. If this is the case, we would expect more intra-speaker

variability in a recording setting with fillers and other distracting tasks.

Third, it is further possible that the lack of context effects in our data was not due to the

recording method but due to the short target utterances (eight syllables) that offered limited

space for prosodic modifications. The findings of phonetic differences between interlocutors

by another study speaks against the setup as limiting factor (Pescuma et al. 2023). The

study used a similar design with pre-recorded interlocutors with different attire and hair

styles illustrating different degrees of formality, mentioning that their participants did not

report back a lack of naturalness in the communicative situation (Pescuma et al. 2023: 18f.

project C02). In our study and in the study in Pescuma et al. (2023), speakers sat in front of

a screen, in our case in a relatively small recording booth and in the other study at a table

with the screen at the other end of the table. The conversational situations in the latter

study differed in formality (formal: talking to a boss or professor, informal: talking to a

neighbour or a fellow student). The two studies differed in the task and the speech materials

recorded. In our case speakers were asked to read aloud visually presented name sequences

in a way that the interlocutor could retrieve the internal structure (i. e., read speech material

controlled for segmental composition, number of syllables, and stress pattern). The task in

the other study was to either request an extension of a deadline or a pay raise from the

interlocutor, or to talk with them about the city or a restaurant (i. e., spontaneous speech

in a face-threatening situation and in a more relaxed situation; with less control about

the speech material at the side of the researchers). In a preliminary analysis, the authors

reported phonetic differences between tasks and interlocutor’s formality, for instance, higher

and more variable f0 and more dispersed vowels in the formal situation (Pescuma et al. 2023:

19). Besides the difference in speech materials and type of speech between the studies, data

in our case were elicited previous to the Covid-19 pandemic, which came along with a strong
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increase in online-meetings, for instance via zoom, while in the other study participants were

already more familiar to speaking in front of a screen.

To sum up, we observed small context effects in the productions of prosodic cues used

to disambiguate coordinates in our data, which went along with a consistent prosodic dis-

ambiguation. We interpret this consistency in the prosodic grouping as support for models

in favour of situational independence of prosodic disambiguation and in favour of a close

link between syntax and prosody. The internal structure of coordinates was disambiguated

irrespective of the type of addressee or the absence/presence of background white noise and

the prosodic disambiguation is interpreted as part of the production process rather than

dependent on the situation.

Summarising the findings of aim 1 and aim 2, the prosodic cues, f0-range, final lengthening,

and pause, are involved in the resolution of structural ambiguities in a global manner. Pro-

sodic disambiguation is not restricted to the point of syntactic ambiguity (the group edge at

Name2) but builds up along the utterance. Prosodic groups are characterised by prosodic

cohesion (proximity). Such non-local prosodic cues are not only found in coordinates but

also reported for other syntactic structures (Schafer et al. 2000, Morrill et al. 2014, among

others). Prosodic disambiguation in coordinates was produced irrespective of the age of the

speakers (young and older adults) and independent of context (type of interlocutor or pres-

ence of background noise). We found a strong link between syntax and prosody. In the next

section, we consider variability at the individual level and discuss how it provides support

for an abstract concept of grouping and whether this can be generalised to other structures.

9.4 Aim 3: Generalisations of grouping and beyond coordinates

The third aim is to discuss possible generalisations of the findings on prosodic grouping.

The aim is divided into three sub-points. In the first sub-point, we discuss structured

variability and how it supports a phonological category of grouping. In the second sub-

point, we discuss whether a relative character of the strength of prosodic cues in grouping

conflicts with reliable decoding of early cues. In the third sub-point, we come back to

the starting point exploring prosodic disambiguation in another syntactically ambiguous

structure.

A phonological category of grouping. The productions of the group of young adult

speakers showed a clear prosodic distinction between the two grouping conditions of co-

ordinates (between Caro and Toni and Jana and (Caro and Toni) and Jana) using three

prosodic cues: f0-movement, final lengthening, and pause48. At the inter-individual level,

48The same holds for the group of older adult speakers. As this section will deal with the data of young

adult speakers, we will not further mention the older speakers.
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the data of the young adult speakers showed variability in how these three cues were com-

bined and to which degree they were used for prosodic grouping. Overall, the variability

in cues and cue combinations that we observe between and also within speakers can be de-

scribed as gradual in opposition to categorical. All speakers reliably marked the distinction

between the grouping conditions with at least one of these prosodic cues investigated and

most of the speakers used at least two of these cues. Differences between speakers relate

to the degree of distinction between conditions of single cues. The variability appears in

a structured way and not random. This is also reflected in the fact the individual differ-

ences in prosodic grouping did not lead to difficulties in recovering the grouping as shown by

overall high accuracy rates in the perception checks. The inter-individual variability in cue

combinations is in line with data on British English on lists of three nouns either forming a

list of two items or a list of three items: In that study, the majority of speakers used more

than one cue and differed individually as to which cues they combined (Peppé et al. 2000:

323). The inter-speaker variability in how the three cues are used and combined speaks in

favour of some flexibility with regard to the prosodic realisation of the grouping (Wagner

2005). This flexibility seems to lie within certain limits, which do not hamper discrimination

in comprehension. Along these lines of structured variability, we can think of a division be-

tween an abstract conceptual level and a concrete phonetic level. The abstract concept (here

grouping) would be common to different speakers, while the concrete level offers space for

flexibility in the phonetic realisation. On prosodic grouping, Cutler & Isard (1980) described

the abstract concept with “the intention of marking off a syntactic unit by assigning it a

grouping of its own” (Cutler & Isard 1980: 260). More in general on constituent boundaries

in prosodic structure, Ladd (2008) wrote that they “are in the first instance abstractions, not

actual phonetic events” (Ladd 2008: 9). With regard to the concrete and variable realisa-

tions of this abstract concept, for successful communication, it is necessary that the abstract

concept is recoverable from the concrete realisation in comprehension. This prerequisite is

satisfied for the grouping conditions tested in the coordinates in this thesis. Listeners in

the perception check of study I and II and in the gating study in study III were able to

distinguish between grouping conditions. We thereby assume a phonological category of

grouping. We can speculate that the availability of multiple cues for the phonetic realisation

of the phonological category offers an advantage. Multiple marking of the grouping with cues

from the durational and tonal domains can possibly maintain recognition, even if individual

domains are only conditionally available to listeners (for instance due to limited resolution

of fundamental frequency in cochlear implants, hearing impairments).

Prosodic grouping or chunking of elements into groups of two (binary grouping) is also

observable even if not induced by experimental manipulation (e. g., production of telephone

numbers Baumann & Trouvain 2001). The abstract concept of grouping is not limited

to prosodic grouping but found in other cognitive processes. A study exploring kinematic

grouping in action sequences report on grouping mechanisms that can be compared to the
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prosodic ones (Hilton et al. 2022). Hilton et al. (2022) report on durational cues that

correspond to final lengthening and pause in a study on action sequences such as slide, lift,

and roll. Participants in their study were asked to perform three actions “in a continuous

action sequence, either with or without boundaries between” the second and the third action

(Hilton et al. 2022: 1421) similar to the production of coordinates studied in this thesis. The

results show longer durations of the second action and a delayed onset of the third action

in sequences with a boundary than in sequences without a boundary (Hilton et al. 2022).

Longer durations by slowing down is also common in music to indicate the end of groups

(ritardando, comparable to final lengthening in speech). Grouping is also used in music to

create rhythm and expectation (cf. Huron 2006, Jackendorff 2009, Reich & Rohrmeier 2014).

Huron (2006) relates the strength of expectation to perceptual grouping in music with the

relative absence of expectation marking the boundaries of perceptual chunks (Huron 2006:

157). The strength of expectation in this sense can be compared to the ideas of proximity

or cohesion. For future research it would be interesting to study, whether group-internal

weakening of boundaries observed in prosodic grouping is also observable in grouping outside

speech. One promising tool to approach this question could be the notion of expectation

discussed by Huron (2006). We conclude that grouping is a common phenomenon in an

even more general sense, as the chunking of complex processes into smaller parts facilitates

processing (cf. Frazier et al. 2006, Jackendorff 2009).

Does a relative character of the strength of prosodic cues in grouping conflict

with reliable decoding of early cues? We already mentioned the notion of a relative

character of cue or boundary strength in prosodic disambiguation of ambiguous structures.

The strength of cues or boundaries can be compared at two levels: at a syntagmatic (at

two positions within the same structure) and at a paradigmatic level (at the same position

between two structures). Exemplified for coordinates, the syntagmatic level corresponds to a

comparison between the boundaries on Name1 and Name2 with the same index in Table 26.

The paradigmatic level corresponds to a comparison between the boundaries on Name1i and

Name1k or between Name2i and Name2k in Table 2649. The descriptions of boundary rank

(Wagner 2005) and proximity (Kentner & Féry 2013) refer to the syntagmatic level, while the

paradigmatic level is used in the analysis described by Kentner & Féry (2013) and applied

in studies I and II.

In a strict interpretation of a paradigmatic relationship, a structure receives its identity in

comparison to another structure (e. g., whether Name1i belongs to a grouped or an ungrouped

structure can be determined in comparison to Name1k). Applied to the comprehension of

ambiguous structures, this would suggest that at least two different versions need to be

available for the successful decoding of a structure. However, this is not compatible with

49The same two levels can be applied to other types of ambiguous sentences such as sentences with high

vs. low attachment.
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Table 26: Visualisation of the syntagmatic (rows) and paradigmatic (columns) level in a

sequence of names without internal grouping (upper row) and with internal grouping (bottom

row). Index i and k mark the syntagmatic relationship. The digits 1, 2, and 3 mark the

paradigmatic relationship.

paradigmatic

syntagmatic
Name1i Name2i Name3i
(Name1k Name2k) Name3k

reality, because we recognise the grouping structure even when we encounter it in isolation

or at the first mention. Since different structures are not always available for comparison,

boundary comparisons on a syntagmatic level seem more appropriate for comprehension.

For production, Peppé et al. (2000) stated the following regarding the distinction between

ice, cream, and fruits and ice-cream and fruits : “an apparent lengthened vowel in the first

noun [...] did not signal a 3-list [...] unless the second noun was shorter” (Peppé et al.

2000: 322). This would suggest that listeners have to wait until the second noun in order

to be able to decode the number of items in a list. Exemplified for coordinates, an f0

peak on Name1 followed by Name2 with a lower f0 peak would indicate a structure without

internal grouping, while Name2 with a higher f0 peak would indicate a structure with internal

grouping. However, the results of study III show that some listeners were able to distinguish

between the two structures already after hearing Name1. Does that mean that the results

conflict with the notion of a relative character of prosodic marking? One could argue that,

strictly speaking, the study is not comparable with a case of a structure in isolation as

listeners were confronted with two different grouping conditions and had to decide between

them. With the exception of the first trial, listeners had trials to compare the current trial

with. Listeners could compare between different trials and learn the distinction. Would

that mean that the result of study III is due to a learning effect? A closer look at the

data (study III) reveals only a small increase in accuracy between the first ten stimuli50

and the remaining trails, but the group of listeners, which was able to differentiate between

conditions based on prosodic information on Name1, was evident also in the beginning.

The results of an ERP study by Holzgrefe et al. (2013) comparing brain responses to

structures differing in grouping of the first and the last two names (i. e., (Caro and Toni)

and Jana vs. Caro and (Toni and Jana)) can be interpreted as support for a relative character

in a syntagmatic relationship and that the strength of a boundary can only be evaluated

in relation to a preceding boundary. For the second structure, no CPS (indicating the

processing of a prosodic boundary) was elicited on the prosodic cues on Caro, while in

the first structure a CPS indicated the processing of a prosodic boundary on Toni. The

authors concluded that the prosodic cues present on the first name were not interpreted

50Corresponding to 70 trials, as each stimulus was cut into 7 gates.
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as cues to a phrase boundary and that the elicitation of a CPS needs preceding prosodic

context. A limiting factor of this study may be that participants were not encouraged to

resolve the structural ambiguity. Holzgrefe et al. (2013) speculate that a task directed at the

ambiguity resolution could elicit a CPS also in response to the first name. The result of the

successful processing of the prosodic cues in our behavioural study III can be interpreted as

support for this assumption51. Nevertheless, the objection regarding the relative character

mentioned for study III applies again. Based on studies with repeated measures, we cannot

exclude the possibility that listeners compare between trials of different conditions. One

way of excluding a paradigmatic comparison between boundaries and evaluating listeners’

responses to a structure in isolation would be a single-trial experiment (i. e., every participant

responds to a single item, cf. Laurinavichyute & von der Malsburg 2022 on semantic and

agreement attraction in sentence comprehension). Such a study could be implemented using

the gated stimuli of study III. Each participant would respond to the seven gates of one

coordinate either without or with internal grouping. Reliable prediction of the upcoming

structure after hearing Name2 would support the idea that boundaries are processed relative

to preceding material. Reliable prediction of the upcoming structure earlier in the utterance

could mean that no previous knowledge about the speaker or similar structures is necessary

to correctly understand a prosodically disambiguated structure.

Coming back to the starting point: Do we find clear prosodic disambiguation in

another syntactically ambiguous structure? Lets come back to the starting point of

this thesis: the exploration of the use of prosodic means to resolve structural disambiguities.

So far, we discussed the specific case of internal grouping of coordinates. We observed struc-

tured variability in the use of three prosodic cues used to differentiate between two meanings

(conditions) of the syntactically ambiguous coordinate. Despite gradual inter-individual

variability, a categorical distinction in comprehension was possible and we generalised to a

phonological category of grouping. We will now consider another structure with syntactic

ambiguity: locally ambiguous sentences with SVO and OVS word order (study IV). Do we

find a stable prosodic strategy for the prosodic disambiguation between SVO and OVS sen-

tences that can be interpreted in comprehension and shows inter-individual variability in

realisation? In study IV, speakers did not consequently use early prosodic means to dis-

tinguish between the two word order conditions. Only two out of 16 speakers produced

different f0 contours on SVO and OVS sentences in the ambiguous part of the sentence. In

comparison to the phonological category of grouping, which was realised consistently at the

surface by all speakers, although with differences in the phonetic realisation, there seems

to be no category for the prosodic disambiguation of locally ambiguous sentences with a

case-ambiguous NP1. Further, in study IV, the inter-individual differences in how speakers

51Again, we are comparing between a right branching structure and a structure without internal grouping,

but the results should be similar.
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realised the sentences, were rather categorical than gradual. Speakers produced different

types and numbers of pitch accents and not only different degrees of a feature (e. g., size of

the f0 range). Overall, we cannot find a common set of cues that is varied in degree at the

individual level, which makes the variability unstructured.

We can think of two possibilities why speakers did not produce clear prosodic distinc-

tions between the two word order conditions. First, strictly speaking, there is no need for

prosodic disambiguation in locally ambiguous sentences. The ambiguous role assignment of

NP1 is disambiguated by the case-unambiguous NP2. If the presence of morpho-syntactic

disambiguation is the reason for lacking prosodic disambiguation, we would expect speakers

to prosodically distinguish between globally ambiguous sentences. This was tested in a pilot

study with speaker-listener pairs, which is described in study IV. The results showed that

speakers as well as listeners had difficulties with the OVS interpretation of globally ambigu-

ous sentences. The vast majority of sentences were interpreted in SVO word order. Thus,

the absence of morpho-syntactic cues did not provoke prosodic disambiguation.

The second reason might be the strong bias towards an SVO interpretation. SVO word or-

der is overall more frequent than OVS word order in German (Bader & Häussler 2010), which

is also reflected in a strong bias towards interpreting a case-ambiguous NP1 as the agent

rather than the patient of an action (Weber et al. 2006, Hanne et al. 2015, among others).

Possibly, speakers had difficulties in retrieving the OVS interpretation, which impeded them

from marking it prosodically. This bias is not present in coordinates with different group-

ings, at least in our data. In the coordinated name sequences used in our studies, all possible

adjacent name combinations were non-frequent (as assessed in the dlexDB corpora by Heis-

ter et al. 2011 and in printed sources covering the years 1500 to 2021 in an online-search

using the Google Ngram Viewer by Lin et al. 2012). This means that there were no name

combinations such as Bonnie and Clyde or Hänsel and Gretel that frequently go together.

The non-frequency of name combinations in our material suggests the absence of a bias to-

wards either a structure without or with internal grouping. The absence of clear prosodic

distinction between the two word order conditions can be interpreted as a hint that there is

no common prosodic category for the marking of OVS word order in German. Further, the

ambiguity cannot be clearly represented in different tree structures. The ambiguous sentence

beginning correspond to the same structure: an NP with a VP sister, with the NP differing

in case marking between SVO and OVS word order.

Nevertheless, we found a distinct f0 pattern in the production data. The two word order

conditions differed in height and position of the f0 peak produced on NP1 (with a higher

and later peak on SVO than OVS sentences). This clear pattern raised the question of

the existence of an abstract concept to distinguish between the two word orders. Such an

abstract concept should be recoverable by listeners. To follow up this hypothesis, we tested

listeners in a forced-choice decision task with new recordings of the same locally ambiguous

sentences as in study IV, which reproduced the f0 distinction on NP1 described in study IV

190



9.4 Aim 3: Generalisations of grouping and beyond coordinates

(Schneider 2022). Sentences were recorded in two prosody conditions: a so called natural

condition (based on the measures of the model speaker) and an exaggerated condition with

an increased f0-range in comparison to the natural condition. Listeners were presented

with the productions up to the disambiguating NP2 (i. e., only the ambiguous part of the

sentence). The task was to select between an SVO and an OVS sentence ending (NP2 with

accusative case disambiguating NP1 as agent for SVO reading and NP2 with nominative

case disambiguating NP1 as patient for OVS reading) presented in written form on screen.

Listeners received feedback in form of a happy or a sad smiley. Mean response accuracy

was higher for SVO than for OVS structures and higher in the exaggerated than in the

natural prosody condition. However, overall, mean response accuracy was below 66% in the

natural prosody condition52 and the sensitivity to discriminate between the two word order

conditions (assessed with d’-analyses, Jang et al. 2009) was poor to moderate. The results

of the study by Schneider (2022) showed no reliable assignment of the two f0 contours of the

sentence beginnings to SVO and OVS interpretations.

With regard to the question of whether we find also a stable prosodic strategy for prosodic

disambiguation between SVO and OVS word order, the weak performance in production

when using f0 to differentiate between word order and the only moderate sensitivity in

discriminating between the two f0 contours and mapping them to the word order conditions

in comprehension do not support the tested f0 contours as realisations of prosodic categories

for discriminating between SVO and OVS word order that would be common to German

language users. As the absence of evidence is not evidence of absence, the results do not

allow to reject the hypothesis of the existence of such a prosodic category for the marking

of word order in general.

To sum up, we investigated prosodic means to resolve structural ambiguities. Based on

inter-individual variability in the prosodic marking of a contrast between two interpretations

of a syntactically ambiguous structure and the fact that the two interpretations could be

inferred by listeners from individually varying concrete realisations we have postulated a

phonological category of grouping. This was the case for coordinate name structures without

or with internal grouping of the first two names, which were prosodically disambiguated by

inter-individually varying combinations of f0-range, final lengthening, and pause. Grouping

conditions could be recovered by näıve listeners. For locally ambiguous sentences in SVO

and OVS word order, most speakers showed f0 contours varying in number and type of pitch

accents, however not between word order conditions. The measurable difference between

conditions present in the productions of one speaker was not clearly recovered by listeners.

Our data provide evidence for an abstract concept of prosodic grouping but not of prosodic

marking an OVS sentence as opposed to an SVO sentence.

52Mean response accuracy was calculated with the subject means of correct responses. For the exaggerated

prosody condition mean response accuracy was below 72%.
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10 Conclusion

Strings of words can correspond to more than one interpretation or underlying structure,

which makes them ambiguous. A special case are coordinated sequences of more than two

elements: The elements can be differently grouped within the sequence, which results in

different unambiguous structures. This ambiguity can be resolved by prosodic means.

We found that different age groups of adult speakers reliably use fundamental frequency,

final lengthening, and pause to prosodically disambiguate between two different conditions

(without and with internal grouping of the first two names in a sequence of three names).

Prosodic disambiguation builds up during the utterance and appears as a global phenomenon

as opposed to a local phenomenon bound to the group edge. The first two names in a struc-

ture with internal grouping show prosodic cohesion between them (proximity) and the second

name is prosodically set off from the third name (anti-proximity). Our findings support the

existence of a phonological category of prosodic grouping that allows for individual variability

at the phonetic realisation. Prosodic grouping has a relative character in that the boundary

strength between elements in a group and at the group edge are determining but not the

presence of a specific type of boundary. Regardless of the variability in the productions of

individual speakers, näıve listeners were able to recover the different conditions in the pro-

ductions of both age groups of speakers. Some listeners were able to predict the upcoming

structure already after hearing the first name, before the point of syntactic ambiguity at

the second name. We further found support for a strong link between prosody and syn-

tax: speakers reliably produced prosodic disambiguation irrespective of the conversational

situation. Our findings support models in favour of situational independence of disambiguat-

ing prosody. For another ambiguous structure that arises from case-ambiguity and allows

for string-identical sentence beginnings of subject-verb-object and object-verb-subject word

order, we did not find a clear prosodic pattern to resolve the local ambiguity.

To conclude, the chunking of elements into smaller groups is not restricted to prosodic

grouping and can be found in different aspects of life including action sequences (Hilton

et al. 2022) and music (Huron 2006, Jackendorff 2009). Chunking of complex processes

into smaller groups facilitates processing (Frazier et al. 2006, Jackendorff 2009). This is not

restricted to the field of prosody. It is a more general phenomenon. It remains for the future

to investigate whether the observation of boundary weakening between elements that belong

to the same group found in our studies on prosody can be transferred to grouping outside the

domain of prosody. Huron (2006) discussed the notion of expectation in the context of music

and describes a boundary as absence of expectation that evokes a sense of closure (Huron

2006: 157). The notion of expectation is comparable to the notion of cohesion described by

Cutler et al. (1997) that results in the addition of a node to the current constituent (Cutler

et al. 1997: 169).
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Camilo G. Ronderos, Stephanie Rotter, Uli Sauerland, Gohar Schnelle, Britta Schulte,
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Sóskuthy, Márton. 2017. Generalised additive mixed models for dynamic analysis in linguis-
tics: A practical introduction. arXiv preprint arXiv:1703.05339 . [Cit. on pp. 16, 155,

and 156]
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Pappert, Petra Augurzky, Ina Mleinek, Nicole Richter & Johannes Schließer (eds.), Meth-
ods in empirical prosody research, vol. 3 Language, Context, and Cognition, 1–28. Berlin:
Walter de Gruyter. doi:10.1515/9783110914641.1. [Cit. on pp. 66, 101, 124, and 154]

Turk, Alice E. & Stefanie Shattuck-Hufnagel. 2007. Multiple targets of phrase-final
lengthening in American English words. Journal of Phonetics 35(4). 445–472. doi:
10.1016/j.wocn.2006.12.001. [Cit. on pp. 18, 19, and 21]

Uther, Maria, Monja A. Knoll & Denis Burnham. 2007. Do you speak E-NG-LI-SH? A
comparison of foreigner- and infant-directed speech. Speech Communication 49(1). 2–7.
doi:10.1016/j.specom.2006.10.003. [Cit. on p. 95]

209



References

Van Engen, Kristin J., Melissa Baese-Berk, Rachel E. Baker, Arim Choi, Midam Kim &
Ann R. Bradlow. 2010. The Wildcat corpus of native- and foreign-accented English:
Communicative efficiency across conversational dyads with varying language alignment
profiles. Language and Speech 53(4). 510–540. doi:10.1177/0023830910372495. [Cit. on

p. 40]

Vanrell, Maria del Mar, Ingo Feldhausen & Llüisa Astruc. 2018. The Discourse Completion
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