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#### Abstract

We consider systems of Euler-Lagrange equations with two degrees of freedom and with Lagrangian being quadratic in velocities. For this class of equations the generic case of the equivalence problem is solved with respect to point transformations. Using Lie's infinitesimal method we construct a basis of differential invariants and invariant differentiation operators for such systems. We describe certain types of Lagrangian systems in terms of their invariants. The results are illustrated by several examples.
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## 1. Introduction

Applying the variational principle in mechanics one reduces mechanical problems to systems of ordinary differential equations (ODEs) of the form

$$
\begin{equation*}
\frac{d}{d t} L_{\dot{x}_{i}}-L_{x_{i}}=0, \quad i=1, \ldots, n, \quad \dot{x}_{i}=\frac{d x_{i}}{d t} . \tag{1}
\end{equation*}
$$

known as Euler-Lagrange equations. While any scalar second-order ODE has a Lagrangian representation, for $n \geq 2$ there are systems which fail to admit Lagrangians $L(t, x, \dot{x}), x=$ $\left(x_{1}, \ldots, x_{n}\right), \dot{x}=\left(\dot{x}_{1}, \ldots, \dot{x}_{n}\right)$. Corresponding criteria for a system of two second-order ODEs are established in [1].

It is known [2] that the class of equations (1) is closed with respect to point transformations. That is, any nondegenerate change of variables

$$
\begin{equation*}
\tilde{t}=\theta(t, x), \quad \tilde{x}_{i}=\varphi_{i}(t, x), \quad i=1, \ldots, n \tag{2}
\end{equation*}
$$

[^0]transforms system (1) to a system of the same form
\[

$$
\begin{equation*}
\frac{d}{d \tilde{t}} \tilde{L}_{\tilde{x}_{i}}-\tilde{L}_{\tilde{x}_{i}}=0, \quad i=1, \ldots, n \tag{3}
\end{equation*}
$$

\]

with possibly different Lagrangian $\tilde{L}(\tilde{t}, \tilde{x}, \dot{\tilde{x}})$. A point change of variables (2) is called canonical if the Lagrangian $\tilde{L}(\tilde{t}, \tilde{x}, \dot{\tilde{x}})$ of the transformed system (3) coincides with the Lagrangian $L(t, x, \dot{x})$ of system (1) written in variables (2). Noncanonical changes of variables are accepted as more interesting [3], since they can transform system (1) into a system (3) with more simple Lagrangian (e.g., several of its variables become cyclic or the resulting system is decoupled).

If system (1) admits a variational symmetry (or a constant of motion in the case of Hamiltonian representation of system (1)), one can reduce the order $2 n$ of the system (1) to $2 n-2$. Solution of the so-called integrable systems which possess sufficient number of constants of motion can be reduced to quadratures. At the beginning of the 20 th century it became known from the works of H. Poincare that the global existence of constants of motion is rather exceptional case. Many examples of integrable systems are considered in [4]. In particular, there are listed integrable natural systems with two degrees of freedom having the Lagrangian of the form $L=\frac{1}{2}\left(\dot{x}_{1}^{2}+\dot{x}_{2}^{2}\right)-U\left(x_{1}, x_{2}\right)$.

It should be noticed that such properties of system (1) as the natural form of its Lagrangian, representation in the form of Liouville system or in decoupled form are not invariant under arbitrary change of variables (2). As usual, these properties become implicit for the transformed system (3). A system of Euler-Lagrange equations one obtains in some applications may possess such hidden properties. The problem of finding the simplest equivalent form for a given system (1) can be solved with the use of invariants of equations (1).

Transformation (2) is an equivalence transformation of the class of equations (1), i.e. the most general transformation preserving the form of equations. Two systems (1) and (3) are said to be equivalent, if there is an invertible change of variables (2) which transforms the systems to each other. The equivalence problem can be solved using the invariants of the equivalence transformation group of a given class of equations. Indeed, if systems (1) and (3) are equivalent with respect to a point transformation (2) then their invariants coincide, i.e.

$$
\begin{equation*}
I_{j}(t, x, \dot{x})=\tilde{I}_{j}(\tilde{t}, \tilde{x}, \dot{\tilde{x}}), \quad j=1,2,3, \ldots \tag{4}
\end{equation*}
$$

By invariants of system (1) are meant the invariants of its group $E$ of equivalence transformations. The invariants of some subgroup of $E$ are called relative invariants of system (1).

The group of transformations may possess infinitely many differential invariants depending on arbitrary element of the given class of equations and its derivatives,

$$
\begin{equation*}
I_{j}=I_{j}\left(t, x, \dot{x}, L, L_{t}, L_{x}, L_{\dot{x}}, L_{t t}, L_{t x}, \ldots, L_{\dot{x} \cdots \dot{x}}\right) \tag{5}
\end{equation*}
$$

The order of an invariant $I_{j}$ is defined by the highest order of the derivatives of function $L$ which are involved in $I_{j}$. The invariant (5) takes the form $I_{j}=I_{j}(t, x, \dot{x})$ (just as in equalities (4)) when we substitute the given function $L(t, x, \dot{x})$ into (5). As follows from [5, 6], the infinite set of differential invariants of the transformation group possesses a finite basis in the sense that an arbitrary invariant of the group can be obtained from basis invariants by algebraic operations and invariant differentiations. The operators $\mathcal{D}$ of invariant differentiation bear the property that if $I$ is an invariant of system (1) then $\mathcal{D I}$ is its invariant, too. The number of such independent operators just amounts to the number of arguments in an arbitrary element (function $L$ ) of the given class of equations.

The equivalence problem in the case of one dependent variable has been solved for the firstorder Lagrangians [7] and Lagrangians of higher order in [8, 9, 10]. In the present paper we solve the generic case of the equivalence problem for a system of Euler-Lagrange equations when $n=2$. Furthermore, since most of the systems arising in applications are natural, we restrict our attention to constructing the invariants for equations with Lagrangians depending quadratically on velocities $\dot{x}$ :

$$
\begin{align*}
& \frac{d}{d t} L_{\dot{x}_{1}}-L_{x_{1}}=0, \quad \frac{d}{d t} L_{\dot{x}_{2}}-L_{x_{2}}=0  \tag{6}\\
& L_{\dot{x}_{1} \dot{x}_{1} \dot{x}_{1}}=0, \quad L_{\dot{x}_{1} \dot{x}_{1} \dot{x}_{2}}=0, \quad L_{\dot{x}_{1} \dot{x}_{2} \dot{x}_{2}}=0, \quad L_{\dot{x}_{2} \dot{x}_{2} \dot{x}_{2}}=0 \tag{7}
\end{align*}
$$

This problem has not been studied yet. Only for the case of two dependent and two independent variables it has been solved with respect to linear changes of variables for the quadratic Lagrangians with constant coefficients [11]. In [12] for a system of $n$ second-order ODEs some fundamental relative invariants are introduced and the criteria of its equivalence to the simplest form $\ddot{\tilde{x}}=0$ are obtained. Note that for systems (1) with two degrees of freedom some symmetry properties (which may be used for their integration) were previously studied in [13, 14, 15]. More precisely, in [13] one deals with Lie point symmetries of autonomous systems (6), (7). The recent papers $[14,15]$ are devoted to constructing the Noether type symmetries and first integrals for those particular systems (6) which are equivalent in a complex domain to a single equation $d^{2} u / d t^{2}=f(t, u, d u / d t)$ for a complex-valued function $u=x_{1}+i x_{2}$, where $i^{2}=-1$.

It can be easily shown that the class of equations (6), (7) is closed with respect to the point transformations of the form

$$
\begin{equation*}
\tilde{t}=\theta(t), \quad \tilde{x}_{1}=\varphi_{1}(t, x), \quad \tilde{x}_{2}=\varphi_{2}(t, x) . \tag{8}
\end{equation*}
$$

In Section 2 we apply Lie's infinitesimal method (see its description, e.g., in $[6,16,17]$ and examples of application in $[18,19,20,21]$ ) to construct a basis of invariants of the corresponding equivalence transformation group and to compute the operators of invariant differentiation. Note also that there exist other methods for finding the invariants, namely, Cartan's equivalence method [22, 23] and an approach based on using pseudovector fields [24]. In Section 3 we apply formulas of Section II to specify invariants for some classes of Lagrangian systems. Finally, in Section 4 we consider several examples showing how the invariants work in solving the equivalence problem.

## 2. Invariants of systems with quadratic Lagrangian

Suppose that the Hessian of the function $L(t, x, \dot{x})$ with respect to the velocities $\dot{x}$ does not vanish identically. Then the system (6), (7) is solved with respect to the second-order derivatives in the form

$$
\ddot{x}_{1}=f_{1}(t, x, \dot{x}), \quad \ddot{x}_{2}=f_{2}(t, x, \dot{x}) .
$$

Here the solvability is rather formal, e.g., in the sense of formal power series. In constructing the invariants of system (6), (7) we use the operator of differentiation by virtue of system (6), (7)

$$
D_{0}=D_{t}+p_{1} D_{x_{1}}+p_{2} D_{x_{2}}+f_{1} D_{p_{1}}+f_{2} D_{p_{2}}
$$

and the operators

$$
D_{i}=D_{x_{i}}+\frac{1}{2}\left(f_{1 p_{i}} D_{p_{1}}+f_{2 p_{i}} D_{p_{2}}\right), \quad i=1,2,
$$

where $f_{j p_{i}}=D_{p_{i}} f_{j}$ and $D_{t}, D_{x_{j}}, D_{p_{j}}$ are the operators of total differentiation with respect to $t$, $x_{j}, p_{j}$, respectively (e.g., $D_{t}=\partial_{t}+L_{t} \partial_{L}+L_{t t} \partial_{L_{t}}+\sum_{i=1}^{2}\left(L_{t x_{i}} \partial_{L_{x_{i}}}+L_{t p_{i}} \partial_{L_{p_{i}}}\right)+\ldots$ and so on). To avoid confusion, in this section and in the Appendix we use the notation $p_{i}=\dot{x}_{i}$ for the first-order derivatives. The following theorem provides a solution of the equivalence problem for systems of Euler-Lagrange equations with two degrees of freedom.

Theorem 1. For a class of systems (6), (7) with non-vanishing relative invariants $j_{0}, J_{0}, I_{0}$ the following nine fifth-order invariants

$$
\begin{align*}
& I_{1}=\frac{J_{0} J_{1}}{j_{0}^{1 / 2} I_{0}}, \quad I_{2}=\frac{J_{0}^{1 / 2} J_{2}}{I_{0}}, \quad I_{3}=\frac{j_{0}^{1 / 2} J_{0}^{3 / 2} J_{3}}{I_{0}}, \quad I_{4}=\frac{J_{4}}{j_{0}^{1 / 2} J_{0}^{5 / 4}}, \quad I_{5}=\frac{J_{0}^{1 / 2} J_{5}}{j_{0}^{1 / 2} I_{0}}, \\
& I_{6}=\frac{J_{0}^{5 / 4} J_{6}}{I_{0}}, \quad I_{7}=\frac{j_{0}^{1 / 2} J_{0}^{3 / 4} J_{7}}{I_{0}}, \quad I_{8}=\frac{J_{0}^{1 / 4} J_{8}}{j_{0}^{1 / 2} I_{0}}, \quad I_{9}=\frac{J_{0}^{1 / 4} J_{9}}{j_{0}^{1 / 2} I_{0}} \tag{9}
\end{align*}
$$

form a basis of differential invariants with respect to point transformations (8). The invariant differentiations are defined by the operators

$$
\begin{align*}
\mathcal{D}_{0}= & J_{0}^{-1 / 4} D_{0}, \\
\mathcal{D}_{1}= & j_{0}^{1 / 2} J_{0}^{3 / 4} I_{0}^{-1}\left(\left(b_{1} a_{2}-b_{2} a_{1}\right) D_{1}+\left(b_{1} a_{1}-b_{0} a_{2}\right) D_{2}\right. \\
& \left.+\left(b_{2} A_{1}-b_{1} A_{2}\right) D_{p_{1}}+\left(b_{0} A_{2}-b_{1} A_{1}\right) D_{p_{2}}\right), \\
\mathcal{D}_{2}= & J_{0}^{5 / 4} I_{0}^{-1}\left(\left(L_{p_{1} p_{2}} a_{2}-L_{p_{2} p_{2}} a_{1}\right) D_{1}+\left(L_{p_{1} p_{2}} a_{1}-L_{p_{1} p_{1}} a_{2}\right) D_{2}\right. \\
& \left.+\left(L_{p_{2} p_{2}} A_{1}-L_{p_{1} p_{2}} A_{2}\right) D_{p_{1}}+\left(L_{p_{1} p_{1}} A_{2}-L_{p_{1} p_{2}} A_{1}\right) D_{p_{2}}\right), \\
\mathcal{D}_{3}= & j_{0}^{1 / 2} J_{0} I_{0}^{-1}\left(\left(b_{1} a_{2}-b_{2} a_{1}\right) D_{p_{1}}+\left(b_{1} a_{1}-b_{0} a_{2}\right) D_{p_{2}}\right), \\
\mathcal{D}_{4}= & J_{0}^{3 / 2} I_{0}^{-1}\left(\left(L_{p_{1} p_{2}} a_{2}-L_{p_{2} p_{2}} a_{1}\right) D_{p_{1}}+\left(L_{p_{1} p_{2}} a_{1}-L_{p_{1} p_{1}} a_{2}\right) D_{p_{2}}\right) . \tag{10}
\end{align*}
$$

Any other differential invariant of system (6), (7) is a function of invariants (9) and their invariant derivatives.

The proof of Theorem 1 is given in Appendix. Invariants (9) are functions of variables

$$
\begin{align*}
j_{0}= & L_{p_{1} p_{1}} L_{p_{2} p_{2}}-L_{p_{1} p_{2}}^{2}, \quad I_{0}=b_{0}\left(\Gamma_{2}^{2}-\Gamma_{1} \Gamma_{3}\right)+b_{1}\left(\Gamma_{0} \Gamma_{3}-\Gamma_{1} \Gamma_{2}\right)+b_{2}\left(\Gamma_{1}^{2}-\Gamma_{0} \Gamma_{2}\right), \\
J_{0}= & b_{1}^{2}-b_{0} b_{2}, \quad J_{1}=L_{p_{2} p_{2}} a_{1}^{2}-2 L_{p_{1} p_{2}} a_{1} a_{2}+L_{p_{1} p_{1}} a_{2}^{2}, \quad J_{2}=b_{2} a_{1}^{2}-2 b_{1} a_{1} a_{2}+b_{0} a_{2}^{2}, \\
J_{3}= & \left(D_{p_{1}} D_{2}^{2}-D_{p_{2}} D_{2} D_{1}\right) L_{p_{1}}+\left(D_{p_{2}} D_{1}^{2}-D_{p_{1}} D_{1} D_{2}\right) L_{p_{2}}, \\
J_{4}= & L_{p_{1} p_{1}}\left(b_{2} B_{1}-b_{1} B_{2}\right)+L_{p_{1} p_{2}}\left(b_{0} B_{2}-b_{2} B_{0}\right)+L_{p_{2} p_{2}}\left(b_{1} B_{0}-b_{0} B_{1}\right), \\
J_{5}= & L_{p_{1} p_{1}}\left(\Gamma_{2}^{2}-\Gamma_{1} \Gamma_{3}\right)+L_{p_{1} p_{2}}\left(\Gamma_{0} \Gamma_{3}-\Gamma_{1} \Gamma_{2}\right)+L_{p_{2} p_{2}}\left(\Gamma_{1}^{2}-\Gamma_{0} \Gamma_{2}\right), \\
J_{6}= & L_{p_{2} p_{2}} E_{0}-2 L_{p_{1} p_{2}} E_{1}+L_{p_{1} p_{1}} E_{2}, \quad J_{7}=b_{2} E_{0}-2 b_{1} E_{1}+b_{0} E_{2}, \\
J_{8}= & \left(L_{p_{2} p_{2}} a_{1}-L_{p_{1} p_{2}} a_{2}\right)\left(b_{2} \Gamma_{0}-2 b_{1} \Gamma_{1}+b_{0} \Gamma_{2}\right)+\left(L_{p_{1} p_{1}} a_{2}-L_{p_{1} p_{2}} a_{1}\right)\left(b_{2} \Gamma_{1}-2 b_{1} \Gamma_{2}+b_{0} \Gamma_{3}\right), \\
J_{9}= & \left(b_{2} a_{1}-b_{1} a_{2}\right)\left(L_{p_{2} p_{2}} \Gamma_{0}-2 L_{p_{1} p_{2}} \Gamma_{1}+L_{p_{1} p_{1}} \Gamma_{2}\right) \\
& +\left(b_{0} a_{2}-b_{1} a_{1}\right)\left(L_{p_{2} p_{2}} \Gamma_{1}-2 L_{p_{1} p_{2}} \Gamma_{2}+L_{p_{1} p_{1}} \Gamma_{3}\right) \tag{11}
\end{align*}
$$

depending on relative invariants of the fourth order

$$
\begin{align*}
& a_{i}=2\left(D_{2} D_{1}-D_{1} D_{2}\right) L_{p_{i}}, \quad b_{1}=\frac{1}{4} D_{0}\left(f_{1 p_{1}}-f_{2 p_{2}}\right)+\frac{1}{8}\left(f_{2 p_{2}}^{2}-f_{1 p_{1}}^{2}\right)+\frac{1}{2}\left(f_{2 x_{2}}-f_{1 x_{1}}\right), \\
& b_{0}=-\beta_{1}, \quad b_{2}=\beta_{2}, \quad \beta_{i}=\frac{1}{2} D_{0} f_{k p_{i}}-\frac{1}{4} f_{k p_{i}}\left(f_{1 p_{1}}+f_{2 p_{2}}\right)-f_{k x_{i}}, \tag{12}
\end{align*}
$$

where $i=1,2, k=3-i$, and relative invariants of the fifth order

$$
\begin{align*}
& A_{i}= \frac{1}{3}\left(D_{0} a_{i}+a_{i}\left(f_{i p_{i}}+\frac{1}{2} f_{k p_{k}}\right)+\frac{1}{2} a_{k} f_{k p_{i}}\right), \quad B_{0}=D_{0} b_{0}+\frac{1}{2} b_{0}\left(f_{1 p_{1}}-f_{2 p_{2}}\right)+b_{1} f_{2 p_{1}}, \\
& B_{1}= D_{0} b_{1}+\frac{1}{2}\left(b_{0} f_{1 p_{2}}+b_{2} f_{2 p_{1}}\right), \quad B_{2}=D_{0} b_{2}+b_{1} f_{1 p_{2}}+\frac{1}{2} b_{2}\left(f_{2 p_{2}}-f_{1 p_{1}}\right), \\
& \Gamma_{0}= \gamma_{0}, \quad \Gamma_{1}=\gamma_{1}+2 A_{1}, \quad \Gamma_{2}=\gamma_{2}-2 A_{2}, \quad \Gamma_{3}=\gamma_{3}, \\
& \gamma_{2 i+j-3}=\left(4 D_{0} D_{i} D_{j}-4 D_{i} D_{0} D_{j}-2 D_{j} D_{0} D_{i}\right) L_{p_{i}}+2 D_{j} L_{x_{i} x_{i}}+4 D_{i} L_{x_{i} x_{j}} \\
&-(-1)^{j} a_{i} f_{l p_{i}}-4 L_{x_{i} x_{i} x_{j}}+\frac{1}{2}\left(L_{x_{j} p_{1} p_{1}} f_{1 p_{i}}^{2}+2 L_{x_{j} p_{1} p_{2}} f_{1 p_{i}} f_{2 p_{i}}+L_{x_{j} p_{2} p_{2}} f_{2 p_{i}}^{2}\right) \\
&+L_{x_{i} p_{1} p_{1}} f_{1 p_{i}} f_{1 p_{j}}+L_{x_{i} p_{1} p_{2}}\left(f_{1 p_{i}} f_{2 p_{j}}+f_{1 p_{j}} f_{2 p_{i}}\right)+L_{x_{i} p_{2} p_{2}} f_{2 p_{i}} f_{2 p_{j}}, \\
& E_{0}= \varepsilon_{11}, \quad E_{1}=\frac{1}{2}\left(\varepsilon_{12}+\varepsilon_{21}\right), \quad E_{2}=\varepsilon_{22}, \\
& \varepsilon_{i j}= D_{j} a_{i}+a_{i} D_{p_{j}}\left(f_{i p_{i}}+\frac{1}{2} f_{k p_{k}}\right)+\frac{1}{2} a_{k} f_{k p_{i} p_{j}}, \quad i, j=1,2, \quad k=3-i, \quad l=3-j . \tag{13}
\end{align*}
$$

Theorem 1 solves the equivalence problem for non-degenerate systems (6), (7). The first assumption $j_{0} \neq 0$ means that the Hessian of function $L$ is nonzero. The restrictions $J_{0} \neq 0$ and $I_{0} \neq 0$ are not so clear. Note only that the invariants $b_{0}, b_{1}, b_{2}$ coincide with the invariants $\tilde{P}_{j}^{i}$ introduced in [12] for systems of second-order ODEs. As it follows from [12], any system with quadratic dependence of the right-hand side on the first-order derivatives and vanishing invariants $\tilde{P}_{j}^{i}$ is reducible by a local transformation (2) to the form $\ddot{\tilde{x}}=0$. The condition $b_{1}^{2}-b_{0} b_{2}=0$ seems to characterize systems (6), (7) of sufficiently degenerate form. For example, in the case of natural Lagrangian $L=\frac{1}{2}\left(p_{1}^{2}+p_{2}^{2}\right)-F$ with real potential function $F=F\left(t, x_{1}, x_{2}\right)$ the condition $J_{0}=0$ implies that the corresponding system of Euler-Lagrange equations is linear and decoupled (see Section 3.3).

## 3. Invariants of some classes of Lagrangian systems

Here we describe the invariants for some classes of easily integrable systems of EulerLagrange equations or systems having standard form.

### 3.1. Decoupled systems

A system of Euler-Lagrange equations breaks up into two decoupled equations

$$
\ddot{x}_{i}=-g_{i}^{-1}\left(\frac{1}{2} \dot{x}_{i}^{2} g_{i x_{i}}+\dot{x}_{i} g_{i t}\right)+e_{i}\left(t, x_{i}\right), \quad i=1,2,
$$

if the Lagrangian is equal to

$$
\begin{equation*}
L=\frac{1}{2}\left(\dot{x}_{1}^{2} g_{1}\left(t, x_{1}\right)+\dot{x}_{2}^{2} g_{2}\left(t, x_{2}\right)\right)+\dot{x}_{1} c_{1}\left(t, x_{1}, x_{2}\right)+\dot{x}_{2} c_{2}\left(t, x_{1}, x_{2}\right)+c_{0}\left(t, x_{1}, x_{2}\right), \tag{14}
\end{equation*}
$$

the functions $c_{0}, c_{1}, c_{2}$ satisfying

$$
c_{2 x_{1}}-c_{1 x_{2}}=0, \quad c_{0 x_{i}}=c_{i t}+g_{i} e_{i}, \quad i=1,2 .
$$

For a system with Lagrangian (14) the only nonzero relative invariants (11) are

$$
j_{0}=g_{1} g_{2}, \quad J_{0}=b_{1}^{2}, \quad I_{0}=-16 g_{1} g_{2} b_{1} b_{1 x_{1}} b_{1 x_{2}}
$$

where

$$
b_{1}=\frac{1}{4} \sum_{i=1}^{2}(-1)^{i} g_{i}^{-1 / 2}\left(2\left(e_{i} \sqrt{g_{i}}\right)_{x_{i}}+\left(g_{i t} / \sqrt{g_{i}}\right)_{t}\right)
$$

Thus, for this system all invariants (9) vanish:

$$
\begin{equation*}
I_{1}=0, \quad \ldots, \quad I_{9}=0 \tag{15}
\end{equation*}
$$

### 3.2. Systems with two cyclic coordinates

If the Lagrangian does not depend explicitly on $x_{i}$, for some $i$, then this coordinate is called cyclic. A system with Lagrangian $L=L\left(t, \dot{x}_{1}, \dot{x}_{2}\right)$ has all invariants (11) equal to zero, except for the invariants $j_{0}, J_{0}, J_{4}$ which depend on the variable $t$ only.

### 3.3. Standard form of a natural system

Most of the systems arising in mechanics have the form of a system with Lagrangian

$$
\begin{equation*}
L=\frac{1}{2}\left(\dot{x}_{1}^{2}+\dot{x}_{2}^{2}\right)-F\left(t, x_{1}, x_{2}\right) \tag{16}
\end{equation*}
$$

in some coordinates. Such a system has the invariants

$$
\begin{aligned}
& I_{1}=0, \quad I_{2}=0, \quad I_{3}=0, \quad I_{4}=J_{0}^{-5 / 4}\left(F_{x_{1} x_{2}} D_{0}\left(F_{x_{1} x_{1}}-F_{x_{2} x_{2}}\right)+\left(F_{x_{2} x_{2}}-F_{x_{1} x_{1}}\right) D_{0} F_{x_{1} x_{2}}\right), \\
& I_{5}=4 J_{0}^{1 / 2} I_{0}^{-1}\left(F_{x_{1} x_{1} x_{2}}^{2}-F_{x_{1} x_{1} x_{1}} F_{x_{1} x_{2} x_{2}}+F_{x_{1} x_{2} x_{2}}^{2}-F_{x_{1} x_{1} x_{2}} F_{x_{2} x_{2} x_{2}}\right), \\
& I_{6}=0, \quad I_{7}=0, \quad I_{8}=0, \quad I_{9}=0,
\end{aligned}
$$

where

$$
\begin{aligned}
J_{0}= & F_{x_{1} x_{2}}^{2}+\left(F_{x_{1} x_{1}}-F_{x_{2} x_{2}}\right)^{2} / 4, \quad D_{0}=\partial_{t}+\dot{x}_{1} \partial_{x_{1}}+\dot{x}_{2} \partial_{x_{2}}, \\
I_{0}= & 4 F_{x_{1} x_{2}}\left(F_{x_{1} x_{1} x_{2}}^{2}-F_{x_{1} x_{1} x_{1}} F_{x_{1} x_{2} x_{2}}-F_{x_{1} x_{2} x_{2}}^{2}+F_{x_{1} x_{1} x_{2}} F_{x_{2} x_{2} x_{2}}\right) \\
& +2\left(F_{x_{1} x_{1}}-F_{x_{2} x_{2}}\right)\left(F_{x_{1} x_{1} x_{1}} F_{x_{2} x_{2} x_{2}}-F_{x_{1} x_{1} x_{2}} F_{x_{1} x_{2} x_{2}}\right) .
\end{aligned}
$$

Therefore, any system (6), (7) reducible by a transformation (8) to the standard form with Lagrangian (16) should have zero invariants $I_{1}, I_{2}, I_{3}, I_{6}, I_{7}, I_{8}, I_{9}$, invariant $I_{5}$ depending on $t, x_{1}$, $x_{2}$ only, and invariant $I_{4}$ depending linearly on $\dot{x}_{1}, \dot{x}_{2}$.

Remark. Suppose $I_{4}=0$ for the system with Lagrangian (16). If we split this equality by powers of $\dot{x}_{1}, \dot{x}_{2}$, we obtain three relations which imply that either $F_{x_{1} x_{2}}=0$, and then this system is decoupled, or $F_{x_{1} x_{1}}-F_{x_{2} x_{2}}=2 c F_{x_{1} x_{2}}$ (if $F_{x_{1} x_{2}} \neq 0$ ), where $c$ is a constant. From this equality it follows that $I_{5}=0$, too. Therefore, the function $F\left(t, x_{1}, x_{2}\right)$ has the form

$$
F=F_{1}\left(t, x_{2}+\left(c+\sqrt{c^{2}+1}\right) x_{1}\right)+F_{2}\left(t, x_{2}+\left(c-\sqrt{c^{2}+1}\right) x_{1}\right)
$$

and the corresponding system of Euler-Lagrange equations becomes decoupled in the variables $\tilde{x}_{i}=x_{2}+x_{1}\left(c+(-1)^{i} \sqrt{c^{2}+1}\right)$.

## 4. Examples of equivalent systems

We now consider a few examples, which illustrate application of the invariants of EulerLagrange equations to solving the equivalence problem.

Example 1. The Hénon-Heiles system [26]

$$
\begin{equation*}
\ddot{q}_{1}+\omega_{1} q_{1}=b q_{1}^{2}-a q_{2}^{2}, \quad \ddot{q}_{2}+\omega_{2} q_{2}=-2 a q_{1} q_{2}, \quad a, b, \omega_{1}, \omega_{2}=\mathrm{const}, \tag{17}
\end{equation*}
$$

has the Langrangian

$$
L=\frac{1}{2}\left(\dot{q}_{1}^{2}+\dot{q}_{2}^{2}-\omega_{1} q_{1}^{2}-\omega_{2} q_{2}^{2}\right)-a q_{1} q_{2}^{2}+\frac{1}{3} b q_{1}^{3}
$$

and, when $b \neq a$, the invariants

$$
\begin{aligned}
& I_{1}=0, \quad I_{2}=0, \quad I_{3}=0, \quad I_{4}=a\left(4(a+b)\left(q_{1} \dot{q}_{2}-q_{2} \dot{q}_{1}\right)+2\left(\omega_{2}-\omega_{1}\right) \dot{q}_{2}\right) J_{0}^{-5 / 4} \\
& I_{5}=\frac{(a+b) \sqrt{J_{0}}}{2 a(b-a) q_{2}}, \quad I_{6}=0, \quad I_{7}=0, \quad I_{8}=0, \quad I_{9}=0
\end{aligned}
$$

where $J_{0}=(a+b)^{2} q_{1}^{2}+4 a^{2} q_{2}^{2}+(a+b)\left(\omega_{2}-\omega_{1}\right) q_{1}+\left(\omega_{2}-\omega_{1}\right)^{2} / 4$. System (17) may be reduced to a decoupled form if it has invariants of the form (15). It is readily seen that system (17) has vanishing invariants $I_{4}, I_{5}$ when $b / a=-1, \omega_{2}=\omega_{1}$, in which case system (17) breaks up in the variables $q_{1} \pm q_{2}$, as it is noticed in [26].

The latter relation on the parameters of the system specifies one of the three integrable cases where $q_{1}$ satisfies a fourth-order ODE corresponding to the stationary solution of the SawadaKotera equation [27, 28]. Here we have established that this is the only case when the system reduces to a decoupled form after a transformation of the form (8).

Example 2. The paper [29] studies a three-dimensional system whose maximal superintegrability depends on the existence of an extra constant of motion for the two-dimensional system with Hamiltonian

$$
H=\frac{1}{2}\left(p_{r}^{2}+\frac{1}{r^{2}} p_{\psi}^{2}\right)+\frac{F(\psi)}{r^{2}}
$$

For the potential

$$
\begin{equation*}
F(\psi)=\frac{k}{\sin ^{2} \lambda \psi}, \quad k=\text { const, } \quad k \neq 0, \quad \lambda \in N \tag{18}
\end{equation*}
$$

[29] gives an explicit expression of this extra first integral.
Here we consider the corresponding system of Euler-Lagrange equations

$$
\begin{equation*}
\ddot{r}=r \dot{\psi}^{2}+2 \frac{F(\psi)}{r^{3}}, \quad \ddot{\psi}=-\frac{2}{r} \dot{r} \dot{\psi}-\frac{F^{\prime}(\psi)}{r^{4}} \tag{19}
\end{equation*}
$$

with the Lagrangian $L=\frac{1}{2}\left(\dot{r}+r^{2} \dot{\psi}^{2}\right)-r^{-2} F(\psi)$. It has the invariants

$$
\begin{array}{r}
I_{1}=0, \quad I_{2}=0, \quad I_{3}=0, \quad I_{4}=\frac{8 r^{2} \dot{\psi} \Phi_{1}}{\sqrt{2 F} \Phi_{0}^{5 / 4}}, \quad I_{5}=-\frac{\sqrt{\Phi_{0}} \Phi_{1}}{2 \Phi_{2}}, \\
I_{6}=0, \quad I_{7}=0, \quad I_{8}=0, \quad I_{9}=0 \tag{20}
\end{array}
$$

where

$$
\begin{array}{r}
\Phi_{0}=\left(x^{4 / 3} y+x^{2}-8\right)^{2}+36 x^{2}, \quad \Phi_{1}=3 x^{11 / 3} y \frac{d y}{d x}+x^{4 / 3}\left(x^{2}+40\right) y-\left(x^{4}+20 x^{2}+64\right), \\
\Phi_{2}=\frac{1}{x}\left(x^{4 / 3} y-2 x^{2}-8\right) \Phi_{1}+\frac{2}{x}\left(2 x^{4 / 3} y-x^{2}-4\right) \Phi_{0}, \\
x=\frac{F^{\prime}}{F}, \quad y=F^{\prime \prime}\left(\frac{F}{F^{\prime 4}}\right)^{1 / 3}-\left(\frac{F^{\prime}}{F}\right)^{2 / 3} .
\end{array}
$$

Let us find the conditions under which the invariants $I_{4}, I_{5}$ of system (19) vanish and, therefore, necessary condition of its reducibility to a decoupled system holds. These conditions become sufficient if we find a suitable change of variables (8) which transforms the system to a decoupled form.

The condition $\Phi_{1}=0$ represents an Abel equation of the second kind with general solution given by

$$
C_{1} x^{4}\left(2 x^{4 / 3} y-x^{2}-4\right)+C_{2}\left(2 x^{4 / 3} y-x^{2}-16\right)^{2} \Phi_{0}=0, \quad C_{1}, C_{2}=\text { const. }
$$

In the variables $\psi, F$ this equality takes the form

$$
\begin{equation*}
C_{1} F^{\prime 4}\left(2 F F^{\prime \prime}-3 F^{\prime 2}-4 F^{2}\right)+C_{2}\left(2 F F^{\prime \prime}-3 F^{\prime 2}-16 F^{2}\right)^{2}\left(\left(F^{\prime \prime}-8 F\right)^{2}+36 F^{\prime 2}\right)=0 . \tag{21}
\end{equation*}
$$

Equation (21) can be easily integrated for certain values of parameters $C_{1}, C_{2}$.
If $C_{2}=0$ then the resulting equation $2 F F^{\prime \prime}-3 F^{\prime 2}-4 F^{2}=0$ has the solution

$$
\begin{equation*}
F(\psi)=\frac{1}{\left(c_{1} \sin \psi+c_{2} \cos \psi\right)^{2}}, \quad c_{1}, c_{2}=\text { const. } \tag{22}
\end{equation*}
$$

It is not difficult to see that in the variables

$$
x_{1}=r\left(c_{1} \sin \psi+c_{2} \cos \psi\right), \quad x_{2}=r\left(c_{1} \cos \psi-c_{2} \sin \psi\right)
$$

system (19), (22) breaks up into two decoupled equations

$$
x_{1}^{\prime \prime}=\frac{2\left(c_{1}^{2}+c_{2}^{2}\right)}{x_{1}^{3}}, \quad x_{2}^{\prime \prime}=0
$$

If $C_{1}=0, C_{2}=1$ then (21) reduces to the equation $2 F F^{\prime \prime}-3 F^{\prime 2}-16 F^{2}=0$, which has the solution

$$
\begin{equation*}
F(\psi)=\frac{1}{\left(c_{1} \sin 2 \psi+c_{2} \cos 2 \psi\right)^{2}}, \quad c_{1}, c_{2}=\text { const. } \tag{23}
\end{equation*}
$$

In the variables

$$
y_{j}=r\left(K_{j} \cos \psi-c_{2} \sin \psi\right), \quad K_{j}=c_{1}+(-1)^{j} \sqrt{c_{1}^{2}+c_{2}^{2}}, \quad j=1,2, \quad c_{2} \neq 0
$$

system (19), (23) takes the form

$$
y_{1}^{\prime \prime}=\frac{2 K_{1}^{2}}{y_{1}^{3}}, \quad y_{2}^{\prime \prime}=\frac{2 K_{2}^{2}}{y_{2}^{3}} .
$$

When $c_{2}=0$, system (19), (23) breaks up into

$$
z_{1}^{\prime \prime}=\frac{1}{2 c_{1}^{2} z_{1}^{3}}, \quad z_{2}^{\prime \prime}=\frac{1}{2 c_{1}^{2} z_{2}^{3}}
$$

in the polar coordinates $z_{1}=r \cos \psi, z_{2}=r \sin \psi$.
In the general case a change of variables which reduces system (19) to a decoupled form can be found in two steps. The system (19) is first reduced to the system with the Lagrangian $L=\frac{1}{2}\left(\dot{z}_{1}^{2}+\dot{z}_{2}^{2}\right)-\left(z_{1}^{2}+z_{2}^{2}\right)^{-1} F\left(\arctan z_{2} / z_{1}\right)$ in the polar coordinates. And then one can use the remark of Section 3.3.

Note that potential (18) satisfies equality (21) only for the parameter values $\lambda=1$ and $\lambda=2$. This example and the previous one demonstrate that the integrability of a Hamiltonian system is not related directly to the separability of the corresponding system of Euler-Lagrange equations.

Example 3. The paper [30] deals with the generalized nonlinear Schrödinger equation

$$
\begin{equation*}
u_{t}-i a_{0} u_{x x}+a_{3} u_{x x x}-i N|u|^{2} u+a_{1}|u|^{2} u_{x}+a_{2} u\left(|u|^{2}\right)_{x}=0, \quad N, a_{j}=\text { const }, \quad a_{3} \neq 0 . \tag{24}
\end{equation*}
$$

As usual, its particular solution is sought in the form

$$
\begin{equation*}
u=r(\tau) \exp (\varphi(\tau)-k t), \quad \tau=x-v t, \quad k, v=\text { const. } \tag{25}
\end{equation*}
$$

Substituting (25) into (24) leads to the system of two third-order ODEs for $r(\tau), \varphi(\tau)$. Once integrated, for the functions $r(\tau), \phi(\tau)=\varphi^{\prime}(\tau)-a_{0} / 3 a_{3}$ it takes the form of two second-order ODEs

$$
\begin{align*}
& r r^{\prime \prime}-\frac{1}{2}\left(r^{\prime 2}+3 r^{2} \phi^{2}\right)+\left(\beta_{0}+\beta_{1}\right) r^{4}+\beta_{2} r^{2}+c=0, \quad c=\mathrm{const}, \\
& r \phi^{\prime \prime}+3 r^{\prime} \phi^{\prime}+3 r^{\prime \prime} \phi-r \phi^{3}+\left(4 \beta_{1} r^{3}+2 \beta_{2} r\right) \phi-\beta_{3} r^{3}-\beta_{4} r=0, \tag{26}
\end{align*}
$$

where

$$
\beta_{0}=\frac{a_{2}}{2 a_{3}}, \beta_{1}=\frac{a_{1}}{4 a_{3}}, \beta_{2}=\frac{a_{0}^{2}}{6 a_{3}^{2}}-\frac{v}{2 a_{3}}, \beta_{3}=\frac{N}{a_{3}}-\frac{a_{0} a_{1}}{3 a_{3}^{2}}, \beta_{4}=\frac{k}{a_{3}}+\frac{v a_{0}}{3 a_{3}^{2}}-\frac{2 a_{0}^{3}}{27 a_{3}^{3}} .
$$

When $\beta_{0}=0$, this is a system of Euler-Lagrange equations with Lagrangian

$$
L=\frac{3}{2} \phi r^{\prime 2}+r r^{\prime} \phi^{\prime}+\frac{1}{2} r^{2} \phi^{3}-\left(\beta_{1} r^{4}+\beta_{2} r^{2}+c\right) \phi+\frac{1}{4} \beta_{3} r^{4}+\frac{1}{2} \beta_{4} r^{2}
$$

having the invariants

$$
\begin{aligned}
& I_{1}=0, \quad I_{2}=0, \quad I_{3}=0, \quad I_{4}=\frac{3\left(r \phi^{\prime} F_{0}+\phi r^{\prime}\left(F_{2}-F_{0}\right)\right)}{2 \sqrt{-r^{2}} J_{0}^{5 / 4}}, \\
& I_{5}=-\frac{4 \phi \sqrt{-r^{2}} F_{2} \sqrt{J_{0}}}{r\left(15 \phi^{3}\left(5 F_{1}-2 F_{2}\right)-F_{0} F_{1}-F_{1}^{2}\right)}, \quad I_{6}=0, \quad I_{7}=0, \quad I_{8}=0, \quad I_{9}=0,
\end{aligned}
$$

where

$$
\begin{gathered}
J_{0}=\frac{3}{4} \phi\left(F_{1}-F_{0}\right), \quad F_{1}=30 \phi^{3}-20 \beta_{1} r^{2} \phi+7 \beta_{3} r^{2}+3 \beta_{4}-12 c \phi r^{-2}, \\
F_{0}=15 \phi^{3}-7 \beta_{3} r^{2}-3 \beta_{4}, \quad F_{2}=30 \phi^{3}-40 \beta_{1} r^{2} \phi+21 \beta_{3} r^{2}+3 \beta_{4} .
\end{gathered}
$$

The invariants of system (26) with $\beta_{0}=0$ satisfy the conditions listed in Section 3.3. It is readily verified that in the variables

$$
x_{1}=\sqrt{r}(1-r \phi), x_{2}=i \sqrt{r}(1+r \phi)
$$

$i^{2}=-1$, equations (25) assemble into a system with Lagrangian of the form (16). But note that in the variables $y_{1}=\sqrt{r}, y_{2}=r^{3 / 2} \phi$ the system has more simple (real) Lagrangian

$$
L=y_{1}^{\prime} y_{2}^{\prime}+\frac{1}{4} y_{2}^{3} y_{1}^{-5}-\frac{1}{2} y_{2}\left(\beta_{1} y_{1}^{5}+\beta_{2} y_{1}+c y_{1}^{-3}\right)+\frac{1}{8} \beta_{3} y_{1}^{8}+\frac{1}{4} \beta_{4} y_{1}^{4}
$$

The invariants $I_{4}, I_{5}$ of system (26) cannot be equal to zero. Hence, the system does not reduce to a decoupled system.

Example 4. The paper [31] studies the following two families of Hamiltonians $H_{1}, H_{2}$ and $K_{1}, K_{2}$ which define two-dimensional generalisations of the second Painléve transcendent ( $\kappa=$ const):

$$
\begin{aligned}
H_{1}= & P_{1}^{2}\left(Q_{2}-Q_{1}-t_{1}\right)+2 Q_{2} P_{1} P_{2}+P_{2}^{2}+2 P_{1}\left(Q_{1}^{2}-t_{1}^{2}+t_{2} Q_{2}\right)+2 P_{2}\left(Q_{1} Q_{2}+t_{1} Q_{2}+t_{2}\right) \\
& +2 \kappa Q_{1}, \\
H_{2}= & Q_{2} P_{1}^{2}+2 P_{1} P_{2}+2 P_{1}\left(Q_{1} Q_{2}+t_{1} Q_{2}+t_{2}\right)+2 P_{2}\left(Q_{2}^{2}-Q_{1}+t_{1}\right)+2 \kappa Q_{2}, \\
K_{1}= & \frac{1}{2}\left(q_{1}-q_{2}\right)^{-1}\left(p_{1}^{2}-p_{2}^{2}-p_{1}\left(2 q_{1}^{3}+2 \tau_{2} q_{1}+\tau_{1}\right)+p_{2}\left(2 q_{2}^{3}+2 \tau_{2} q_{2}+\tau_{1}\right)\right)-\kappa\left(q_{1}+q_{2}\right), \\
K_{2}= & \frac{1}{2}\left(q_{1}-q_{2}\right)^{-1}\left(q_{1} p_{2}^{2}-q_{2} p_{1}^{2}-p_{1}+p_{2}+q_{2} p_{1}\left(2 q_{1}^{3}+2 \tau_{2} q_{1}+\tau_{1}\right)\right. \\
& \left.-q_{1} p_{2}\left(2 q_{2}^{3}+2 \tau_{2} q_{2}+\tau_{1}\right)\right)+\kappa q_{1} q_{2} .
\end{aligned}
$$

Here, for $H_{1}, t_{1}$ is an independent variable and $t_{2}$ is a parameter. For $H_{2}, t_{1}$ is a parameter and $t_{2}$ is an independent variable. In a similar manner $\tau_{1}, \tau_{2}$ are thought of with respect to Hamiltonians $K_{1}, K_{2}$.

The Lagrangian

$$
\begin{aligned}
L_{2}= & \frac{1}{2} \dot{Q}_{1} \dot{Q}_{2}-\frac{1}{4} Q_{2} \dot{Q}_{2}^{2}+\left(\dot{Q}_{1}+Q_{2}^{3}-3 Q_{1} Q_{2}-t_{1} Q_{2}-2 t\right)\left(Q_{1}-Q_{2}^{2}-t_{1}\right) \\
& +\dot{Q}_{2}\left(Q_{2}^{3}-2 Q_{1} Q_{2}-t\right)-2 \kappa Q_{2}, \quad t=t_{2}
\end{aligned}
$$

corresponds to the Hamiltonian $H_{2}$. In this case the system of Euler-Lagrange equations

$$
\begin{align*}
& \ddot{Q}_{1}=\frac{1}{2} \dot{Q}_{2}^{2}+2\left(1-3 Q_{1}^{2}-Q_{2}^{4}+t_{1}^{2}\right)+4\left(3 Q_{1} Q_{2}^{2}+t_{1}\left(Q_{1}+Q_{2}^{2}\right)+t Q_{2}-\kappa\right) \\
& \ddot{Q}_{2}=4\left(2 Q_{2}^{3}-3 Q_{1} Q_{2}+t_{1} Q_{2}-t\right) \tag{27}
\end{align*}
$$

has the invariants

$$
\begin{align*}
& I_{1}=0, \quad I_{2}=0, \quad I_{3}=0, \quad I_{4}=\frac{2\left(5 Q_{2}^{2} \dot{Q}_{1}-\left(5 Q_{2}^{3}+t\right) \dot{Q}_{2}+Q_{2}\right)}{\sqrt{-6}\left(Q_{2} \Phi\right)^{5 / 4}} \\
& I_{5}=-\frac{5 Q_{2} \sqrt{-Q_{2}} \Phi^{1 / 2}}{10 Q_{2}^{3}+20 Q_{1} Q_{2}+4 t_{1} Q_{2}+2 t}, \quad I_{6}=0, \quad I_{7}=0, \quad I_{8}=0, \quad I_{9}=0 \tag{28}
\end{align*}
$$

where $\Phi=5 Q_{2}^{3}-2\left(5 Q_{1}+t_{1}\right) Q_{2}-2 t$.

It is readily seen that the necessary condition of reducibility to the standard form (16) is fulfilled. Indeed, in the variables $y_{1}=Q_{1}-Q_{2}^{2} / 4, y_{2}=Q_{2}$ system (27) reduces to a system with Lagrangian

$$
\tilde{L}_{2}=\dot{y}_{1} \dot{y}_{2}+t\left(3 y_{2}^{2}-4 y_{1}\right)-\frac{3}{8} y_{2}^{5}+\left(5 y_{1}+t_{1}\right) y_{2}^{3}+2\left(2 t_{1} y_{1}-3 y_{1}^{2}+1+t_{1}^{2}-2 \kappa\right) y_{2}
$$

and in the variables $x_{1}=Q_{1}-Q_{2}^{2} / 4+Q_{2}, x_{2}=i\left(Q_{1}-Q_{2}^{2} / 4-Q_{2}\right)$, where $i^{2}=-1$, it becomes a system with Lagrangian (16).

On using the invariants one can easily show that system (27) is equivalent to the system of Euler-Lagrange equations, which corresponds to the Hamiltonian $K_{1}$. This is the system with Lagrangian

$$
\begin{aligned}
\Lambda_{1}= & \frac{1}{2}\left(q_{1}-q_{2}\right)\left(\dot{q}_{1}^{2}-\dot{q}_{2}^{2}\right)+\frac{1}{2}\left(2 \dot{q}_{1}+q_{1}^{2}+q_{1} q_{2}+q_{2}^{2}+\tau_{2}\right)\left(q_{1}^{3}+\tau_{2} q_{1}+\tau / 2\right) \\
& +\frac{1}{2}\left(2 \dot{q}_{2}+q_{1}^{2}+q_{1} q_{2}+q_{2}^{2}+\tau_{2}\right)\left(q_{2}^{3}+\tau_{2} q_{2}+\tau / 2\right)+\kappa\left(q_{1}+q_{2}\right), \quad \tau=\tau_{1},
\end{aligned}
$$

having the invariants

$$
\begin{aligned}
& I_{1}=0, \quad I_{2}=0, \quad I_{3}=0, \quad I_{4}=\frac{2\left(10\left(q_{1}+q_{2}\right)^{2}\left(q_{1} \dot{q}_{1}+q_{2} \dot{q}_{2}\right)-\tau\left(\dot{q}_{1}+\dot{q}_{2}\right)+q_{1}+q_{2}\right)}{\sqrt{-6}\left(q_{1}+q_{2}\right)^{5 / 4} \phi^{5 / 4}} \\
& I_{5}=-\frac{5\left(q_{1}+q_{2}\right) \sqrt{-\left(q_{1}+q_{2}\right)} \phi^{1 / 2}}{10\left(q_{1}^{3}+5 q_{1}^{2} q_{2}+5 q_{1} q_{2}^{2}+q_{2}^{3}\right)-8 \tau_{2}\left(q_{1}+q_{2}\right)-\tau} \\
& I_{6}=0, \quad I_{7}=0, \quad I_{8}=0, \quad I_{9}=0, \quad \phi=5\left(q_{1}^{3}+q_{1}^{2} q_{2}+q_{1} q_{2}^{2}+q_{2}^{3}\right)+4 \tau_{2}\left(q_{1}+q_{2}\right)+\tau .
\end{aligned}
$$

It is not difficult to see that they coincide with invariants (28) of system (27) if

$$
\begin{array}{ll}
t=-\tau / 2, \quad Q_{1}=q_{1} q_{2}+c, \quad Q_{2}=q_{1}+q_{2}, & c=\text { const }, \\
\dot{Q}_{1}=-2\left(q_{2} \dot{q}_{1}+q_{1} \dot{q}_{2}\right), \quad \dot{Q}_{2}=-2\left(\dot{q}_{1}+\dot{q}_{2}\right), & t_{1}=-2 \tau_{2}-5 c . \tag{29}
\end{array}
$$

Substituting (29) into (27) shows that this transformation relates the corresponding systems of Euler-Lagrange equations with each other if and only if $c=-\tau_{2} / 2$.

Similarly one can consider the Lagrangian

$$
\begin{aligned}
L_{1}= & \frac{\dot{Q}_{2}^{2}}{4}-\frac{\left(Q_{2} \dot{Q}_{2}-\dot{Q}_{1}\right)^{2}}{4\left(Q_{1}+t\right)}+\left(\dot{Q}_{1}-Q_{1}^{2}-t_{2} Q_{2}+t^{2}\right)\left(Q_{1}-Q_{2}^{2}-t\right) \\
& +\left(\dot{Q}_{2}-Q_{1} Q_{2}-t Q_{2}-t_{2}\right)\left(Q_{2}^{3}-2 Q_{1} Q_{2}-t_{2}\right)-2 \kappa Q_{1}, \quad t=t_{1}
\end{aligned}
$$

corresponding to the Hamiltonian $H_{1}$, and the Lagrangian

$$
\begin{aligned}
\Lambda_{2}= & \frac{1}{2}\left(q_{1}-q_{2}\right)\left(\frac{\dot{q}_{2}^{2}}{q_{1}}-\frac{\dot{q}_{1}^{2}}{q_{2}}\right)-\kappa q_{1} q_{2} \\
& +\left(\dot{q}_{1}-\frac{1}{2} q_{1} q_{2}\left(q_{1}+q_{2}\right)-\frac{1}{4} q_{2}\left(q_{2}^{2}+\tau\right)+\frac{1}{8}\left(T_{2}+q_{1}^{-1}\right)\right)\left(q_{1}^{3}+\tau q_{1}+\frac{1}{2}\left(\tau_{1}-q_{2}^{-1}\right)\right) \\
& +\left(\dot{q}_{2}-\frac{1}{2} q_{1} q_{2}\left(q_{1}+q_{2}\right)-\frac{1}{4} q_{1}\left(q_{1}^{2}+\tau\right)+\frac{1}{8}\left(\tau_{1}+q_{2}^{-1}\right)\right)\left(q_{2}^{3}+\tau q_{2}+\frac{1}{2}\left(\tau_{1}-q_{1}^{-1}\right)\right),
\end{aligned}
$$

where $\tau=\tau_{2}$, corresponding to the Hamiltonian $K_{2}$. Their invariants are too cumbersome and so are not given here. But similarly to the case of Lagrangians $L_{2}$ and $\Lambda_{1}$, the systems of EulerLagrange equations with Lagrangians $L_{1}$ and $\Lambda_{2}$ are related to each other by transformation

$$
\begin{equation*}
t=\tau / 2, \quad Q_{1}=q_{1} q_{2}-\tau / 2, \quad Q_{2}=q_{1}+q_{2}, \quad t_{2}=-2 \tau_{1} . \tag{30}
\end{equation*}
$$

Comparing (29), (30) one readily sees that the relations

$$
t_{1}=\frac{\tau_{2}}{2}, \quad t_{2}=-\frac{\tau_{1}}{2}, \quad Q_{1}=q_{1} q_{2}-\frac{\tau_{2}}{2}, \quad Q_{2}=q_{1}+q_{2}
$$

define transformation which relate with each other the Euler-Lagrange equations corresponding to the Hamiltonians $H_{1}, H_{2}$ and $K_{2}, K_{1}$.

## 5. Conclusion

Integration of nonlinear equations proves to be a complicated problem. Applying invariants of a given class of equations allows one to reduce it to finding an equivalent equation with known solution or an equation being more simple for integration. The invariants may be effective also when we need to prove nonequivalence of two given equations or their irreducibility to a special form.

In the present paper a basis of invariants of Euler-Lagrange equations (1) is constructed when $n=2$ and the Lagrangian has quadratic dependence on velocities. With a number of examples it is shown how the invariants can either facilitate the integration of a given system or prove the inefficiency of some known method for constructing an analytical solution of the system. Note that the equivalence problem for the more general class of Euler-Lagrange equations with $n>2$ degrees of freedom remains open.
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## Appendix A. Proof of Theorem 1

To prove the statement of Theorem 1 we use Lie's infinitesimal method [6, Chapter 7]. In the calculations presented here, we used the symbolic package Maple for some tedious computations and checking the results obtained. The invariants of system (6), (7) are found from the condition of their invariance under the infinitesimal operator

$$
\begin{equation*}
X=\xi_{0}(t, x) \partial_{t}+\xi_{1}(t, x) \partial_{x_{1}}+\xi_{2}(t, x) \partial_{x_{2}}+\eta\left(t, x, p, L, L_{t}, L_{x}, L_{p}, L_{t t}, \ldots, L_{p p}\right) \partial_{L} \tag{A.1}
\end{equation*}
$$

corresponding to the group $E$ of equivalence transformations of system (6), (7). When extended to the derivatives $p_{j}=\dot{x}_{j}, \ddot{x}_{j}$ and to the derivatives of $L$ with respect to $t, x=\left(x_{1}, x_{2}\right), p=$ ( $p_{1}, p_{2}$ ), operator (A.1) should leave invariant the system (6), (7). If we set $\left(z_{0}, z_{1}, z_{2}, z_{3}, z_{4}\right)=$ $\left(t, x_{1}, x_{2}, p_{1}, p_{2}\right)$, then the coordinates $\xi_{3}, \xi_{4}, \xi_{5}, \xi_{6}$ of extended operator (A.1)

$$
X=\eta \partial_{L}+\sum_{j=0}^{4}\left(\xi_{j} \partial_{z_{j}}+\eta_{j} \partial_{L_{z_{j}}}+\sum_{k=0}^{j}\left(\eta_{j k} \partial_{L_{L_{j z k}}}+\sum_{l=0}^{k} \eta_{j k l} \partial_{L_{z_{j j k} z_{l}}}\right)\right)+\xi_{5} \partial_{\ddot{x}_{1}}+\xi_{6} \partial_{\ddot{x}_{2}}
$$

are calculated by the standard prolongation formulas [6]

$$
\xi_{3}=\frac{d}{d t} \xi_{1}-p_{1} \frac{d}{d t} \xi_{0}, \quad \xi_{4}=\frac{d}{d t} \xi_{2}-p_{2} \frac{d}{d t} \xi_{0}, \quad \xi_{5}=\frac{d}{d t} \xi_{3}-\ddot{x}_{1} \frac{d}{d t} \xi_{0}, \quad \xi_{6}=\frac{d}{d t} \xi_{4}-\ddot{x}_{2} \frac{d}{d t} \xi_{0} .
$$

In order to calculate the coordinates $\eta_{j}, \eta_{j k}, \eta_{j k l}$ we regard $L$ as dependent variable and $z_{0}, \ldots, z_{4}$ as independent ones, thus obtaining

$$
\begin{align*}
& \eta_{j}=D_{z_{j}} \eta-\sum_{i=0}^{4} L_{z_{i}} D_{z_{j}} \xi_{i}, \quad \eta_{j k}=D_{z_{k}} \eta_{j}-\sum_{i=0}^{4} L_{z_{j z i}} D_{z_{k}} \xi_{i}, \\
& \eta_{j k l}=D_{z_{l}} \eta_{j k}-\sum_{i=0}^{4} L_{z_{j} z_{k i} z_{i}} D_{z_{l}} \xi_{i}, \quad j, k, l=0, \ldots, 4 . \tag{A.2}
\end{align*}
$$

Action of $X$ on system (6), (7) and substitution of $\ddot{x}_{1}, \ddot{x}_{2}, L_{p_{1} p_{1} p_{1}}, \ldots, L_{p_{2} p_{2} p_{2}}$ by virtue of this system provide six determining equations. On equating the coefficients of the same powers of the third and fourth-order derivatives of $L$ in these equations one obtains the conditions

$$
\eta_{L_{z_{i}}}=0, \quad \eta_{L_{i z j}}=0, \quad i, j=0, \ldots, 4
$$

i.e. $\eta=\eta(t, x, p, L)$. Then equating the coefficients of the same powers of the first- and secondorder derivatives of $L$ yields the conditions

$$
\xi_{0 x_{i}}=0, \quad \eta_{L L}=0, \quad \eta_{p_{i} L}=0, \quad \eta_{p_{i} p_{j}}=0, \quad i, j=1,2
$$

Substituting $\xi_{0}=\tau(t), \eta=F_{0}(t, x)+p_{1} F_{1}(t, x)+p_{2} F_{2}(t, x)+L F_{3}(t, x)$ into the determining equations and equating the coefficients of $p_{j}, L, L_{p_{j}}, j=1,2$, one immediately obtains

$$
F_{0 x_{j}}-F_{j t}=0, \quad F_{1 x_{2}}-F_{2 x_{1}}=0, \quad F_{3 x_{j}}=0, \quad F_{3 t}+\tau_{t t}=0, \quad j=1,2
$$

Therefore, with a function $\zeta=\zeta\left(t, x_{1}, x_{2}\right)$ and a constant $c$, the operator of the equivalence transformation group of system (6), (7) is given by

$$
\begin{align*}
X=\tau(t) \partial_{t}+\sum_{j=1}^{2}\left(\xi_{j}\left(t, x_{1}, x_{2}\right) \partial_{x_{j}}+\right. & \left.\left(\xi_{j t}+p_{j}\left(\xi_{j x_{j}}-\tau_{t}\right)+p_{3-j} \xi_{j x_{3-j}}\right) \partial_{p_{j}}\right) \\
& +\left(\zeta_{t}+p_{1} \zeta_{x_{1}}+p_{2} \zeta_{x_{2}}-L\left(\tau_{t}+c\right)\right) \partial_{L} . \tag{A.3}
\end{align*}
$$

An arbitrary element $L$ of system (6), (7) and its invariant (5) do not depend on variables $\ddot{x}_{1}, \ddot{x}_{2}$. So, here one needs merely an extension of operator $X$ to the velocities $p_{j}=\dot{x}_{j}$. The function $\zeta$ and constant $c$ in operator (A.3) result from the known fact that the multiplication of the Lagrangian by a non-zero constant and the addition of the total derivative of a function of $t, x$ to $L$ do not alter the corresponding system of Euler-Lagrange equations.

The fifth-order invariants of system (6), (7), which depend on 191 variables

$$
\begin{align*}
& t, x, p, L, L_{t}, L_{x}, L_{p}, L_{t t}, L_{t x}, L_{x x}, L_{t p}, L_{x p}, L_{p p} \\
& L_{t t t}, \ldots, L_{x p p}, L_{t t t t}, \ldots, L_{x x p p}, L_{t t t t}, \ldots, L_{x x x p p} \tag{A.4}
\end{align*}
$$

are found from the invariance condition $\tilde{X} I=0$. We assume that all derivatives $L_{p p p}$ are equal to zero, so the collection (A.4) does not include the derivatives $L_{p p p}, L_{t p p p}, L_{x p p p}, L_{p p p p}$, $L_{\text {ttppp }}, \ldots, L_{p p p p p}$. (Hereinafter we use the notation $L_{p p p}$ for all third-order derivatives of $L$ with
respect to $p_{1}, p_{2}, L_{p p p p}$ for those of the fourth-order, and so on). Write $\tilde{X}$ for a fifth-order extension of operator (A.3)

with coordinates calculated by formulas (A.2) and

$$
\begin{equation*}
\eta_{j k l m}=D_{z_{m}} \eta_{j k l}-\sum_{i=0}^{4} L_{z_{j} z k l z_{i}} D_{z_{m}} \xi_{i}, \quad \eta_{j k l m n}=D_{z_{n}} \eta_{j k l m}-\sum_{i=0}^{4} L_{z_{j} z k l \mid m z_{i}} D_{z_{n}} \xi_{i}, \tag{A.5}
\end{equation*}
$$

$j, k, l, m, n=0, \ldots, 4$. From (A.2), (A.3), (A.5) it is not difficult to see that the operator $\tilde{X}$ depends linearly on arbitrary functions $\zeta, \xi_{1}, \xi_{2}, \tau$ and their derivatives up to the sixth order. On the other hand, an invariant $I$ depends neither on these functions nor on their derivatives. Hence, according to the theory of invariants of infinite transformation groups [6], the relation $\tilde{X} I=0$ should be split by these functions and their derivatives. This gives rise to a homogeneous system of linear first-order partial differential equations

$$
\begin{equation*}
X_{0}(c) I=0, \quad X_{1}\left(\xi_{1}\right) I=0, \quad \ldots, \quad X_{258}\left(\partial^{6} \tau / \partial t^{6}\right) I=0 \tag{A.6}
\end{equation*}
$$

where every operator $X_{i}$ is the coefficient of some derivative in $\tilde{X}$ (which is displayed in the parentheses). The functionally independent solutions of system (A.6) provide all independent differential invariants of system (6), (7) up to the fifth order.

The solution of system (A.6) is found in several steps. First we consider the subsystem of equations (A.6) with three operators $X_{1}\left(\xi_{1}\right)=\partial_{x_{1}}, X_{2}\left(\xi_{2}\right)=\partial_{x_{2}}, X_{3}(\tau)=\partial_{t}$ and 85 operators

$$
\begin{align*}
& X_{174}\left(\partial^{6} \zeta / \partial t^{6}\right)=\partial_{L_{t u t t}}, \quad X_{174+j}\left(\partial^{6} \zeta / \partial t^{5} \partial x_{j}\right)=\partial_{L_{t u t} x_{j}}+p_{j} \partial_{L_{t u t t}}, \ldots, \\
& X_{195}\left(\partial^{6} \zeta / \partial x_{1}^{6}\right)=p_{1} \partial_{L_{x_{1} x_{1} x_{1} x_{1} x_{1}}}, \ldots, X_{201}\left(\partial^{6} \zeta / \partial x_{2}^{6}\right)=p_{2} \partial_{L_{x_{2} x_{2} x_{2} x_{2} x_{2}}}, \ldots \\
& X_{201+j}\left(\partial^{6} \xi_{j} / \partial t^{6}\right)=-L_{p_{j}} \partial_{L_{t u t t}}, \ldots, X_{258}\left(\partial^{6} \tau / \partial t^{6}\right)=\left(p_{1} L_{p_{1}}+p_{2} L_{p_{2}}-L\right) \partial_{L_{t u t}}, \tag{A.7}
\end{align*}
$$

$j=1,2$, being the coefficients of the sixth-order derivatives of $\zeta, \xi_{1}, \xi_{2}, \tau$ in $\tilde{X}$ and acting on 21 variables $L_{t t t t}, L_{\text {ttttx }}, \ldots, L_{x x x x x}$. Only 21 of these operators are independent and the remaining 64 operators are represented as their linear combinations. In the space of variables (A.4) the subsystem of equations (A.6) with operators $X_{1}, X_{2}, X_{3}$ and (A.7) has 167 functionally independent solutions

$$
\begin{aligned}
& p, L, L_{t}, L_{x}, L_{p}, L_{t t}, \ldots, L_{p p}, L_{t t t}, \ldots, L_{x p p} \\
& L_{t t t t}, \ldots, L_{x x p p}, L_{t t t p}, \ldots, L_{x x x x p}, L_{t t t p p}, \ldots, L_{x x x p p}
\end{aligned}
$$

In these variables the next 64 operators in system (A.6) (the coefficients of the fifth-order derivatives of $\zeta, \xi_{1}, \xi_{2}, \tau$ in $\tilde{X}$ ) become

$$
\begin{aligned}
& X_{110}\left(\partial^{5} \zeta / \partial t^{5}\right)=\partial_{L_{t t t}}, \quad X_{110+j}\left(\partial^{5} \zeta / \partial t^{4} \partial x_{j}\right)=\partial_{L_{t t t x_{j}}}+p_{j} \partial_{L_{t t t}}+\partial_{L_{t t t p_{j}}}, \ldots, \\
& X_{130+j}\left(\partial^{5} \xi_{j} / \partial t^{5}\right)=-L_{p_{j}} \partial_{L_{t t t}}-L_{p_{1} p_{j}} \partial_{L_{t t t p_{1}}}-L_{p_{j} p_{2}} \partial_{L_{t t t p_{2}}}, \ldots, \\
& X_{173}\left(\partial^{5} \tau / \partial t^{5}\right)=-L \partial_{L_{t t t}}+\sum_{i=1}^{2} p_{i}\left(L_{p_{i}} \partial_{L_{t t t}}+L_{p_{1} p_{i}} \partial_{L_{t t t p_{1}}}+L_{p_{i} p_{2}} \partial_{L_{t t t p_{2}}}\right), \quad j=1,2,
\end{aligned}
$$

acting on 45 variables $L_{t t t t}, L_{t t t x}, \ldots, L_{x x x x}, L_{\text {ttttp }}, \ldots, L_{x x x x p}$. Note that 19 of these operators are linear functions of the remaining 45 operators and the subsystem of the corresponding 64 equations (A.6) has 122 independent solutions

$$
\begin{aligned}
& p, L, L_{t}, L_{x}, L_{p}, L_{t t}, \ldots, L_{p p}, L_{t t t}, \ldots, L_{x p p} \\
& L_{t t t p}, \ldots, L_{x x x p}, L_{t t p p}, L_{t x p p}, L_{x x p p}, L_{t t t p p}, \ldots, L_{x x x p p} .
\end{aligned}
$$

Further we consider the subsystem of 46 equations (A.6) with operators

$$
\begin{aligned}
& X_{64}\left(\partial^{4} \zeta / \partial t^{4}\right)=\partial_{L_{t t t}}, \quad X_{64+j}\left(\partial^{4} \zeta / \partial t^{3} \partial x_{j}\right)=\partial_{L_{t t x_{j}}}+p_{j} \partial_{L_{t t t}}+\partial_{L_{t t p_{j}}}, \quad \ldots, \\
& X_{79+j}\left(\partial^{4} \xi_{j} / \partial t^{4}\right)=-L_{p_{j}} \partial_{L_{t t t}}-L_{p_{1} p_{j}} \partial_{L_{t t p_{1}}}-L_{p_{j} p_{2}} \partial_{L_{t t p_{2}}}, \quad \ldots, \quad j=1,2, \\
& X_{109}\left(\partial^{4} \tau / \partial t^{4}\right)=-L \partial_{L_{t t t}}-\sum_{i=1}^{2} p_{i} X_{79+i}+L_{p_{1} p_{1}} \partial_{L_{t t p_{1} p_{1}}}+L_{p_{1} p_{2}} \partial_{L_{t t p_{1} p_{2}}}+L_{p_{2} p_{2}} \partial_{L_{t t p_{2} p_{2}}},
\end{aligned}
$$

acting on 60 variables $L_{t t t}, \ldots, L_{x x x}, L_{t t t p}, \ldots, L_{x x x p}, L_{t t t p p}, \ldots, L_{x x x p p}$. As 76 independent solutions of this subsystem we can take

$$
\begin{aligned}
& p, L, L_{t}, L_{x}, L_{p}, L_{t t}, \ldots, L_{p p}, L_{t t p}, L_{t x p}, L_{x x p}, L_{t p p}, L_{x p p}, L_{t t p p}, L_{t x p p}, L_{x x p p}, \\
& B_{i}, A_{i}, \Gamma_{0}, \Gamma_{1}, \Gamma_{2}, \Gamma_{3}, \varepsilon_{i j}, \epsilon_{i}=D_{i} J_{3}-J_{3} j_{0}^{-1} D_{i} j_{0}, \quad i, j=1,2,
\end{aligned}
$$

where the variables $B_{i}, A_{i}, \Gamma_{0}, \Gamma_{1}, \Gamma_{2}, \Gamma_{3}, \varepsilon_{i j}$ are defined by formulas (13). For the sake of symmetry one can add here a variable $B_{0}$ which is related to $B_{1}, B_{2}$ by the equality $L_{p_{2} p_{2}} B_{0}$ $2 L_{p_{1} p_{2}} B_{1}+L_{p_{1} p_{1}} B_{2}=0$.

In these variables the subsystem of 31 equations (A.6) with operators

$$
\begin{aligned}
& X_{33}\left(\partial^{3} \zeta / \partial t^{3}\right)=\partial_{L_{t}}, \quad X_{33+j}\left(\partial^{3} \zeta / \partial t^{2} \partial x_{j}\right)=\partial_{L_{x_{j}}}+p_{j} \partial_{L_{t t}}+\partial_{L_{t p_{j}}}, \quad \ldots, \\
& X_{42+j}\left(\partial^{3} \xi_{j} / \partial t^{3}\right)=-L_{p_{j}} \partial_{L_{t t}}-L_{p_{1} p_{j}} \partial_{L_{t p_{1}}}-L_{p_{j} p_{2}} \partial_{L_{t p_{2}}}, \quad \ldots, \quad j=1,2, \\
& X_{63}\left(\partial^{3} \tau / \partial t^{3}\right)=-L \partial_{L_{t t}}-\sum_{i=1}^{2} p_{i} X_{42+i}+L_{p_{1} p_{1}} \partial_{L_{t p_{1} p_{1}}}+L_{p_{1} p_{2}} \partial_{L_{t p_{1} p_{2}}}+L_{p_{2} p_{2}} \partial_{L_{t p_{2} p_{2}}},
\end{aligned}
$$

has 45 functionally independent solutions

$$
\begin{align*}
& p, L, L_{t}, L_{x}, L_{p}, L_{t p}, L_{x p}, L_{p p}, L_{t p p}, L_{x p p} \\
& b_{i}, a_{i}, J_{3}, B_{i}, A_{i}, \Gamma_{0}, \Gamma_{1}, \Gamma_{2}, \Gamma_{3}, \varepsilon_{i j}, \epsilon_{i}, \quad i, j=1,2, \tag{A.8}
\end{align*}
$$

where $b_{i}, a_{i}, J_{3}$ are defined by (11), (12). It is also convenient to add a variable $b_{0}$ satisfying $L_{p_{2} p_{2}} b_{0}-2 L_{p_{1} p_{2}} b_{1}+L_{p_{1} p_{1}} b_{2}=0$.

The next 18 operators of system (A.6) act on first 26 variables (A.8) only. These are

$$
\begin{align*}
& X_{14}\left(\zeta_{t t}\right)=\partial_{L_{t}}, \quad X_{14+j}\left(\zeta_{t x_{j}}\right)=\partial_{L_{x_{j}}}+p_{j} \partial_{L_{t}}+\partial_{L_{p_{j}}}, \quad X_{17}\left(\zeta_{x_{1} x_{1}}\right)=p_{1} \partial_{L_{x_{1}}}+\partial_{L_{x_{1} p_{1}}}, \\
& X_{18}\left(\zeta_{x_{1} x_{2}}\right)=p_{1} \partial_{L_{x_{2}}}+p_{2} \partial_{L_{x_{1}}}+\partial_{L_{x_{2} p_{1}}}+\partial_{L_{x_{1} p_{2}}}, \quad X_{19}\left(\zeta_{x_{2} x_{2}}\right)=p_{2} \partial_{L_{x_{2}}}+\partial_{L_{x_{2} p_{2}}}, \\
& X_{19+j}\left(\xi_{j t t}\right)=-L_{p_{j}} \partial_{L_{t}}-L_{p_{1} p_{j}} \partial_{L_{t p_{1}}}-L_{p_{j} p_{2}} \partial_{L_{t p_{2}}}, \\
& X_{21+j}\left(\xi_{j t x_{1}}\right)=p_{1} X_{20}+L_{p_{j}}\left(p_{1} X_{14}-X_{15}\right)-L_{p_{1} p_{j}}\left(\partial_{L_{x_{1} p_{1}}}+2 \partial_{L_{p_{1} p_{1}}}\right)-L_{p_{j} p_{2}}\left(\partial_{L_{x_{1} p_{2}}}+\partial_{L_{t_{p} p_{2}}}\right), \\
& X_{23+j}\left(\xi_{j t x_{2}}\right)=p_{2} X_{21}+L_{p_{j}}\left(p_{2} X_{14}-X_{16}\right)-L_{p_{1} p_{j}}\left(\partial_{L_{x_{2} p_{1}}}+\partial_{L_{t_{1} p_{2}}}\right)-L_{p_{j} p_{2}}\left(\partial_{L_{x_{2} p_{2}}}+2 \partial_{L_{t_{p} p_{2}}}\right), \\
& X_{25+j}\left(\xi_{j x_{1} x_{1}}\right)=-L_{p_{j}} X_{17}-L_{p_{1} p_{j}}\left(p_{1} \partial_{L_{x_{1} p_{1}}}+2 \partial_{L_{x_{1} p_{1} p_{1}}}\right)-L_{p_{j} p_{2}}\left(p_{1} \partial_{L_{x_{1} p_{2}}}+\partial_{L_{x_{1} p_{1} p_{2}}}\right), \\
& X_{27+j}\left(\xi_{j x_{1} x_{2}}\right)=-L_{p_{j}} X_{18}-\sum_{i=1}^{2} L_{p_{i} p_{j}}\left(p_{2} \partial_{L_{x_{1} p_{i}}}+p_{1} \partial_{L_{x_{2} p_{i}}}+\partial_{L_{x_{i} p_{1} p_{2}}}+2 \partial_{L_{x_{3}-j p_{i} p_{i}}}\right), \\
& X_{29+j}\left(\xi_{j x_{2} x_{2}}\right)=-L_{p_{j}} X_{19}-L_{p_{1} p_{j}}\left(p_{2} \partial_{L_{x_{2} p_{1}}}+\partial_{L_{x_{2} p_{1} p_{2}}}\right)-L_{p_{j} p_{2}}\left(p_{2} \partial_{L_{x_{2} p_{2}}}+2 \partial_{L_{x_{2} p_{2} p_{2}}}\right), \tag{A.9}
\end{align*}
$$

$j=1,2$, having 27 independent invariants

$$
\begin{equation*}
p, L, L_{p}, L_{p p}, b_{i}, a_{i}, J_{3}, B_{i}, A_{i}, \Gamma_{0}, \Gamma_{1}, \Gamma_{2}, \Gamma_{3}, \varepsilon_{i j}, \epsilon_{i}, \quad i, j=1,2 . \tag{A.10}
\end{equation*}
$$

In these variables (where we add $B_{0}$ and $b_{0}$ for symmetry), the remaining 12 operators of system (A.6) look like

$$
\begin{align*}
& X_{32}\left(\tau_{t t}\right)=-2\left(b_{0} \partial_{B_{0}}+b_{1} \partial_{B_{1}}+b_{2} \partial_{B_{2}}\right)-\frac{1}{2}\left(a_{1} \partial_{A_{1}}+a_{2} \partial_{A_{2}}\right)+\frac{1}{2} J_{3}\left(\partial_{\varepsilon_{12}}-\partial_{\varepsilon_{21}}\right), \\
& X_{4}\left(\zeta_{t}\right)=\partial_{L}, \quad X_{5}\left(\zeta_{x_{1}}\right)=\partial_{L_{p_{1}}}+p_{1} \partial_{L}, \quad X_{6}\left(\zeta_{x_{2}}\right)=\partial_{L_{p_{2}}}+p_{2} \partial_{L}, \\
& X_{7}\left(\xi_{1 t}\right)=\partial_{p_{1}}, \quad X_{8}\left(\xi_{2 t}\right)=\partial_{p_{2}}, \\
& X_{9}\left(\xi_{1 x_{1}}\right)=p_{1} \partial_{p_{1}}-L_{p_{1}} \partial_{L_{p_{1}}}-2 L_{p_{1} p_{1}} \partial_{L_{p_{1} p_{1}}}-L_{p_{1} p_{2}} \partial_{L_{p_{1} p_{2}}}-b_{0} \partial_{b_{0}}+b_{2} \partial_{b_{2}}-2 a_{1} \partial_{a_{1}} \\
& -a_{2} \partial_{a_{2}}-2 J_{3} \partial_{J_{3}}-B_{0} \partial_{B_{0}}+B_{2} \partial_{B_{2}}-2 A_{1} \partial_{A_{1}}-A_{2} \partial_{A_{2}}-3 \Gamma_{0} \partial_{\Gamma_{0}}-2 \Gamma_{1} \partial_{\Gamma_{1}} \\
& -\Gamma_{2} \partial_{\Gamma_{2}}-3 \varepsilon_{11} \partial_{\varepsilon_{11}}-2 \varepsilon_{12} \partial_{\varepsilon_{12}}-2 \varepsilon_{21} \partial_{\varepsilon_{21}}-\varepsilon_{22} \partial_{\varepsilon_{22}}-3 \epsilon_{1} \partial_{\epsilon_{1}}-2 \epsilon_{2} \partial_{\epsilon_{2}} \text {, } \\
& X_{10}\left(\xi_{2 x_{1}}\right)=p_{1} \partial_{p_{2}}-L_{p_{2}} \partial_{L_{p_{1}}}-2 L_{p_{1} p_{2}} \partial_{L_{p_{1} p_{1}}}-L_{p_{2} p_{2}} \partial_{L_{p_{1} p_{2}}}-2 b_{1} \partial_{b_{0}}-b_{2} \partial_{b_{1}} \\
& -a_{2} \partial_{a_{1}}-2 B_{1} \partial_{B_{0}}-B_{2} \partial_{B_{1}}-A_{2} \partial_{A_{1}}-3 \Gamma_{1} \partial_{\Gamma_{0}}-2 \Gamma_{2} \partial_{\Gamma_{1}}-\Gamma_{3} \partial_{\Gamma_{2}} \\
& -\left(\varepsilon_{12}+\varepsilon_{21}\right) \partial_{\varepsilon_{11}}-\varepsilon_{22}\left(\partial_{\varepsilon_{12}}+\partial_{\varepsilon_{21}}\right)-\epsilon_{2} \partial_{\epsilon_{1}}, \\
& X_{11}\left(\xi_{1 x_{2}}\right)=p_{2} \partial_{p_{1}}-L_{p_{1}} \partial_{L_{p_{2}}}-L_{p_{1} p_{1}} \partial_{L_{p_{1} p_{2}}}-2 L_{p_{1} p_{2}} \partial_{L_{p_{2} p_{2}}}-b_{0} \partial_{b_{1}}-2 b_{1} \partial_{b_{2}} \\
& -a_{1} \partial_{a_{2}}-B_{0} \partial_{B_{1}}-2 B_{1} \partial_{B_{2}}-A_{1} \partial_{A_{2}}-\Gamma_{0} \partial_{\Gamma_{1}}-2 \Gamma_{1} \partial_{\Gamma_{2}}-3 \Gamma_{2} \partial_{\Gamma_{3}} \\
& -\varepsilon_{11}\left(\partial_{\varepsilon_{12}}+\partial_{\varepsilon_{21}}\right)-\left(\varepsilon_{12}+\varepsilon_{21}\right) \partial_{\varepsilon_{22}}-\epsilon_{1} \partial_{\epsilon_{2}}, \\
& X_{12}\left(\xi_{2 x_{2}}\right)=p_{2} \partial_{p_{2}}-L_{p_{2}} \partial_{L_{p_{2}}}-L_{p_{1} p_{2}} \partial_{L_{p_{1} p_{2}}}-2 L_{p_{2} p_{2}} \partial_{L_{p_{2} p_{2}}}+b_{0} \partial_{b_{0}}-b_{2} \partial_{b_{2}}-a_{1} \partial_{a_{1}} \\
& -2 a_{2} \partial_{a_{2}}-2 J_{3} \partial_{J_{3}}+B_{0} \partial_{B_{0}}-B_{2} \partial_{B_{2}}-A_{1} \partial_{A_{1}}-2 A_{2} \partial_{A_{2}}-\Gamma_{1} \partial_{\Gamma_{1}}-2 \Gamma_{2} \partial_{\Gamma_{2}} \\
& -3 \Gamma_{3} \partial_{\Gamma_{3}}-\varepsilon_{11} \partial_{\varepsilon_{11}}-2 \varepsilon_{12} \partial_{\varepsilon_{12}}-2 \varepsilon_{21} \partial_{\varepsilon_{21}}-3 \varepsilon_{22} \partial_{\varepsilon_{22}}-2 \epsilon_{1} \partial_{\epsilon_{1}}-3 \epsilon_{2} \partial_{\epsilon_{2}} \text {, } \\
& X_{13}\left(\tau_{t}\right)=-L \partial_{L}+L_{p_{1} p_{1}} \partial_{L_{p_{1} p_{1}}}+L_{p_{1} p_{2}} \partial_{L_{p_{1} p_{2}}}+L_{p_{2} p_{2}} \partial_{L_{p_{2} p_{2}}}+J_{3} \partial_{J_{3}} \\
& +\sum_{i=1}^{2}\left(-p_{i} \partial_{p_{i}}-2 b_{i} \partial_{b_{i}}-3 B_{i} \partial_{B_{i}}-A_{i} \partial_{A_{i}}+\epsilon_{i} \partial_{\epsilon_{i}}+\sum_{j=1}^{2} \Gamma_{2 i+j-3} \partial_{\Gamma_{2 i+j-3}}\right), \\
& X_{0}(c)=-L \partial_{L}-L_{p_{1} p_{1}} \partial_{L_{p_{1} p_{1}}}-L_{p_{1} p_{2}} \partial_{L_{p_{1} p_{2}}}-L_{p_{2} p_{2}} \partial_{L_{p_{2} p_{2}}}-J_{3} \partial_{J_{3}} \\
& -\sum_{i=1}^{2}\left(L_{p_{i}} \partial_{L_{p_{i}}}+a_{i} \partial_{a_{i}}+A_{i} \partial_{A_{i}}+\epsilon_{i} \partial_{\epsilon_{i}}+\sum_{j=1}^{2}\left(\Gamma_{2 i+j-3} \partial_{\Gamma_{2 i+j-3}}+\varepsilon_{i j} \partial_{\varepsilon_{i j}}\right)\right) . \tag{A.11}
\end{align*}
$$

The subsystem of nine equations $X_{i} I=0,\left(X_{9}-X_{12}\right) I=0, i=4, \ldots, 8,10,11,32$, has 18 functionally independent solutions (11) and

$$
\begin{align*}
& J_{10}=a_{2} A_{1}-a_{1} A_{2}, \quad J_{11}=a_{2}^{2} E_{0}-2 a_{1} a_{2} E_{1}+a_{1}^{2} E_{2}, \\
& J_{12}=a_{2} \epsilon_{1}-a_{1} \epsilon_{2}, \quad J_{13}=\left(L_{p_{2} p_{2}} a_{1}-L_{p_{1} p_{2}} a_{2}\right) \epsilon_{1}+\left(L_{p_{1} p_{1}} a_{2}-L_{p_{1} p_{2}} a_{1}\right) \epsilon_{2}, \\
& J_{14}=\left(L_{p_{2} p_{2}} a_{1}-L_{p_{1} p_{2}} a_{2}\right) A_{1}+\left(L_{p_{1} p_{1}} a_{2}-L_{p_{1} p_{2}} a_{1}\right) A_{2}+\frac{J_{1}}{8 J_{0}}\left(b_{2} B_{0}-2 b_{1} B_{1}+b_{0} B_{2}\right), \\
& J_{15}=\varepsilon_{21}-\varepsilon_{12}+\frac{J_{3}}{4 J_{0}}\left(b_{2} B_{0}-2 b_{1} B_{1}+b_{0} B_{2}\right) . \tag{A.12}
\end{align*}
$$

In these variables, the remaining three operators (A.11) take the form

$$
X_{9}+X_{12}=-4 j_{0} \partial_{j_{0}}-6 I_{0} \partial_{I_{0}}-8 J_{1} \partial_{J_{1}}-6 J_{2} \partial_{J_{2}}-4 J_{3} \partial_{J_{3}}-2 J_{4} \partial_{J_{4}}-8 J_{5} \partial_{J_{5}}
$$

$$
\begin{aligned}
& -6 J_{6} \partial_{J_{6}}-4 J_{7} \partial_{J_{7}}-8 J_{8} \partial_{J_{8}}-8 J_{9} \partial_{J_{9}}-6 J_{10} \partial_{J_{10}}-10 J_{11} \partial_{J_{11}}-8 J_{12} \partial_{J_{12}} \\
& -10 J_{13} \partial_{J_{13}}-8 J_{14} \partial_{J_{14}}-4 J_{15} \partial_{J_{15}}, \\
X_{13}= & 2 j_{0} \partial_{j_{0}}-4 J_{0} \partial_{J_{0}}-4 I_{0} \partial_{I_{0}}+J_{1} \partial_{J_{1}}-2 J_{2} \partial_{J_{2}}+J_{3} \partial_{J_{3}}-4 J_{4} \partial_{J_{4}}-J_{5} \partial_{J_{5}}+J_{6} \partial_{J_{6}} \\
& -2 J_{7} \partial_{J_{7}}-2 J_{8} \partial_{J_{8}}-2 J_{9} \partial_{J_{9}}-J_{10} \partial_{J_{10}}+J_{12} \partial_{J_{12}}+2 J_{13} \partial_{J_{13}}, \\
X_{0}= & -2 j_{0} \partial_{j_{0}}-2 I_{0} \partial_{I_{0}}-3 J_{1} \partial_{J_{1}}-2 J_{2} \partial_{J_{2}}-J_{3} \partial_{J_{3}}-J_{4} \partial_{J_{4}}-3 J_{5} \partial_{J_{5}}-2 J_{6} \partial_{J_{6}}-J_{7} \partial_{J_{7}} \\
& -3 J_{8} \partial_{J_{8}}-3 J_{9} \partial_{J_{9}}-2 J_{10} \partial_{J_{10}}-3 J_{11} \partial_{J_{11}}-2 J_{12} \partial_{J_{12}}-3 J_{13} \partial_{J_{13}}-3 J_{14} \partial_{J_{14}}-J_{15} \partial_{J_{15}} .
\end{aligned}
$$

Operators $X_{9}+X_{12}$ and $X_{13}$ have 16 independent invariants

$$
\begin{align*}
& i_{0}=\frac{I_{0}}{j_{0}^{3 / 2} J_{0}^{7 / 4}}, \quad i_{1}=\frac{J_{1}}{j_{0}^{2} J_{0}^{3 / 4}}, \quad i_{2}=\frac{J_{2}}{j_{0}^{3 / 2} J_{0}^{5 / 4}}, \quad i_{3}=\frac{J_{3}}{j_{0} J_{0}^{1 / 4}}, \quad i_{4}=\frac{J_{4}}{j_{0}^{1 / 2} J_{0}^{5 / 4}}, \\
& i_{5}=\frac{J_{5}}{j_{0}^{2} J_{0}^{5 / 4}}, \quad i_{6}=\frac{J_{6}}{j_{0}^{3 / 2} J_{0}^{1 / 2}}, \quad i_{7}=\frac{J_{7}}{j_{0} J_{0}}, \quad i_{8}=\frac{J_{8}}{j_{0}^{2} J_{0}^{3 / 2}}, \quad i_{9}=\frac{J_{9}}{j_{0}^{2} J_{0}^{3 / 2}}, \quad i_{10}=\frac{J_{10}}{j_{0}^{3 / 2} J_{0}}, \\
& i_{11}=\frac{J_{11}}{j_{0}^{5 / 2} J_{0}^{5 / 4}}, \quad i_{12}=\frac{J_{12}}{j_{0}^{2} J_{0}^{3 / 4}}, \quad i_{13}=\frac{J_{13}}{j_{0}^{5 / 2} J_{0}^{3 / 4}}, \quad i_{14}=\frac{J_{14}}{j_{0}^{2} J_{0}}, \quad i_{15}=\frac{J_{15}}{j_{0} J_{0}^{1 / 2}} . \tag{A.13}
\end{align*}
$$

The remaining operator $X_{0}$ has 15 invariants

$$
\begin{equation*}
I_{k}=\frac{i_{k}}{i_{0}}, k=1,2,3,5, \ldots, 10,14,15, \quad I_{4}=i_{4}, \quad I_{l}=\frac{i_{l}}{i_{0}^{2}}, l=11,12,13 . \tag{A.14}
\end{equation*}
$$

In order to obtain an arbitrary invariant of system (6), (7), we need to find the operators of invariant differentiation. According to the theory of [6, Chapter 7], the coefficients $\psi_{j}$ of an invariant differentiation operator $\mathcal{D}=\sum_{j=0}^{4} \psi_{j} D_{z_{j}}$ satisfy

$$
\begin{equation*}
\tilde{X} \psi_{j}=\sum_{i=0}^{4} \psi_{i} D_{z_{i}} \xi_{j}, \quad j=0, \ldots, 4, \tag{A.15}
\end{equation*}
$$

where we continue to designate $\left(z_{0}, \ldots, z_{4}\right)=\left(t, x_{1}, x_{2}, p_{1}, p_{2}\right)$ and $\xi_{0}, \ldots, \xi_{4}$ are the coefficients of operator (A.3) at the partial derivatives $\partial_{t}, \ldots, \partial_{p_{2}}$, respectively. We assume that the functions $\psi_{j}$ depend on variables (A.4) and, similarly to the invariance criterion $\tilde{X} I=0$, the equalities (A.15) should be split by functions $\zeta, \xi_{1}, \xi_{2}, \tau$ and their derivatives. This yields a system of linear first-order partial differential equations which contains the nonhomogeneous equations

$$
\begin{align*}
& X_{7} \psi_{1}=\psi_{0}, \quad X_{9} \psi_{1}=\psi_{1}, \quad X_{11} \psi_{1}=\psi_{2}, \quad X_{8} \psi_{2}=\psi_{0}, \quad X_{10} \psi_{2}=\psi_{1}, \quad X_{12} \psi_{2}=\psi_{2}, \\
& X_{8+j} \psi_{k}=\psi_{3}, \quad X_{10+j} \psi_{k}=\psi_{4}, \quad X_{13} \psi_{k}=-\psi_{k}, \quad X_{19+j} \psi_{k}=\psi_{0}, \\
& X_{21+j} \psi_{k}=\psi_{1}+p_{1} \psi_{0}, \quad X_{23+j} \psi_{k}=\psi_{2}+p_{2} \psi_{0}, \quad X_{25+j} \psi_{k}=p_{1} \psi_{1}, \\
& X_{27+j} \psi_{k}=p_{2} \psi_{1}+p_{1} \psi_{2}, \quad X_{29+j} \psi_{k}=p_{2} \psi_{2}, \quad X_{32} \psi_{k}=-p_{j} \psi_{0}, \\
& X_{13} \psi_{0}=\psi_{0}, \quad j=1,2, \quad k=2+j, \tag{A.16}
\end{align*}
$$

the remaining equations of the system being homogeneous. Hence it follows that $\psi_{0}$ is a function of variables (11), (A.12), the functions $\psi_{1}, \psi_{2}$ depend on variables (A.10) and $\psi_{3}, \psi_{4}$ depend on variables (A.8). Note that operators (A.9), (A.11) act on the right-hand sides $f_{1}, f_{2}$ of system (6),
(7), solved with respect to $\ddot{x}_{1}, \ddot{x}_{2}$, and their derivatives $f_{j p_{i}}$ as follows:

$$
\begin{align*}
& X_{19+j}=\partial_{f_{j}}, \quad X_{21+j}=2 \partial_{f_{j p_{1}}}+2 p_{1} \partial_{f_{j}}, \quad X_{23+j}=2 \partial_{f_{j p_{2}}}+2 p_{2} \partial_{f_{j}}, \\
& X_{25+j}=2 p_{1} \partial_{f_{j p_{1}}}+p_{1}^{2} \partial_{f_{j}}, \quad X_{27+j}=2 p_{2} \partial_{f_{j p_{1}}}+2 p_{1} \partial_{f_{j_{2}}}+2 p_{1} p_{2} \partial_{f_{j}}, \\
& X_{29+j}=2 p_{2} \partial_{f_{j p_{2}}}+p_{2}^{2} \partial_{f_{j}}, \quad j=1,2, \quad X_{32}=-p_{1} \partial_{f_{1}}-p_{2} \partial_{f_{2}}-\partial_{f_{1 p_{1}}}-\partial_{f_{2 p_{2}}}, \\
& X_{9}=f_{1} \partial_{f_{1}}+f_{1 p_{2}} \partial_{f_{1 p_{2}}}-f_{2 p_{1}} \partial_{f_{2 p_{1}}}, \quad X_{12}=f_{2} \partial_{f_{2}}-f_{1 p_{2}} \partial_{f_{1 p_{2}}}+f_{2 p_{1}} \partial_{f_{2 p_{1}}}, \\
& X_{10}=f_{1} \partial_{f_{2}}+f_{1 p_{2}}\left(\partial_{f_{2 p_{2}}}-\partial_{f_{1 p_{1}}}\right)+\left(f_{1 p_{1}}-f_{2 p_{2}} \partial_{f_{2 p_{1}}},\right. \\
& \left.X_{11}=f_{2} \partial_{f_{1}}+f_{2 p_{1}} \partial_{f_{1 p_{1}}}-\partial_{f_{2 p_{2}}}\right)+\left(f_{2 p_{2}}-f_{1 p_{1}} \partial_{f_{1 p_{2}}},\right. \\
& X_{13}=-2 f_{1} \partial_{f_{1}}-2 f_{2} \partial_{f_{2}}-f_{1 p_{1}} \partial_{f_{1 p_{1}}}-f_{1 p_{2}} \partial_{f_{1 p_{2}}}-f_{2 p_{1}} \partial_{f_{2 p_{1}}}-f_{2 p_{2}} \partial_{f_{2 p_{2}}} . \tag{A.17}
\end{align*}
$$

Taking into account (A.17), we see readily that the system for $\psi_{0}, \ldots, \psi_{4}$ has five independent solutions corresponding to operators (10). These are

1) one solution of the form $\psi_{0} \neq 0, \psi_{j}=p_{j} \psi_{0}, \psi_{2+j}=f_{j} \psi_{0}, j=1,2$, where $\psi_{0}=J_{0}^{-1 / 4}$;
2) two solutions of the form $\psi_{0}=0, \psi_{1}=0, \psi_{2}=0, \psi_{3} \neq 0, \psi_{4} \neq 0$, where for $\left(\psi_{3}, \psi_{4}\right)$ one can take the functions $j_{0}^{1 / 2} J_{0} I_{0}^{-1}\left(b_{1} a_{2}-b_{2} a_{1}, b_{1} a_{1}-b_{0} a_{2}\right)$ and $J_{0}^{3 / 2} I_{0}^{-1}\left(L_{p_{1} p_{2}} a_{2}-L_{p_{2} p_{2}} a_{1}, L_{p_{1} p_{2}} a_{1}-\right.$ $L_{p_{1} p_{1}} a_{2}$ );
3) two solutions of the form $\psi_{0}=0, \psi_{1} \neq 0, \psi_{2} \neq 0, \psi_{2+j}=\chi_{j}+\frac{1}{2}\left(f_{j p_{1}} \psi_{1}+f_{j p_{2}} \psi_{2}\right)$, where $X_{9} \chi_{1}=\chi_{1}, X_{11} \chi_{1}=\chi_{2}, X_{10} \chi_{2}=\chi_{1}, X_{12} \chi_{2}=\chi_{2}, X_{13} \chi_{j}=-\chi_{j}, X_{32} \chi_{j}=\psi_{j} / 2, j=1,2$, and other operators (A.9), (A.11) act on $\chi_{1}, \chi_{2}$ homogeneously. The functions ( $\psi_{1}, \psi_{2}, \chi_{1}, \chi_{2}$ ) satisfy these conditions, if they are equal to $j_{0}^{1 / 2} J_{0}^{3 / 4} I_{0}^{-1}\left(b_{1} a_{2}-b_{2} a_{1}, b_{1} a_{1}-b_{0} a_{2}, b_{2} A_{1}-b_{1} A_{2}, b_{0} A_{2}-b_{1} A_{1}\right)$ or $J_{0}^{5 / 4} I_{0}^{-1}\left(L_{p_{1} p_{2}} a_{2}-L_{p_{2} p_{2}} a_{1}, L_{p_{1} p_{2}} a_{1}-L_{p_{1} p_{1}} a_{2}, L_{p_{2} p_{2}} A_{1}-L_{p_{1} p_{2}} A_{2}, L_{p_{1} p_{1}} A_{2}-L_{p_{1} p_{2}} A_{1}\right)$.

It is not difficult to see that the relative invariants $i_{1}, i_{2}, i_{3}$ in (A.13) are of the fourth order. The operators of invariant differentiation (10) act on them as follows:

$$
\begin{aligned}
\mathcal{D}_{0} i_{1}= & 6 i_{14}, \quad \mathcal{D}_{0} i_{2}=6 i_{1}^{-1}\left(i_{2} i_{14}-\bar{I}_{1} i_{10}\right)+\frac{1}{2} \bar{I}_{1} i_{4}, \quad \mathcal{D}_{0} i_{3}=i_{15}, \\
i_{0} \mathcal{D}_{1} i_{1}= & \bar{I}_{1} i_{15}-i_{1} i_{7}-i_{2} i_{6}+\frac{3}{8}\left(\bar{I}_{1} i_{8}+3 i_{1} \bar{I}_{5}+i_{2} \bar{I}_{0}\right)-2 i_{3} i_{1}^{-1}\left(\bar{I}_{1}^{-1} i_{2} i_{14}+i_{2} i_{10}\right), \\
i_{0} \mathcal{D}_{1} i_{2}= & -2 i_{11}-\frac{1}{4} i_{1} \bar{I}_{0}+i_{2}\left(\bar{I}_{5}-2 i_{7}\right)+\left(\bar{I}_{1}-4 i_{3}\right) i_{10}+i_{2}^{2} i_{1}^{-1}\left(i_{6}-i_{14}\right) \\
& +\frac{5}{8} i_{2} i_{1} i^{-1}\left(\bar{I}_{1} i_{8}+i_{1} \bar{I}_{5}+i_{2} \bar{I}_{0}\right)+2 i_{3} i_{1}^{-1}\left(2 \bar{I}_{1} i_{10}-i_{2} i_{14}\right)+2 i_{2} i_{3} i_{1}^{-2}\left(\bar{I}_{1} i_{14}+i_{2} i_{10}\right), \\
i_{0} \mathcal{D}_{1} i_{3}= & i_{1}^{-1}\left(\bar{I}_{1} i_{12}-i_{2} i_{13}\right)+\frac{1}{8} i_{3} i_{1}^{-1}\left(\bar{I}_{1} i_{8}+3 i_{1} \bar{I}_{5}+i_{2} \bar{I}_{0}\right), \\
i_{0} \mathcal{D}_{2} i_{1}= & 2\left(i_{11}+i_{3} i_{10}-i_{1} i_{6}\right)+\frac{3}{8} i_{1} i_{2}^{-1}\left(\bar{I}_{1} i_{9}+3 i_{1} \bar{I}_{5}+i_{2} \bar{I}_{0}\right), \\
i_{0} \mathcal{D}_{2} i_{2}= & -\bar{I}_{1} i_{15}-i_{1} i_{7}-i_{2} i_{14}+\frac{1}{8}\left(\bar{I}_{1}\left(2 i_{8}+3 i_{9}\right)+13 i_{1} \bar{I}_{5}+3 i_{2} \bar{I}_{0}\right)+2 i_{3} i_{1}^{-1}\left(\bar{I}_{1} i_{14}+i_{2} i_{10}\right), \\
i_{0} \mathcal{D}_{2} i_{3}= & -i_{13}+\frac{1}{8} i_{3} i_{2}^{-1}\left(\bar{I}_{1} i_{9}+3 i_{1} \bar{I}_{5}+i_{2} \bar{I}_{0}\right), \quad i_{0} \mathcal{D}_{3} i_{1}=2 \bar{I}_{1} i_{3}-\frac{3}{4} i_{1}^{2}, \quad i_{0} \mathcal{D}_{3} i_{2}=-\frac{3}{4} i_{1} i_{2}, \\
i_{0} \mathcal{D}_{3} i_{3}= & -\frac{1}{4} i_{1} i_{3}, \quad i_{0} \mathcal{D}_{4} i_{1}=-\frac{3}{4} i_{1} i_{2}, \quad i_{0} \mathcal{D}_{4} i_{2}=\frac{1}{2} i_{1}^{2}-\frac{5}{4} i_{2}^{2}-2 \bar{I}_{1} i_{3}, \quad i_{0} \mathcal{D}_{4} i_{3}=-\frac{1}{4} i_{2} i_{3},
\end{aligned}
$$

where $\bar{I}_{0}, \bar{I}_{1}, \bar{I}_{5}$ are related to the invariants $i_{0}, i_{1}, i_{2}, i_{5}$ by the equalities
$\bar{I}_{1}^{2}+i_{2}^{2}=i_{1}^{2}, \quad 2 i_{1} i_{2} i_{5}=i_{2}\left(\bar{I}_{0}^{2}+i_{8}^{2}-i_{8} i_{9}\right)+\bar{I}_{0}\left(\bar{I}_{1} i_{9}+i_{1} \bar{I}_{5}\right), \quad 2 i_{1} i_{2} i_{0}=i_{1}\left(\bar{I}_{5}^{2}+i_{8} i_{9}-i_{9}^{2}\right)+\bar{I}_{5}\left(\bar{I}_{1} i_{8}+i_{2} \bar{I}_{0}\right)$.

From the above relations we deduce that the action of operators $\mathcal{D}_{3}, \mathcal{D}_{4}$ on $i_{1}, i_{2}, i_{3}$ is expressible in terms of $i_{1}, i_{2}, i_{3}$. In much the same way one obtains similar relations for the fifth-order invariants (A.13). Therefore, the action of operators $\mathcal{D}_{3}, \mathcal{D}_{4}$ on invariants (A.14) does not yield any other invariants. The relations with $\mathcal{D}_{0}, \mathcal{D}_{1}, \mathcal{D}_{2}$ mean that from the nine relations

$$
\mathcal{D}_{l} I_{k}=i_{0}^{-1} \mathcal{D}_{l} i_{k}-i_{k} i_{0}^{-2} \mathcal{D}_{l} i_{0}, \quad k=1,2,3, \quad l=0,1,2
$$

one can find the values of $\mathcal{D}_{0} i_{0}, \mathcal{D}_{1} i_{0}, \mathcal{D}_{2} i_{0}$ and six invariants $I_{10}, \ldots, I_{15}$ in terms of other invariants $I_{1}, \ldots, I_{9}$. Hence, the invariants $I_{10}, \ldots, I_{15}$ are not basis ones, for they can be obtained by algebraic operations and invariant differentiations from invariants (9). It remains to show that all invariants of the sixth and higher order can also be obtained by these operations from invariants (9), which, therefore, form a basis of invariants of system (6), (7).

Note that 15 invariants (A.14) depend on the fifth-order derivatives of $L$ via 14 variables $B_{i}$, $A_{i}, \gamma_{0}, \gamma_{1}, \gamma_{2}, \gamma_{3}, \varepsilon_{i j}, \epsilon_{i}, i, j=1,2$. These 14 variables involve the derivatives in the following way

$$
\begin{align*}
& B_{1} \sim \frac{1}{4} j_{0}^{-1}\left(L_{p_{1} p_{1}} L_{t t t p_{2} p_{2}}-L_{p_{2} p_{2}} L_{t t t p_{1} p_{1}}\right), \quad B_{2} \sim \frac{1}{2} j_{0}^{-1}\left(L_{p_{1} p_{2}} L_{t t t p_{2} p_{2}}-L_{p_{2} p_{2}} L_{t t t p_{1} p_{2}}\right) \\
& A_{i} \sim \frac{1}{3}\left(L_{t t x_{1} p_{i} p_{2}}-L_{t t x_{2} p_{1} p_{i}}\right), \quad \gamma_{2 i+j-3} \sim L_{t t x_{j} p_{i} p_{i}}, \quad \varepsilon_{i j} \sim L_{t x_{1} x_{j} p_{i} p_{2}}-L_{t x_{j} x_{2} p_{1} p_{i}} \\
& \epsilon_{i} \sim L_{x_{1} x_{1} x_{1} p_{2} p_{2}}-2 L_{x_{1} x_{i} x_{2} p_{1} p_{2}}+L_{x_{i} x_{2} x_{2} p_{1} p_{1}}, \quad i, j=1,2 \tag{A.18}
\end{align*}
$$

and, together with 13 variables

$$
\begin{equation*}
p, L, L_{p}, L_{p p}, b_{i}, a_{i}, J_{3}, \quad i=1,2 \tag{A.19}
\end{equation*}
$$

they form a set of independent invariants of the operators $X_{0}, X_{1}, X_{2}, X_{3}, X_{14}, \ldots, X_{258}$. In the 27 -dimensional space of variables (A.18), (A.19) 12 operators (A.11) have 15 invariants (A.14). Their invariant differentiations yield invariants, which depend on the sixth-order derivatives of $L$ via 26 variables

$$
\begin{array}{lllll}
D_{0} B_{i}, \quad D_{0} A_{i}, \quad D_{0} \gamma_{2 i+j-3}, & D_{i} A_{i}, \quad D_{2}\left(\gamma_{1}+3 A_{1}\right) \sim D_{1}\left(\gamma_{2}-3 A_{2}\right), \quad D_{j} \gamma_{2 i+j-3}, \\
D_{2} \gamma_{2 i-2} \sim D_{1} \gamma_{2 i-1}, \quad D_{j} \varepsilon_{i j}, & D_{2} \varepsilon_{i 1} \sim D_{1} \varepsilon_{i 2}, \quad D_{i} \epsilon_{i}, \quad D_{1} \epsilon_{2} \sim D_{2} \epsilon_{1}, \tag{A.20}
\end{array}
$$

$i, j=1,2$. It is not difficult to determine the number of these invariants, namely in the 53dimensional space of variables (A.18)-(A.20) 12 operators (A.11) have 41 independent invariants and 26 of them are of the sixth order.

On the other hand, one can obtain the sixth-order invariants from the invariance condition $\tilde{X} I=0$. On extending operator (A.3) to the sixth-order derivatives of $L$ and splitting the equality $\tilde{X} I=0$ by functions $\zeta, \xi_{1}, \xi_{2}, \tau$ and their derivatives up to the seventh order we arrive at a system

$$
X_{0}(c) I=0, \quad X_{1}\left(\xi_{1}\right) I=0, \quad \ldots, \quad X_{367}\left(\partial^{7} \tau / \partial t^{7}\right) I=0
$$

where 103 operators $(81+22)$ are represented as linear functions of the remaining 265 operators. Hence, in the 306 -dimensional space of variables

$$
t, x, p, L, L_{t}, L_{x}, L_{p}, L_{t t}, \ldots, L_{x x x p p}, L_{t t t t t t}, \ldots, L_{x x x x p p}
$$

this system has 41 functionally independent solutions. Fifteen of them are invariants of the fifth order and 26 are of the sixth order. This coincides with the number of independent invariants of the sixth order obtained by invariant differentiations of the fifth-order invariants. Similar reasoning extended to higher orders shows that all independent invariants of the $n$-th order can be obtained by invariant differentiations from invariants of the ( $n-1$ )-th order, $n \geq 6$. Therefore, invariants (9) form a basis. This completes the proof.
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