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## Abstract

We investigate properties of quantum mechanical systems in the light of quantum information theory. We put an emphasize on systems with infinitedimensional Hilbert spaces, so-called "continuous-variable systems", which are needed to describe quantum optics beyond the single photon regime and other Bosonic quantum systems. We present methods to obtain a description of such systems from a series of measurements in an efficient manner and demonstrate the performance in realistic situations by means of numerical simulations. We consider both unconditional quantum state tomography, which is applicable to arbitrary systems, and tomography of matrix product states. The latter allows for the tomography of many-body systems because the necessary number of measurements scales merely polynomially with the particle number, compared to an exponential scaling in the generic case. We also present a method to realize such a tomography scheme for a system of ultra-cold atoms in optical lattices.

Furthermore, we discuss in detail the possibilities and limitations of using continuous-variable systems for measurement-based quantum computing. We will see that the distinction between Gaussian and non-Gaussian quantum states and measurements plays a crucial role. We also provide an algorithm to solve the large and interesting class of naturally occurring Hamiltonians, namely frustration free ones, efficiently and use this insight to obtain a simple approximation method for slightly frustrated systems. To achieve this goals, we make use of, among various other techniques, the well developed theory of matrix product states, tensor networks, semi-definite programming, and matrix analysis.
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## Introduction

The advent of quantum information science brought a new way of looking at quantum mechanics. A property of particular importance is entanglement. In a nutshell, a state is entangled if it posses correlations which are not possible within the rules of classical physics. Entanglement was first viewed as a strange and rather paradox feature of quantum mechanics (1). In his seminal paper, Bell introduced an inequality, later named after him, which sets a limit to the correlations between two systems possible in local, realistic theories (2]. Quantum mechanics, which is non-local, on the other hand, predicts a violation of Bell's inequality. Quantum-optical systems were the first to allow for an experimental test of this fundamental inequality and to confirm the prediction of quantum mechanics [3]. Even though, over the course of the years, many loop-holes in the experiments have been closed, Bell's and related inequalities remain of crucial importance in the investigation of the foundations of quantum mechanics.

## Quantum effects as resources for information processing

In more recent years, the focus of attention has shifted, and entanglement is not anymore seen as a mere curiosity but as a resource for protocols of information processing. One central aim of the field of quantum information theory is to gain insight into the nature of such resource and to learn how to use them. One of the most remarkable things made possible by quantum mechanics is the quantum computer. By making use of the specific features of quantum mechanics, namely superpositions of states and the already mentioned entanglement, it is possible to perform computational tasks efficiently for which no efficient algorithm running on a classical computer exists. The most important problem in this class is the task of decomposing numbers into their prime factors for which Shor provided his famous algorithm (4). Effi-
ciency here means that the time required for the computation scales at most polynomially in the number of digits. The ability to factorize large numbers would bring oneself into the position of breaking the public-key encryption ubiquitously used on the internet. However, yet another class of quantum protocols can be used to perform distribution of secret keys which is secure even against attackers which have access to a quantum computer. Quantum cryptography using light as a carrier of information has been demonstrated over large distances and has been even used in real world applications [5].

## Measurement-based quantum computing

In the most common paradigm, often called the circuit model, the working of a quantum computer is rather similar to the functioning of a classical one: First, the register, consisting of a number of qubits, is initialized in some standard state. Second, the computation is performed by applying a section of single-qubit gates and two-qubit gates, the quantum analogue of gates like NOT and XOR used in classical computers. Finally, the qubits of the register are measured. The implementation of the gates requires very precise control of the qubits and is, therefore, very challenging. However, the technique of measurement-based quantum computing (MBQC) as pioneered by Briegel and Raussendorff [6] and further developed by Gross et al. [7, 8], allows to circumvent the necessity of performing gates at all. Instead, the computation is achieved by first preparing a suitable entangled quantum state, the resource, followed by a sequence of single-qubit measurements in various bases. The resource state is universal, i.e., it does not depend on the algorithm one wants to perform. Only the measurement sequence and bases are determined by the desired algorithm and input. Therefore, the difficult step, i.e., the preparation of the resource state can be performed off-line while the actual computation requires only presumably easier single qubit measurements. In this thesis, we investigate, among other things, what states are resources for MBQC and what kind of measurements on those states are needed to perform universal quantum computing. Not completely unexpectedly, there is a "conservation of difficulties" at work: If one requires the resource to belong to some class of states which are easy to prepare, one needs more complicated measurements while if one allows for more elaborate resource states, simpler measurements suffice.

## Quantum state tomography

If one wants to use a quantum state to perform some task of information processing as quantum computing or quantum key distribution, it is highly desirable to know what state is prepared by the actual experimental apparatus. To full extend, this question is solved by quantum state tomography which gives a complete description in the most general setting without any prior assumption at the expense of needing the measurement of a huge number of observables and a considerable amount of post-processing. The recently developed method of compressed sensing (CS) notably reduce the required number of measurements in the important situations where the state are of low rank or belong to some particular class like ground states of local Hamiltonians 9, 10, 12. We improve those techniques substantially such that they can be applied in a much larger number situations including quantum optical systems and ultra-cold atoms in optical lattices.

## Physical realizations

Such optical lattices are periodic structures which are produced by superimposing counter-propagating laser beams in such a fashion that standing waves ares formed. Ultra-cold atoms placed in such structures can be used to study quantum many body physics in a much cleaner and more controllable way than possible in solid-state systems. They allow to realize quantum phase transitions and can function as a quantum simulator of other systems which are inaccessible to direct experimentation 11,13 . We show how to use experimentally feasible techniques to perform full quantum state tomography of ultra-cold Bosons in optical lattices by employing our above mentioned newly developed theory of compressed sensing. To this aim, we also have a closer look at the commonly used single band Bose-Hubbard model and investigate under which conditions it constitutes a valid approximation.

Even though optical lattices have the potential to be used as a scalable quantum computer, the systems used in most of the experiments demonstrating quantum information processing so far are optical systems. This is mainly due to the very weak interaction of photons with the environment keeping the detrimental effects of decoherence low. Continuous-variable states, i.e., quantum states beyond the single photon regime, have desirable features concerning production and detection but their theoretical treatment is slightly hindered because the respective Hilbert spaces are infinite dimensional. We
provide methods to perform efficient tomography on such systems, to asses their applicability as resources for MBQC, and to quantify their non-classical nature.

The dimension of the Hilbert space of a quantum many-body systems, for reasons of clarity to be assumed to consist of spins, increases exponentially with the number of particles which is the reason that their straightforward treatment by means of exact diagonalization is limited to very small systems. The quantum states occurring in nature, on the other hand, are often described by only polynomially many parameters. For example, the ground states of one-dimensional systems containing only local interactions are, generically, described by matrix product states with slowly growing bond dimension [14], a fact we use in Chapter 6 to provide a tomography scheme which requires only polynomially (in the system size) many measurements. In most situations, this description even efficient to find. For higher-dimensional systems, the situation is less clear. However, if a nearest-neighbor Hamiltonian is frustration free, i.e., its ground state is also the ground state of all of the contributing interaction terms, it can be efficiently calculated. In Chapter 7, we provide a method to do this and show that it can be also used as an approximative method for systems where the frustration is merely weak.

## Structure of the thesis

This cumulative thesis is organized as follows. In the first two chapters, we give an introduction to the main topics of this work. We explain the experimental and theoretical aspects of continuous-variable quantum optics and the physics of ultra-cold atoms in optical lattices. We also provide an introduction to the paradigm of measurement-based quantum computing (MBQC) including the derivation of a formalism which allows for the description of almost all MBQC protocols. After this, we shortly discuss quantum state tomography and give an overview over various methods while focusing especially on compressed sensing.

The main part of the thesis is formed by five articles which all are either already printed in or submitted to peer reviewed journals. We also include two appendices of unpublished material, one introducing and discussing various methods to quantify the non-Gaussianity and non-classicality of continuousvariable quantum states and a second one investigating the validity of the single-band Bose-Hubbard model which is used to describe ultra-cold Bosons in optical lattices. We end with a summary and a conclusion of the various
papers and provide some closing remarks concerning this works as a whole as well as a short outlook.

## Chapter 1

## Quantum systems for information processing

### 1.1 Continuous-variable quantum states

The building blocks of classical computers are bits which can be either in the state " 0 " or " 1 ". The most straightforward generalization to the quantum case are systems with two-dimensional Hilbert space $\mathcal{H}=\mathbb{C}^{2}$ which can be realized, for example, by the polarization degree of freedom of a single photon. As single photons are difficult to produce, detect, and manipulate, other classes like Gaussian states have gained interest.

A single light mode is described by a harmonic oscillator with Hilbert space $\mathcal{H}=\mathbb{C}^{\infty}$ and energy eigenstates, also called Fock states, $|n\rangle$ for $n=$ $0,1, \ldots$. The photon creation and annihilation operators $\hat{a}^{\dagger}$ and $\hat{a}$ act as $\hat{a}^{\dagger}|n\rangle=\sqrt{n+1}|n\rangle$ and $\hat{a}|n\rangle=\sqrt{n}|n-1\rangle$ while the number operator $\hat{n}=\hat{a}^{\dagger} \hat{a}$ is diagonal in the Fock basis, i.e., $\hat{n}|n\rangle=n|n\rangle$. With their help, we can define the Hermitian position and momentum operators, sometimes also called quadrature operators,

$$
\begin{equation*}
\hat{x}=\frac{1}{\sqrt{2}}\left(\hat{a}+\hat{a}^{\dagger}\right), \quad \hat{p}=\frac{-i}{\sqrt{2}}\left(\hat{a}-\hat{a}^{\dagger}\right), \tag{1.1}
\end{equation*}
$$

whose expectation values can be determined by the technique of homodyne detection which is the quantum optical measurement possessing the highest achievable accuracy 15 .

### 1.1.1 Wigner function

A single-mode quantum state $\rho \in \mathcal{B}(\mathcal{H})$ can be represented by the real Wigner function depending on two real variables 16:

$$
\begin{equation*}
W_{\rho}(x, p)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \mathrm{d} \xi \exp (-i p \xi)\left\langle q+\frac{1}{2} \xi\right| \rho\left|q-\frac{1}{2} \xi\right\rangle \tag{1.2}
\end{equation*}
$$

which fulfills $\int_{-\infty}^{\infty} \mathrm{d} x \int_{-\infty}^{\infty} \mathrm{d} p W(x, p)=1$. The probability densities obtained when measuring position or momentum operators (1.1) are given by the marginals of the Wigner function, i.e.,

$$
\begin{align*}
& P_{\hat{x}}(\xi)=\int_{-\infty}^{\infty} \mathrm{d} p W(x, p),  \tag{1.3}\\
& P_{\hat{p}}(\xi)=\int_{-\infty}^{\infty} \mathrm{d} x W(x, p) . \tag{1.4}
\end{align*}
$$

Thus, the Wigner function shares features with a probability distribution but can have regions where it takes negative values. If the Wigner function is positive everywhere, it constitutes an actual probability distribution and the measurements of the quadratures are explainable by a classical model. Therefore, negative Wigner functions are a signature of quantum behavior, and such states have been produced in experiments which can be certified from the measurement of $\hat{x}$ and $\hat{p}$ [17]. The definition of the Wigner function (1.2) can be extended to systems consisting of $N$ Bosonic modes yielding a function depending on the vector $\mathbf{q}=\left(x_{1}, p_{1}, \ldots, x_{N}, p_{N}\right)$.

### 1.1.2 Gaussian states and operations

A class of states of both theoretical and experimental interest is provided by states for which the corresponding Wigner function is a Gaussian function. For a state $\rho \in \mathcal{B}\left(\mathcal{H}^{\otimes N}\right)$, we define the vector of operators $\hat{\mathbf{O}}=\left(\hat{x}_{1}, \hat{p}_{1}, \ldots, \hat{x}_{1}, \hat{p}_{1}\right)$ which allows us to get the first moments $d_{j}=\operatorname{Tr}\left(\hat{O}_{j} \rho\right)$ and the covariance matrix

$$
\begin{equation*}
\gamma_{j, k}=2 \Re \operatorname{Tr}\left[\left(\hat{O}_{j}-d_{j}\right)\left(\hat{O}_{k}-d_{k}\right) \rho\right] \tag{1.5}
\end{equation*}
$$

which collects the second moments. Gaussian states are fully determined by their first and second moments. Gaussian unitary operations, i.e., those mapping Gaussian states to Gaussian states are represented on the level of covariance matrices as $\gamma \mapsto S \gamma S^{T}$ with $S \in \operatorname{Sp}(2 N, \mathbb{R})$, where $\operatorname{Sp}(2 N, \mathbb{R})$ is the 2 N -dimensional real symplectic group. The corresponding unitary operations in state space are of the form $U=\exp (i H(\hat{\mathbf{O}}))$ where $H$ is a quadratic polynomial in the quadrature operators or, equivalently, in the creation and
annihilation operators. As the entanglement properties are independent of the first moments, we assume all our states to be shifted such that $\mathbf{d}=0$. The Gaussian operations fall into two classes: Passive operations do not change the total mean number of photons and fulfill $S^{T} S=\mathbb{1}$. They can be decomposed into a number of single mode optical phase shifters with $U_{\phi}\left(-i \phi \hat{a}^{\dagger} \hat{a}\right)$, where $\phi$ is the angle of rotation, and beam splitters which couple two modes by the operation

$$
\begin{equation*}
B_{\theta}=\exp \left[\frac{\theta}{2}\left(\hat{a}_{1}^{\dagger} \hat{a}_{2}-\hat{a}_{2}^{\dagger} \hat{a}_{1}\right)\right], \tag{1.6}
\end{equation*}
$$

where $\cos (\theta / 2)$ is the transmittivity of the beam splitter. In order to be able to perform any Gaussian unitary, we have to add one active operation, i.e., one that changes the mean photon number. This is provided by the single mode squeezer which can be realized by coupling the mode in question with a strong laser in a non-linear medium and which transforms the state by

$$
\begin{equation*}
S(\xi)=\exp \left[\frac{r}{2}\left(\hat{a}^{2}-\hat{a}^{\dagger 2}\right)\right], \tag{1.7}
\end{equation*}
$$

where $r$ parametrizes the strength of the squeezing. Measurements corresponding to projections on Gaussian states are called Gaussian measurements. Note that measurements of quadrature operators belong to this class as these states can be view as displaced, squeezed vacuum states in the limit of infinite squeezing. The covariance matrix of a state after a Gaussian measurement can be obtained by means of a Schur complement as detailed in Chapter 3.

### 1.1.3 Limitations of Gaussian states

As $N$-mode Gaussian states are described by $O\left(N^{2}\right)$ parameters, it is intuitive that they can represent only a tiny fraction of possible states. In Ref. [18], it has been shown that any protocol which starts with a Gaussian state and employs only Gaussian unitary operations and Gaussian measurements can be simulated efficiently, i.e., with polynomial effort in the number of modes $N$, on a classical computer. Thus, a quantum computer relying solely on Gaussian states, operations, and measurements can not allow for an exponential speedup.

There are additional tasks which are impossible when restricting oneself to the Gaussian world with entanglement distillation being one of the most important ones: Assume two parties, called Alice and Bob, share a number of weakly entangled two-mode states. A protocol which transforms those states, not necessary deterministically, to a fewer number of pairs with higher entanglement, is called entanglement distillation. Such protocols are of vital
importance for distributing entanglement over large distances. Due to the effect of noise, the entanglement after the transmission of one part of the pair might be too little for the desired task, e.g. quantum key distribution, and distillation must be used. Ref. 19 21] showed that this is impossible when acting with Gaussian operations and measurements on Gaussian states. However, when the initial states are allowed to be non-Gaussian, the same class of protocolls indeed allow for distillation $[19,22]$. We will see later on in Chapters 3 and 4 that both measurement-based quantum computing with Gaussian states and arbitrary measurements on one hand and with arbitrary states and Gaussian measurements is impossible, thus substantially extending the known no-go results.

### 1.1.4 Non-Gaussian states

Because quantum information with only Gaussian states and operations suffers from severe limitations, as discussed above, non-Gaussian states recently became one focus of continuous-variable quantum optics and quantum information. One of the easiest way to prepare a non-Gaussian state, though still quite challenging experimentally, is to subtract a photon from a squeezed vacuum [23]. To this aim, one combines a squeezed state with a vacuum mode on an imbalanced beam splitter and performs a photon counting measurement on one of the output ports. Success of the protocol is heralded by the detection of a single photon and the corresponding state reads

$$
\begin{equation*}
\left|\psi_{\theta, \xi}\right\rangle \propto\left\langle\left. 1\right|_{1} B_{\theta}\left(S(\xi)|0\rangle_{1} \otimes|0\rangle_{2}\right)\right. \tag{1.8}
\end{equation*}
$$

In the limit of vanishing reflectivity, i.e., $\theta \rightarrow 0$, one gets $\left.\left|\psi_{\theta, 0}\right\rangle \propto \hat{a}|S(\xi)| 0\right\rangle$. However, in this limit, also the success probability goes to zero.

Other classes of non-Gaussian states include photon-added thermal states and squeezed single photons 24,25 . The latter is of particular interest because it can be used to approximate the Schroedinger cat, or kitten, states which are a building block of some proposed schemes of quantum computing 26].

### 1.2 Ultra-cold atoms in optical lattices

The principal drawback of using photons as carriers of quantum information is their weak interaction with each other. Even though continuous-variable states allow for the engineering of stronger interaction than states in the single photon regime, as we see later on, this still motivates to consider systems where the occurring interactions are stronger. Ultra-cold atoms have this feature. Their
interaction is short-ranged and by confining the atoms in space, it can be made considerably strong.

### 1.2.1 Realization and application of optical lattices

Optical lattices are standing waves created by counter-propagating laser beams. Due to the Stark effect, ultra-cold atoms, which are brought into this light field, experience a potential which is proportional to its intensity. Depending on the sign of the laser's detuning with respect to the closest transition in the atom, the potential minimum is either in the minima or the maxima of the intensity. Assuming the lattice to be translationally invariant and isotropic, the corresponding effective potential reads

$$
\begin{equation*}
V(\mathbf{r})=V_{0} \sum_{\nu=1}^{D} \sin ^{2}\left(k r_{\nu}\right), \tag{1.9}
\end{equation*}
$$

where $V_{0}$ is called the lattice depth, $k$ the lattice wave number, and $D$ denotes the number of spatial dimensions. By changing the laser's intensity, one can control both the mobility and the effective interaction of the atoms [11, by using Feshbach resonances, one can also control the atom-atom interaction strength directly and even change its sign [27]. Those possibilities, unparalleled in any condensed matter system, make optical lattices an ideal testbed for quantum many-body theory for Fermions, Bosons and mixtures of them [28]. In addition to realizing models which are believed to represent systems of interest occurring in nature, e.g. high-temperature superconductors, optical lattices are also used to engineer quantum states for information processing by using super-lattices, i.e., a second laser with a wave-length which is twice as large, it is possible to periodically vary $V_{0}$ [29]. This allows to perform quantum gates between neighboring lattice sites and has the potential of preparing resource states for MBQC.

### 1.2.2 Bose-Hubbard model

The interaction between spin-polarized, i.e., effectively spinless, ultra-cold atoms of alkali metals like sodium or potassium, is well approximated by a contact pseudo-potential. Using the language of second quantization, the total Hamiltonian can be written as $\hat{H}=\hat{H}_{0}+\hat{H}_{\mathrm{I}}$ with single particle part

$$
\begin{equation*}
\hat{H}_{0}=\int \mathrm{d} \mathbf{r} \hat{\Psi}^{\dagger}(\mathbf{r})\left(-\frac{\hbar^{2} \nabla^{2}}{2 m}+V(\mathbf{r})\right) \hat{\Psi}(\mathbf{r}), \tag{1.10}
\end{equation*}
$$

and an interaction part

$$
\begin{equation*}
\hat{H}_{\mathrm{I}}=\frac{g}{2} \int \mathrm{~d} \mathbf{r} \hat{\Psi}(\mathbf{r})^{\dagger} \hat{\Psi}(\mathbf{r})^{\dagger} \hat{\Psi}(\mathbf{r}) \hat{\Psi}(\mathbf{r}) . \tag{1.11}
\end{equation*}
$$

where $g$ is the interaction strength which is positive for a repulsive and negative for an attractive interaction. One can now expand the field operators as

$$
\begin{equation*}
\hat{\psi}(\mathbf{r})=\sum_{\mathbf{i}} \sum_{n=0}^{\infty} w_{\mathbf{i}, n}(\mathbf{r}) \hat{b}_{\mathbf{i}, \mathbf{n}} \tag{1.12}
\end{equation*}
$$

where $\left[\hat{b}_{\mathbf{i}, \mathbf{n}}, \hat{b}_{\mathbf{j}, \mathbf{m}}^{\dagger}\right]=\delta_{\mathbf{i} \mathbf{j}} \delta_{\mathbf{n}, \mathbf{m}}$ and $w_{\mathbf{i}, \mathbf{n}}$ is the Wannier function of the $\mathbf{n}$ th band ( $\mathbf{n}$ is an $D$-dimensional vector) centered around lattice site $\mathbf{j}$. An often made approximation, whose applicability and accuracy will be discussed in Appendix $B$, is to approximate the sum over $n$ in (1.12) by the zeroth term (in this case, one can omit the band index) and, in addition, neglecting all interactions but on-site interactions and all hopping processes but those between neighboring sites. In this limit, one obtains the famous single-band Bose-Hubbard model (30)

$$
\begin{equation*}
\hat{H}_{\mathrm{BH}}=-J \sum_{\langle\mathbf{i}, \mathbf{j}\rangle} \hat{b}_{\mathbf{i}}^{\dagger} \hat{b}_{\mathbf{j}}+\sum_{\mathbf{i}} \frac{U}{2} \hat{n}_{\mathbf{i}}\left(\hat{n}_{\mathbf{i}}-1\right) \tag{1.13}
\end{equation*}
$$

where $\langle\mathbf{i}, \mathbf{j}\rangle$ denotes the summation over nearest-neighbor pairs and $\hat{n}_{\mathbf{i}}=$ $\hat{b}_{\mathbf{i}}^{\dagger} \hat{b}_{\mathbf{i}}$. The hopping and interaction parameters $J$ and $U$ are determined by

$$
\begin{align*}
J & =-\int \mathrm{d} \mathbf{r} w_{\mathbf{i}}^{*}(\mathbf{r})\left(-\frac{\hbar^{2} \nabla^{2}}{2 m}+V(\mathbf{r})\right),  \tag{1.14}\\
U & =g \int \mathrm{~d} \mathbf{r}\left|w_{\mathbf{i}}\right|^{4} \tag{1.15}
\end{align*}
$$

where $\mathbf{i}$ and $\mathbf{j}$ are arbitrary neighboring sites.
Even though the Bose-Hubbard Hamiltonian (1.13) is arguably one of the simplest non-trivial Bosonic model, its physics is very rich. By changing the ratio between $J$ and $U$, which can be done by adjusting the lattice depth $V_{0}$, one can realize a quantum phase transition between a delocalized superfluid (for large $J / U$ ) and a localized Mott insulator (for small $J / U$ ) which has been observed in a seminal experiment in 2002 [11]. Due to particle number conservation, the total atom operator $\hat{N}=\sum_{\mathbf{j}} \hat{n}_{\mathbf{j}}$ commutes with $\hat{H}_{\mathrm{BH}}$ and a super-selection rule present for massive Bosons forbids the superposition of states belonging to different eigenvalues of $\hat{N}$. Therefore, assuming the Bose-Hubbard model to be a sufficiently accurate description of the system present in the experiment under question, the Hilbert space for a given total atom number is finite dimensional, making tomography at least conceivable.

Furthermore, for a repulsive interaction, there is an energy penalty for too many atoms being on the same lattice site which allows to truncate the local Hilbert space at some maximal occupation number $n_{\max }$ while still getting a good approximation.

The Bose-Hubbard model can be generalized in many directions: Interactions beyond nearest neighbors can result in the formation of exotic phases like super-solids, using atoms with spin degrees of freedom allows to study effects of magnetism, and adding Fermions can suppress or enhanced superfluidity due to interaction effects [28, 31, 32]. In Chapter 6, we give a detailed description how to perform tomography in a, yet to be defined, efficient fashion while in Appendix B, the validity of the single-band approximation in the Bose-Hubbard model is discussed in detail, especially for the situation where additional Fermions are present in the system.

## Chapter 2

## Important protocols in quantum information

As already mentioned in the introduction, an important part of quantum information theory is to explore how the fundamental effects of quantum mechanics can be turned into protocols for information processing. One example for such a protocol, which has the largest practical importance at the present time, is quantum key distribution where two parties want to agree on a common secret key without a potential adversary being able to obtain knowledge about this. This key can then be used to encrypt a message between them. We come back to the question of key distribution in the appendix and focus on two other protocols in this chapter: Measurement-based quantum computing which allows for the execution of quantum algorithms without controlled interactions during the computation and quantum state tomography which deals with the problem of obtaining an accurate description of a quantum state.

### 2.1 Measurement-based quantum computing

As already discussed in the introduction, measurement-based quantum computing (MBQC) has the potential to make the construction of a scalable quantum computer notably easier compared to the commonly used circuit model. The universal resource state discovered first was the cluster state described by Briegel and Raussendorff [6]. On any graph, such a cluster state can be prepared by placing a qubit in the state $|+\rangle=(1 / \sqrt{2})(|0\rangle+|1\rangle)$ on every vertex of the cluster and applying controlled- $Z$ gates, i.e., $C_{Z}=\operatorname{diag}(1,1,1,-1)$, to all pairs of vertexes (also called sites), which are connected by an edge (also called bond). Gross et al. have developed a formalism based on matrix
product states (MPS), which allows to describe MBQC using this and other resources. In the present section, we give a very short introduction into the formalism while in Chapter 4 we provide a way to generalize this formalism to make it applicable to continuous-variable systems.

We only consider one-dimensional systems, called quantum wires [33], which are used to process a single qubit and discuss the issue of coupling those wires to universal resources in later chapters. Consider a system of $L$ sites with local Hilbert space dimension $d_{p}$. Assume that to any $i=1, \ldots, d_{p}$, a $D \times D$ complex matrix $A[i]$ is associated, and they fulfill the normalization relation $\sum_{i=1}^{D} A[i]^{\dagger} A[i]=\mathbb{1}$. Furthermore, let $|L\rangle,|R\rangle \in \mathbb{C}^{D}$ be normalized state vectors describing the boundary conditions. This defines a translationally invariant matrix product state

$$
\begin{equation*}
|\Psi\rangle=\sum_{i_{L}, \ldots, i_{1}=0}^{d_{p}-1}\langle L| A\left[i_{L}\right] \ldots A\left[i_{2}\right] A\left[i_{1}\right]|R\rangle\left|i_{L} r ., \ldots, i_{1}\right\rangle \tag{2.1}
\end{equation*}
$$

We now want to know what happens if we perform a projective measurement on the first lattice site and obtain a result corresponding to a projection to the state $\left|\psi_{i}\right\rangle$. Defining $B[i]:=\sum_{j=0}^{d_{p}-1}\left\langle\psi_{i} \mid j\right\rangle A[j]$, the post-measurement state reads

$$
\begin{equation*}
|\Phi\rangle \propto \sum_{i_{L}, \ldots, i_{2}=0}^{d_{p}-1}\langle L| A\left[i_{L}\right] \ldots A\left[i_{2}\right] B\left[i_{1}\right]|R\rangle\left|i_{L}, \ldots i_{2}\right\rangle, \tag{2.2}
\end{equation*}
$$

which can be interpreted as an application of $B\left[i_{1}\right]$ to the state vector $|R\rangle$, which is often called the correlation system. To turn this insight into a protocol for single qubit processing, we need three things: First, by a clever choice of the measurement bases we want to perform, up to arbitrary accuracy, any single-qubit gate. Second, we need a basis which initializes the correlation system and third, we need a way to perform some measurement of this, purely virtual, correlation system.

As the requirements for this to be possible are extensively discussed later in this thesis, we only give an example for the most transparent case of the cluster state for which $D=d_{p}=2$ and the MPS-matrices read $A[0]=|+\rangle\langle 0|$ and $A[1]=|-\rangle\langle 1|$. Here, we already see that that a measurement in the computational basis leaves the correlation system in the state $|+\rangle$ (if the outcome is " 0 ") or $|-\rangle$ (if the outcome is " 1 "). Furthermore, if the correlation systems is, prior to the measurement, in the state $|0\rangle(|1\rangle)$, one always gets the outcome " 0 " (" 1 "). Thus, the second and the third requirement are already fulfilled. To see that one can perform any single qubit gate, we define for any
$\phi \in[0,2 \pi)$, a basis consisting of

$$
\begin{equation*}
\left|\phi_{0}\right\rangle=\frac{1}{\sqrt{2}}\left(|0\rangle+e^{i \phi}|1\rangle\right), \quad\left|\phi_{1}\right\rangle=\frac{1}{\sqrt{2}}\left(|0\rangle-e^{i \phi}|1\rangle\right) . \tag{2.3}
\end{equation*}
$$

Let $H$ be the Hadamard gate, $Z$ the Z-gate and $S(\phi)=\operatorname{diag}(1, \exp (i \phi))$ be the phase gate. Then, the matrices corresponding to a measurement in the basis (2.3) are

$$
\begin{equation*}
B_{\phi}[0] \propto H S(\phi), \quad B_{\phi}[1] \propto H Z S(\phi) . \tag{2.4}
\end{equation*}
$$

As $H$ and $S(\phi)$ form a universal gate set, any $U \in U(2)$ is reachable up to an irrelevant global phase factor. As one can not control the measurement outcomes, undesired additional $Z$-gates, sometimes called by-products, might occur. However, this can be undone by additional measurements for $\phi=0$. The probabilistic nature of quantum measurements results in a varying length of the computation which is no problem if it is on average still efficient as it is the case here.

### 2.2 Quantum state tomography

Quantum state tomography is the task of getting an accurate description of a quantum state, i.e., the density matrix or, especially when dealing with continuous-variable systems, the Wigner function. To this aim, one has to perform measurements, record the frequencies of the various outcomes, and do some form of post-processing of the obtained data. There are three major families of tomography protocols: Methods based on direct linear inversion, maximum likelihood techniques, and ideas based on compressed sensing. We give a very short introduction while focussing on continuous variable systems which are most relevant for the present work.

### 2.2.1 Linear inversion

As discussed above, the Wigner function is a faithful description of the state of a single harmonic oscillator. Homodyne detection is performed by combining the mode in question in an interferometer with a strong coherent state, called the local oscillator, as a phase reference, measure the photon current on both output ports and subtract them. A parameter $\theta$ can be chosen by shifting the relative phase between the signal mode and the local oscillator. The obtained probability distribution of the differences is

$$
\begin{equation*}
p_{\theta}(x)=\int_{-\infty}^{\infty} \mathrm{d} p W(q \cos \theta-p \sin \theta, q \sin \theta+p \cos \theta) . \tag{2.5}
\end{equation*}
$$

As detailed in Ref. [15], Eq. 2.5 can be inverted as

$$
\begin{equation*}
W(q, p)=\frac{1}{2 \pi^{2}} \int_{0}^{\pi} \mathrm{d} \theta \int_{-\infty}^{\infty} \mathrm{d} x p_{\theta}(x, \theta) K(q \cos \theta+p \sin \theta-x) \tag{2.6}
\end{equation*}
$$

where

$$
\begin{equation*}
K(x)=\frac{1}{2} \int_{-\infty}^{\infty} \mathrm{d} \xi|\xi| \exp (i \xi x) \tag{2.7}
\end{equation*}
$$

is the kernel of integration. Unfortunately, $K$ does only exist as a distribution and not as a proper function. However, it can be regularized and be used to reconstruct the Wigner function from recorded data.

Any physical quantum state $\rho$ must only posses a finite amount of energy $E_{\text {mean }}=\operatorname{Tr}(\rho \hat{n})$. This implies, that the matrix elements of $\rho$ in the Fock basis, i.e., $\langle m| \rho|n\rangle$ must decay to zero for growing $m$ and $n$. This fact, which is made quantitative and generalized to the multi-mode case in Chapter 5, allows us to truncate the Hilbert space at some Fock level $N$. The matrix elements can be calculated as

$$
\begin{equation*}
\langle m| \rho|n\rangle=\frac{1}{2 \pi} \int_{-\pi}^{\pi} \mathrm{d} \theta \int_{-\infty}^{\infty} \mathrm{d} x p_{\theta}(x)=f_{m, n}(x) \exp (i(m-n) \theta) \tag{2.8}
\end{equation*}
$$

where $f_{m, n}$ are called pattern functions which are well behaved and can be calculated by some recursion relation. We also note that, if the Hilbert space is truncated at $N$, the integral over the phase angle $\theta$ can be replaced by an average over $N+1$ equidistant value of $\theta$.

### 2.2.2 Maximum likelihood techniques

The probability distributions $p_{\theta}$ are never known exactly. First, any experiment suffers from decoherence and other inaccuracies. Second, as one can only perform a finite number of repetitions of the experiment, there is always statistical noise present. Therefore, the reconstructed density matrix does, in general contain negative eigenvalues, rendering it unphysical. Maximum likelihood methods, which allow to tackle this problem, are one of the standard methods of obtaining a probability distribution from samples. The key idea is to find the probability distribution which maximizes the probability to obtain the recorded measurement result. We shortly sketch how this idea can be used to perform continuous-variable quantum state tomography 34.

The probability distribution (2.5) can, for some state $\rho$, also be written as $p_{\rho}(\theta, x) \propto \operatorname{Tr}\left(\hat{\Pi}_{\theta}(x) \rho\right)$ where the operator $\hat{\Pi}_{\theta}(x)$ reads in the Fock basis

$$
\begin{equation*}
\langle m| \hat{\Pi}_{\theta}(x)|n\rangle=e^{i(m-n) \theta} \psi_{m}(x) \psi_{n}(x) \tag{2.9}
\end{equation*}
$$

where $\psi_{n}$ is the $n$th energy eigenfunction of the harmonic oscillator. Assume that we have taken $m$ measurements in total and observed data points $\left(\theta_{i}, x_{i}\right)$ for $i=1, \ldots, m$. Then, the likelihood, i.e., the probability that $\rho$ produces the given data points is

$$
\begin{equation*}
\mathcal{L}=\prod_{i} p_{\rho}(\theta, x) . \tag{2.10}
\end{equation*}
$$

An iterative method to find the state $\rho$ which maximizes $\mathcal{L}$, or, more accurately, a finite-dimensional truncation of $\rho$, is the following: Start with an initial state $\rho^{(0)}$, e.g. the maximally mixed state. Then apply the iteration $\rho^{(k+1)}=$ $\mathcal{N} R(\rho)^{(k)} \rho^{(k)} R(\rho(k))$, where

$$
\begin{equation*}
R(\rho)=\sum_{i=1}^{m} \frac{\hat{\Pi}\left(\theta_{i}, x_{i}\right)}{p_{\rho}(\theta, x)} \tag{2.11}
\end{equation*}
$$

and $\mathcal{N}$ is chosen such that the state stays normalized. Iterating this procedure, one converges to the desired result.

### 2.2.3 Compressed sensing

In many situations where quantum state tomography is performed, the state in question is not completely arbitrary but close to a state with low rank. Compressed sensing allows to both reduce the number of measurements needed to reconstruct the state notably and to make the post-processing much more efficient $9,10,35,36$. Here, we only present the general idea while developing a theory of compressed sensing applicable to the most general situation in Chapter 5 .

Let $\mathcal{H}=\mathbb{C}^{d}$. The bounded operators (or Hermitian matrices) acting on $\mathcal{H}$, denoted by $\mathcal{B}(\mathcal{H})$, form a $d^{2}$ dimensional Hilbert space with the scalar product, sometimes called the Hilbert-Schmidt scalar product, $(A, B)=\operatorname{Tr}(A B)$. This gives a straightforward method to reconstruct an unknown quantum state $\rho \in \mathcal{B}(\mathcal{H})$ : Just chose observables $\left\{w_{1}, \ldots, w_{d^{2}}\right\}$ being an orthonormal basis of $\mathcal{B}$ and measure the expectation values of all of them to obtain $\rho$ in the basis of the $w_{i}$. For a fully general state, one has to determine the expectation value of $d^{2}-1$ observables. If, on the other hand, $\operatorname{rank} \rho=r$, the state is described by only $(2 d-1) r-1$ real parameters, which is a great reduction if $r \ll d$.

However, how to find the lowest rank state compatible with the measurement results and to check whether the reconstruction is unique is highly nontrivial even though the algorithm of compressed sensing is quite simple: Let $\|\cdot\|_{1}$ denote the trace-norm, i.e., the sum over all singular values. From the $d^{2}$ observable in the basis chose $m=C r \kappa d \log ^{2} d$ ones, $w_{i_{1}}, \ldots, w_{i_{m}}$ uniformly at
random where $C$ is a constant and the purpose of $\kappa$ is explained below. Then measure their expectation values and calculate

$$
\begin{equation*}
\hat{\sigma}=\operatorname{argmin}_{\sigma \in \mathcal{B}}\|\sigma\|_{1} \text { subject to }\left(w_{i_{k}}, \sigma\right)=\left(w_{i_{k}}, \rho\right) \forall k=1, \ldots, m \tag{2.12}
\end{equation*}
$$

This optimization problem can be written as a semi-definite program and, therefore, be solved efficiently in $d$. If the observables fulfill a certain incoherence property as provided in Chapter 5 , the probability that the reconstruction fails, i.e., that $\hat{\sigma} \neq \rho$ is smaller than $2^{-\kappa}$. This is true for any state $\rho$. Thus, compressed sensing allows to reduce the number of necessary measurements from $O\left(d^{2}\right)$ to the almost optimal $O\left(d \log ^{2} d\right)$. Note that for certain classes of observables, one can even adapt the algorithm in such a way that it becomes deterministic 36 .

If the mentioned condition is not fulfilled, there are quantum states which will still need on the order of $d^{2}$ measurement settings to be reconstructed. However, as we show in Chapter 5, the described algorithm is useful even in this case as one can certify its success from the obtained data only. Thus, one can just try to reconstruct the state from few measurements and just perform additional measurements when the certification fails.

## Chapter 3

## Limitations of quantum computing with Gaussian cluster states
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#### Abstract

We discuss the potential and limitations of Gaussian cluster states for measurement-based quantum computing. Using a framework of Gaussian-projected entangled pair states, we show that no matter what Gaussian local measurements are performed on systems distributed on a general graph, transport and processing of quantum information are not possible beyond a certain influence region, except for exponentially suppressed corrections. We also demonstrate that even under arbitrary non-Gaussian local measurements, slabs of Gaussian cluster states of a finite width cannot carry logical quantum information, even if sophisticated encodings of qubits in continuous-variable systems are allowed for. This is proven by suitably contracting tensor networks representing infinite-dimensional quantum systems. The result can be seen as sharpening the requirements for quantum error correction and fault tolerance for Gaussian cluster states and points toward the necessity of non-Gaussian resource states for measurement-based quantum computing. The results can equally be viewed as referring to Gaussian quantum repeater networks.
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## I. INTRODUCTION

Optical systems offer a highly promising route to quantum information processing and quantum computing. The seminal work in Ref. [1] showed that even with linear optical gate arrays alone and appropriate photon counting measurements, efficient linear optical computing is possible. The resource overhead of this proof-of-principle architecture for quantum computing was reduced, indeed by orders of magnitude, by directly making use of the idea of measurement-based quantum computing with cluster states [2-4]. Such an approach is appealing for many reasons; the reduction of resource overhead is one, and the clear-cut distinction between the creation of entanglement as a resource and its consumption in computation is another. This idea was further developed into the continuousvariable (CV) version thereof [5-8], which aims at avoiding limitations related to efficiencies of creation and detection of single photons. In this context, Gaussian states play a quite distinguished role, as they can be created by passive optics, optical squeezers, and coherent states, i.e., the states produced by a usual laser [9-13]: Indeed, Gaussian cluster states are a promising resource for instances of quantum computing with light. Such a CV scheme allows for deterministic preparation of resource states, while schemes based on linear optics with single photons require preparation methods which are intrinsically probabilistic.

In this work, however, we highlight and flesh out some limitations of such an approach. We do so to clarify the exact requirements that any scheme for CV quantum computing based on Gaussian cluster states eventually will have to fulfill and what quantum error correction and fault-tolerant approaches eventually have to deliver. Specifically, we show that Gaussian local measurements alone will not suffice to transport quantum information across the lattice, even on complicated lattices described by an arbitrary graph of finite dimension: Any influence of local measurements is confined
*jense@qipc.org
to a local region, except from exponentially suppressed corrections. This can be viewed as an impossibility of Gaussian error correction in the measurement-based setting. What is more, even under non-Gaussian measurements, this obstacle cannot be overcome, to transport or process quantum information along slabs of a finite width: Any influence of local measurements will again exponentially decay with the distance. This observation suggests that-although the initial state is perfectly known and pure-finite squeezing has to be tackled with a full machinery of quantum error correction and fault tolerance [14-16], yet developed for this type of system and, presumably, giving rise to a massive overhead. No local measurements or suitable sophisticated encodings of qubits in finite slabs-reminding, e.g. of encodings of the type of Ref. [16]-can uplift the initial state to an almost perfect universal resource. To arrive at this conclusion, in some ways, we explore ideas of measurement-based computing beyond the one-way model [2] as introduced in Ref. [17] and further developed in Refs. [18-22]. We highlight the technical results as "observations" and discuss implications of these results in the text. While these findings do not constitute a "no-go" argument for Gaussian cluster states, they do seem to require a very challenging prescription for quantum error correction and further highlight the need to identify alternative schemes for CV quantum computing, specifically schemes based on nonGaussian CV states. Small-scale implementations of Gaussian cluster-state computing, as we will see, are also not affected by these limitations.

The structure of this article is as follows: In Sec. III we discuss the concept of Gaussian projected entangled pair states (GPEPSs), forming a family of states including the physical CV Gaussian cluster state. In Sec. IV we discuss the impact of Gaussian measurements on GPEPSs and show that under this restriction the localizable entanglement in every GPEPS decays exponentially with the distance between any two points on an arbitrary lattice. This also has implications for Gaussian quantum repeaters, which we investigate in detail. Then we leave the strictly Gaussian stage in Sec. V and present our main result, showing that under more general measurements
of GPEPSs, quantum information processing in finite slabs is still not possible. We discuss requirements for error correction, before presenting concluding remarks

## II. PRELIMINARIES

## A. Gaussian states

Before we turn to measurement-based quantum computing (MBQC) on CV states, we briefly review some basic elements of the theory of Gaussian states and operations which are needed in this article [9-12]. Readers familiar with these concepts can safely skip this section. Although the statements made in this work apply to all physical systems described by quadratures or canonical coordinates, including, for example, micromechanical oscillators, we have a quantum optical system in mind and often use language from this field as well. Any system of $N$ bosonic degrees of freedom, for example, $N$ light modes, can be described by canonical coordinates $x_{n}=\left(a_{n}+a_{n}^{\dagger}\right) / 2^{1 / 2}$ and $p_{n}=-i\left(a_{n}-a_{n}^{\dagger}\right) / 2^{1 / 2}$, $n=1, \ldots, N$, where $a_{n}\left(a_{n}^{\dagger}\right)$ annihilates (creates) a photon in the respective mode. When we collect these $2 N$ canonical coordinates in a vector $O=\left(x_{1}, p_{1}, \ldots, x_{N}, p_{N}\right)$, we can write the commutation relations as $\left[O_{j}, O_{k}\right]=i \sigma_{j, k}$, where the symplectic matrix $\sigma$ is given by

$$
\sigma=\bigoplus_{j=1}^{N}\left[\begin{array}{cc}
0 & 1  \tag{1}\\
-1 & 0
\end{array}\right] .
$$

Gaussian states are fully characterized by their first and second moments alone. The first moments form a vector $d$ with entries $d_{j}=\operatorname{tr}\left(O_{j} \rho\right)$, while the second moments, which capture the fluctuations, can be collected in a $2 N \times 2 N$ matrix $\gamma$, the so-called covariance matrix (CM), with entries

$$
\begin{equation*}
\gamma_{j, k}=2 \operatorname{Re} \operatorname{tr}\left[\rho\left(O_{j}-d_{j}\right)\left(O_{k}-d_{k}\right)\right] \tag{2}
\end{equation*}
$$

Hence, Gaussian states are complete characterized by $d$ and $\gamma$. Gaussian unitaries, that is, unitary transformations acting in Hilbert space preserving the Gaussian character of the state correspond to symplectic transformations on the CM. They in turn correspond to maps $\gamma \mapsto S \gamma S^{T}$ with $S \sigma S^{T}=\sigma$. The set of such symplectic transformations forms the group $\operatorname{Sp}(2 N, \mathbb{R})$. A set of particularly important example Gaussian states are the coherent states, for which the state vectors read, in the photon number basis,

$$
\begin{equation*}
|\alpha\rangle=e^{-|\alpha|^{2} / 2} \sum_{n=0}^{\infty} \frac{\alpha^{n}}{\sqrt{n!}}|n\rangle \tag{3}
\end{equation*}
$$

and are described by $d=\sqrt{2}(\operatorname{Re} \alpha, \operatorname{Im} \alpha)$ and $\gamma=\operatorname{diag}(1,1)$. Single-mode squeezed states are characterized by lower fluctuations in one phase-space coordinate. The CM can, in a suitable basis, then be written as $\gamma=\operatorname{diag}(x, 1 / x)$ with $x \neq 0$.

## B. MBQC on Gaussian cluster states

The first proposal for MBQC on CV states has been based on so-called Gaussian cluster states and works in almost-complete analogy to the qubit case [5-8]. As such, the formulation is based on "infinitely squeezed" and hence unphysical states using infinite energy in preparation: It can be
created by initializing every mode in the $p=0$ "eigenstate" of $p$ (formally an improper eigenstate of momentum, a concept that can be made rigorous, for example, in an algebraic formulation [23]). This is the CV analog to the state vector
 $e^{i x \otimes x}$, the analog to the $C_{Z}$ gate, is applied between all adjacent modes. This state allows universal MBQC to be performed with Gaussian and one non-Gaussian measurement. The state as such is not physical and not contained in Hilbert space. The argument, however, is that it should be expected that a finitely squeezed version inherits essentially the same properties. Replacing them by finitely squeezed ones, we obtain a state which we call a physical Gaussian cluster state.

## III. GPEPS

Projected entangled pair states or tensor product states have been used for qubits to generalize matrix product states or finitely correlated states [24,25] from one-dimensional (1D) chains to arbitrary graphs [26-28]. One suitable way to define them is via a valence-bond construction: One can create a state by placing entangled pairs-constituting "virtual systems"-on every bond of the lattice and then applying a suitable projection to a single mode at every lattice site. These projections, often taken to be equal, together with the specification of the initial entangled states, then serve as a description of the resulting state. Matrix product states for Gaussian states (MPSGs) have been studied to obtain correlation functions and entanglement scaling in 1D chains [29].

In this work we focus on GPEPSs which can be obtained from non-perfectly entangled pairs. The bonds we consider are two-mode squeezed states (TMSSs), the state vectors of which have the photon number representation

$$
\begin{equation*}
\left|\psi_{\lambda}\right\rangle=\left(1-\lambda^{2}\right)^{1 / 2} \sum_{n=0}^{\infty} \lambda^{n}|n, n\rangle, \tag{4}
\end{equation*}
$$

where $\lambda \in(0,1)$ is the squeezing parameter. We denote the corresponding density matrix $\rho_{\lambda}$. For $\lambda \rightarrow 1$ the state becomes "maximally entangled," but this limit is not physical because it is not normalizable and has infinite energy as already mentioned. We, therefore, carefully analyze the effects stemming from the fact that $\lambda<1$. The CM of this state reads
$\gamma_{\lambda}=\left[\begin{array}{cccc}\cosh (2 r) & 0 & \sinh (2 r) & 0 \\ 0 & \cosh (2 r) & 0 & -\sinh (2 r) \\ \sinh (2 r) & 0 & \cosh (2 r) & 0 \\ 0 & -\sinh (2 r) & 0 & \cosh (2 r)\end{array}\right]$,
where $\tanh (r / 2)=\lambda$. This number $r$ is also referred to as the squeezing parameter when there is no risk of mistaking one for the other. It is also known that any pure bipartite multimode Gaussian state can be brought into the tensor product of a TMSS $[10,30]$ by means of local unitary Gaussian operations, each having a CM in the form of Eq. (5). Then the largest $r$ in the vector of the resulting TMSS is referred to as its squeezing parameter.


FIG. 1. (Color online) GPEPS on an arbitrary graph, here one representing a cubic lattice. (a) Connected dots represent two-mode squeezed states; circles denote vertices where Gaussian projections are being performed. (b) The resulting GPEPS after local Gaussian projections have been performed on the virtual systems. Any Gaussian cluster state can be prepared in this fashion.

We also discuss GPEPSs on general graphs $G=(V, E)$, as shown in Fig. 1. Vertices $G$ here correspond to physical systems, and edges $E$ to connections of neighborhood. In any such graph, $d(.,$.$) is the natural graph-theoretical distance$ between two vertices. As we often consider the system of bonds before the projection operation is performed, we employ the following notation: We speak of operations on virtual systems when referring to collective operations on modes before the projection is applied and often emphasize this when speaking of a single physical system with Hilbert space $\mathcal{H}=\mathcal{L}^{2}(\mathbb{R})$. Note that we also allow for more than one edge between two vertices in a graph.

When a particular vertex has $N$ adjacent bonds, the projection map is a Gaussian operation of the form

$$
\begin{equation*}
V: \mathcal{H}^{\otimes N} \rightarrow \mathcal{H} \tag{6}
\end{equation*}
$$

This operation can always be made trace preserving [ $9,12,31,32$ ], in quite sharp contrast to the situation in the finite-dimensional setting. This operation is also referred to as GPEPS projection. This operation can always be realized by mixing single-mode squeezed states on a suitably tuned beam splitter, which means that inline squeezers are not necessary [33]. Note that any such state can also be used as a variational state to describe ground states of many-body systems and, by construction, satisfies an entanglement area law [34].

## IV. GAUSSIAN OPERATIONS ON A GPEPS

In this section, we discuss Gaussian operations on a GPEPS and derive some statements on entanglement swapping, the localizable entanglement, and the usefulness as a resource for MBQC. Since all measurements are assumed to be Gaussian as well, this is, as such, not yet a full statement on universality, but already shows that the natural operation for transport of logical information in such a Gaussian cluster state does not work with such local measurements.

## A. Localizable entanglement

The localizable entanglement between two sites $A$ and $B$ in the graph $G=(V, E)$ is defined by the maximal entanglement obtainable on average when performing projective measurements at all sites but $A$ and $B[35]$. When we require both the
initial state and the measurements to be Gaussian [36,37], the situation is simplified, as the entanglement properties do not depend on the measurement outcomes [9,12,31,32]. Thus, we do not need to average, but only to find the best measurement strategy. To be specific, we measure the entanglement in terms of the logarithmic negativity, which can be defined as [38-40]

$$
\begin{equation*}
E(\rho)=\log _{2}\left\|\rho^{T_{A}}\right\|_{1}, \tag{7}
\end{equation*}
$$

where $T_{A}$ denotes the partial transpose with respect to subsystem $A$ and $\|\cdot\|_{1}$ the trace-norm, and we use the natural logarithm. For a TMSS, $E$ coincides with the squeezing parameter as $E\left(\rho_{\lambda}\right)=r$. It is important to note, however, that this choice has only been made for notational convenience In our statements on asymptotic degradation of entanglement, any other measure of entanglement would also do, specifically the entropy of entanglement for pure Gaussian states and the distillable entanglement or the entanglement cost for mixed states.

We mostly focus on two variants of the concept of localizable entanglement: Whenever we allow only for Gaussian local measurements, we refer to this quantity as Gaussian localizable entanglement, abbreviated $E_{\mathrm{G}}$. Then we consider the situation where we ask for fixed subspaces $S_{A}$ and $S_{B}$ in the Hilbert spaces associated with sites $A$ and $B$ to become entangled by means of local measurements. We then refer to subspace localizable entanglement $E_{S}$. Both concepts directly relate to transport in MBQC.

## B. Entanglement swapping

The task of localizing entanglement in a PEPS is closely related to that of entanglement swapping [41]. In this situation we have three parties, $A, B$, and $C$, where both $A$ and $B$ and $B$ and $C$ share an entangled pair each. Then $B$, consisting of $B_{1}$ and $B_{2}$, is allowed to perform an arbitrary Gaussian operation on its parts of the two pairs, followed by a measurement. The task is to choose the operation in such a way that the resulting entanglement between $A$ and $B$ is maximum.

Lemma 1. Optimality of Gaussian Bell measurement for entanglement swapping of TMSSs. For two pairs of entangled TMSSs shared between $A$ and $B_{1}$ and between $B_{1}$ and $C$, the supremum of maximum achievable negativity between $A$ and $C$ by a local Gaussian measurement in $B_{1}, B_{2}$ is approximated by the measurement that best approximates a Gaussian Bell measurement.

We consider the situation of having a TMSS (5)

$$
\begin{equation*}
|\psi\rangle_{A, B_{1}}=\left|\psi_{\lambda_{1}}\right\rangle_{A, B_{1}}, \quad|\psi\rangle_{B_{2}, C}=\left|\psi_{\lambda_{2}}\right\rangle_{B_{2}, C} \tag{8}
\end{equation*}
$$

with some $\lambda_{1}, \lambda_{2}>0$ and restricting the operation on $B$ to be Gaussian. Furthermore, we allow for operations which do not succeed with unit probability. We have to allow for general local Gaussian operations and, also, for arbitrary local additional Gaussian resources, with $\mathrm{CM} \gamma_{B}$ on mode $B_{3}$, on an arbitrary number of modes. The initial CM of the system hence reads

$$
\begin{equation*}
\gamma=\gamma_{\lambda_{1}} \oplus \gamma_{\lambda_{2}} \oplus \gamma_{B_{3}} \tag{9}
\end{equation*}
$$

Without loss of generality, one can assume that one performs a single projection onto a pure Gaussian state on all modes
referring to $B$. Ordering modes to $A, C, B_{1}, B_{2}, B_{3}$, one can write the CM in block form as

$$
\gamma=\left[\begin{array}{ccc}
U & V & 0  \tag{10}\\
V^{T} & W & 0 \\
0 & 0 & \gamma_{B_{3}}
\end{array}\right]
$$

with $U$ referring to $A, C$ and $V$ referring to $B_{1}, B_{2}$. When we project the modes $B_{1}, B_{2}$, and $B_{3}$ onto a pure Gaussian state with $\mathrm{CM} \Gamma$, the CM of the resulting state of $A$ and $C$, postselected for that outcome, is given by the Schur complement [9,31,32],

$$
\gamma_{A, C}=\left[\begin{array}{cc}
U & 0  \tag{11}\\
0 & 0
\end{array}\right]-\left[\begin{array}{ll}
V & 0
\end{array}\right]\left(\left[\begin{array}{cc}
W & 0 \\
0 & \gamma_{B_{3}}
\end{array}\right]+\Gamma\right)^{-1}\left[\begin{array}{c}
V^{T} \\
0
\end{array}\right]
$$

Any symplectic operation $S$ applied to $B$ before the measurement can, of course, also just be absorbed into the choice of the $\mathrm{CM} \Gamma$. Writing

$$
\left[\begin{array}{cc}
W & 0  \tag{12}\\
0 & \gamma_{B_{3}}
\end{array}\right]+\Gamma=\left[\begin{array}{cc}
X & Y \\
Y^{T} & Z
\end{array}\right]
$$

one finds that the upper-left principal submatrix of the inverse can be written as

$$
\left.\left[\begin{array}{cc}
X & Y  \tag{13}\\
Y^{T} & Z
\end{array}\right]^{-1}\right|_{B_{1}, B_{2}}=\left(X-Y Z^{-1} Y^{T}\right)^{-1}
$$

again, in terms of a Schur complement expression. Since $\gamma_{B_{3}}+$ $i \sigma \geqslant 0$ and the same holds for the subblock on $B_{3}$ of $\Gamma$, these matrices are clearly positive. Using operator monotonicity of the inverse function, one finds that

$$
\begin{equation*}
\left(X-Y Z^{-1} Y^{T}\right)^{-1} \geqslant 0 \tag{14}
\end{equation*}
$$

holds, since $Y Z^{-1} Y^{T} \geqslant 0$. Therefore,

$$
\begin{equation*}
\gamma_{A, C}=\gamma_{A, C}^{\prime}+P \tag{15}
\end{equation*}
$$

with a matrix $P \geqslant 0$. Here $\gamma_{A, C}^{\prime}$ is the CM following the same protocol, but where $\Gamma$ is replaced by an identical CM, but with $Y=0$. To arrive at such a CM is always possible and still gives rise to a valid CM by virtue of the pinching inequality. This is still merely the CM of the Gaussian state, subjected to additional classically correlated Gaussian noise. In other words, it is always optimal to treat $B_{3}$ as an innocent bystander and not to perform an entangling measurement between $B_{1}$ and $B_{2}$, on the one hand, and $B_{3}$, on the other hand: quite consistent with what one could have intuitively assumed. We can hence focus on the situation where $B_{3}$ is absent and we merely project onto a pure Gaussian state in $B_{1}$ and $B_{2}$.

It is then easy to see that there is no optimal choice, but the supremum can be better and better approximated by considering more and more squeezed TMSSs (or "infinitely squeezed states" in the first place), that is, on $\left|\psi_{\lambda}\right\rangle$ in the limit of $\lambda \rightarrow 1$, which is the CV analog to the Bell state for qudits. This measurement can be realized by mixing $B_{1}$ and $B_{2}$ on a beam splitter with reflectivity $R=1 / 2$ and performing homodyne measurement on both modes afterward (i.e., a projection on an infinitely squeezed single-mode state being an improper eigenstate of the position operator). From Eqs. (5) and (11)
with $\Gamma=\gamma_{\lambda}$ and performing the limit $\lambda \rightarrow 1$, we can calculate the CM of the resulting state. It has the form of (5), with

$$
\begin{equation*}
r=f\left(r_{1}, r_{2}\right)=\frac{1}{2} \operatorname{arcosh} \frac{1+\cosh 2 r_{1} \cosh 2 r_{2}}{\cosh 2 r_{1}+\cosh 2 r_{2}} \tag{16}
\end{equation*}
$$

We note that $f$ is symmetric in its arguments and fulfills $f\left(r_{1}, r_{2}\right)<\min \left\{r_{1}, r_{2}\right\}$ and $\lim _{r_{1} \rightarrow \infty} f\left(r_{1}, r_{2}\right)=r_{2}$. This means that arbitrarily faithful entanglement swapping is possible exactly in the limit of infinite entanglement. Otherwise, the entanglement necessarily deteriorates [41].

To show that this measurement is indeed optimal, we set

$$
\begin{equation*}
\Gamma=S \gamma_{\lambda} S^{T} \tag{17}
\end{equation*}
$$

where $S \in S p(4, \mathbb{R})$. Calculating the resulting degree of entanglement, a direct and straightforward inspection reveals that $E\left(\rho_{A, C}\right)$ can only decrease whenever we choose $S \neq \mathbb{1}$.

## C. 1D chain

We now turn to a one-dimensional GPEPS, not allowing multiple bonds in the valence-bond construction, and are in the position to show the following observation.

Observation 1. Exponential decay of Gaussian localizable entanglement in a $1 D$ chain. Let $G$ be a 1D GPEPS, and $A$ and $B$ two sites. Then

$$
\begin{equation*}
E_{\mathrm{G}}(A, B) \leqslant c_{1} e^{-d(A, B) / \xi_{1}}, \tag{18}
\end{equation*}
$$

where $c_{1}, \xi_{1}>0$ are constants. The best performance is reachable by passive optics and homodyning only.

To prove this, we interpret the preparation projection (6) and the following measurements of the localizable entanglement protocol as a sequence of instances of entanglement swapping Clearly, to allow for general Gaussian projections is more general than using (i) the specific Gaussian projection of the PEPS, followed by a (ii) suitable Gaussian projection onto a single mode; hence every bound shown for this setting will also give rise to a bound to the actual 1D Gaussian chain. If $d(A, B)$ is again the graph-theoretical distance between $A$ and $B$, we have to swap $k=d(A, B)-1$ times. Defining $g(r)=f\left(r, r_{I}\right)$, where $r_{I}$ is the initial strength of all bonds, and iterating the argument, we obtain

$$
\begin{equation*}
r_{A, B}=\left(g^{\circ k}\right)\left(r_{I}\right)=F(k) \tag{19}
\end{equation*}
$$

As the negativity is up to a simple rescaling equal to this twomode squeezing parameter, the only task left is to show that $F(k)$ decays exponentially. To do this, we need $\operatorname{arcosh}(x)=$ $\log _{2}\left[x+\left(x^{2}-1\right)^{1 / 2}\right]$ and the following relations which hold for $x \geqslant 0$ : $\cosh (x) \geqslant e^{x} / 2$ and $\cosh (x) \leqslant e^{x}$. With the help of these, we can conclude that

$$
\begin{equation*}
F(k+1) / F(k)<Q<1 \tag{20}
\end{equation*}
$$

for a $Q$ depending only on $r_{I}$. Thus, $F(k)$ decays exponentially, which proves Observation 1. Note that to maximize the entanglement between $A$ and $B$, we have chosen the supremum of the maps better and better approximating the projection onto an infinitely entangled TMSS. Thus, for a specific GPEPS which is characterized by a fixed map $V$, the $E_{G}$ is generally lower.


FIG. 2. (Color online) The situation referred to in Lemma 2. The strongest bonds before the projection are $r_{1}$ and $r_{2}$. The most significantly entangled bond has the strength $f\left(r_{1}, r_{2}\right)$.

This result has a remarkable consequence for Gaussian quantum repeater lines: It is not possible to build a 1D quantum repeater relying on Gaussian states, if only local measurements and no distillation steps are being used. We show in Sec. V that even non-Gaussian measurements cannot improve the performance. If one sticks to the Gaussian setting, also relying on complex networks does not remedy the exponential decay, as we see. Of course, non-Gaussian distillation schemes can be used to realize CV quantum repeater networks.

## D. General graphs in arbitrary dimensions

One should suspect that the exponential decay of $E_{\mathrm{G}}$ is a special feature of the 1D situation and that higher dimensional graphs would eventually allow localization of a constant amount of entanglement. In this section we show that this is not the case. We first need a lemma which follows directly from our discussion of entanglement swapping.

Lemma 2. Collective operations on pure Gaussian states. Let $\rho_{A, B_{1}}$ be a pure Gaussian state on $\mathcal{H}^{\otimes 2 n}$ of $n$ modes, and $\rho_{B_{2}, C}$ a pure Gaussian $\mathcal{H}^{\otimes 2 m}$ state, where one part of each is held by $A, B$, and $C$, respectively (see Fig. 2). Let the maximum two-mode squeezing parameter be $r_{1}$ between $A$ and $B$ and $r_{2}$ between $B$ and $C$. Then the maximum two-mode squeezing parameter achievable with a Gaussian projection in $B$ between $A$ and $C$ is $f\left(r_{1}, r_{2}\right)$.

To prove this, we again use the fact that any two-party multimode pure Gaussian state can be transformed by local unitary Gaussian operations on both parties into a product of the TMSS [10,30]. This is nothing but the Gaussian version of the Schmidt decomposition. It hence does not restrict generality to start from this situation. As already noted, the best strategy for entanglement swapping between two pairs is a Gaussian Bell measurement, where the squeezing parameter changes according to $f$.

We now allow for global Gaussian operations on all subsystems belonging to $B$. We relax this situation to the following, where we allow for even more general operations: namely, a local Gaussian operation onto all modes of $B$, as well as onto all modes of $A$ and $C$ that are not the two modes that share the largest $r$. Clearly, this is a more general map than is actually considered in the physical situation. This, however, is exactly the situation already considered: an entanglement swapping scheme with an unentangled bystander. Hence, we again find that to project each pair onto a two-mode pure Gaussian state is optimal. For that, the sequence of projections better and better approximating an infinitely squeezed TMSS gives rise to the supremum. Hence, we have shown the


FIG. 3. (Color online) Partitioning of the graph according to the shortest path as described in the text. Sites drawn as squares are the those which lie on the shortest path connecting $A$ and $B$.
preceding result. Now we can prove a central result of this work.

Observation 2. Exponential decay of Gaussian localizable entanglement of a GPEPS in a general graph. Consider a GPEPS in a general graph with finite dimension and let $A$ and $B$ be two vertices of this graph. Then there exist constants $c_{2}, \xi_{2}>0$ such that

$$
\begin{equation*}
E_{\mathrm{G}}(A, B) \leqslant c_{2} e^{-d(A, B) / \xi_{2}} \tag{21}
\end{equation*}
$$

We take the shortest path between $A$ and $B$-achieving the graph-theoretical distance $d(A, B)$-and denote its vertices $A, v_{1}, \ldots, v_{d(A, B)-1}, B$. We partition the graph in such a way that the boundaries do not intersect or touch each other and every vertex on the shortest path from $A$ and $B$ is contained in one region, which is called $R_{v}$ (see Fig. 3). Again, we consider the situation of having TMSSs distributed in the graph between vertices sharing an edge-a general local Gaussian measurement on a GPEPS-so the GPEPS projection, now on several modes, followed by a specific single-mode Gaussian measurement, can only be less general than a general collective Gaussian measurement; thus, we again arrive at a bound to the localizable entanglement in the GPEPS.

Now we face exactly the situation to which Lemma 2 applies. In fact, in each step in each of the parts $A, B$, and $C$, we will have a collection of TMSSs, shared across the cut of the three regions. If $r_{A v_{1}}$ is the strongest bond, in terms of the two-mode squeezing parameter, between $R_{A}$ and $R_{v_{1}}$, and $r_{v_{1} v_{2}}$ is the strongest bond between $R_{v_{1}}$ and $R_{v_{2}}$, then the strongest bond between $R_{A}$ and $R_{v_{2}}$ is given according to Lemma 2 by $f\left(r_{A v_{1}}, r_{A v_{2}}\right)$. Now we can proceed exactly as in the proof of Theorem 1—and again, any uncorrelated bystanders will not help to improve the degree of entanglement-and thus show Theorem 2. This again has a consequence for quantum repeaters: Even when an arbitrary number of parties can share arbitrary many Gaussian entangled bonds, it is not possible to teleport quantum information over an arbitrary distance, as shown here.

In fact, using this statement, one can show that any impact of measurements in terms of a measurable signal is confined to a finite region in the graph, with $I$ now being a subset of the graph, except from exponentially suppressed corrections. This region could be a poly-sized region in which the input to the computation is encoded. The readout of the quantum computation is then estimated from measurements in some region $O$, giving rise to a bit that is the result of the original decision problem to be solved by the quantum computation. From the decay of localizable entanglement, it is not difficult to show that the probability distribution


FIG. 4. (Color online) Exponential decay of any influence of any measurements in region $I$ on statistics of measurement outcomes in region $O$ in the graph-theoretical distance $d(I, O)$ between the regions.
of this bit is unchanged by measurements in $I$, except from corrections that are exponentially decaying with $d(I, O)$ (see Fig. 4).

Note that concerning small-scale "proof-of-principle" applications, the arguments presented do not impose a fundamental restriction, as they apply only to the situation where entanglement distribution over an arbitrary number of modes (or repeater stations) is required. For any finite distance $d(A, B)$ and required entanglement $E(A, B)$, there exists a finite minimal squeezing $\lambda_{\text {min }}$ which allows performance of the task. Only asymptotically will one necessarily encounter this situation. The result can equally be viewed as the impossibility of Gaussian quantum error correction in a measurement-based setting, complementing the results in Ref. [42].

## E. Remarks on Gaussian repeater networks

These results of course also apply to general quantum repeater networks, where the aim is to end up with a highly entangled pair between any two points in the repeater network (see, e.g., Ref. [43] for a qubit version thereof). That is, in Gaussian repeater networks, one will also need non-Gaussian operations to make the network work, quite consistent with the findings in Refs. [9,31,32].

## F. MBQC

The impossibility of encountering a localizable entanglement that is not exponentially decaying directly leads to a statement on the impossibility of using a GPEPS as a quantum wire. Such a wire should be able to perform the following task [17]: Assume that a single mode holds an unknown qubit in an arbitrary encoding; that is,

$$
\begin{equation*}
\left|\phi_{\text {in }}\right\rangle=\alpha\left|0_{L}\right\rangle+\beta\left|1_{L}\right\rangle \tag{22}
\end{equation*}
$$

This system is then coupled to a defined site $A$, the first site of the wire, of a GPEPS by a fixed in-coupling unitary operation which can in general be non-Gaussian. To complete the in-coupling operation, the input mode is measured in an arbitrary basis, where we also allow for probabilistic protocols; that is, the operation does not have to succeed for all measurement outcomes. Then one performs local Gaussian measurements on each of the modes. Then, at the end, one
expects the mode at a single site $B$ to be in the state vector $\left|\phi_{\text {out }}\right\rangle=U\left|\phi_{\text {in }}\right\rangle$ (or at least arbitrarily close in trace norm) for any chosen $U \in \mathrm{SU}(2)$. Note that the length of the computation, and therefore the position of output mode $B$, may vary and that the computational subspace can be left during the measurement. We want to stress that it is also possible to consider quantum wires which process qudits or even CV quantum information, where even on the logical level, information is encoded continuously. However, the capability of processing a qubit is clearly the weakest requirement. Thus, we address this situation only because the corresponding statements for other quantum wires immediately follow. With this clarification we can state the following lemma.

Observation 3. Impossibility of using Gaussian operations on arbitrary GPEPSs in general graphs for quantum wires. No GPEPS on any graph together with Gaussian measurements can serve as a perfect quantum wire for even a single qubit.

This is obvious from the previous considerations, as the measurements for the localizable entanglement and the incoupling operation commute, and clearly, the procedure is especially not possible for $U=\mathbb{1}$. The same argument, of course, also holds true in general graphs: No wire can be constructed from local Gaussian measurements in this sense, again for an exponential decay of the localizable entanglement. This observation is related to the decay of fidelity when performing CV quantum teleportation with squeezed vacuum states, as discussed in Ref. [44]. As mentioned, this statement can also be refined to having up to exponential corrections of finite-influence regions altogether.

## V. NON-GAUSSIAN OPERATIONS

We now turn to our second main result, namely, thatunder rather general assumptions which we detail belowGaussian states defined on slabs of a finite width cannot be used as perfect primitives for resources for MBQC, even if non-Gaussian measurements are allowed for: Any influence of local measurements will again exponentially decay with distance.

More specifically, we first show that a 1D GPEPS cannot constitute a quantum wire in the sense of the definition in Sec. IV F extended to arbitrary measurements. This already covers all kinds of sophisticated encodings that can be carried by a single quantum wire, including ideas of "encoding qubits in oscillators" [16]. We then discuss the situation where an entire cubic slab of constant width is being used to encode a single quantum logical degree of freedom and find that the fidelity of transport will still decay exponentially. Not even using many modes and coupled quantum wires, possibly employing ideas of distillation, can this obstacle be overcome with local measurements alone. That is, we show that Gaussian states cannot be uplifted to serve as perfect universal resource states by measurements on finite slabs alone: Frankly, the finite squeezing present in the initial resources-although the state is pure and known-must be treated as a faulty state, and some full machinery of fault tolerance $[14,15]$, which has yet to be developed for this kind of system, necessarily has to be applied even in the absence of errors. This contrasts quite severely with other limitations known for Gaussian quantum states. For example, while the distillation of entanglement is


FIG. 5. (Color online) (a) Sequential preparation of a GMPS state: Each line represents a mode of a unitary tensor network, whereas each box stands for a Gaussian unitary. For a suitable choice of Gaussian unitaries, the resulting state is a Gaussian cluster state being prepared in the valence-bond construction (b).
not possible using Gaussian operations alone, non-Gaussian operations help to accomplish this task [45].

## A. Sequential preparation of 1D Gaussian quantum wires

To make the statement, we first have to introduce another equivalent way of defining a GPEPS- or, specifically, a GMPS-in one dimension: It is easy to see that a GMPS with state vector $|\psi\rangle$ of $N$ modes can be prepared as

$$
\begin{equation*}
|\psi\rangle=\left\langle\left.\omega\right|_{N+1} \prod_{j=1}^{N} U^{(j, j+1)} \mid 0\right\rangle^{\otimes(N+1)}, \tag{23}
\end{equation*}
$$

with identical Gaussian unitaries $U^{(j, j+1)}$ supported on modes $j, j+1$, depicted as gray bars in Fig. 5. This follows immediately from the original construction in Ref. [24] (see also Ref. [25]), translated into the Gaussian setting. A detailed study of sequentially preparable infinite-dimensional quantum systems with an infinite or finite bond dimension will be presented elsewhere.

## B. Impossibility of transport by non-Gaussian measurements in one dimension: General considerations

We start by stating the main observation here: Frankly, even under general non-Gaussian measurements, transport along a 1 D chain is not possible. We refer to the notions of both localizable entanglement and the probability of transport: This is the average maximum probability of recovering an unknown input state in a fixed subspace $S$ of dimension at least $\operatorname{dim}(S) \geqslant 2$ which has been transported through the wire: Specifically, one asks for the maximum average success probability of a positive operator-valued measure applied to the output of the wire that leads to the identity channel up to a constant, where the average is taken with respect to all possible outcomes when performing local measurements transporting along the wire. We see that this probability decays exponentially with the distance between the input and the output site.

This decay follows regardless of the encoding chosen. Note that by no means do we require logical information to be contained in a certain fixed logical subspace along the
computation: Only in the first and last steps-when initially encoding quantum information or coupling to another logical qubit-do we ask for a fixed subspace. This logical subspace is even allowed to stochastically fluctuate along the computation dependent on measurement outcomes that are obtained in earlier steps of the computation.

Observation 4. Impossibility of using Gaussian 1D chains as quantum wires under general measurements. Let $G$ be a one-dimensional GPEPS. Let $S$ be either $S=\mathcal{H}$ or a subspace thereof. Then the probability of transport between any two sites $A$ and $B$ of the wire satisfies

$$
\begin{equation*}
p \leqslant c_{3} e^{-d(A, B) / \xi_{3}} \tag{24}
\end{equation*}
$$

for suitable constants $c_{3}, \xi_{3}>0$. This implies that for any subsets of sites $E_{A}$ and $E_{B}$ and for fixed local subspaces, the entanglement between $E_{A}$ and $E_{B}$ that can be achieved by arbitrary local measurements of all sites except those contained in $E_{A}$ and $E_{B}$ is necessarily exponentially decaying in $d\left(E_{A}, E_{B}\right)$. This also means that, for any two sites $A$ and $B$,

$$
\begin{equation*}
E_{S}(A, B) \leqslant c_{4} e^{-d(A, B) / \xi_{3}} \tag{25}
\end{equation*}
$$

for some $c_{4}>0$ are constants, even if arbitrary local measurements are taken into account.

We now proceed in two steps. First, it is shown that there exists no subspace $S \in \mathcal{H}$ of dimension at least $\operatorname{dim}(S) \geqslant 2$ such that $V_{j}$ can be chosen to be unitary, for all $j$ for which $p_{j}>0$ and

$$
\begin{equation*}
\left\langle\eta_{j}\right| U|\psi\rangle|0\rangle=p_{j}^{1 / 2} V_{j}|\psi\rangle \tag{26}
\end{equation*}
$$

for all $|\psi\rangle \in S$, where all $U$ is the Gaussian unitary of the sequential preparation in Eq. (23), where the index of the mode, and also any label of tensor factors, is suppressed (see Fig. 6). $\left\{\left|\eta_{j}\right\rangle\right\}$ is an orthonormal basis of $\mathcal{H}$, with $j$ labeling the respective outcome of the local measurement, possibly a continuous function. Because the computational subspace $S$ is allowed to vary during the processing but must be invariant for the computation as a whole, we have to consider all $N$ steps in the sequential preparation and all measurements together. For reasons of simplicity, we present the argument for a wire consisting of just two sites first and extend it afterward. We


FIG. 6. (Color online) (a) Network representing a single step of a sequential preparation of a GMPS; (b) tensor network representation of $\langle\psi|\langle 0| U^{\dagger}(\mathbb{1} \otimes|0\rangle\langle 0|) U|0\rangle|\psi\rangle$.
define the operator

$$
\begin{equation*}
M=U^{\dagger}(\mathbb{1} \otimes|0\rangle\langle 0|) U \tag{27}
\end{equation*}
$$

and formulate the subsequent lemma.
Lemma 3. Conditions for nondecaying transport fidelity. A necessary condition for Eq. (26) to be satisfied is that

$$
\begin{equation*}
\langle\psi|\left\langle\eta_{j}\right| M|\psi\rangle\left|\eta_{j}\right\rangle=p_{j} \tag{28}
\end{equation*}
$$

for all $j$ and all $|\psi\rangle \in S$, with $\sum_{j} p_{j}=1$ and $\left\{\left|\eta_{j}\right\rangle\right\}$ forming a complete orthonormal basis of $\mathcal{H}$.

To see this, note that the fact that Eq. (26) holds true for each $j$ for any $|\psi\rangle \in S$ means that

$$
\begin{equation*}
P_{S}\left\langle\eta_{j}\right| U|0\rangle P_{S}=p_{j}^{1 / 2} P_{S} \tag{29}
\end{equation*}
$$

where $P_{S}$ denotes the projection onto $S$. Using completeness of $\left\{\left|\eta_{j}\right\rangle\right\}$,

$$
\begin{equation*}
\sum_{j}\left|\eta_{j}\right\rangle\left\langle\eta_{j}\right|=\mathbb{1} \tag{30}
\end{equation*}
$$

A moment of thought reveals that for any $|\phi\rangle \in S^{\perp}$, the latter denoting the orthogonal complement of $S$, one has that

$$
\begin{equation*}
P_{S}\left\langle\eta_{j}\right| U|\phi\rangle|0\rangle=0 \tag{31}
\end{equation*}
$$

What is more,

$$
\begin{equation*}
\langle\phi|\left\langle\eta_{j}\right| U|0\rangle P_{S}=0 \tag{32}
\end{equation*}
$$

again, for all $|\phi\rangle \in S^{\perp}$. This further means that (see Fig. 6)

$$
\begin{equation*}
\langle\psi|\left\langle\eta_{j}\right| U^{\dagger}(\mathbb{1} \otimes|0\rangle\langle 0|) U|\psi\rangle\left|\eta_{j}\right\rangle=\langle\psi|\left\langle\eta_{j}\right| M|\psi\rangle\left|\eta_{j}\right\rangle=p_{j} \tag{33}
\end{equation*}
$$

which proves Lemma 3. Now summing over all measurement outcomes $j$ in Eq. (33), which is the same as performing the partial trace (see Fig. 6) with respect to the second mode, we obtain

$$
\begin{equation*}
\langle\psi| \operatorname{tr}_{2}\left(U^{\dagger}(\mathbb{1} \otimes|0\rangle\langle 0|) U\right)|\psi\rangle=1 \tag{34}
\end{equation*}
$$

which in turn implies, together with the preceding, that

$$
\begin{equation*}
P_{S} \operatorname{tr}_{2}\left[U^{\dagger}(\mathbb{1} \otimes|0\rangle\langle 0|) U\right] P_{S}=P_{S} \tag{35}
\end{equation*}
$$

But this in turn means that the Gaussian operator $\operatorname{tr}_{2}\left[U^{\dagger}(\mathbb{1} \otimes\right.$ $|0\rangle\langle 0|) U]$ has at least two spectral values that are identical. Now it is only possible for a Gaussian operator to have two equal, nonzero spectral values if the spectrum is flat and corresponds to an operator that is not of trace class (related to "infinite squeezing" and "infinite energy," which was excluded due to the restriction to proper quantum states with finite energy).

We now extend the argument to a wire of arbitrary length. Toward this aim we denote the measurement basis on the $k$ th site $\left\{\left|\eta_{j}^{(k)}\right\rangle\right\}$ and the corresponding probabilities $p_{j}^{(k)}$. Definition (27) is generalized to

$$
\begin{equation*}
M=\left[U^{\dagger}(\mathbb{1} \otimes|0\rangle)\right]^{N}[(\langle 0| \otimes \mathbb{1}) U]^{N} \tag{36}
\end{equation*}
$$

Condition (26) becomes

$$
\begin{equation*}
\left(\otimes_{k}\left\langle\eta_{j}^{(k)}\right|\right) U^{\otimes N}|\psi\rangle|0\rangle^{\otimes N}=\prod_{k}\left(p_{j}^{(k)}\right)^{1 / 2} V_{j}^{(k)}|\psi\rangle \tag{37}
\end{equation*}
$$

where $\prod_{k} V_{j}^{(k)}$ is unitary for all sequences of measurement outcomes and, furthermore, acts trivially on $S^{\perp}$. Modifying also Eqs. (32), (33), and (35) in a similar manner and using the completeness of the $N$ measurement bases $\left\{\left|\eta_{j}^{(k)}\right\rangle\right\}$, we find that for Eq. (37) to hold, the Gaussian operator $O=$ $\operatorname{tr}^{N}(M)$, where $\operatorname{tr}^{N}$ denotes the $N$-fold partial trace (or suitable tensor contraction), has two equal spectral values, which is not possible, as already mentioned, and thus, the first step in the proof is complete.

## C. Impossibility of transport by non-Gaussian measurements in one dimension: Proving a gap

In the second step we now show that Observation 4 holds if Eq. (26) is not fulfilled. The problem of recovering an unknown state after propagation through the wire is equivalent to that of undoing a nonunitary operation. Obviously, it is a fundamental feature of quantum mechanics that it is not possible to implement a nonunitary linear transformation in a deterministic fashion. Since one does not have to correct for a nonunitary operation in each step, however, the technicality of the argument is related to the fact that we only have to undo an entire sequence of nonunitary Kraus operators once.

Assume that we aim to use our wire for the transport of a single pure qubit. After $N$ steps of transport it will still be pure but, in general, distorted, due to the application of some nonunitary operator

$$
\begin{equation*}
V_{J}=V_{j_{N}}^{(N)} \cdots V_{j_{1}}^{(1)} \tag{38}
\end{equation*}
$$

where $J=\left(j_{1}, \ldots, j_{N}\right)$ is an index reflecting the entire sequence of measurement outcomes on the $N$ lattice sites. To recover the initial state, one has to apply an $X_{J}$ such that

$$
\begin{equation*}
X_{J} V_{J}=c_{J} \mathbb{1} \tag{39}
\end{equation*}
$$

with $c_{j} \in \mathbb{C}$. The success probability of this recovery operation, averaged over all measurement outcomes, is nothing but the probability of transport. It will decay exponentially in $N$ whenever, for any $k$, at least a single $V_{j_{k}}^{(k)}$ is not unitary. The maximal average probability to undo random sequence $V_{J}$ of Kraus operators is found to be

$$
\begin{equation*}
p_{N}=\max \operatorname{tr}\left(X_{J} V_{J} \rho V_{J}^{\dagger} X_{J}^{\dagger}\right) \tag{40}
\end{equation*}
$$

subject to

$$
\begin{gather*}
X_{J}^{\dagger} X_{J}=\mathbb{1}  \tag{41}\\
X_{J} V_{J}=c_{J} \mathbb{1} \tag{42}
\end{gather*}
$$

A moment of thought reveals that this probability of transport is then found to be

$$
\begin{equation*}
p_{N}=\sum_{J} \lambda_{1}\left[\left(V_{J}^{\dagger} V_{J}\right)^{-1}\right]^{-1}=\sum_{J} \lambda_{n}\left(V_{J}^{\dagger} V_{J}\right) \tag{43}
\end{equation*}
$$

where $\lambda_{1}\left(\lambda_{n}\right)$ denotes the largest (smallest) eigenvalue.
To show that Observation 4 is true if $V_{k}$ is not proportional to a unitary matrix for at least one $k$ can be shown by induction. Denoting, again, the operators applied by the measurements of the first $N$ sites by $V_{J}$ and the corresponding operators for
site $N+1$ by $\left\{W_{j}\right\}$, we get from Eq. (43) that

$$
\begin{equation*}
p_{N+1}=\sum_{J, j} \lambda_{n}\left(V_{J}^{\dagger} W_{j}^{\dagger} W_{j} V_{J}\right) \tag{44}
\end{equation*}
$$

Before we proceed, we note that it is possible to assume that all $W_{j}$ and $V_{j}$ are effective $2 \times 2$ matrices, corresponding to the situation where the computational subspace $S$ does not change. If this is not the case, one can account for the fluctuation of the computational subspace by replacing $V_{j} \mapsto U_{j} V_{j}$ (and performing an analogous replacement for $W_{j}$ ) with a suitable unitary $U_{j}$. All arguments that follow do not depend on the choice of this unitary $U_{j}$. Key to the exponential decay is a lemma that is proven in the Appendix.

Lemma 4. Bound to eigenvalues of the sum of $2 \times 2$ matrices. For any positive $A, B \in \mathbb{C}^{2 \times 2}$ with $[A, B] \neq 0$, there exists a $\delta>0$ such that

$$
\begin{equation*}
\lambda_{2}(A+B) \geqslant \lambda_{2}(A)+\lambda_{2}(B)+\delta . \tag{45}
\end{equation*}
$$

If there exists at least one pair $(i, j)$ for which

$$
\begin{equation*}
\left[W_{i}^{\dagger} W_{i}, W_{j}^{\dagger} W_{j}\right] \neq 0 \tag{46}
\end{equation*}
$$

then also

$$
\begin{equation*}
\left[V_{J}^{\dagger} W_{i}^{\dagger} W_{i} V_{J}, V_{J}^{\dagger} W_{j}^{\dagger} W_{j} V_{J}\right] \neq 0 \tag{4}
\end{equation*}
$$

and we can apply Lemma 4 directly to Eq. (44). If, in contrast,

$$
\begin{equation*}
\left[W_{i}^{\dagger} W_{i}, W_{j}^{\dagger} W_{j}\right]=0 \tag{48}
\end{equation*}
$$

for all pairs $(i, j)$, all $W_{i}^{\dagger} W_{i}$ can be simultaneously diagonalized. This means that we can-without loss of generalityassume that

$$
\begin{equation*}
W_{i}^{\dagger} W_{i}=\operatorname{diag}\left(\xi_{i}, \zeta_{i}\right) \tag{49}
\end{equation*}
$$

Because a nonunitary $W_{i}$ exists by assumption, $\min \left\{\left|\xi_{i}-\zeta_{i}\right|:\right.$ $i=1,2\}>0$. In both cases we are provided with a $v<1$ such that

$$
\begin{equation*}
p_{N+1} \leqslant v \sum_{J} \lambda_{2}\left(V_{J}^{\dagger} V_{J}\right)=v p_{N} \tag{50}
\end{equation*}
$$

where we have used the completeness relation

$$
\begin{equation*}
\sum_{j} W_{j}^{\dagger} W_{j}=\mathbb{1} . \tag{51}
\end{equation*}
$$

This observation gives rise to the anticipated gap that proves the exponential decay of the probability of transport and, therefore, to Observation 4. The exponential decay of the subspace localizable entanglement follows directly: If there was a nondecaying localizable entanglement, this could be used to transport with a high recovery probability, in contrast to what we have shown. If this were not the case, one could use the wire to distribute entanglement, which is obviously not possible.

## D. Impossibility of transport by non-Gaussian measurements in one dimension: Concluding remarks

Note, finally, that even though we have presented Observation 4 for local projective measurements-which suits the paradigm of measurement-based computing-the argument obviously holds true for positive operator-valued
measurements. The proof is completely analogous, with $\sum_{j}\left|\eta_{j}\right\rangle\left\langle\eta_{j}\right|=\mathbb{1}$ being replaced by a more general resolution of the identity.

This argument shows that 1D GPEPSs cannot be used as quantum wires even when allowing for arbitrary non-Gaussian local measurements. Note that for this argument to hold, completeness of the measurement bases are indeed necessary: For single outcomes, the condition of the output being up to a constant unitarily equivalent to the input can well be achieved also for matrices having a different structure; but then one cannot assure that this is true for each outcome $j$ of the measurement. This, however, is required to faithfully transport quantum information. If we allow for a finite rate of failure outcomes $j$ in individual steps, then the overall probability of success will asymptotically again become 0 at an exponential rate.

## E. Gaussian cluster states under arbitrary encodings and in higher dimensional lattices

One might wonder whether this limitation can be overcome if a large number of physical modes of a higher dimensional lattice are allowed to carry logical information. The same argument, actually, can be applied to a $k \times k \times \cdots \times k \times n$ cubic slab, as a subset of a $D$-dimensional cubic lattice, where one aims at transporting along the last dimension, with local measurements at each site (Fig. 7). In fact, contracting any dimension except from the last-so summing over all joint indices-one arrives at a GMPS with a bond dimension that is exponential in $k$. This, however, is a constant. This situation is hence again covered by a GMPS, as long as one allows for more than one physical mode and more than one virtual mode per site. Since the argument in Sec. V B does not make use of the fact that we have only a single virtual and physical mode per site: only that now $|0\rangle^{\otimes\left(k^{(D-1)}\right)}$ are being fed into the sequential preparation.

Observation 5. Exponential decay of subspace localizable entanglement in a higher dimensional lattice. Let $G$ be a onedimensional GPEPS, and $A$ and $B$ two sites in a $k \times k \times \cdots \times$ $k \times n$ slab as a subset of a $D$-dimensional cubic lattice, and denote by $i, j$ the last coordinate of sites $A$ and $B$. Then

$$
\begin{equation*}
E_{S}(A, B) \leqslant c_{4} e^{-d(i, j) / \xi_{4}} \tag{52}
\end{equation*}
$$

where $c_{4}, \xi_{4}>0$ are constants, even if arbitrary local measurements are taken into account.

So even encodings in higher dimensional Gaussian cluster states do not alter the situation that one cannot transport along


FIG. 7. (Color online) A slab of a $k \times n$ lattice, aiming at using the second dimension as a quantum wire for quantum computation. Again, the probability of transport between $A$ and $B$ decays exponentially with the distance along the last dimension.
a given dimension, if one wants to think of such slabs as perfect primitives being used in a universal quantum computing scheme.

## F. Role of error correction and fault tolerance

Observations 2 and 5 show that, under mild conditions, Gaussian cluster states need not be used as or made almostperfect resources by local measurements alone. This constitutes a significant challenge for MBQC with Gaussian cluster states but does not rule out this possibility. In this section, we briefly comment on ways that might allow one to overcome the limitations identified here.

Clearly, it is very much conceivable that this observation may again be overcome by concatenated encoding in faulttolerant schemes, effectively in slabs whose width scales with the length of the computation: Rather, at the level of finite encodings, the resource cannot be uplifted to a perfect resource. The situation encountered here-having pure Gaussian states-hence has some similarity to noisy finitedimensional cluster states built with imperfect operations [14,15]. Considering the preparation of the quantum wire and the transport by local measurements as a sequence of teleportations with not fully entangled resources, this means that every step adds a given amount of noise to the quantum information. In finite-dimensional schemes, if this noise corresponds to an error rate below the fault tolerance, a nested encoding with an error correction code allows one to perform computations. The size of the code grows polynomially with the size of the circuit one wishes to implement. In addition to this intrinsic error, any physical implementation will, of course, also suffer from experimental errors which must also be compensated by error correction schemes. Thus, the combined error rate must be below the fault-tolerance threshold. It is therefore possible that recognizing all finite squeezings as full quantum errors-which has to be done in the light of the results of the present work-and using suitable concatenated encodings over polynomially many slabs, there exists a finite squeezing allowing for full universal quantum computation with eventual polynomial overhead. The question whether schemes such as these-or ones where suitable polynomially sized complex structures are "pinched" out of a large latticethat are universal can be constructed remains a challenging and interesting open question.

## G. Ideas on percolation

One possible way forward toward the goal of achieving a fully universal resource under local non-Gaussian measurements is to think of first performing local measurements at each site, aiming at filtering an imperfect qubit, $\mathbb{C}^{2}$ cluster from a Gaussian cluster state. Ideally, one would arrive at the situation on, say, a cubic lattice of some dimension, where one could extract a graph state [46] corresponding to having an edge between nearest neighbors with some finite probability. If this probability $p_{s}$ is sufficiently high-higher than the appropriate threshold for edge percolation-and if one can ensure suitable independence, an asymptotically perfect cluster on a renormalized lattice can be obtained [47-49]. When trying to identify such percolation schemes, one does
not have to rely solely on classical percolation schemes, but can also make use of more general repeater-type schemes as in Ref. [50], referred to as quantum percolation (see also Ref. [48]). To identify such maps, either classical or quantum, however, appears to be a very challenging task.

One might also ask whether TMSS bonds as such can be transformed into suitable maximally entangled pairs of $\mathbb{C}^{2} \otimes \mathbb{C}^{2}$ systems. This, however, clearly is the case. Again applying a result for finite-dimensional systems to infinitedimensional ones by making use of appropriate nets of Hilbert spaces, one finds that given a state vector $\left|\psi_{\lambda}\right\rangle$ of a TMSS of some squeezing parameter $\lambda>0$, the transformation $\left|\psi_{\lambda}\right\rangle$ to $(|0,0\rangle+|1,1\rangle) / \sqrt{2}$ is possible with a generalized local filtering on $A$ only, together with a suitable unitary in $B$, with a probability of success of $[51,52]$

$$
\begin{equation*}
p=\min \left[1,2\left(1-\lambda^{2}\right)\right] . \tag{53}
\end{equation*}
$$

Hence, whenever $\lambda \geqslant 1 / \sqrt{2}$, this transformation can be done deterministically. This has interesting consequences for quantum repeaters. The protocol performing the transformation

$$
\begin{equation*}
\left|\psi_{\lambda}\right\rangle_{A, B} \mapsto \frac{1}{\sqrt{2}}(|0,0\rangle+|1,1\rangle) \tag{54}
\end{equation*}
$$

can be implemented by combining $A$ with an ancillary system $C$, performing a joined unitary transform on $A, C$, measuring $C$, and applying another unitary gate on $B$ classically conditioned on the measurement result.

But even if $\lambda<1 / \sqrt{2}$, one can still distill a resource from a collection of TMSSs distributed in a graph, performing an argument involving percolation here. This, however, merely shows that Gaussian states as such can be resources for information processing. Most importantly, this is not the resource anticipated, so not the actual GPEPS, but a collection of suitable TMSS. Thus, non-GPEPS projections cannot be implemented with linear optics without a massive overhead Finally, the eventually created qubit cluster state would be obtained in a single-rail representation where measurements in the superposition bases, which are needed for the actual computation, are experimentally very difficult and require additional photons. So the question of actual universality of the Gaussian cluster state, under all fair meaningful ways of defining a set of rules, remains an interesting and challenging question.

## H. Remarks on 1D Gaussian quantum repeaters

We finally briefly reconsider the question of a quantum repeater setting based on general non-Gaussian operations. We have shown that it is not possible to obtain a finitely entangled state for an arbitrary long 1D GPEPS. However, what is also true at the same time is that a sequential repeater scheme based on sufficiently entangled TMSSs before the PEPS projection does yield a nondecaying entangled bond between the end points. That is, using only projective local measurements of each of the sites, one can transform a collection of distributed TMSSs in a 1D setting into a maximally entangled qubit pair shared between the end sites. To show this, it suffices to revisit the situation for three sites, as the general statement on $N$ sites follows immediately by iteration.

Now consider the quantum repeater setting and assume for simplicity that we already have a qubit Bell pair, $|\phi\rangle_{A, B_{1}}=$ $(|0,0\rangle+|1,1\rangle) / \sqrt{2}$, which we want to swap through a TMSS $\left|\psi_{\lambda}\right\rangle_{B_{2}, C}$ with $\lambda \geqslant 1 / \sqrt{2}$. We can use the higher, unoccupied Fock levels of the state vector $|\phi\rangle_{A, B_{1}}$ as an ancilla to transform $\left|\psi_{\lambda}\right\rangle_{B_{2}, C}$ according to Eq. (54). As the final unitary on $C$ after local operations and classical communication with one-way classical communication does not change the entanglement, we can also omit it. As the unitary, the ancilla measurement, and the final Bell measurement on $B_{1}, B_{2}$ are equivalent to a single projective measurement on $B_{1}, B_{2}$, it is possible to swap entanglement through a physical TMSS perfectly. Needless to say, this will be a highly non-Gaussian, complicated operation and will not overcome the limitation of Gaussian cluster states discussed.

## VI. DISCUSSION AND SUMMARY

In this article, we have assessed the requirements for possible architectures when using Gaussian states as resources for MBQC and for entanglement distribution by means of quantum repeater networks. Using a framework of GPEPSs, we have shown that under Gaussian measurements only, the localizable entanglement decays exponentially with the distance in arbitrary graphs. This rules out the possibility of processing or even transporting quantum information with Gaussian measurements only.

The preceding results also show that Gaussian cluster states-under mild conditions of the encoding of logical information in slabs, rather than general encodings in the entire lattice-cannot be used as or made perfect universal resources for MBQC. No information can be transmitted beyond a certain influence region, and hence, no arbitrarily long computation can be sustained. Now if one allows for a higher energy, and hence larger two-mode squeezing, in the resource states, this influence region will become larger In other words, small-scale implementations as proof-ofprinciple experimental realizations of such an idea will be entirely unaffected by this: Any state with finite energy will constitute some approximation of the idealized improper state having infinite energy, and its outcomes in measurements will approximate the idealized ones. However, with this state, one could not go ahead with an arbitrarily long computation. This observation shows that Gaussian cluster states are fine examples of states that eventually allow for the demonstration of the functioning of a CV quantum computer, possibly realized using the many modes available in a frequency comb [5-7].

Also, we have discussed the requirements for fault tolerance and quantum error correction for such schemes, yet to be established, in that any finite squeezings essentially have to
be considered full errors in a concatenated encoding scheme This work motivates further studies of the fault tolerance of systems with a finite-dimensional logical encoding in infinitedimensional systems. But it also strongly suggests that it could be a fruitful enterprise to further at alternative CV schemes not directly involving Gaussian states, but other relatively feasible classes of states, such as coherent superpositions of a few Gaussian states like the so-called cat states, which have turned out to be very useful within another computation paradigm [53]. We hope that this article will contribute to clarifying the requirements that any architecture eventually must meet based on the interesting idea of doing quantum computing by performing local measurements on Gaussian or non-Gaussian states of light.
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## APPENDIX: PROOF OF LEMMA 4

Let $A, B \in \mathbb{C}^{2 \times 2}$, with $A, B \geqslant 0$. We set

$$
\begin{equation*}
c=\frac{\left\|A^{1 / 2} B^{1 / 2}\right\|^{2}}{\|A\|\|B\|} \tag{A1}
\end{equation*}
$$

The inequality $c \leqslant 1$ follows directly from the submultiplicativity of the operator norm, while equality holds if and only if $A$ and $B$ commute. Rewriting

$$
\begin{align*}
\lambda_{n}(A+B) & =\operatorname{tr}(A+B)-\lambda_{1}(A+B) \\
& =\operatorname{tr}(A+B)-\|A+B\|, \tag{A2}
\end{align*}
$$

we can now use a sharpened form of the triangle inequality for the operator norm of $2 \times 2$ matrices in Ref. [54] to obtain

$$
\begin{align*}
\lambda_{2}(A+B)= & \operatorname{tr}(A+B)-\|A+B\| \\
\geqslant & \operatorname{tr}(A+B)-\frac{1}{2}(\|A\|+\|B\|) \\
& \left.+\frac{1}{2}(\|A\|-\|B\|)^{2}+4\left\|A^{1 / 2} B^{1 / 2}\right\|^{2}\right)^{1 / 2} . \tag{A3}
\end{align*}
$$

If now $c<1$, then there exists a $\delta>0$ such that

$$
\begin{align*}
\lambda_{2}(A+B) \geqslant & \operatorname{tr}(A+B)-\left((\|A\|-\|B\|)^{2}\right. \\
& +4\|A\|\|B\|)^{1 / 2}+\delta \\
= & \operatorname{tr}(A+B)-(\|A\|+\|B\|)+\delta  \tag{A4}\\
= & \lambda_{2}(A)+\lambda_{2}(B)+\delta, \tag{A5}
\end{align*}
$$

which proves Lemma 4.
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#### Abstract

We present strictly efficient schemes for scalable measurement-based quantum computing using continuousvariable systems: These schemes are based on suitable non-Gaussian resource states, ones that can be prepared using interactions of light with matter systems or even purely optically. Merely Gaussian measurements such as optical homodyning as well as photon counting measurements are required, on individual sites. These schemes overcome limitations posed by Gaussian cluster states, which are known not to be universal for quantum computations of unbounded length, unless one is willing to scale the degree of squeezing with the total system size. We establish a framework derived from tensor networks and matrix product states with infinite physical dimension and finite auxiliary dimension general enough to provide a framework for such schemes. Since in the discussed schemes the logical encoding is finite dimensional, tools of error correction are applicable. We also identify some further limitations for any continuous-variable computing scheme from which one can argue that no substantially easier ways of continuous-variable measurement-based computing than the presented one can
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## I. INTRODUCTION

To realize a quantum computer in the circuit model, it is crucial to have precise control over each of the carriers of quantum information. In addition to keeping the quantum state of the computer protected from unavoidable noise induced by the environment, it is necessary to implement suitable quantum gates, usually in the form of one- and two-qubit gates. The latter is of particular difficulty, especially when optical quantum systems are used because their interaction is either weak or merely induced by measurements.

The paradigm of measurement-based quantum computing (MBQC) as pioneered by Raussendorf and Briegel [1,2] and substantially generalized by Gross and Eisert [3,4] allows us to get rid of the necessity of performing unitary operations to implement a quantum circuit. Instead, the actual computation is performed by preparing a multipartite entangled state, the resource, in a first step followed by adaptively chosen local measurements on this resource. The important improvement stems from the fact that the resource is universal, i.e., it can be prepared independently of the algorithm one wants to perform. This means that the presumably difficult step, the one which involves entangling operations, can be performed off-line. This resource-preparation may also be probabilistic as it is possible to wait with the implementation of the algorithm until the resource is available. What is more, individual addressing in the final read-out step is also required in the circuit model, so this step does not add any further difficulty to the scheme.

Quantum computing based on continuous-variable (CV) quantum optical systems differs from the more conventional notion based on their discrete analogs in not making use of single photons as the carriers of quantum information [5,6]. Instead, it relies to a large extent on Gaussian states and their manipulation. The notable advantage is that Gaussian states are easier to prepare in the laboratory, the corresponding interactions are often stronger and easier to accomplish, and some measurements, e.g., homodyne detection, can be
performed with an efficiency substantially surpassing the one of single-photon measurements. However, quantum information protocols using Gaussian states only, Gaussian operations, and Gaussian measurements suffer from serious limitations as in this setting neither entanglement distillation [7-9] nor error correction against Gaussian errors [10] is possible. Also, since one can easily efficiently keep track of first and second moments, any Gaussian evolution of Gaussian states can be efficiently simulated on a classical computer [11], clearly ruling out as the possibility of universal quantum computing.

MBQC based on Gaussian resource states has been extensively discussed in the literature [12-16] due to several features: They are a direct generalization of the well-known qubit cluster state to the continuous-variable regime, they allow for universal quantum computing with Gaussian measurements and a single non-Gaussian one, and they can be prepared with present-day experimental techniques, as already demonstrated. However, if they are not formed from idealized infinitely squeezed states (ones that are not contained in Hilbert space and would require infinite energy in preparation) but rather from physical states possessing only finite squeezing, they suffer from exponentially decaying localizable entanglement. This limitation, which applies to any Gaussian resource state irrespectively of the permitted class of measurements [17], implies that full error correction and the machinery of fault-tolerant quantum computing $[18,19]$, in parts yet to be developed for such continuous-variable systems, appears to be necessary even when both state preparation and measurements are perfect. Notably, those restrictions only apply when trying to perform a quantum computation of an unbounded length. For any finite length, there exists, for any required accuracy, a physical cluster state such that any quantum operation up to this length is possible with this accuracy. Because the widely assumed superior power of quantum computers compared to classical ones manifests itself most prominently in the scaling of the runtime with the problem size, the situation of a quantum
computation with unbounded length is in the focus of attention in this work.

In addition to schemes based on Gaussian cluster states, two more classes of schemes relying on CV-quantum optics have been proposed. The first one is based on superpositions of coherent states which are called Schrödinger cat states or, when they have very low amplitude, "kitten" states [20]. They can be, in approximation, created by subtracting photons from squeezed states and allow for universal quantum computing by passive operations such as beam splitters and photon-counting detection only. However, they also suffer from quite severe problems: The probabilistic nature of the quantum operations stemming from the use of nonoverlapping basis elements seems to be the most fundamental one, giving rise to significant overheads. The second approach combines the advantageous features of both discrete and continuous-variable optics [21,22]. In these schemes, quantum information is carried by qubits and single-qubit operations are performed directly on them. Two-qubit operations, in contrast, are performed by letting both qubits interact with a strong CV-mode, the qubus.

With this article, we pursue two different, but complementary, goals: On the one hand, we aim at clarifying the boundary between settings where CV-MBQC is possible and such situations where this is not the case. For this reason, we will develop a general framework capable of describing quantum computation in the measurement-based paradigm, regardless of the dimension of the carriers of quantum information. Within this picture, we can identify some serious limitations giving rise to challenges that have to be overcome. On the other hand, we introduce a strictly efficient scheme relying only on a simple controlled rotation, which can be realized by an atom-light interaction of the Jaynes-Cummings type or purely optically by the Kerr effect, for the creation of the resource. On the measurement side, we require beam splitters, phase-space displacers, and photon counting measurements. While this scheme is not fleshed out in all detail of its concrete physical implementation, it should be clear that quantum optical implementations of such ideas are conceivable.

The present article is organized as follows: First, we discuss what operations are possible with continuous-variable quantum systems and introduce a framework based on matrix product states (MPS) to describe MBQC in a general setting. After a discussion of the properties which a CV-MBQC scheme needs to posses in order to be called theoretically efficient, we show the problems of achieving those requirements with Gaussian measurements on non-Gaussian resource states. Last, we provide an example for a feasible scheme and discuss in detail how efficient MBQC can be performed in this situation.

## II. FEASIBLE PRIMITIVES FOR CV QUANTUM COMPUTING

When performing tasks of quantum information with continuous-variable quantum optics, different classes of operations are considered to be of different difficulty. This is also true for measurements where the achievable efficiency greatly differs among the various methods.

## A. Gaussian operations

Before continuing with the discussion, we remind the reader of some basic properties of Gaussian states and operations while also taking the opportunity to set the notation. We consider a single light mode. The energy eigenvectors of the unit oscillator are denoted by $|n\rangle$ with $n=0,1, \ldots$ The annihilation operator $\hat{a}$ acts on them according to $\hat{a}|n\rangle=\sqrt{n}|n-1\rangle$. The commutator relation with its adjoint, the creation operator is $\left[\hat{a}, \hat{a}^{\dagger}\right]=1$, setting $\hbar=1$. The eigenvectors of the photonnumber operator $\hat{n}=\hat{a}^{\dagger} \hat{a}$ with $\hat{n}|k\rangle=k|k\rangle$ are called the number states or Fock states. One can now define the canonical operators or quadratures as

$$
\begin{gather*}
\hat{q}=\frac{1}{\sqrt{2}}\left(\hat{a}+\hat{a}^{\dagger}\right),  \tag{1}\\
\hat{p}=-\frac{i}{\sqrt{2}}\left(\hat{a}-\hat{a}^{\dagger}\right), \tag{2}
\end{gather*}
$$

and for $\theta \in[0,2 \pi]$ the family of rotated quadrature operators

$$
\begin{equation*}
\hat{q}_{\theta}=\hat{q} \cos (\theta)+\hat{p} \sin (\theta) \tag{3}
\end{equation*}
$$

The latter family of observables is the one that captures homodyne detection [23]. Gaussian unitaries are the ones which can be written as $\hat{U}=e^{i \hat{H}(\hat{q}, \hat{p})}$, where $\hat{H}$ contains no terms in higher than quadratic order in $\hat{q}$ and $\hat{p}$ (or equivalently, in $\hat{a}$ and $\hat{a}^{\dagger}$ ). There are three classes of Gaussian single-mode unitary operators into which all Gaussian unitary gates can be decomposed. The first ones are corresponding to the application of the displacement operator $\hat{D}(\alpha)=$ $\exp \left(\alpha \hat{a}^{\dagger}-\alpha^{*} \hat{a}\right)$ for $\alpha \in \mathbb{C}$. Such a transformation is reflected in the Heisenberg picture by a map of the form

$$
\begin{align*}
& \hat{q} \mapsto \hat{q}+\sqrt{2} \operatorname{Re} \alpha,  \tag{4}\\
& \hat{p} \mapsto \hat{p}+\sqrt{2} \operatorname{Im} \alpha . \tag{5}
\end{align*}
$$

Optically, such a transformation can be realized by mixing the mode with a second mode, which is in a strong coherent state on a beam splitter in the limit of vanishing reflectivity. In the second one are the transformations generated by the clockwise rotation operator $R(\theta)=\exp (-i \theta \hat{n})$, which can be realized by a phase shifter, acting on the canonical operators as $\hat{q} \mapsto \hat{q}_{\theta}$, $\hat{p} \mapsto \hat{q}_{\theta+\pi / 2}$, while in the last one are those generated by the squeezing operator

$$
\begin{equation*}
\hat{S}(\xi)=\exp \left[\frac{r}{2}\left(\hat{a}^{2}-\hat{a}^{\dagger 2}\right)\right], \tag{6}
\end{equation*}
$$

acting as $\hat{q} \mapsto e^{r} \hat{q}, \hat{p} \mapsto e^{-r} \hat{p}$. The single-mode Gaussian unitary operations form a (noncompact) group which we denote by $\mathbb{U}_{\mathrm{G}}$. To complete the set of operators, which are necessary to implement arbitrary multimode Gaussian operations, we introduce the (absorption-free) beam splitter acting on two modes 1 and 2 by

$$
\begin{equation*}
\hat{B}=\exp \left[\frac{\theta}{2}\left(\hat{a}_{1}^{\dagger} \hat{a}_{2}-\hat{a}_{1} \hat{a}_{2}^{\dagger}\right)\right], \tag{7}
\end{equation*}
$$

where $t=\cos (\theta / 2)$ and $r=\sin (\theta / 2)$ are the transmission and reflection coefficient, respectively.

The Gaussian operations can be divided into two classes: Phase shifters and beam splitters do not change the total number of photons and are called passive operations. To
implement a squeezer or a displacer, on the other hand, one does need additional photon sources which makes them more difficult to realize.

## B. Other Hamiltonian building blocks

There are also non-Gaussian operations which are within the realm of present experimental techniques: The cross Kerr effect gives rise to a nonlinear coupling between two modes; its Hamiltonian reads

$$
\begin{equation*}
\hat{H}=\chi \hat{n}_{1} \otimes \hat{n}_{2} . \tag{8}
\end{equation*}
$$

It can be realized by transmitting two modes together through an optically nonlinear medium. As nonlinear optical effects are weak and absorption needs to be kept low, the achievable effective coupling strength is quite small, i.e., $t \chi \ll 1$, where $t$ is the interaction time. For the most relevant situation, where one of the modes carries a state with many photons while the other one is in the single-photon regime, the Hamiltonian (8) has already been experimentally implemented to perform quantum nondemolition measurement (QND) [24]. The related Hamiltonian

$$
\begin{equation*}
\hat{H}=\chi|1\rangle\langle 1| \otimes \hat{n} \tag{9}
\end{equation*}
$$

for a positive $\chi$ describes the coupling of a two-level atom to a light mode in the dispersive limit of the Jaynes-Cummings model. In this situation, the effective coupling strength can be increased by placing the mode and the atom inside an optical cavity. A particularly strong interaction can be achieved with a technique known as electromagnetically induced transparency (EIT), which is routinely used to exchange quantum information between between light modes and atomic vapors and for which also experiments with single atoms exist [25,26]

## C. Measurements

We now turn to the kind of measurements that we will consider feasible for the purposes of this work. The most important Gaussian measurement scheme is homodyne dectection, which correponds to the observable $\hat{q}_{\theta}$ in Eq. (3) It is realized by combining the mode with a strong laser, called the local oscillator, in an interferometer, measuring the intensities on both output ports and subtracting the results. Another important type of Gaussian measurement is eight-port homodyning corresponding to a direct measurement of the $Q$ function, i.e., $Q_{\rho}(\alpha)=\langle\alpha| \rho|\alpha\rangle$ for $\alpha \in \mathbb{C}$, where

$$
\begin{equation*}
|\alpha\rangle=e^{-|\alpha|^{2} / 2} \sum_{n} \frac{\alpha^{n}}{\sqrt{n!}}|n\rangle \tag{10}
\end{equation*}
$$

are the state vectors of the non-orthogonal and overcomplete coherent states [23].

Non-Gaussian measurements are in many instances more difficult to realize than Gaussian ones, and usually with significantly lower detection efficiencies. The most feasible instance of a non-Gaussian measurement reflects a singlephoton detector which can distinguish only between the absence of photons and the presence of one or more photons The corresponding POVM elements are $|0\rangle\langle 0|$ and $\mathbb{1}-|0\rangle\langle 0|$. A photon-number resolving detector is more challenging to implement but, with time-multiplexing [27] or superconducting
nanowires [28], it is possible to perform photon counting for the first few number states with reasonable efficiency

## III. FRAMEWORK FOR CV-MBQC

In this section, we introduce a general framework to describe measurement-based quantum computing. A MBQC scheme consists of two ingredients: First, a resource state and second, a set of possible, or allowed, local measurements. We start with a description of quantum wires which are used for single-qudit processing [29] and discuss their coupling to fully universal resources afterward.

## A. Matrix product states

The formalism of matrix product states, which was originally introduced to describe a certain class of entangled one-dimensional many-body states [30,31], is extremely useful to capture the essentials of quantum computing in the measurement-based model [4]. We start by describing onedimensional continuous-variable quantum wires which can be used to carry a single qubit of quantum information. The techniques we develop are independent of the actual physical implementation but we will often describe them with terms of quantum optics and have such a system in mind.

We consider a chain of $L$ quantum systems with dimension $d_{p}$ which are called lattice sites. We also allow for the situation $d_{p}=\infty$ which describes CV light modes. We say that a state is physical if it has finite mean energy, i.e. for a single mode: $\operatorname{Tr}(\hat{n} \rho) \leqslant \infty$. We choose a basis (or a countably infinite Hilbert-space basis) $\left\{|i\rangle: i=1, \ldots, d_{p}\right\}$ of $\mathbb{C}^{d_{p}}$, which we call the computational basis, associate to any basis element a $D$-dimensional matrix $A[i] \in \mathcal{M}_{D}(\mathbb{C})$, and write a translationally invariant matrix product state (MPS) as

$$
\begin{equation*}
|\Psi\rangle=\sum_{i_{L}, \ldots, i_{2}, i_{1}=1}^{d_{p}}\langle L| A\left[i_{L}\right] \ldots A\left[i_{2}\right] A\left[i_{1}\right]|R\rangle\left|i_{L}, \ldots, i_{2}, i_{1}\right\rangle, \tag{11}
\end{equation*}
$$

where $|L\rangle,|R\rangle \in \mathbb{C}^{D}$. This vector space is the one where the quantum computation will take place and is called correlation space. The matrices must fulfill the completeness relation

$$
\begin{equation*}
\sum_{i=1}^{d_{p}} A[i]^{\dagger} A[i]=\mathbb{1}, \tag{12}
\end{equation*}
$$

for rendering deterministic computation feasible.
An important fact is that all physical states can be approximated arbitrary well by a finite-dimensional MPS. As any finite-dimensional state can be written as a MPS [31], it only remains to show that one can truncate states with finite energy. We write the mean total photon number of a state $\rho$ with $k$ modes as

$$
\begin{align*}
N_{\text {mean }} & =\sum_{n_{1}, \ldots, n_{k}=0}^{\infty}\left(n_{1}+\ldots+n_{k}\right) \rho_{n_{1}, \ldots, n_{k} ; n_{1}, \ldots, n_{k}} \\
& \geqslant k\left(n_{\max }+1\right) \sum_{n_{1}, \ldots, n_{k}=n_{\max }+1}^{\infty} \rho_{n_{1}, \ldots, n_{k} ; n_{1}, \ldots, n_{k}} \tag{13}
\end{align*}
$$

where the matrix elements of $\rho$ are the ones of the Fock basis
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Let $\rho_{\text {trunk }}$ be the non-normalized state obtained from $\rho$ by setting $\rho_{n_{1}, \ldots, n_{k} ; n_{1}^{\prime}, \ldots, n_{k}^{\prime}}=0$ if one of the indices is larger than $n_{\max }$. This state fulfills

$$
\begin{equation*}
\operatorname{Tr}\left(\rho-\rho_{\text {trunc }}\right) \leqslant \frac{N_{\text {mean }}}{k\left(n_{\max }+1\right)} . \tag{14}
\end{equation*}
$$

Denoting the trace norm, which is the relevant norm for the distinguishability of quantum states, by $\|\cdot\|_{1}$, we get, from Ref. [32],

$$
\begin{equation*}
\left\|\rho_{\text {trunc }}-\rho\right\|_{1} \leqslant 3\left(\frac{N_{\text {mean }}}{k\left(n_{\max }+1\right)}\right)^{1 / 2} . \tag{15}
\end{equation*}
$$

If we assume the mean photon number (the energy) per mode to be constant, the truncation error is independent of the system size. This means, for a given required accuracy, we can choose a cut-off number $n_{\text {max }}$ independently of the length of the intended computation.

## B. MPS as quantum wires

We now show how single-qudit MBQC can be performed with such a matrix product state, following and extending the line of reasoning used in Ref. [4]. Let us assume that the first mode is measured in the computational basis with result $k$. The remaining system then is described by the state vector

$$
\begin{equation*}
|\Psi\rangle \propto \sum_{i_{L}, \ldots, i_{2}=1}^{d_{p}}\langle L| A\left[i_{L}\right] \ldots A\left[i_{2}\right] A[k]|R\rangle\left|i_{L}, \ldots, i_{2}\right\rangle . \tag{16}
\end{equation*}
$$

This can be viewed as the action of the matrix $A[k]$ on the right boundary vector $|R\rangle$. To interpret this as the action of a quantum gate it is necessary that $A[k]$ is proportional to a unitary matrix, i.e., $A[k]^{\dagger} A[k]=p(k) \mathbb{1}$, where $p(k)$ is the probability with which the measurement result $k$ is obtained. When the measurement basis is continuous, we denote by $p$ the probability density while $P$ denote the corresponding probability measure. Because we will also discuss measurements where the corresponding matrices are not proportional to unitary ones, we note that the probability in this more general situation is $p(k)=\| A[k]|\psi\rangle \|^{2}$, where $|\psi\rangle$ is the state vector of the correlation system. If the measurement is not performed in the computational basis but in another one and the result corresponds to a projection to the state vector $|x\rangle$, the matrix applied on $|R\rangle$ reads

$$
\begin{equation*}
A_{\mathcal{B}}[x]=\sum_{i=1}^{d_{p}}\langle x \mid i\rangle A[i] . \tag{17}
\end{equation*}
$$

Note that the basis $\mathcal{B}=\{|x\rangle\}$ may be continuous and/or overcomplete and that measurements in such bases naturally occur in CV-quantum optics. We also allow this basis to consist of improper eigenstates reflecting an idealized homodyne detection. We can now already note an almost trivial but very important necessary requirement for a single-qudit MBQC scheme: If there exists no allowed measurement basis such that $A[x]$ is proportional to a unitary matrix for almost all $x$, it is not even possible to transport a single $D$-dimensional qudit. An equivalent formulation is that $p(x)$ must not depend on the state vector $|\psi\rangle$ of the correlation space. If this was the case, a
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FIG. 1. Interpretation of single-qudit MBQC as sequential interaction with an ancilla. The physical sites are initially in the state vector $|\Psi\rangle$ and interact with the correlation system through $\hat{U}$. Depending on the measurement results in $M_{1}$ and $M_{2}$, the unitary gate $U$ is applied on $|\phi\rangle$.
measurement would yield information about $|\psi\rangle$, which would clearly destroy coherence.

## C. Sequential preparation

A possible way of preparing a matrix product state with bond dimension $D$ is a sequential interaction with a $D$ dimensional auxiliary system [31,33]. This picture proves to be extraordinarily useful when discussing quantum wires. Let the interaction between this auxiliary system and a local physical system be described by

$$
\begin{equation*}
\hat{U}: \mathbb{C}^{D} \otimes \mathbb{C}^{d_{p}} \rightarrow \mathbb{C}^{D} \otimes \mathbb{C}^{d_{p}} \tag{1}
\end{equation*}
$$

and assume the physical system to be initialized in the state vector $|\Psi\rangle$. The matrix elements of the MPS matrices then read

$$
\begin{equation*}
A[i]_{j, k}=(\langle k| \otimes\langle i|) \hat{U}(|j\rangle \otimes|\Psi\rangle) . \tag{19}
\end{equation*}
$$

In this picture, which is sketched in Fig. 1, the correlation system is identified with the auxiliary system, and a singlequdit gate is performed by first letting the auxiliary system interact with a mode in a known state and then measuring the mode. It is important to note that this picture works regardless of the actual way the resource state is prepared. For this reason, we will use the picture of sequential preparation to be more intuitive while maintaining full generality. For example, resource states can also arise as ground states of local Hamiltonians or be prepared by the action of translationally invariant quantum cellular automata [34,35].

## D. Encoding of quantum information in correlation spaces

If the goal is not to process a $D$-dimensional qudit but only a $d$-dimensional one with $d<D$, the above requirement is too strong. The $d$-dimensional space is called the computational subspace. We introduce the encoding

$$
\begin{equation*}
V: \mathbb{C}^{d} \rightarrow \mathbb{C}^{D} \tag{20}
\end{equation*}
$$

with $V^{\dagger} V=\mathbb{1}_{d}$ and the encoded matrices

$$
\begin{equation*}
B[i]=V^{\dagger} A[i] V, \quad B \in \mathcal{M}_{d}(\mathbb{C}) \tag{21}
\end{equation*}
$$

If they are proportional to unitary matrices for all $i$, it is possible to process a single $d$ dimensional qudit. One can
observe that

$$
\begin{equation*}
\langle\phi| V^{\dagger} A_{b_{L}}\left[i_{L}\right] \ldots A_{b_{1}}\left[i_{1}\right] V|\psi\rangle=\langle\phi| B_{b_{L}}\left[i_{L}\right] \ldots B_{b_{1}}\left[i_{1}\right]|\psi\rangle, \tag{22}
\end{equation*}
$$

where $|\phi\rangle,|\psi\rangle \in \mathbb{C}^{d}$. The subscripts $b_{i}$ denote the chosen measurement bases. This means, for all measurements, the state with the matrices $B$ behaves exactly like the one with the matrices $A$. Thus, we can just proceed as if we had a state with a $d$-dimensional correlation space from the very beginning.

This situation is not the most general one. The isometry (20) can depend on the measurement basis and the outcome of the previous steps. In this case, the computational subspace is not fixed but changes during the computation. It is reasonable to demand that at least the initial and the final encoding coincide so it is possible to work with a fixed in- and out-coupling, provided by $V$. In this case Eq. (21) becomes

$$
\begin{align*}
& \langle\phi| V^{\dagger} A_{b_{L}}\left[i_{L}\right] V_{b_{L-1}}\left[i_{L-1}\right] \ldots V_{b_{1}}\left[i_{1}\right] V_{b_{1}}^{\dagger}\left[i_{1}\right] A_{b_{1}}\left[i_{1}\right] V|\psi\rangle \\
& \quad=\langle\phi| B_{b_{L}}\left[i_{L}\right] \ldots B_{b_{1}}\left[i_{1}\right]|\psi\rangle \tag{23}
\end{align*}
$$

where $B\left[i_{k}\right]=V_{b_{k}}^{\dagger}\left[i_{k}\right] A\left[i_{k}\right] V_{b_{k-1}}\left[i_{k-1}\right]$. When several quantum wires are used to perform a quantum computation, it is also necessary to demand the changing encoding to return to the initial encoding given by $V$, whenever a coupling occurs. If this was not the case, the couplings would have to depend on the history of measurements and their results in both of the wires. This would clearly be against the spirit of a measurementbased protocol, where all the adaptation lies in the choice of measurement bases only.

The infinite-dimensional matrix product states used in this work bear some resemblance to the continuous matrix product states which were introduced in Refs. $[36,37]$ to describe one-dimensional bosonic quantum fields. In contrast to the discrete structure of bosonic modes described here, they are formulated without an underlying lattice. However, such cMPS can be obtained as a suitable continuum limit from infinite-dimensional matrix product states. In this limit, only two independent MPS matrices remain while the rest can be calculated from them, which is an important difference to the present situation.

## E. Coupling of wires

To go beyond single-qudit processing and achieve quantum computational universality, wires have to be coupled. Physically, this can be performed in different ways. One possibility is to let the auxiliary systems of the sequential preparation scheme interact. However, this might be very challenging to do in reality, both when working with atoms, due to the difficulty of controlling them, and with light, due to weak nonlinear interaction. For this reason, joint measurements are preferable to couple two wires which is also shown in Fig. 2. In an optical situation, this could mean to combine two modes belonging to two different wires on a beam splitter and measuring both output ports. This is a broadening of the usual definition of MBQC where only local measurements are performed while we now also allow for two local ones. On the other hand, there also exists a closely related third way which is also based on the beam-splitter interaction but strictly stays within the measurement-based paradigm. The idea is to perform the


FIG. 2. Coupling of two quantum wires. The interaction of two physical systems through $\hat{W}$ and the subsequent measurements ( $M_{1}$ and $M_{2}$ ) induces a entangling gate on the two correlation systems.
coupling independently of the executed algorithm according to some fixed scheme. This step then belongs to the preparation of the resource while the subsequently performed measurements are purely local.

Let $\hat{W}$ be the coupling between the two modes, $\left\{\left|x_{1}\right\rangle\right\}$ and $\left\{\left|x_{2}\right\rangle\right\}$ the measurement bases after interaction. The applied operation then reads

$$
\begin{equation*}
A\left[x_{1}, x_{2}\right]=\sum_{i, j}\left\langle x_{1}, x_{2}\right| \hat{W}|i, j\rangle A[i] \otimes A[j] . \tag{24}
\end{equation*}
$$

## IV. REQUIREMENTS FOR EFFICIENT MBQC SCHEMES

In this section, we give three condition a MBQC scheme has to fulfill to be called efficient and comment on their importance. To facilitate the derivation, we restrict ourselves to the arguably most important case of $D=2$ while stressing that the requirements for universal computing on qudits with larger dimension are completely analogous. When discussing requirements, one has to distinguish between two different notions: One the one hand, there are theoretical requirements, of the kind that, if they are met, efficient scalable quantum computing is possible in the absence of noise. Going away from this idealized situation, on the other hand, two new features arise. First, in practice, any quantum operation is affected by noise, which error correction may counter to some extent. Second, any actual quantum computation is, needless to say, finite. Thus, the practical requirements that might be sufficient to sustain a computation may differ from the theoretical ones. However, as we are primarily interested in scalable quantum computing, for reasons of clarity we will focus on the theoretical requirements and comment on other practical implications whenever it is in order.

## A. Conditions

We start with the theoretical requirements for quantum wires (which process single qubits) and state the first necessary condition.

Requirement 1 (Transport). Let $\left|\psi_{n}\right\rangle$ be the state vector of the correlation system after $n$ steps in the quantum wire when the initial state vector was $|\psi\rangle$. We say that transport of a single qubit is possible if there exists some $\varepsilon>0$ such that for all $n$

$$
\begin{equation*}
\left.F_{\min }:=\max _{U \in \mathbb{S} \mathbb{U}_{2}} \min _{|\psi\rangle}|\langle\psi| U| \psi_{n}\right\rangle\left.\right|^{2} \geqslant \frac{1}{2}+\varepsilon . \tag{25}
\end{equation*}
$$

Here, $U$ is the best attempt at undoing the action of the quantum wire on $|\psi\rangle$. This requirement ensures that computations are not limited in length. If encodings of single logical qubits in multiple wires are used, this requirement can be weakened to $1 / \varepsilon=\operatorname{poly}(n)$.

For universal single-qubit quantum computing to be possible, it is not enough to merely transport quantum information. It is also necessary that any one-qubit unitary $U \in \mathbb{S} \mathbb{U}_{2}$ can be efficiently approximated. Because it depends on the measurement outcome which operation is applied, we cannot hope for this to be possible deterministically. Instead, the measurements induce a random walk on $\mathbb{S} \mathbb{U}_{2}$ which can be controlled by choosing the measurement basis in the next step depending on the gate implemented so far. For efficient quantum computing, the average number of steps must not increase too fast with the desired accuracy. We set

$$
\begin{equation*}
\bar{A}_{\mathcal{B}}[k]:=p(k)^{-1 / 2} A_{\mathcal{B}}[k], \tag{26}
\end{equation*}
$$

where $\mathcal{B}$ denotes the measurement basis and define

$$
\begin{equation*}
\bar{A}_{\mathcal{B}}[\mathbf{k}]=\prod_{i=1}^{n} \bar{A}_{\mathcal{B}_{i}}\left[k_{i}\right] . \tag{27}
\end{equation*}
$$

Requirement 2 (Single-qubit universality). Let $U \in \mathbb{S U}_{2}$ and $\varepsilon>0$. There exits a sequence (possibly adaptive) of bases $\mathcal{B}_{i}$ such that the expectation value for an approximation $\tilde{U}=$ $\bar{A}_{\mathcal{B}}[\mathbf{k}]$ fulfilling

$$
\begin{equation*}
\|\tilde{U}-U\| \leqslant \varepsilon \tag{28}
\end{equation*}
$$

after at most $n$ measurements in the wire satisfies

$$
\begin{equation*}
\mathbb{E}(n)=O\left[\operatorname{polylog}\left(\frac{1}{\varepsilon}\right)\right] . \tag{29}
\end{equation*}
$$

Here, $\|\cdot\|$ denotes the operator norm, which is the meaningful figure of merit in this case. Of course, single-qubit operations are not sufficient for universality but an entangling operation is also needed:

Requirement 3 (Coupling). Denote with

$$
\begin{equation*}
C_{Z}=\operatorname{diag}(1,1,1,-1) \tag{30}
\end{equation*}
$$

the controlled- $Z$ gate. The expectation value for an approximation $\tilde{C}_{Z}$ fulfilling

$$
\begin{equation*}
\left\|\tilde{C}_{Z}-C_{Z}\right\| \leqslant \varepsilon \tag{31}
\end{equation*}
$$

after at most $n$ measurements on both of the quantum wires involved, where both single-site and two-site measurements are allowed, must satisfy

$$
\begin{equation*}
\mathbb{E}(n)=O\left[\operatorname{polylog}\left(\frac{1}{\varepsilon}\right)\right] \tag{32}
\end{equation*}
$$

Requirements 2 and 3 guarantee that every quantum circuit can be simulated in correlation space with a polylogarithmic overhead. This is the commonly used requirement in quantum computing. When one is content with a polynomial overhead, (29) and (32) can both be relaxed to

$$
\begin{equation*}
\mathbb{E}(n)=O\left[\operatorname{poly}\left(\frac{1}{\varepsilon}\right)\right] \tag{33}
\end{equation*}
$$

for some constant $c>0$. A computational model fulfilling only this weaker condition is still of interest when the ultimate
aim is to perform a quantum algorithm which provides exponential speed-up over the corresponding classical one (like Shor's algorithm). However, whenever the speed-up is only polynomial (like in Grover's search algorithm), the stronger polylog scaling is clearly necessary for the quantum algorithm to have any advantage. When one aims at the implementation of constant size quantum circuits only, Requirements 2 and 3 are not necessary as one does not need to implement the quantum gates to arbitrary accuracy but only to some $\varepsilon>0$ which is determined by the total length of the computation.

The last feature to demand from a MBQC model is the ability to initialize the correlation system into some known state and to perform a measurement of the correlation space in the computational basis.

Requirement 4 (Initialization and read-out). For efficient initialization of the correlation system to be possible, there must exist some measurement sequence such that, independently from its initial state vector $|\psi\rangle$,

$$
\begin{equation*}
\|\left|\psi_{n}\right\rangle-|0\rangle \| \leqslant \varepsilon . \tag{34}
\end{equation*}
$$

Here $\left|\psi_{n}\right\rangle$ is the state vector after $n$ steps in the wire and it must be true that $\mathbb{E}(n)=O$ (poly $\log (1 / \varepsilon))$.

For read-out, it is necessary that after $n$ steps with

$$
\begin{equation*}
\mathbb{E}(n)=O\left[\operatorname{polylog}\left(\frac{1}{\varepsilon}\right)\right] \tag{35}
\end{equation*}
$$

the combined normalized action

$$
\begin{equation*}
\bar{A}_{\mathcal{B}}[\mathbf{k}]=\prod_{j=n}^{1} \bar{A}_{\mathcal{B}_{j}}\left[\boldsymbol{k}_{j}\right] \tag{36}
\end{equation*}
$$

fulfills either $\| \bar{A}_{\mathcal{B}}[\mathbf{k}]-|0\rangle\langle 0| \| \leqslant \varepsilon$ or $\| \bar{A}_{\mathcal{B}}[\mathbf{k}]-|1\rangle\langle 1| \| \leqslant \varepsilon$.
The first requirement just means that one can approach one of the computational basis states fast enough, while the second one ensures an efficient implementation of an approximative measurement in the computational basis. While measurement-based computational schemes that do not respect these requirements may be conceivable in principle, within the framework presented here they are very natural indeed and necessary for universal quantum computing.

## B. Consequences

In the previous section we have discussed the requirements a MBQC scheme has to fulfill in order to be called efficient. We now show some consequences of these requirements, which will help us find classes of schemes that cannot be efficient and some that are. This seems an important enterprise in order to arrive at "no-go results" to identify serious limitations that have to be circumvented in one way or the other. For many important situations, $F_{\min }$ in Requirement 1 vanishes exponentially in $n$ as the following observation shows, which by virtue of the above statement implies that efficient quantum computing is not possible.

Observation 5 (Impossibility of transport). Given a basis $\mathcal{B}$, let $\mathcal{C} \subset \mathcal{B}$, with $P(\mathcal{C})>0$. If for all $x \in \mathcal{C}, A[x] \not \propto U$ with $U \in$ $\mathbb{S} \mathbb{U}_{2}$, transport is impossible when measuring in this basis.

## Proof. We calculate the fidelity

$$
\begin{equation*}
f_{\min }(x):=\max _{U[x] \in \mathbb{S} \mathbb{U}_{2}} \min _{|\psi\rangle} \frac{|\langle\psi| U[x] A[x]| \psi\rangle\left.\right|^{2}}{p(x)} . \tag{37}
\end{equation*}
$$

Because $P(\mathcal{C})>0$ and $f_{\min }(x)<1$ for all $x \in \mathcal{C}$, there exists a nonempty compact interval $\mathcal{I} \subset \mathcal{C}$ such that there is some $\delta<1$ with $f_{\min }(x) \leqslant \delta$ for all $x \in \mathcal{I}$. Using an argument from Ref. [17], one can show that this implies the exponential decay of $F_{\min }$, showing that Requirement 1 is not satisfied. Thus, for transport to be possible, there must exist a basis such that almost all measurement outcomes correspond to some $A[x]$ with $A[x]^{\dagger} A[x] \propto \mathbb{1}$. For transport over a fixed length, Observation 5 does not apply because even if the fidelity decays exponentially fast, it might be still large enough for the task under question.

We show a simple sufficient condition, which will be used later when discussing examples for which Requirement 2 is true.

Observation 6 (Condition for an efficient random walk). Assume that for any target gate $U \in \mathbb{S U}_{2}$ there exists some basis $\mathcal{B}$ and some $\mathcal{C} \subset \mathcal{B}$ for any $P(\mathcal{C}) \geqslant p(\varepsilon)$ with $1 / p(\varepsilon)=$ $O$ (polylog(1/ $\varepsilon$ )) where $\varepsilon$ is the desired accuracy. When

$$
\begin{equation*}
\left\|\bar{A}_{\mathcal{B}}[k]-U\right\| \leqslant \varepsilon \tag{38}
\end{equation*}
$$

for all $k \in \mathcal{C}$, Requirement 2 is fulfilled.
Proof. The expected number of tries can be bounded by

$$
\begin{align*}
\mathbb{E}\left(n_{\varepsilon}\right) & \leqslant \sum_{k=1}^{\infty} k p(\varepsilon)[1-p(\varepsilon)]^{k-1}=\frac{1}{p(\varepsilon)} \\
& =O\left[\operatorname{polylog}\left(\frac{1}{\varepsilon}\right)\right] \tag{39}
\end{align*}
$$

The most important important situation covered by Observation 6 is the one where the measurements have discrete results and for every $U \in \mathbb{S} \mathbb{U}_{2}$ a basis exists which contains at least a single element which fulfills the requirements of Observation 6. Sufficient conditions for initialization and read-out of the correlation system to be possible are provided by the following observation:

Observation 7 (Sufficient conditions for Requirement 4). Let there exist some $\delta>1$ and a basis $\mathcal{B}$ containing some subset $\mathcal{C} \subset \mathcal{B}$ of "nonunitary measurements." Assume that

$$
A[x] \propto U[x]\left[\begin{array}{cc}
s_{1}(x) & 0  \tag{40}\\
0 & s_{2}(x)
\end{array}\right] V^{\dagger}
$$

for all $x \in \mathcal{C}$, where $U[x], V \in \mathbb{S} \mathbb{U}_{2}$, and $s_{1}(x), s_{2}(x)$ are the (not necessarily ordered) singular values of $A[x]$ which fulfill either $s_{1} / s_{2}>\delta$ or $s_{2} / s_{1}>\delta$. In this case, efficient read-out and initialization of the correlation system is possible.

Proof. The situation is most transparent when $s_{2}(x)=0$. In this case, a measurement result $x$ corresponds to a projection of the correlation space state to the state vector $V|0\rangle$. In the more general case the measurement is not projective but merely weak. By performing the unitary operation $V U^{\dagger}[x]$, which is efficiently possible due to Requirement 2, and repeating the measurement, a projective measurement in the basis $\{V|0\rangle, V|1\rangle\}$ can be approximated. This approximation is efficient, due to the existence of a finite gap between $s_{1}$ and $s_{2}$ occurring with finite probability. The independence of $V$ of $x$ is
crucial: If this is not the case, the basis in which the correlation space measurement will occur cannot be fixed. This will lead to a destruction of quantum information resulting in a failure of the MBQC scheme. Initialization of the correlation system in the state vector $|0\rangle$ can be performed in the very same manner. One just performs the measurement procedure outlined above after which the correlation system is in $U[x]|0\rangle$ or $U[x]|1\rangle$, depending on the outcome. Applying now the gates $U[x]^{\dagger}$ or $X U[x]^{\dagger}$, respectively, achieves the required initialization.

## V. LIMITATIONS

When devising a MBQC scheme, there are several fundamental limitations concerning the use of Gaussian states and Gaussian measurements. The first important fact is that all protocols involving only Gaussian measurements on Gaussian states can be simulated efficiently on a classical computer, ruling out the possibility for any quantum speed-up [11]. However, for an ideal Gaussian cluster state, universality can be achieved by adding a single non-Gaussian measurement to the toolbox [12]. On the other hand, any physical Gaussian quantum wire, including an one-dimensional Gaussian cluster state cannot fulfill Requirement 1 even when allowing for non-Gaussian measurements [17].

## A. Controlled Gaussian operations

We now discuss further limitations and consider the situation where the interaction (18) can be written as

$$
\begin{equation*}
\hat{U}=|0\rangle\langle 0| \otimes \hat{G}_{0}+|1\rangle\langle 1| \otimes \hat{G}_{1} \tag{41}
\end{equation*}
$$

up to local unitaries on the correlation system, where $\hat{G}_{0}, \hat{G}_{1} \in$ $\mathbb{U}_{G}$. This class contains states which allow for transport of a qubit in a wire by Gaussian measurements only. An example is given by

$$
\begin{equation*}
\hat{U}=|0\rangle\langle 0| \otimes \exp (-i \theta \hat{n})+|1\rangle\langle 1| \otimes \exp (i \theta \hat{n}) \tag{42}
\end{equation*}
$$

where $\theta>0$ is a parameter characterizing the interaction strength. Taking a coherent state vector $|\alpha\rangle$ with $\alpha \in \mathbb{R}, \alpha>0$ as input, $q_{0}=\sqrt{2} \alpha \cos (\theta), p_{0}=\sqrt{2} \alpha \sin (\theta)$, a $q$-quadrature measurement with result $x$ applies in correlation space

$$
\begin{equation*}
\bar{A}[x]=\operatorname{diag}\left(e^{i p_{0}\left(x-\frac{q_{0}}{2}\right)}, e^{-i p_{0}\left(x-\frac{q_{0}}{2}\right)}\right) \tag{43}
\end{equation*}
$$

with probability $p(x)=\exp \left(-\left(x-q_{0}\right)^{2}\right) / \sqrt{\pi}$. Thus, Requirement 1 is fulfilled. However, efficient single-qubit gates are impossible due to the lack of control. The only possible measurement (up to squeezing) for which $\bar{A}[x]$ is unitary are phase-space displacements followed by $q$-quadrature homodyne detection as for all others, the projectors do not fulfill

$$
\begin{equation*}
\left|\left\langle\psi(x) \mid e^{i \theta} \alpha\right\rangle\right|=\left|\left\langle\psi(x) \mid e^{-i \theta} \alpha\right\rangle\right| \tag{44}
\end{equation*}
$$

which implies that the probabilities of the measurements depend on the state of the correlation system and, therefore, the applied matrix is not unitary. Writing the displacement as $\Delta=\left(\Delta_{q}+i \Delta_{p}\right) / \sqrt{2}$, we get
$\bar{A}_{\Delta}[x]=\operatorname{diag}\left(e^{i\left(p_{0}+\Delta_{p}\right)\left(x-\frac{q_{0}+\Delta_{q}}{2}\right)}, e^{-i\left(p_{0}-\Delta_{p}\right)\left(x-\frac{q_{0}+\Delta_{q}}{2}\right)}\right)$
with probability $p_{\Delta}(x)=\exp \left(-\left(x-q_{0}-\Delta_{q}\right)^{2}\right) / \sqrt{\pi}$. Up to a redefinition $q_{0} \mapsto q_{0}+\Delta_{q}$ and some global phase, (45) is
constant in $\Delta$, i.e., there is no way of controlling the random walk, making it impossible to meet Requirement 2. The same argument holds for any controlled Gaussian operation and for any Gaussian input state.

When allowing for non-Gaussian input states, some amount of control is indeed possible, as the following example shows: Consider the interaction of Eq. (42) together with a superposition of two different photon numbers as an input, $|\psi\rangle=(|0\rangle+|2\rangle) / \sqrt{2}$. Choosing $\theta=\pi / 4$, the postinteraction state reads

$$
\begin{equation*}
a|0\rangle \frac{1}{\sqrt{2}}(|0\rangle-i|2\rangle)+b|1\rangle \frac{1}{\sqrt{2}}(|0\rangle+i|2\rangle) \tag{46}
\end{equation*}
$$

and the normalized matrices $\bar{A}_{q}$ and $\bar{A}_{p}$ for the $q$ - and $p$ quadrature measurements are

$$
\begin{align*}
& \bar{A}_{q}[x]=\operatorname{diag}\left(e^{-i \phi(x)}, e^{i \phi(x)}\right),  \tag{47}\\
& \bar{A}_{p}[x]=\operatorname{diag}\left(e^{i \phi(x)}, e^{-i \phi(x)}\right), \tag{48}
\end{align*}
$$

with

$$
\begin{equation*}
\phi(x)=\arctan \frac{2 x^{2}-1}{\sqrt{2}} \tag{49}
\end{equation*}
$$

and

$$
\begin{equation*}
p(x)=\left(4 x^{4}-4 x^{2}+3\right) \exp \left(-x^{2}\right) /(4 \sqrt{\pi}) \tag{50}
\end{equation*}
$$

Thus, there exist two Gaussian measurements which allow to control the random walk but even this control is not enough to meet Requirement 2. Because this is a general feature of any MBQC-scheme relying solely on Gaussian measurements we will discuss it in detail.

## B. General resource states with Gaussian measurements

We consider an MPS with $D=2$ with the continuous family of matrices $A_{q}[x]$ with $x \in \mathbb{R}$. As the projectors describing eight-port homodyning are not orthogonal, they will turn the state of the remaining system into a mixed one when measuring a mode, and we do not need to consider this measurement. Because all relevant Gaussian measurements can be expressed as the application of squeezing, rotating, and displacing, followed by a $q$-quadrature measurement, we can write

$$
\begin{align*}
& A_{\theta, \Delta_{q}, \Delta_{p}, \lambda}[x] \\
& \quad=\cos (\theta) A_{q}\left[\lambda x+\Delta_{q}\right]+\sin (\theta) A_{p}\left[x / \lambda+\Delta_{p}\right] \tag{51}
\end{align*}
$$

where

$$
\begin{equation*}
A_{p}[q]=\frac{1}{\sqrt{2 \pi}} \int d x A_{q}[x] e^{i q x} \tag{52}
\end{equation*}
$$

and where we have omitted global phase factors. If singlequbit transport is possible in this wire, we can, without loss of generality, assume that $A_{q}[x]:=A_{0,0,0,0}[x]$ is proportional to a unitary matrix for all relevant $x$. As both squeezing by a finite $\lambda$ and shifting in phase space merely results in a redefinition
of $x$ in Eq. (51), we can restrict ourselves to the discussion of

$$
\begin{align*}
A_{\theta}[x] & =\cos (\theta) A_{q}[x]+\sin (\theta) A_{p}[x] \\
& =\sum_{n=0}^{d_{p}-1} e^{i \theta n} \psi_{n}(x) A[n] \tag{53}
\end{align*}
$$

where $\psi_{n}(x)$ are the energy eigenfunctions of the harmonic oscillator. We assume that the physical dimension is finite and discuss the required changes due to an infinite physical dimension afterward.

We now argue that Requirement 2 cannot be fulfilled in the present situation:

Observation 8 (Impossibility of control). Let $A_{\theta}[x]$ be as in (53) with finite $d_{p}$. Then, there exist some constants $C>0$, $\lambda>0$, and $\varepsilon_{0}>0$ such that for all $U \in \mathbb{S} \mathbb{U}_{2}, \theta \in[0, \pi]$, and all $0<\varepsilon \leqslant \varepsilon_{0}$

$$
\begin{equation*}
\mathbb{P}_{\theta}\left(\left\|\bar{A}_{\theta}[x]-U\right\| \leqslant \varepsilon\right)<C \varepsilon^{\lambda} \tag{54}
\end{equation*}
$$

where $\mathbb{P}_{\theta}$ denotes the probability for the random variable $x$ which corresponds to a quadrature measurement with angle $\theta$.

If this is true, the expected number of tries to implement any unitary is bounded as $\mathbb{E}\left(n_{\varepsilon}\right)>C^{-1}(1 / \varepsilon)^{\lambda}$ for $0<\varepsilon \leqslant \varepsilon_{0}$, and Requirement 2 is not fulfilled. The proof is given in the appendix.

This result, which can be summarized as "no quantum computation with Gaussian measurements only" is complementary to the one reported in Ref. [17] which can, in turn, be summarized as "no quantum computing with Gaussian states only." These results apply only to the model where all operations are noiseless and error correction is not performed. Together, this means that both non-Gaussian states and non-Gaussian measurements are simultaneously necessary for continuousvariable MBQC. However, the two limitations differ markedly. For the former, not enough localizable entanglement exists, which means that the quantum information gets destroyed along the wire and transport or teleportation is not possible. The root of the latter limitation is the insufficient possibility to control what quantum gate is performed.

## C. Infinite-dimensional physical systems

Up to now, we have considered only resource states where the physical dimension is finite. We demonstrate the difference between states with and without support on a finite number of Fock states with the help of an example where the resource state is described by the matrices

$$
\begin{equation*}
A[x]=\frac{1}{\sqrt{\mathcal{N}}}(f(x) \mathbb{1}+i g(x) Z) \tag{55}
\end{equation*}
$$

with $\mathcal{N}=\int d x\left(|f(x)|^{2}+|g(x)|^{2}\right)$ to ensure the normalization condition

$$
\begin{equation*}
\int d x A[x]^{\dagger} A[x]=\mathbb{1} \tag{56}
\end{equation*}
$$

Both $f$ and $g$ are chosen to be real, even functions. Thus, also their Fourier transforms $\tilde{f}, \tilde{g}$ are real and the matrices corresponding to $\hat{q}_{\theta}$ are

$$
\begin{align*}
A_{\theta}[x]= & \frac{1}{\sqrt{\mathcal{N}}}\{[(f(x) \cos (\theta)+\tilde{f}(x) \sin (\theta)] \mathbb{1} \\
& +i[g(x) \cos (\theta)+\tilde{g}(x) \sin (\theta)] Z\} \tag{57}
\end{align*}
$$

which are all unitary. If the resource state is finite dimensional $f, g, \tilde{f}$, and $\tilde{g}$ are of the form

$$
\begin{equation*}
h(x)=\operatorname{poly}(x) \exp \left(-x^{2} / 2\right) \tag{58}
\end{equation*}
$$

and the probability for $\bar{A}_{\theta}[x]$ to differ too much from the desired unitary is too large. If we allow the resource state to be infinite dimensional, the situation changes. In particular, it is possible that $f(x)=$ const for $|x| \leqslant c$ for some constant $c>0$. This allows us to find a resource state where a $q$-quadrature measurement implements some gate with a finite probability. This is a striking example for a qualitative difference between a proper continuous-variable state and all of its finite dimensional truncations.

One might now be tempted to use this new insight to devise a MBQC scheme which allows for theoretically efficient single-qubit processing with Gaussian measurements only, but this is impossible. This can be immediately seen by truncating the state according to (15). The above results then imply that single-qubit MBQC is impossible when the energy per mode stays constant when scaling the system. If, on the other hand, the energy per mode is increased with the length of the computation, this no-go result no longer holds.

The reasons for the existence of such a severe limitation lies in the strong notion of efficiency. If Eq. (32) in Requirement 2 is weakened to (33), this restriction is no longer present, and it is possible to devise a MBQC-scheme based on Gaussian measurements on a non-Gaussian resource. To do so, one can take the resource defined by the matrices (43). After changing the variable and neglecting global phases, one gets

$$
\begin{equation*}
\bar{A}[x]=S\left(-p_{0} q_{0}\right) S\left(-2 p_{0} x\right) \tag{59}
\end{equation*}
$$

with $p(x)=\exp \left(-x^{2}\right) / \sqrt{\pi}$, where

$$
\begin{align*}
S(\phi) & =\operatorname{diag}[\exp (-i \phi / 2), \exp (i \phi / 2)] \\
& =\exp (-i \phi / 2) \operatorname{diag}[1, \exp (i \phi)] \tag{60}
\end{align*}
$$

is the phase gate. Assume that the target gate is $S(\phi)$. Chose $q_{0}$ and $p_{0}$ such that $\theta=-q_{0} p_{0}$ and, therefore, $\bar{A}[0]=$ $S(\theta)$. Using $\|S(\alpha)-S(\beta)\| \leqslant|\alpha-\beta|$, one can bound the probability that the distance of the actually implemented gate to the desired one is larger than $\varepsilon$ as

$$
\begin{equation*}
\mathbb{P}(\|\bar{A}[x]-S(\theta)\|>\varepsilon) \leqslant \mathbb{P}\left(\left|2 p_{0} x\right|>\varepsilon\right) \leqslant C p_{0} \varepsilon, \tag{61}
\end{equation*}
$$

where $C$ is some constant. This means it is possible to approximate an arbitrary phase gate in $O(1 / \varepsilon)$ steps. Changing the interaction unitary to contain an additional Hadamard gate on the correlation space and using the decomposition detailed below together with the composition law for errors, it is easy to show that any $U \in \mathbb{S} \mathbb{U}_{2}$ can be approximated in $O\left((1 / \varepsilon)^{4}\right)$ steps.

## VI. FEASIBLE, EFFICIENT CV-MBQC SCHEMES

In this section, we present a scheme which allows for efficient CV-MBQC. The limitations discussed above force us to use both non-Gaussian resource states and non-Gaussian measurements. Even though the experimental requirements for its realization are indeed challenging, the scheme uses only primitives which all have already been demonstrated to be feasible in proof-of-principle experiments.

## A. Single-qubit operations

We choose the interaction unitary in Eq. (18) to be

$$
\begin{equation*}
U=(H \otimes \mathbb{1})(|0\rangle\langle 0| \otimes \exp (-i \theta \hat{n})+|1\rangle\langle 1| \otimes \exp (i \theta \hat{n})), \tag{62}
\end{equation*}
$$

where $\theta>0$ is a parameter. We initialize the modes in a coherent state vector $|\alpha\rangle$ with $\alpha>0$. Equation (62) describes a controlled rotation in phase space. The class of measurements corresponding to unitary evolution is given by the displaced photon-counting measurements, i.e., projections onto the state vector $|x, n\rangle:=\hat{D}(x)|n\rangle$, where $x \in \mathbb{R}$. With the help of (10), the applied gates read

$$
\bar{A}_{x}[n]=H\left[\begin{array}{cc}
e^{-i n \phi(x)} & 0  \tag{63}\\
0 & e^{i n \phi(x)}
\end{array}\right]
$$

where

$$
\begin{equation*}
\phi(x)=\arctan \left(\frac{\alpha \sin (\theta)}{\alpha \cos (\theta)+x}\right) \tag{64}
\end{equation*}
$$

The corresponding probabilities are

$$
\begin{equation*}
p_{x}(n)=e^{-\left(\alpha^{2}+x^{2}+2 x \cos (\theta)\right)} \frac{\left(\alpha^{2}+x^{2}+2 x \cos (\theta)\right)^{n}}{n!} \tag{65}
\end{equation*}
$$

and fulfill, for every $x$, the normalization condition $\sum_{n} p_{x}(n)=1$.

Any single-qubit unitary operation can be efficiently approximated with those operations: Every $U \in \mathbb{S} \mathbb{U}_{2}$ can be written as

$$
\begin{equation*}
U=S\left(\phi_{1}\right) H S\left(\phi_{2}\right) H S\left(\phi_{3}\right), \tag{66}
\end{equation*}
$$

where $H$ is the Hadamard gate and $\phi_{i} \in[0,2 \pi]$. Rewriting this as

$$
\begin{equation*}
U=H S(0) H S\left(\phi_{1}\right) H S\left(\phi_{2}\right) H S\left(\phi_{3}\right), \tag{67}
\end{equation*}
$$

we have decomposed every gate into four applications of (63). Inverting (64) yields

$$
\begin{equation*}
x(\phi)=\frac{\alpha \sin (\theta)}{\tan (\phi(x))}-\alpha \cos (\theta) \tag{68}
\end{equation*}
$$

To implement $S(\phi)$, one only has to choose $x$ such that $-2 \phi(x) n=\phi$ for some small $n$ where $n=0$ and $n=1$ suffice and the former is only needed for $\phi=0$. For any fixed $\alpha \neq 0$ and $\theta \neq 0$, the maximally necessary shift $|x|$ is bounded and with (65) there exists a lower bound $0<p_{0} \leqslant p_{x}(n)$ for all relevant $x$ and $n$. Using (67), one can see that the probability to obtain any chosen $U \in \mathbb{S} \mathbb{U}_{2}$ in four steps is lower bounded by $p_{0}^{4}$. Thus, the conditions for Observation 6 are fulfilled and efficient single-qubit processing is possible.

## B. Coupling of wires

We now turn to the coupling of two wires. Let the two correlation space qubits be prepared in $|\psi\rangle_{j}=a_{j}|0\rangle+b_{j}|1\rangle$ for $j=1,2$. Then, the state vectors after the interaction with the light mode reads

$$
\begin{equation*}
a_{j}|0\rangle\left|e^{-i \theta} \alpha\right\rangle+b_{j}|1\rangle\left|e^{i \theta} \alpha\right\rangle \tag{69}
\end{equation*}
$$

Displacing now both modes by $\Delta_{x}=\alpha \cos (\theta)$, rotating the second mode by an angle of $\pi / 2$, and setting $\gamma=\alpha \sin (\theta)$, the
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joint state vector becomes

$$
\begin{align*}
& a_{1} a_{2}|0,0\rangle|\gamma\rangle|i \gamma\rangle+a_{1} b_{2}|0,1\rangle|\gamma\rangle|-i \gamma\rangle \\
& \quad+b_{1} a_{2}|1,0\rangle|-\gamma\rangle|i \gamma\rangle+b_{1} b_{2}|1,1\rangle|-\gamma\rangle|-i \gamma\rangle . \tag{70}
\end{align*}
$$

A balanced beam splitter transforms two coherent states as

$$
\begin{equation*}
|\alpha\rangle|\beta\rangle \mapsto\left|\frac{\alpha+\beta}{\sqrt{2}}\right\rangle\left|\frac{\alpha-\beta}{\sqrt{2}}\right\rangle . \tag{71}
\end{equation*}
$$

Applying this to (70) yields

$$
\begin{align*}
& a_{1} a_{2}|0,0\rangle\left|\frac{\gamma}{\sqrt{2}}(1+i)\right\rangle\left|\frac{\gamma}{\sqrt{2}}(1-i)\right\rangle \\
& \quad+a_{1} b_{2}|0,1\rangle\left|\frac{\gamma}{\sqrt{2}}(1-i)\right\rangle\left|\frac{\gamma}{\sqrt{2}}(1+i)\right\rangle \\
& \quad+b_{1} a_{2}|1,0\rangle\left|\frac{\gamma}{\sqrt{2}}(-1+i)\right\rangle\left|\frac{\gamma}{\sqrt{2}}(-1-i)\right\rangle \\
& \quad+b_{1} b_{2}|1,1\rangle\left|\frac{\gamma}{\sqrt{2}}(-1-i)\right\rangle\left|\frac{\gamma}{\sqrt{2}}(-1+i)\right\rangle \tag{72}
\end{align*}
$$

The matrices corresponding to a photon-counting measurement in both modes with results $n_{1}$ and $n_{2}$ respectively read

$$
\begin{align*}
A\left[n_{1}, n_{1}\right]= & \operatorname{diag}\left(e^{-\frac{i \pi n_{1}}{4}}, e^{-\frac{i 7 \pi n_{1}}{4}}, e^{-\frac{i 3 \pi n_{1}}{4}}, e^{-\frac{i 5 \pi n_{1}}{4}}\right) \\
& \times \operatorname{diag}\left(e^{-\frac{i 7 \pi n_{2}}{4}}, e^{-\frac{i \pi n_{2}}{4}}, e^{-\frac{i 5 \pi n_{2}}{4}}, e^{-\frac{i 3 \pi n_{2}}{4}}\right), \tag{73}
\end{align*}
$$

which is, up to a local unitary, a controlled phase gate, i.e.,

$$
\begin{align*}
A\left[n_{1}, n_{2}\right]= & \operatorname{diag}\left(e^{-\frac{i \pi\left(n_{1}+7 n_{2}\right)}{4}}, e^{-\frac{i \pi\left(3 n_{1}+5 n_{2}\right)}{4}}\right) \\
& \otimes \operatorname{diag}\left(1, e^{-\frac{i \pi\left(6 n_{1}-6 n_{2}\right)}{4}}\right) \\
& \times \operatorname{diag}\left(1,1,1, e^{-i \pi\left(-n_{1}+n_{2}\right)}\right) \tag{74}
\end{align*}
$$

If $n_{1}+n_{2}$ is even, $A\left[n_{1}, n_{2}\right]$ is not entangling, and the local operations can be efficiently undone as described above. If $n_{1}+n_{2}$ is odd, a $C_{Z}$ gate is implemented up to local corrections. As this situation occurs with finite probability for any choice of $\alpha$ and $\theta$, this means that Requirement 3 is fulfilled.

It remains to show that initialization and read-out are possible. To measure in the computational basis, we shift the mode after the interaction by $\Delta=\alpha(\cos (\theta)-i \sin (\theta))$ which turns the joint state of qubit and mode to

$$
\begin{equation*}
a|0\rangle|0\rangle+b|1\rangle|2 i \alpha \sin (\theta)\rangle \tag{75}
\end{equation*}
$$

Counting the photons leads to a matrix fulfilling the conditions of Requirement 4. Note that there is some asymmetry: If the counted number of photons is larger than one, the qubit is in $|1\rangle$. If the result is zero, one has to undo the gate $H \operatorname{diag}(1,-i)$ and repeat the procedure. Due to the gap between 1 and $|\langle 0 \mid 2 i \alpha \sin (\theta)\rangle|$, this is efficiently possible. This concludes the proof that the proposed scheme is efficient.

As already mentioned, the coupling scheme discussed so far is not completely in the MBQC paradigm because it involves the adaptive coupling of sites. However, this is not necessary: Consider two wires which are coupled every $k+1$ sites by the beam splitter described by Eq. (71). Because $C_{Z}^{2}=\mathbb{1}$, two consecutive couplings can be undone by appropriately choosing local operations between them. From Eq. (65) it follows that for every block of four sites, there exists


FIG. 3. Nonadaptive coupling of four quantum wires where the wiggly lines denote the probabilistic measurement-based $C_{Z}$ gate. By scaling the distance between the single couplings polylogarithmically in the length of the computation, the total probability of failure can be made arbitrarily small.
a probability $p_{0}>0$ that the desired gate is realized and probability of failure in at least one of the wires is upper bounded by $2\left(1-p_{0}\right)^{k / 4}$. Let $n$ be total number of gates, the total probability of failure is bounded by

$$
\begin{equation*}
p_{\text {failure }} \leqslant 2 n\left(1-p_{0}\right)^{k / 4} \leqslant c_{1} n e^{-c_{2} k} \tag{76}
\end{equation*}
$$

for suitable constants $c_{1}$ and $c_{2}$. Thus, for a fixed probability of success, $k$ has only to grow as $k=O(\operatorname{poly} \log (n))$, which means that the need for two-site measurements can be removed for the price of a polylog overhead. For a quantum circuit consisting of more than two wires, as depicted in Fig. 3, every wire should be alternately coupled to its left and right neighbor. When the circuits consists of $m$ quantum wire with all have a length $n$, the respective overhead behaves as $k=O(\operatorname{poly} \log (n m))$.

## C. Errors

Even if a model fulfills the theoretical requirements it will still be affected by noise. Thus, error correction will be necessary to build a scalable quantum computer. In the scheme presented above, one plausible dominant source of errors is reflecting the finite efficiency of the photon-counting measurement needed to perform both single- and two-qubit gates. If photon loss happens, a "wrong" operation is applied in the two-dimensional correlation space. When the rate of these qubit errors is low enough, techniques of error correction and fault-tolerant quantum computing may be applied to make a computation with unbounded length possible at the expense of a polylogarithmic overhead $[18,19]$. This contrasts with the errors stemming from the use of finitely squeezed states in the scheme based on Gaussian cluster states for which no method of error correction exists yet to achieve fault tolerance.

In addition to the obvious errors stemming from decoherence and imperfections in the measurement procedure, the presented continuous variable schemes have an important additional source of errors. For example, when performing a shifted photon counting, uncertainty in the parameter of the shift operator $D(x)$ results in uncertainty of the applied operator. We now investigate how those errors scale with the length of the computation. We restrict ourselves to the single-qubit case while noting that the error analysis for multiple qubits is completely analogous. Consider the situation
where the target gate reads $U=\prod_{i=1}^{n} U_{i}$ while the gate actually applied is $\bar{A}=\prod_{i=1}^{n} \bar{A}_{i}$. We assume that the error induced by a single step is bounded, i.e., for all $i$,

$$
\begin{equation*}
\left\|\bar{A}_{i}-U_{i}\right\| \leqslant \varepsilon . \tag{77}
\end{equation*}
$$

If all $\bar{A}_{i}$ are also unitary, the total error grows linearly in $n$ and can be bounded as $\|\bar{A}-U\| \leqslant n \varepsilon$. If this is not the case, an tight upper bound to the error is

$$
\begin{equation*}
\|\bar{A}-U\| \leqslant n \varepsilon(1+\varepsilon)^{n}, \tag{78}
\end{equation*}
$$

i.e., it grows, in the worst case, exponentially in $n$. In the MBQC-scheme based on Gaussian cluster states as discussed, e.g., in Refs. [12-15], the implemented gates are not unitary for physical resource states, which is the reason for the exponential decay of the transport fidelity [17].

## VII. CONCLUSION

In this work, we have investigated the possibilities provided by measurement-based quantum computing with continuousvariable resources. After introducing a framework allowing for the description of a huge class of possible resource states, we have clarified which conditions are necessary for a CV-MBQC scheme to be viable. Those conditions lead to new limitations. Especially, we have shown that, without the use of not-yet-developed continuous-variable error correction, scalable quantum computing with Gaussian measurements alone is impossible, even if the resource state is non-Gaussian, complementing the prior result which prohibits MBQC with Gaussian resources, even if the measurements are non-Gaussian. As the second main result, we gave an explicit example of an efficient MBQC scheme where the resource could be created by a simple interaction between light modes in coherent states and some qubit degrees of freedom. Processing is then performed by shifted photon counting while entangling two-qubit gates rely on simple beam splitters. An analysis of errors highlighted the qualitative differences of the two major kinds of errors.

Two major conclusions can be drawn from our findings: First, continuous-variable measurement based quantum computing is an extraordinarily difficult enterprise. Second, when non-Gaussian resource states are combined with non-Gaussian measurements, efficient schemes do exist, and in this work, we introduce such strictly efficient schemes. While this may be disappointing when aiming at a scalable optical quantum computer, one does need to keep in mind that our statements about efficiency address only the asymptotic behavior. Thus, the limitation do not at all rule out the usefulness of much simpler protocols in situations where only a few modes are used. Such situations include quantum repeaters and hybrid entanglement-distribution protocols for applications particularly in quantum cryptography. Hence, for such purposes, both the purely Gaussian setting as well as those non-Gaussian schemes that asymptotically do not give rise to universal quantum computing can well be feasible as elementary tools for entanglement distillation schemes. It is the hope that the framework established here fosters further such investigations.
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## APPENDIX: PROOF OF OBSERVATION 8

To find an upper bound to $\mathbb{P}\left(\left\|\bar{A}_{\theta}[x]-U\right\| \leqslant \varepsilon\right)$, we first lower bound the probability that $|x|>x_{0}$ for some suitably chosen $x_{0}$. Then, for $|x| \leqslant x_{0}$, we upper bound $\left\|\bar{A}_{\theta}[x]-U\right\|$ by a polynomial in $x$ and use that the probability for a polynomial to be larger than $\varepsilon$ cannot grow too fast for small $\varepsilon$.

We calculate

$$
\begin{equation*}
\left\|\bar{A}_{\theta}[x]-U\right\| \geqslant\left\|\frac{A_{\theta}[x]}{\sqrt{p_{\theta}(x)}}-U\right\|_{2} / \sqrt{2}, \tag{A1}
\end{equation*}
$$

where $\|O\|_{2}=\sqrt{\sum_{i, j}\left|O_{i j}\right|^{2}}$ denotes the Frobenius norm. We now use (53) and the fact that

$$
\begin{equation*}
\psi_{n}(x)=\frac{1}{\sqrt{2^{n} n!\sqrt{\pi}}} H_{n}(x) e^{-x^{2} / 2} \tag{A2}
\end{equation*}
$$

where $H_{n}(x)$ denotes the $n$th Hermite polynomial. We also use $0 \leqslant \sqrt{x} \leqslant x+1$ and that $p_{\theta}(x)$ is upper bounded by a constant independent of $\theta$. This allows us to find nonnegative polynomials $f_{U, \theta}$ and $g_{U, \theta}$, where the coefficients are continuous functions of $U$ and $\theta$ with $\left\|\bar{A}_{\theta}[x]-U\right\| \geqslant$ $f_{U, \theta}(x) / g_{U, \theta}(x)$. As the probability density $p_{\theta}(x)$ is of the form $p_{\theta}(x)=\operatorname{poly}(x) \exp \left(-x^{2}\right)$ we get

$$
\begin{equation*}
\mathbb{P}_{\theta}\left[|x|>C_{1} \ln \left(\frac{C_{2}}{\varepsilon}\right)\right] \leqslant \varepsilon \tag{A3}
\end{equation*}
$$

for some suitable $C_{1}>0, C_{2}>0$. Now we assume that $|x| \leqslant$ $C_{1} \log \left(C_{2} / \varepsilon\right)$. In this case, $g_{U, \theta}$ can be upper bounded by $C_{3}\left(C_{1} \log \left(C_{2} / \varepsilon\right)\right)^{r}$ for some $C_{3}>0$ and some even $r$. Note that the maximal degree of all polynomials only depends on $d_{p}$. Assume that $f_{U, \theta}$ has $M$ zeros $x_{1}, \ldots, x_{M}$. Around any of these zeros, $f_{U, \theta}$ can be lower bounded by $C_{4}\left(x-x_{i}\right)^{s}$ for some $C_{4}>0$ and some even $s$. Using this and (A3), we chose some $\varepsilon_{0}$ such that

$$
\begin{gather*}
\mathbb{P}_{\theta}\left(\left\|\bar{A}_{\theta}[x]-U\right\| \leqslant \varepsilon\right) \leqslant \varepsilon  \tag{A4}\\
+\sum_{i=1}^{M} \mathbb{P}_{\theta}\left\{C_{4}\left(x-x_{i}\right)^{s} \leqslant C_{3}\left[C_{1} \ln \left(\frac{C_{2}}{\varepsilon}\right)\right]^{r} \varepsilon\right\} . \tag{A5}
\end{gather*}
$$

for all $\varepsilon \leqslant \varepsilon_{0}$. Because $p_{\theta}(x)$ is upper bounded, there exist a constant $C_{5}$ such that

$$
\begin{equation*}
\mathbb{P}\left(\left(x-x_{i}\right)^{s} \leqslant \varepsilon\right) \leqslant C_{5} \varepsilon^{1 / s} . \tag{A6}
\end{equation*}
$$

for all $\varepsilon \leqslant \varepsilon_{0}$. Inserting (A6) into (A5), one obtains (54). As all constants depend on $U$ and $\theta$ in a continuous way, and $U$ and $\theta$ are both taken from compact domains, there exist a set of constants such that (54) is simultaneously true for all $U$ and $\theta$. Thus, Observation 8 holds.
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#### Abstract

We significantly extend recently developed methods to faithfully reconstruct unknown quantum states that are approximately low-rank, using only a few measurement settings. Our new method is general enough to allow for measurements from a continuous family, and is also applicable to continuous-variable states. As a technical result, this work generalizes quantum compressed sensing to the situation where the measured observables are taken from a so-called tight frame (rather than an orthonormal basis) - hence covering most realistic measurement scenarios. As an application, we discuss the reconstruction of quantum states of light from homodyne detection and other types of measurements, and we present simulations that show the advantage of the proposed compressed sensing technique over present methods. Finally, we introduce a method to construct a certificate which guarantees the success of the reconstruction with no assumption on the state, and we show how slightly more measurements give rise to "universal" state reconstruction that is highly robust to noise.


## 1 Introduction

One of the most fundamental tasks in quantum mechanics is that of quantum state tomography, i.e., reliably reconstructing an unknown quantum state from measurements. Specifically in the context of quantum information processing in most experiments one has to eventually show what state had actually been prepared. Yet, surprisingly little attention has so far been devoted to the observation that standard methods of quantum state tomography scale very badly with the system size. Only quite recently, novel more efficient methods have been introduced which solve this problem in a more favorable way in the number of measurement settings that need to be performed $[1,2,3,4,5,6,12]$. This development is more timely than ever, given that the experimental progress with controlled quantum systems such as trapped ions is so rapid that traditional methods of state reconstruction will fail: E.g., 14 ions can already be controlled in their quantum state [7]. Hence, further experimental progress appears severely challenged as long as ideas of reconstruction cannot keep up. Such new methods are based on ideas of quantum compressed sensing [1,2,6] - inspired by recent work on low-rank matrix completion [8, 9] - or on ideas of approximating unknown
quantum states with matrix-product states [4]. Indeed, using methods of quantum compressed sensing, one can reduce the number of measurement settings from $n^{2}-1$ in standard methods to $O\left(r n \log ^{2} n\right)$ for a quantum system with Hilbert space dimension $n$, if the state is of rank $r$. This is efficient in the sense that the number of measurements required is only slightly greater (by an $O\left(\log ^{2} n\right)$ factor) than the number of degrees of freedom in the unknown state.

These ideas have so far been tailored to the situation where observables are taken from an orthonormal operator basis, which is not always the natural situation at hand. In this paper, we introduce a theory of state reconstruction based on quantum compressed sensing that allows for continuous families of measurements, referred to as tight frames, which can be thought of over-complete, non-orthogonal generalization of operator bases. These settings are particularly important in the context of continuousvariables, which are notably used to describe quantum optical systems beyond the single-photon regime. These have drawn a considerable amount of research, both experimentally and theoretically, due to very desired features such as easy preparation and highly efficient detection. Note that when talking about a measurement, we always mean the estimation of an expectation value of an observable for which, of course, several repetition of some experimental procedure are necessary. In this paper we are mainly concerned with the number of distinct observables or measurement settings that are needed for tomography. ${ }^{1}$

In this work, we make significant progress towards a full theory of efficient state reconstruction via compressed sensing:

1. We introduce new incoherence properties for tight frames, that are sufficient to ensure efficient compressed sensing for low-rank states. This uses an extension of the "golfing" proof technique of $[1,2]$. We give examples of tight frames that satisfy these properties. In addition, we show that, if one only wishes to reconstruct "typical" or "generic" low-rank states, there is a much larger class of tight frames that also lead to efficient compressed sensing.
2. We also describe a way to certify a successful reconstruction of the state, making our protocol unconditional and heralded. In this way, one does not need to make any a priori assumptions on the unknown state. Our method uses convex duality, and is different from other approaches to certification that focus mainly on pure states $[1,4,11,12]$. Also, we discuss the robustness of the procedure under decoherence, imperfect measurements, and statistical noise. We show that, as long as all those effects are small, it is possible to certify that the reconstructed state is close to the true state.
3. We show that, using an incoherent tight frame, and a slightly larger number of measurements, one can achieve universal state reconstruction: a single fixed set of measurements can simultaneously distinguish among all possible low-rank states. This is a qualitatively stronger claim than those shown above, and it is obtained using a different technique, based on the "restricted isometry property" (RIP) $[6,13]$. This implies strong error bounds, showing that our procedure for state reconstruction is robust to statistical noise, and that it works even when the true state is full-rank with rapidly decaying eigenvalues (in which case our procedure returns a low-rank approximation to the true state). ${ }^{2}$

[^0]4. We show how our theory can be applied in realistic experimental scenarios, involving pointwise measurements of the Wigner function, and homodyne detection.
5. We demonstrate numerically that compressed sensing outperforms the naive approach to tomography not only in the asymptotic limit of large systems but also for system sizes commonly accessible in present day experiments.
This article is organized as follows: We start by introducing quantum compressed sensing in the general setting described by tight frames in Section 2. After discussing a suitable notion of efficiency, we show in Section 3 that efficient compressed sensing is possible if the tight frame fulfills certain incoherence properties. Section 4 is devoted to certified compressed sensing. We discuss how to certify the success of the reconstruction without prior assumptions on the tight frame, both in the ideal case and under the effects of errors. In Section 5 we show universal state reconstruction and error bounds. In Section 6, we investigate applications of the formalism to two common classes of quantum optical experiments; and in Section 7, numerical data, showing the efficiency for small systems, is presented.

## 2 Quantum compressed sensing

Consider a quantum system with Hilbert space dimension $n$. In most cases of interest, $n$ is very large, but the states one wants to reconstruct are approximately low-rank, that is, they are well-approximated by density matrices having rank $r \ll n$. (Pure states correspond to the case where $r=1$.) When dealing with continuous-variable systems, we will truncate the infinite-dimensional Hilbert space and choose $n$ to be some large but finite cutoff. This is unavoidable, if one wants to do tomography as one cannot reconstruct a state that contains an infinite number of completely independent parameters. However, in most experimentally relevant situations, e.g., continuous-variable light modes with finite mean energy, all states can be arbitrarily well approximated by finite-dimensional ones. We will elaborate on this claim when discussing other sources of errors such as decoherence or imperfect measurements.

Compressed sensing contains two key ideas. First, rather than measuring all $n^{2}$ degrees of freedom, it is sufficient to measure a randomly chosen subset of about $r n$ degrees of freedom, provided these degrees of freedom satisfy certain incoherence properties. Secondly, one can reconstruct the state using an efficient algorithm. The obvious approach of searching for the lowest-rank state compatible with the measurement results leads to a computationally intractable problem (generally NP-hard). Instead, one can perform a convex relaxation, and minimize $\|.\|_{1}$ instead of the rank. Here $\|\cdot\|_{p}$ stands for the Schatten $p$-norm: $\|\cdot\|_{1},\|\cdot\|_{2}$, and $\|\cdot\|=\|\cdot\|_{\infty}$ are respectively the trace norm, Frobenius norm, and spectral (or operator) norm.

Let us denote the $m$ measured observables, i.e. Hermitian matrices, by $w_{1}, \ldots, w_{m}$, and suppose that we estimate their expectation values (by measuring many copies of the unknown state). Knowing these expectation values (for an unknown state $\rho$ ) is equivalent to knowing the value of the sampling operator $\mathcal{R}(\rho)$, where we define

$$
\begin{equation*}
\mathcal{R}: \sigma \mapsto \frac{n^{2}}{m} \sum_{i=1}^{m}\left(w_{i}, \sigma\right) w_{i} \tag{1}
\end{equation*}
$$

minimax-optimal [13], and it implies nearly-optimal bounds on the sample complexity of low-rank quantum state tomography [10].
where $(A, B)=\operatorname{Tr}\left(A^{\dagger} B\right)$ is the Hilbert-Schmidt scalar product. In all of our compressed sensing schemes, $w_{1}, \ldots, w_{m}$ will be chosen independently at random from some distribution $\mu$. The sampling operator $\mathcal{R}$ is a linear super-operator on the $d^{2}$ dimensional real vector space of Hermitian matrices, or operators, $\mathcal{B}\left(\mathbb{C}^{n}\right)$. Such superoperators will always be denoted by capital script letters. Sometimes we will use the notation $\mathcal{R} \sigma$, multiplying the "matrix" $\mathcal{R}$ by the "vector" $\sigma$; this means the same thing as $\mathcal{R}(\sigma)$.

Let $\rho$ be the unknown state. In the ideal case, with perfect measurements and no statistical noise, we measure $\mathcal{R}(\rho)$ exactly. Then the procedure to reconstruct $\rho$ can be written as

$$
\begin{equation*}
\min _{\sigma \in \mathcal{B}\left(\mathbb{C}^{n}\right)}\|\sigma\|_{1}, \quad \text { subject to } \mathcal{R}(\sigma)=\mathcal{R}(\rho) . \tag{2}
\end{equation*}
$$

Note that a quantum state $\rho$ is a Hermitian matrix with the additional properties $\rho \geq 0$ and $\operatorname{Tr} \rho=1$. However, the reconstruction procedure (2) does not make use of this property and is, therefore, also applicable in more general settings, e.g. matrix completion. This problem can be stated as a semi-definite program (SDP) and, therefore, solved efficiently with many well-developed tools.

In the case of noisy data, we measure $\mathcal{R}(\rho)$ approximately, that is, we measure some $b$ such that $\|b-\mathcal{R}(\rho)\| \leq \delta$, for some norm $\|\cdot\|$ and tolerance $\delta$ that are chosen depending on the kind of noise that is expected. The constraint $\mathcal{R} \sigma=\mathcal{R} \rho$ in (2) can then be replaced by $\|\mathcal{R}(\sigma)-b\| \leq \delta$, which implies $\|\mathcal{R}(\sigma-\rho)\| \leq 2 \delta$.

We remark that equation (2) is the key to certifying our estimate for $\rho$. Notice that if the solution $\sigma^{*}$ of (2) is unique and fulfills $\left\|\sigma^{*}\right\|_{1}=1$, then it must be the case that $\sigma^{*}=\rho$. We will show later on how one can test the uniqueness of the solution $\sigma^{*}$, without assuming anything about $\rho$. (This can be adapted to work with noisy data, without assuming anything about the noise.)

### 2.1 Measurements and tight frames

When we talk about a compressed sensing scheme, we mean any protocol based on the reconstruction procedure (2), with some choice of measurements described by the sampling operator (1). In Refs. [1, 2], the observables were required to be chosen uniformly at random from an operator basis. We substantially generalize these techniques, using the notion of a tight frame, which naturally captures many useful quantum measurements:

Definition 1 (Tight frame). Let $\mu$ be a probability measure on some set $S$, and for every $\alpha \in S$, let $w_{\alpha}$ be an observable, i.e., a Hermitian operator, and let $\mathcal{P}_{\alpha}$ be the (unnormalized) orthogonal projector which acts as $\mathcal{P}_{\alpha}: \sigma \mapsto\left(w_{\alpha}, \sigma\right) w_{\alpha}$. We say that $\left(w_{\alpha}\right)_{\alpha \in S}$ is a tight frame if

$$
\begin{equation*}
\int \mathcal{P}_{\alpha} \mathrm{d} \mu(\alpha)=\frac{\mathbb{1}}{n^{2}} \tag{3}
\end{equation*}
$$

This can also be written as $\mathbb{E}_{\alpha}\left(n^{2} \mathcal{P}_{\alpha}\right)=\mathbb{1}$ where $\alpha$ is drawn according to $\mu$. Because we deal with randomly drawn operators very often, $\alpha$ will usually denote a random element of $S$ that has distribution $\mu$. Note that we do not require that $\left\|w_{\alpha}\right\|_{2}=$ 1 for all $\alpha$ as it will be convenient in many applications. However, we do require a weaker normalization condition: $\mathbb{E}_{\alpha}\left[\left\|w_{\alpha}\right\|_{2}^{2}\right]=1$ which follows by taking the trace of (3).

We also define a generalized notion of a tight frame, where the sampling operator is not a sum of projectors; we will need this later to model homodyne detection on optical
modes, where a single measurement setting provides more information than only one expectation value.

Definition 2 (Generalized tight frame). Let $\mu$ be a probability measure on some set $S$, and for every $\alpha \in S$ let $\mathcal{Q}_{\alpha}$ be a positive operator. We say that $\left(\mathcal{Q}_{\alpha}\right)_{\alpha \in S}$ forms a generalized tight frame if

$$
\begin{equation*}
\int \mathcal{Q}_{\alpha} \mathrm{d} \mu(\alpha)=\frac{\mathbb{1}}{n^{2}} \tag{4}
\end{equation*}
$$

We note that the formalism can be also applied to 8-port homodyne detection which corresponds, for a single mode, to projections on coherent states $|\alpha\rangle$ with $\alpha \in \mathbb{C}$.

### 2.2 Uniqueness of the solution to (2)

For $\rho$ to be the unique solution to (2), any deviation $\Delta$ must be either trace-norm increasing, i.e., $\|\rho+\Delta\|_{1}>\|\rho\|_{1}$, or infeasible, i.e., $\mathcal{R} \Delta \neq 0$. This is done by decomposing $\Delta$ into a sum $\Delta_{T}+\Delta_{T}^{\perp}$, and then showing that, with high probability, in the case where $\Delta_{T}$ is large, $\Delta$ must be infeasible, while in the case where $\Delta_{T}$ is small, $\Delta$ must be trace-norm increasing. Here, we denote by $T$ the real space of Hermitian matrices that send the kernel of $\rho$ on its image. In other words, the elements of $T$ are the Hermitian matrices $\sigma$ whose restriction on and to the kernel of $\rho$, i.e. $\pi \sigma \pi$ where $\pi$ is the orthogonal projection on $\operatorname{Ker} \rho$, is equal to $0 . \mathcal{P}_{T}$ denotes the projection on this space $T$.

Again, in the actual reconstruction, no assumptions have to be made concerning $\rho$ or $T$. Theorem 1 gives a sufficient condition for uniqueness. The sign function sgn of a Hermitian matrix is defined by applying the ordinary sign function to the matrix' eigenvalues.

Theorem 1 (Uniqueness of the solution). Let $Y \in \operatorname{range} \mathcal{R}$, and set (a) $c_{1}:=\| \mathcal{P}_{T} Y-$ $\operatorname{sgn} \rho \|_{2}$, (b) $c_{2}:=\left\|\mathcal{P}_{T}^{\perp} Y\right\|$, and (c) $c_{3}:=\left\|\mathcal{P}_{T} \mathcal{R} \mathcal{P}_{T}-\mathcal{P}_{T}\right\|$. If

$$
\begin{equation*}
\frac{1}{n^{3}}\left(1-c_{2}\right) \sqrt{\frac{1-c_{3}}{m}}-c_{1}>0 \tag{5}
\end{equation*}
$$

then the solution to (2) is unique.
Proof: $\Delta$ must be infeasible if $\|\mathcal{R} \Delta\|>0$ which is the case if

$$
\begin{equation*}
\left\|\mathcal{R} \Delta_{T}\right\|_{2}^{2}=\left(\mathcal{R} \Delta_{T}, \mathcal{R} \Delta_{T}\right)>\left\|\mathcal{R} \Delta_{T}^{\perp}\right\|_{2}^{2} \tag{6}
\end{equation*}
$$

The right-hand side is bounded as $\left\|\mathcal{R} \Delta_{T}^{\perp}\right\|_{2}^{2} \leq\|\mathcal{R}\|^{2}\left\|\Delta_{T}^{\perp}\right\|_{2}^{2} \leq n^{8}\left\|\Delta_{T}^{\perp}\right\|_{2}^{2}$ while the left-hand side fulfills

$$
\begin{align*}
\left\|\mathcal{R} \Delta_{T}\right\|_{2}^{2} & =\left(\mathcal{R} \Delta_{T}, \mathcal{R} \Delta_{T}\right) \geq \frac{n^{2}}{m}\left(\Delta_{T}, \mathcal{R} \Delta_{T}\right) \\
& \geq \frac{n^{2}}{m}\left(1-\left\|\mathcal{P}_{T} \mathcal{R} \mathcal{P}_{T}-\mathcal{P}_{T}\right\|\right)\left\|\Delta_{T}\right\|_{2}^{2} \tag{7}
\end{align*}
$$

Thus, (6) is satisfied if

$$
\begin{equation*}
\frac{n^{2}}{m}\left(1-\left\|\mathcal{P}_{T} \mathcal{R} \mathcal{P}_{T}-\mathcal{P}_{T}\right\|\right)\left\|\Delta_{T}\right\|_{2}^{2}>n^{8}\left\|\Delta_{T}^{\perp}\right\|_{2}^{2} \tag{8}
\end{equation*}
$$

which, using definition (c), is equivalent to

$$
\begin{equation*}
\left\|\Delta_{T}^{\perp}\right\|_{2}<\frac{1}{n^{3}}\left\|\Delta_{T}\right\|_{2} \sqrt{\frac{1-c_{3}}{m}} \tag{9}
\end{equation*}
$$

Using the pinching [19] and Hölder's inequalities, as detailed in Ref. [2], yields

$$
\begin{equation*}
\|\rho+\Delta\|_{1} \geq\|\rho\|_{1}+\left(\operatorname{sgn} \rho+\operatorname{sgn} \Delta_{T}^{\perp}, \Delta\right) \tag{10}
\end{equation*}
$$

The second term is equal to

$$
\begin{equation*}
\left(\operatorname{sgn} \rho-Y, \Delta_{T}\right)+\left(\operatorname{sgn} \Delta_{T}^{\perp}-Y, \Delta_{T}^{\perp}\right) \tag{11}
\end{equation*}
$$

which is, according to (a) and (b), larger than

$$
\begin{equation*}
\left\|\Delta_{T}^{\perp}\right\|_{2}-c_{2}\left\|\Delta_{T}^{\perp}\right\|_{2}-c_{1}\left\|\Delta_{T}\right\|_{2} \tag{12}
\end{equation*}
$$

Inserting this into (9) gives rise to condition (5) and concludes the proof. If all the elements in the tight frame fulfill $\left\|w_{\alpha}\right\|_{2}=1$ we call it normalized and one can bound $\|\mathcal{R}\| \leq n^{2}$. In this case (5) in Theorem 1 can be weakened to

$$
\begin{equation*}
\frac{1}{n}\left(1-c_{2}\right) \sqrt{\frac{1-c_{3}}{m}}-c_{1}>0 \tag{13}
\end{equation*}
$$

### 2.3 Efficient quantum compressed sensing

Let $\rho$ be a state of dimension $n$ and rank $r$. In the compressed sensing method of tomography, we choose $m$ observables $w_{1}, \ldots, w_{m}$ randomly from some distribution, measure their expectation values with respect to $\rho$, then solve (2) to obtain $\sigma^{*}$, which is our estimate of $\rho$.

For a given state $\rho$, there is some probability $p_{f}(\rho)$ that the procedure may fail (i.e., it may return a solution $\sigma^{*}$ that is not close to $\rho$ ). Note that this probability $p_{f}(\rho)$ is taken with respect to the random choice of $w_{1}, \ldots, w_{m}$, and the random outcomes of the measurements. We say that the method succeeds with high probability if, for every low-rank state $\rho$, the failure probability is $p_{f}(\rho)$ small. Equivalently, the method succeeds with high probability if,
for every low-rank state $\rho$, most choices of the observables $w_{1}, \ldots, w_{m}$ can be used to successfully reconstruct $\rho$.

Now, the basic question is: how large does $m$ have to be, to ensure that the method succeeds with high probability? A common situation is that the system under consideration consists of $k$ subsystems with local Hilbert space dimension $d$; then $n=d^{k}$. Of course, no method of tomography can counter the exponential growth of the required number of measurements in $k$. Thus, efficiency needs to be regarded relative to the $n^{2}-1$ measurements necessary for standard tomography. As even a pure state needs $\Theta(n)$ parameters to be described, this also is a lower bound to the number of observables that need to be measured. We allow for an additional polylogarithmic overhead and define efficiency as follows:

Definition 3 (Efficient quantum compressed sensing). Compressed sensing for a state $\rho$ (with dimension $n$ and rank $r$ ) is regarded as efficient if: The number of measured observables satisfies $m=O(n r$ polylog $(n))$, and the probability of failure satisfies $p_{f}(\rho)<1 / 2$.

If this is the case, $p_{f}(\rho)$ can be made arbitrarily small by repeating the protocol and using a majority vote among the reconstructed states to get the final result. Then, the probability of failure decays exponentially in the number of repetitions.

Note that this is a very stringent definition of efficiency. One can also merely ask for any scaling of $m$ in $o\left(n^{2}\right)$. Of course, this weaker condition is easier to satisfy, as we shall see later on.

### 2.4 Sufficient conditions for efficiency

The general theory of quantum compressed sensing, which will be developed here, relies heavily on and significantly extends the analysis for the special case where the observables form an operator basis in Ref. [2]. The hypothesis for Theorem 1 is fulfilled if $c_{1} \leq 1 /\left(2 n^{4}\right), c_{2} \leq 1 / 2, c_{3} \leq 1 / 2$ under the additional condition $m<n^{2} / 2$, which can be safely assumed to be true as we are only interested in the regime of $m \ll n^{2}$. For normalized tight frames, the first condition can be weakened to $c_{1} \leq 1 /\left(2 n^{2}\right)$. We show conditions to the tight frame under which those conditions are fulfilled with high probability.

For efficient compressed sensing to be possible, the observables $w_{\alpha}$ need to fulfill certain incoherence properties. Roughly speaking, the observables are "incoherent" if they have small inner product with every possible state one wishes to reconstruct. For example, operator norm can be a measure of incoherence for reconstructing pure states, since $\left\|w_{\alpha}\right\|=\max _{\langle\psi \mid \psi\rangle=1}\langle\psi| w_{\alpha}|\psi\rangle$. We distinguish two general cases (which we will define more precisely in the following sections):

1. "Fourier-type" compressed sensing, where almost all of the observables have small operator norm. In this case, efficient compressed sensing is possible for any low-rank state.
2. "Non-Fourier type" compressed sensing, where the observables may have large operator norm, but efficient compressed sensing is still possible for certain restricted classes of states, e.g., generic states.

### 2.5 Fourier-type efficient compressed sensing

The efficiency of a tomography protocol, as given in Definition 3, is a statement about a family of procedures acting on systems with growing dimension $n$. We now give a sufficient condition for a family of tight frames to allow for efficient compressed sensing.

Theorem 2 (Fourier type). Let $\left(w_{\alpha}(n)\right)_{\alpha \in S}$ be, for any $n>0$, a tight frame. Let $\rho(n)$ be any state with dimension $n$ and rank $r$. Let $\nu=O(\operatorname{poly} \log (n))$. Set $C(n):=\{\alpha \in$ $\left.S:\left\|w_{\alpha}(n)\right\|^{2}>\nu / n\right\}$ and let $\mu(C(n))$ be the measure of this set. If

$$
\begin{equation*}
\mu(C(n)) \leq \frac{1}{16 \sqrt{r} n^{2} m} \tag{14}
\end{equation*}
$$

efficient compressed sensing is possible for the family of states $\rho$.
Here, the underlying "incoherence property" is the bound on the operator norm of the observables,

$$
\begin{equation*}
\left\|w_{\alpha}(n)\right\|^{2} \leq \nu / n \tag{15}
\end{equation*}
$$

which holds for "most" choices of $\alpha$. If there is no risk of confusion, we will omit the explicit dependencies on $n$.

### 2.5.1 Perfect Fourier-type case

We have to first consider the case $\mu(C)=0$. Even though the proof in Ref. [2] can be applied with only minor changes, we state it in a way as complete and still nontechnical as possible where we focus on the asymptotic behavior and do not provide explicit constants. We need Lemma 5 from Ref. [2] which reads:

Lemma 1 (Large deviation bound for the projected sampling operator). For all $t<2$

$$
\begin{equation*}
\mathbb{P}\left[\left\|\mathcal{P}_{T} \mathcal{R} \mathcal{P}_{T}-\mathcal{P}_{T}\right\|>t\right] \leq 4 n r \exp \left(-\frac{t^{2} \kappa}{8 \nu}\right), \tag{16}
\end{equation*}
$$

where $\kappa=m /(n r)$ is the oversampling factor which must fulfill $\kappa=O(\operatorname{poly} \log (n))$ for efficiency.

The tool to prove Lemma 1 and other bounds of this form is provided by the operator-Bernstein inequality which was first given in Ref. [17] and which we state here without a proof.

Lemma 2 (Operator-Bernstein inequality). Let $\left(X_{i}\right)_{i=1, \ldots, m}$ be i.i.d. Hermitian matrixvalued random variables with zero mean. Suppose there exist constants $V_{0}$ and $c$ such that $\left\|\mathbb{E}\left(X_{i}^{2}\right)\right\| \leq V_{0}^{2},\left\|X_{i}\right\| \leq c$ where the latter needs to be true for all realizations of the random variable. Define $A=\sum_{i} X_{i}$ and $V=m V_{0}^{2}$. Then, for all $t \leq 2 V / c$

$$
\begin{equation*}
\mathbb{P}[\|A\|>t] \leq 2 n \exp \left(-\frac{t^{2}}{4 V}\right) . \tag{17}
\end{equation*}
$$

The proof of Lemma 1 is given in Ref. [2] but we restate it here because it is quite instructive. Let $\alpha$ be a random variable taking values in $S$. We define $m$ random variables by $Z_{\alpha_{i}}=\left(n^{2} / m\right) \mathcal{P}_{T} \mathcal{P}_{\alpha_{i}} \mathcal{P}_{T}$ and $X_{\alpha_{i}}=Z_{\alpha_{i}}-\mathbb{E}\left(Z_{\alpha_{i}}\right)$. Now $S=$ $\mathcal{P}_{T} \mathcal{R} \mathcal{P}_{T}-\mathcal{P}_{T}=\sum_{i} X_{\alpha_{i}}$ and we have to estimate the maximum of $\left\|X_{\alpha_{i}}\right\|$ and the norm of the variance of $X_{\alpha_{i}}$ in order to apply Lemma 2. From the incoherence condition (15), we get by using the matrix Hölder inequality [19]

$$
\begin{equation*}
\left\|\mathcal{P}_{T} w_{\alpha}\right\|_{2}^{2}=\sup _{\sigma \in T,\|\sigma\|_{2}=1}\left(w_{\alpha}, \sigma\right)^{2} \leq 2 \nu \frac{r}{n} . \tag{18}
\end{equation*}
$$

This allows us to write

$$
\begin{align*}
\left\|\mathbb{E}\left(X_{\alpha_{i}}^{2}\right)\right\| & =\left\|\mathbb{E}\left(Z_{\alpha_{i}}^{2}\right)-\mathbb{E}\left(Z_{\alpha_{i}}\right)^{2}\right\| \\
& \leq \frac{2 n \nu r-1}{m^{2}}\left\|\mathcal{P}_{T}\right\| \leq \frac{2 \nu}{m \kappa} \tag{19}
\end{align*}
$$

and

$$
\begin{align*}
\left\|X_{\alpha_{i}}\right\| & =\frac{1}{m}\left\|n^{2} \mathcal{P}_{T} \mathcal{P}_{\alpha_{i}} \mathcal{P}_{T}-\mathcal{P}_{T}\right\| \\
& \leq \frac{1}{m}\left\|n^{2} \mathcal{P}_{T} \mathcal{P}_{\alpha_{i}} \mathcal{P}_{T}\right\|=\frac{n^{2}}{m}\left\|\mathcal{P}_{T} w_{\alpha_{i}}\right\|_{2}^{2} \\
& \leq \frac{2 \nu}{\kappa} . \tag{20}
\end{align*}
$$

Here, and in the remainder, statements of the form (20) are meant to hold for all realization of the random variable as needed in the Operator Bernstein inequality. Inserting
now (19) and (20) into Lemma 2 yields Lemma 1 which concludes the proof. Applying Lemma 1 for $t=1 / 2$ and choosing $\kappa=O(\operatorname{polylog}(n))$, the probability that $c_{3}>1 / 2$ can be made arbitrarily small.

Now we have to construct a certificate $Y$ whose projection on $T$ is close to $\operatorname{sgn} \rho$. This is done by an iterative process, called the golfing scheme [2]. The $m$ samples are grouped into $l$ groups which are indexed by $i$ and contain $m_{i}$ samples each. Let $\mathcal{R}_{i}$ be the sampling operator of the $i$ th group and set $X_{0}=\operatorname{sgn} \rho, X_{i}=\left(\mathbb{1}-\mathcal{P}_{T} \mathcal{R}_{i} \mathcal{P}_{T}\right) X_{i-1}$, $Y_{i}=\sum_{j=1}^{i} \mathcal{R}_{j} X_{j-1}$, and $Y=Y_{l}$.

Again, Lemma 1 can be used to show that with high probability (at the expense of a polylog growth of $\kappa_{i}$ )

$$
\begin{equation*}
\left\|X_{i}\right\|_{2} \leq\left\|\mathcal{P}_{T} \mathcal{R}_{i} \mathcal{P}_{T}-\mathcal{P}_{T}\right\|\left\|X_{i-1}\right\|_{2} \leq \frac{1}{2}\left\|X_{i-1}\right\|_{2} \tag{21}
\end{equation*}
$$

and, therefore, $\left\|X_{i}\right\|_{2} \leq \sqrt{r} 2^{-i}$ from which we get

$$
\begin{equation*}
c_{1}=\left\|X_{l}\right\|_{2} \leq \sqrt{r} 2^{-l} \leq \frac{1}{2 n^{2}} \tag{22}
\end{equation*}
$$

while for the final inequality to hold it is enough to set $l=\Theta(\log (\sqrt{r} n))$. For the last remaining condition we need the subsequent statement:

Lemma 3 (Bound for the orthogonal projection). Let $F \in T$ and $t \leq \sqrt{2 / r}\|F\|_{2}^{2}$. Then

$$
\begin{equation*}
\mathbb{P}\left[\left\|\mathcal{P}_{T}^{\perp} \mathcal{R} F\right\|>t\right] \leq 2 n \exp \left(-\frac{t^{2} \kappa r}{4 \nu\|F\|_{2}^{2}}\right) \tag{23}
\end{equation*}
$$

Proof: Without loss of generality, consider $\|F\|_{2}=1$ and define the zero-mean random variables $X_{\alpha_{i}}=\left(n^{2} / m\right) \mathcal{P}_{T}^{\perp} w_{\alpha_{i}}\left(w_{\alpha_{i}}, F\right)$ which fulfill $\sum_{i} X_{\alpha_{i}}=\mathcal{P}_{T}^{\perp} \mathcal{R} F$. Their variance is bounded by

$$
\begin{align*}
\left\|\mathbb{E}\left(X_{\alpha_{i}}^{2}\right)\right\| & \leq \frac{n^{4}}{m^{2}} \int \mathrm{~d}(\mu)\left(w_{\alpha}, F\right)^{2}\left\|\left(\mathcal{P}_{T}^{\perp} w_{\alpha}\right)^{2}\right\| \\
& \leq \frac{\nu}{m \kappa r} \tag{24}
\end{align*}
$$

and their norm by

$$
\begin{equation*}
\left\|X_{\alpha_{i}}\right\| \leq \frac{n^{2}}{m} \sqrt{\frac{\nu}{n} \frac{2 \nu r}{n}}=\frac{\sqrt{2} \nu}{\sqrt{r} \kappa} \tag{25}
\end{equation*}
$$

Lemma 3 follows directly from using (24) and (25) in Lemma 2. Now we can bound

$$
\begin{equation*}
c_{2}=\left\|\mathcal{P}_{T}^{\perp} Y\right\| \leq \frac{1}{4} \sum_{i=1}^{l} 2^{-(i-1)}<\frac{1}{2} \tag{26}
\end{equation*}
$$

Again, the probability of (26) not being true can be made as small as desired by choosing $\kappa=O(r m$ polylog$(n))$. Of course, this is also true for the total probability of failure which concludes the proof.

### 2.5.2 Imperfect Fourier-type case

We now show that the incoherence condition may be violated for some of the observables and adapt a technique used in Ref. [14]. Intuitively, when $\mu(C)$ is small enough, we can just abort and restart the reconstruction procedure whenever we encounter a non-incoherent operator during our sampling process. The probability of this to happen is upper bounded by $\left(16 \sqrt{r} n^{2}\right)^{-1}$ as obtained from (14) by a union bound over the $m$ measurements. This is equivalent to sampling only from the set $S \backslash C$. The conditional probability distribution on the observables does fulfill the approximate tight-frame condition

$$
\begin{equation*}
\|\mathcal{W}-\mathbb{1}\| \leq 1 /(8 \sqrt{r}), \tag{27}
\end{equation*}
$$

where $\mathcal{W}=n^{2} \mathbb{E}\left(\mathcal{P}_{\alpha} \mid E\right)$ where $E$ is the event that all of the $m$ chosen operators satisfy $\left\|w_{\alpha_{i}}\right\|^{2} \leq \nu / n$ and its complement is denoted by $E^{c}$. Let $\mathbb{1}_{E}$ be the indicator function of $E$. Then, $\mathbb{1}=n^{2} \mathbb{E}\left(\mathcal{P}_{\alpha}\right)=n^{2} \mathbb{E}\left(\mathcal{P}_{\alpha} \mathbb{1}_{E}\right)+n^{2} \mathbb{E}\left(\mathcal{P}_{\alpha} \mathbb{1}_{E^{c}}\right)$. This leads to

$$
\begin{align*}
\left\|n^{2} \mathbb{E}\left(\mathcal{P}_{\alpha} \mid E\right)-\mathbb{1}\right\| \mathbb{P}(E)=\|(1-\mathbb{P}(E)) \mathbb{1}- & n^{2} \mathbb{E}\left(\mathcal{P}_{\alpha} \mathbb{1}_{E^{c}}\right) \| \\
& \leq \mathbb{P}\left(E^{c}\right)+n^{2}\left\|\mathbb{E}\left(\mathcal{P}_{\alpha} \mathbb{1}_{E^{c}}\right)\right\| . \tag{28}
\end{align*}
$$

With the help of Jensen's inequality, we can simplify $\left\|\mathbb{E}\left(\mathcal{P}_{\alpha} \mathbb{1}_{E^{c}}\right)\right\| \leq \mathbb{E}\left(\left\|\mathcal{P}_{\alpha}\right\| \mathbb{1}_{E^{c}}\right)=$ $\mathbb{P}\left(E^{c}\right)$. Inserting this into (28) and rearranging, we get

$$
\begin{equation*}
\left\|n^{2} \mathbb{E}\left(\mathcal{P}_{\alpha} \mid E\right)-\mathbb{1}\right\| \leq \frac{2 n^{2} \mathbb{P}\left(E^{c}\right)}{1-\mathbb{P}\left(E^{c}\right)} \leq 2 n^{2} \mathbb{P}\left(E^{c}\right) \tag{29}
\end{equation*}
$$

Our claim follows by taking $\mathbb{P}\left(E^{c}\right)=1 /(16 \sqrt{r})$ which is always true by a union bound. We now have to justify why the tight frame condition (3) can be replaced by the approximate one in Eq. (27) in the proof of Lemma 1 and Lemma 3. We denote the probability measure which is conditioned on the event $E$ by $\bar{\mu}$.

Lemma 1 provides a bound to

$$
\begin{align*}
\left\|\mathcal{P}_{T}(\mathcal{R}-\mathbb{1}) \mathcal{P}_{T}\right\| & \leq\left\|\mathcal{P}_{T}(\mathcal{R}-\mathcal{W}) \mathcal{P}_{T}\right\|  \tag{30}\\
& +\left\|\mathcal{P}_{T}(\mathcal{W}-\mathbb{1}) \mathcal{P}_{T}\right\| .
\end{align*}
$$

We define the random variables $Z_{\alpha_{i}}$ and $X_{\alpha_{i}}$ as in the proof of Lemma 1 and bound their variance as

$$
\begin{align*}
\left\|\mathbb{E}\left(X_{\alpha_{i}}^{2}\right)\right\| & =\left\|\mathbb{E}\left(Z_{\alpha_{i}}^{2}\right)-\mathbb{E}\left(Z_{\alpha_{i}}\right)^{2}\right\| \\
& \leq\left\|\mathbb{E}\left(Z_{\alpha_{i}}^{2}\right)\right\|+\left\|\mathbb{E}\left(Z_{\alpha_{i}}\right)^{2}\right\| \\
& \leq \frac{1}{m^{2}}\left(2 n \nu r+\|\mathcal{W}\|^{2}\right) \\
& =\frac{1}{m^{2}}\left(2 n \nu r+\left(\frac{1}{8 \sqrt{r}}+1\right)^{2}\right) \leq \frac{4 n \nu r}{m^{2}}, \tag{31}
\end{align*}
$$

and their norm as $\left\|X_{\alpha_{i}}\right\| \leq 2 \nu n r / m$. Using the operator Bernstein inequality yields
Lemma 4 (Large deviation bound for the projected sampling operator).

$$
\begin{equation*}
\mathbb{P}\left(\left\|\mathcal{P}_{T} \mathcal{R} \mathcal{P}_{T}-\mathcal{P}_{T}\right\|>t\right) \leq 4 n r \exp \left(-\frac{t^{2} \kappa}{64 \nu}\right), \tag{32}
\end{equation*}
$$

for all $1 /(4 \sqrt{r}) \leq t \leq 4$.
where we have also used (30) to bound the second term in (27). Thus, up to an irrelevant constant factor, Lemma 4 replaces Lemma 1 wherever it is used.

To also replace Lemma 3, let $F \in T,\|F\|_{2}=1$ and note that

$$
\begin{equation*}
\left\|\mathcal{P}_{T}^{\perp} \mathcal{R} F\right\| \leq\left\|\mathcal{P}_{T}^{\perp}(\mathcal{R}-\mathcal{W}) F\right\|+\frac{1}{8 \sqrt{r}} \tag{33}
\end{equation*}
$$

The random variables are $Z_{\alpha_{i}}=\left(n^{2} / m\right) \mathcal{P}_{T}^{\perp} \mathcal{P}_{\alpha_{i}} F$ and $X_{\alpha_{i}}=Z_{\alpha_{i}}-\mathbb{E}\left(Z_{\alpha_{i}}\right)$ where the variance is bounded by

$$
\begin{align*}
\left\|\mathbb{E}\left(X_{\alpha_{i}}^{2}\right)\right\| & =\left\|\mathbb{E}\left(Z_{\alpha_{i}}^{2}\right)-\mathbb{E}\left(Z_{\alpha_{i}}\right)^{2}\right\| \\
& \leq\left\|\mathbb{E}\left(Z_{\alpha_{i}}^{2}\right)\right\|+\left\|\mathbb{E}\left(Z_{\alpha_{i}}\right)^{2}\right\| \\
& \leq \frac{1}{m^{2}}\left(n \nu+\frac{1}{64 r}\right) \leq \frac{2 \nu}{m \kappa r} \tag{34}
\end{align*}
$$

which gives, together with $\left\|X_{\alpha_{i}}\right\| \leq 2 \sqrt{2} \nu /(\sqrt{r} \kappa)$, and an application of the operatorBernstein inequality the subsequent statement.

Lemma 5 (Bound for the orthogonal projection). Let $F \in T$ and $1 /(2 \sqrt{r}) \leq t /\|F\|_{2} \leq$ $2 \sqrt{2 / r}$. Then

$$
\begin{equation*}
\mathbb{P}\left[\left\|\mathcal{P}_{T}^{\perp} F\right\|>t\right] \leq 2 n \exp \left(-\frac{t^{2} \kappa r}{32 \nu\|F\|_{2}^{2}}\right) \tag{35}
\end{equation*}
$$

Lemma 5 takes the place of Lemma 3 and, again, differs only by a constant factor in the exponent which concludes the proof of Theorem 2.

An example for a Fourier-type frame for which $\mu(C) \neq 0$ is given by the following situation. Here, with some probability, every Hermitian matrix with unit Frobenius norm is drawn in the measurement.

Example 1 (Tight frame containing all Hermitian matrices). Any $w_{\alpha} \in \mathcal{B}\left(\mathbb{C}^{n}\right)$ with $\left\|w_{\alpha}\right\|_{2}=1$ can be viewed as a vector on the $n^{2}$ dimensional unit sphere. Therefore, on can define a rotationally invariant Haar measure on it. The tight frame formed by the Haar measure on all Hermitian matrices with $\left\|w_{\alpha}\right\|_{2}=1$ fulfills Theorem 2. Therefore, it allows for efficient compressed sensing.

In order to satisfy Theorem 2, we have to show

$$
\begin{equation*}
\mathbb{P}\left(\left\|w_{\alpha}\right\|^{2}>\frac{\nu}{n}\right) \leq \frac{1}{16 \sqrt{r} n^{2} m} \tag{36}
\end{equation*}
$$

where $\nu=O$ (polylog $(n))$. To see that this is true, we note that we are dealing with a normalized version of the extensively discussed Gaussian unitary ensemble (GUE) denoted by $\left\{\bar{w}_{\alpha}\right\}, w_{\alpha}=\bar{w}_{\alpha} /\left\|w_{\alpha}\right\|_{2}$. Now for all $\delta>0, \varepsilon>0$ we have

$$
\begin{equation*}
\mathbb{P}\left(\left\|w_{\alpha}\right\| \geq \frac{\delta}{\sqrt{n}}\right) \leq \mathbb{P}\left(\left\|\bar{w}_{\alpha}\right\|>\frac{\delta \varepsilon}{\sqrt{n}}\right)+\mathbb{P}\left(\left\|\bar{w}_{\alpha}\right\|_{2}>\varepsilon\right) \tag{37}
\end{equation*}
$$

The first term can be bounded using a result from Ref. [16] yielding

$$
\begin{equation*}
\mathbb{P}\left(\left\|\bar{w}_{\alpha}\right\|>\delta \varepsilon / \sqrt{n}\right) \leq c_{1} \exp \left(-c_{2} n(\delta \varepsilon-2)^{3 / 2}\right) \tag{38}
\end{equation*}
$$

where $c_{1}, c_{2}>0$ are small constants while for the second term we use the properties of the $\chi_{k}^{2}$-distribution which are given the appendix. From this, we get

$$
\begin{equation*}
\mathbb{P}\left(\left\|\bar{w}_{\alpha}\right\|_{2}^{2}>1-y\right) \leq \exp \left(-y^{2} n^{3} / 4\right) \tag{39}
\end{equation*}
$$

We set $y=1 / 2$ and see that (36) is fulfilled for some constant $\nu$ when $n$ is large enough.

Product measurements are of great experimental importance: They describe the situation of addressing individual quantum systems, say, ions in an ion trap experiment or individual modes in an optical one. They are described by tight frames which are formed as tensor products of tight frames on the local systems. Given a tight frame which fulfills $\left\|w_{\alpha}\right\|^{2} \leq \nu / d$, one can obtain a tight frame on the $n=d^{k}$ dimensional Hilbert space by forming the $k$-fold tensor product. The strongest possible incoherence property we can obtain is $\left\|w_{\alpha}\right\|^{2} \leq \nu^{k} / n$. Unless $\nu=1$, as for the Pauli matrices, $\nu$ grows too fast to allow for efficient compressed sensing for all states. This is even true if the incoherence condition may be violated on some set $C$ with $\mu(C)=O(1 / \operatorname{poly}(n))$.

### 2.6 Non-Fourier-type efficient compressed sensing

The conditions in Theorem 2 imply that efficient compressed sensing is possible for any low-rank state $\rho$. This is a quite special situation and for Theorem 2 to be fulfilled, either a very special structure, like the one of the Pauli basis [1], or a large amount of randomness, like in the above example, is needed. As an example for a very different situation, consider the state $\rho=|0\rangle\langle 0|$ together with the observables which corresponds to the sampling of single matrix-entries (or the Hermitian combinations of two of them). Here, one needs to take $\Theta\left(n^{2}\right)$ attempts until one "hits" the single non-zero entry in the upper-left corner. This is not surprising because the operators in this basis fulfill $\left\|w_{\alpha}\right\|=\Theta(1)$. However, for most of the states, efficient compressed sensing is indeed possible in this basis. In Theorem 3, we give a sufficient condition for combinations of states and tight frames to work.

Theorem 3 (Non-Fourier-type efficient compressed sensing). For a given tight frame $\left\{w_{\alpha} \mid \alpha \in S\right\}$, and a given rank-r state $\rho$, denote by $C \subset S$ the set of observables for which at least one of the following conditions is not fulfilled:

$$
\begin{align*}
\left\|\mathcal{P}_{T} w_{\alpha}\right\|_{2}^{2} & \leq \frac{2 \nu r}{n}  \tag{40}\\
\left(w_{\alpha}, \operatorname{sgn} \rho\right)^{2} & \leq \frac{\nu r}{n^{2}} \tag{41}
\end{align*}
$$

If $\mu(C) \leq\left(16 \sqrt{r} n^{2} m\right)^{-1}$, efficient compressed sensing is possible for the state $\rho$.
The golfing scheme works exactly like in the Fourier-type case, as does the proof of Lemma 1. However, Lemma 5 must be replaced by something else. Again, we use the technique of conditioning which means that we assume the incoherence condition to hold for all operators in the tight frame and the tight frame condition to be approximately true as in (27). First, we need some preparation.

Lemma 6 (Bound to the scalar product). Let $F \in T$ such that $\|F\|_{2} \leq f, 1 /(4 \sqrt{r}) \leq$ $f / t \leq 2 \sqrt{2 / r}$, and

$$
\begin{equation*}
\left(w_{\alpha}, F\right)^{2} \leq \frac{\nu f^{2}}{n^{2}} \tag{42}
\end{equation*}
$$

for all $\alpha \in S$. Then

$$
\begin{equation*}
\mathbb{P}\left(\left\|\mathcal{P}_{T}^{\perp} \mathcal{R} F\right\|>t\right) \leq 2 n \exp \left(-\frac{t^{2} \kappa r}{64 \nu f^{2}}\right) \tag{43}
\end{equation*}
$$

Proof: We consider the same same random variables as in the proof of Lemma 4 (note that we have again set $\|F\|_{2}=1$ ) and bound their variance as

$$
\begin{align*}
\left\|\mathbb{E}\left(X_{\alpha_{i}}^{2}\right)\right\| & \leq \frac{n^{4}}{m^{2}}\left(\max _{\psi} \int \mathrm{d} \mu(\alpha)\left(w_{\alpha}, F\right)^{2}\langle\psi| w_{\alpha}^{2}|\psi\rangle+\frac{1}{64 r}\right) \\
& \leq \frac{4 \nu}{m \kappa r} \tag{44}
\end{align*}
$$

where we have used the incoherence property and

$$
\begin{equation*}
\left\|\int \mathrm{d} \bar{\mu}(\alpha) w_{\alpha}^{2}\right\| \leq \frac{2}{n} \tag{45}
\end{equation*}
$$

To see that (45) holds, we start with

$$
\begin{equation*}
\frac{\mathbb{1}}{n}=\int \mathrm{d} \mu(\alpha) w_{\alpha}^{2}=(1-|C|) \int \mathrm{d} \bar{\mu}(\alpha) w_{\alpha}^{2}+\int_{C} \mathrm{~d} \mu(\alpha) w_{\alpha}^{2} \tag{46}
\end{equation*}
$$

where the first equality follows directly from the tight frame property, c.f. Ref. [2], while the second one stems from the definition of the conditional probability distribution $\bar{\mu}$. Rearranging and taking the norm yields

$$
\begin{equation*}
\left\|\int \mathrm{d} \bar{\mu}(\alpha) w_{\alpha}^{2}\right\| \leq \frac{1}{1-|C|}\left(\frac{1}{n}+|C|\right) \tag{47}
\end{equation*}
$$

which implies (45). Using (44) together with $\left\|X_{\alpha_{i}}\right\| \leq 2 \sqrt{2} \nu /(\sqrt{r} \kappa)$ in Lemma 2, we obtain Lemma 6 which concludes the proof.

The above Lemma must by applied for $F=X_{0}, \ldots, X_{l}$, i.e., the operators occurring in the golfing scheme. By the second incoherence condition, (42) is fulfilled for $F=X_{0}$. To ensure that incoherence is preserved during the golfing scheme, we must use a more complicated and technical argument than in Ref. [2] where a union bound over all elements of the operator basis was used which is clearly impossible in a tight frame with an infinite number of elements.

Lemma 7 (Replacing the union bound).

$$
\begin{equation*}
\mathbb{P}_{\mathcal{R}}\left(\xi\left(\left(\mathbb{1}-\mathcal{P}_{T} \mathcal{R} \mathcal{P}_{T}\right) F\right)>\frac{1}{2}\|F\|^{2}\right) \leq 16 \sqrt{r} m n^{2} \exp \left(-\frac{\kappa}{64 \xi(F) \nu}\right) \tag{48}
\end{equation*}
$$

where $\xi(F)$ is the smallest number such that

$$
\begin{equation*}
\mathbb{P}_{\alpha}\left(\left(w_{\alpha}, F\right)^{2}<\xi(F)\right) \leq \frac{1}{16 \sqrt{r} n^{2} m} \tag{49}
\end{equation*}
$$

Proof: We fix an element $w_{\beta}$ from the tight frame and note that for $F \in T$

$$
\begin{align*}
\left|\left(w_{\beta}, \mathcal{P}_{T}(\mathcal{R}-\mathbb{1}) F\right)\right| \leq & \left|\left(w_{\beta}, \mathcal{P}_{T}(\mathcal{R}-\mathcal{W}) F\right)\right| \\
& +\left|\left(w_{\beta}, \mathcal{P}_{T}(\mathcal{W}-\mathbb{1}) F\right)\right| \tag{50}
\end{align*}
$$

The latter term is smaller than $\|\mathcal{W}-\mathbb{1}\|\|F\|_{2}$. To bound the former term, we define the random variable

$$
\begin{equation*}
X_{\alpha_{i}}=\frac{1}{m}\left(w_{\beta}, F\right)-\left(w_{\beta}, \frac{n^{2}}{m} \mathcal{P}_{T} w_{\alpha_{i}}\right)\left(w_{\alpha_{i}}, F\right) \tag{51}
\end{equation*}
$$

whose variance is bounded by

$$
\begin{equation*}
\left\lvert\, \mathbb{E}\left[X_{\alpha_{i}}^{2}\right] \leq \frac{2 n \xi(F) \nu r}{m^{2}}+\frac{1}{m^{2}}\|\mathcal{W}-\mathbb{1}\|^{2}\|F\|_{2}^{2}\right. \tag{52}
\end{equation*}
$$

and $\left\|X_{\alpha_{i}}\right\| \leq 2(1+n \nu r) \sqrt{\xi(F)} / m$. Using once again the operator Bernstein inequality yields after squaring

$$
\begin{equation*}
\mathbb{P}\left(\left(w_{\beta},\left(\mathbb{1}-\mathcal{P}_{T} \mathcal{R} \mathcal{P}_{T}\right) F\right)^{2}>\frac{1}{2}\|F\|_{2}^{2}\right) \leq 2 \exp \left(-\frac{m}{128 n r \xi(F) \nu}\right) \tag{53}
\end{equation*}
$$

Eq. (53) says that the desired property is true with high probability for any fixed $w_{\beta}$. To show that it is also true with high probability for most of the operators, we need a simple fact from probability theory, which is shown in the appendix.

Lemma 8 (Inverting probabilities). Let $X$ and $Y$ be two measure spaces and denote by $x \sim y$ a relation between the elements $x \in X$ and $y \in Y$. If

$$
\begin{equation*}
\forall x \in X: \mathbb{P}(x \nsim y \mid y \in Y) \leq p \tag{54}
\end{equation*}
$$

then

$$
\begin{equation*}
\mathbb{P}(\mathbb{P}(x \nsim y \mid x \in X)>\beta \mid y \in Y) \leq \frac{p}{\beta} \tag{55}
\end{equation*}
$$

Applying this to (53) and using the definition of $\xi(F)$, one directly obtains (48) which completes the proof of Lemma 7. Now, we can see that $\mu\left(X_{i}\right) \leq 2^{-i} \sqrt{r} \nu / n^{2}$ which means that Lemma 6 can be applied in the golfing scheme and we have proven Theorem 3.

### 2.7 Reconstructing generic quantum states

In a next step, we investigate the reconstruction of random quantum states, that are sampled from probability measures that are invariant under the action of the unitary group by conjugation. We show examples of tight frames that satisfy the incoherence properties required in Theorem 3 to allow reconstruction of most quantum states.

Theorem 4 (Incoherence properties of generic states). Let $\left(w_{\alpha}\right)_{\alpha \in S}$ be a (family of) tight frame for which all operators fulfill $\left\|w_{\alpha}\right\|_{1}=O(\operatorname{polylog}(n))$, and pick a random rank $r$ quantum state $\rho$, with a distribution that is invariant under the action of the unitary group. Then the probability that $\rho$ cannot be efficiently reconstructed by compressed sensing vanishes as $O(1 /$ poly $(n))$.

Note that Theorem 4 holds for all unitarily invariant measures on the quantum states of rank $r$ regardless of the actual distribution of the eigenvalues.

Proof: We first show that for any fixed element of the tight frames, both incoherence properties are fulfilled with high probability. First, we turn to

$$
\begin{equation*}
\left\|P_{T} w\right\|_{2}^{2}=\sum_{i, j \mid \min (i, j) \leq r}\left|\left(U^{\dagger} w U\right)_{i, j}\right|^{2} \tag{56}
\end{equation*}
$$

where $U$ is a unitary matrix which is chosen according to the Haar measure and we have fixed an element $w$ from the tight frame. We look at the $i$ th row of $U^{\dagger} w U$ and note that $\sum_{j}\left|\left(U^{\dagger} w U\right)_{i, j}\right|^{2}=\sum_{j}\left|\left(U^{\dagger} w\right)_{i, j}\right|^{2}$. We write $w_{j}$ for the $j$ th column vector
of $w$ and note that $U^{\dagger} w_{j} /\left\|w_{j}\right\|$ is just a random vector on a sphere. Thus, the squares of its coordinates are concentrated around $1 / n$, c.f. the appendix, and we get

$$
\begin{equation*}
\mathbb{P}_{U}\left(\frac{\left|\left(U^{\dagger} w\right)_{i, j}\right|^{2}}{\left\|w_{j}\right\|^{2}}>\frac{\nu}{n}\right) \leq 2 \exp \left(-\frac{\nu}{8}\right) \tag{57}
\end{equation*}
$$

Using this in Eq. (56), inserting $\sum_{i}\left\|w_{i}\right\|^{2}=\|w\|_{2}^{2}=1$, and applying a union bound yields

$$
\begin{equation*}
\mathbb{P}_{U}\left(\left\|\mathcal{P}_{T} w\right\|_{2}^{2}>\frac{2 \nu r}{n}\right) \leq 2 n r \exp \left(-\frac{\nu}{8}\right) \tag{58}
\end{equation*}
$$

Employing again Lemma 8, this implies

$$
\begin{equation*}
\mathbb{P}_{U}\left(\mathbb{P}_{w}\left(\left\|\mathcal{P}_{T} w\right\|_{2}^{2}>\frac{2 \nu r}{n}\right)>\frac{1}{16 \sqrt{r} n^{2} m}\right) \leq 32 r^{3 / 2} n^{3} m \exp \left(-\frac{\nu}{8}\right) \tag{59}
\end{equation*}
$$

where $w$ is chosen according to the probability distribution of the tight frame. By allowing $\nu$ to grow polylogarithmically in $n$, this probability vanishes polynomially in $n$ which means that it is violated to much only for a proportion of state vanishing polynomially as $n$ grows. Now we turn to the second non-Fourier incoherence condition. Decomposing $w$ as a sum of projectors on orthogonal subspaces $w=\sum_{k} \lambda_{k}\left|\Psi_{k}\right\rangle\left\langle\Psi_{k}\right|$, we can write

$$
\begin{equation*}
\left.|(w, \operatorname{sgn} \rho)| \leq \sum_{i=0}^{r} \sum_{k}\left|\lambda_{k}\right|\left|\langle i| U^{\dagger}\right| \Psi_{k}\right\rangle\left.\right|^{2} \tag{60}
\end{equation*}
$$

Using the concentration of measure on the sphere and $\sum_{k}\left|\lambda_{k}\right|=\|w\|_{1}$ yields

$$
\begin{equation*}
\mathbb{P}\left((w, \operatorname{sgn} \rho)^{2}>\frac{r^{2} \nu}{n^{2}}\|w\|_{1}^{2}\right) \leq 2 n r e^{-\sqrt{\nu} / 8} \tag{61}
\end{equation*}
$$

which finally gives

$$
\begin{align*}
\mathbb{P}_{U}\left(\mathbb{P}_{w}\left((w, \operatorname{sgn} \rho)^{2}>\frac{r^{2} \nu}{n^{2}}\|w\|_{1}^{2}\right)>\right. & \left.\frac{1}{16 \sqrt{r} m n^{2}}\right) \\
& \leq 32 r^{3 / 2} m n^{3} \exp \left(-\frac{\sqrt{\nu}}{8}\right) \tag{62}
\end{align*}
$$

Since the additional factor of $r$ can be absorbed in $\nu$, Theorem 4 follows from Eq. (62).
Tight frames for which this is the case include those where the rank of the operators does not grow with $n$. The other extreme is given by the Pauli basis: From $\|w\|_{2}=1$ and $\|w\|=1 / \sqrt{n}$ it follows that $\|w\|_{1}=\sqrt{n}$. Colloquially speaking, a small spectral norm implies a large trace norm and vice versa. Thus, we have two classes of tight frames (Fourier likes ones and the ones with small 1-norm) for which efficient compressed sensing is efficiently possible. Because they represent in some sense the two extreme cases (flat spectra vs. concentrated spectra), we have some reason to believe that this is indeed true for any tight frame.

## 3 Certification

### 3.1 Ideal case

Theorems 2 and 3 show that efficient compressed sensing is possible in a vast number of situations. They are stated in the asymptotic regime for clarity but could be furnished
with reasonable prefactors for finite Hilbert-space dimension $n$. However, when using compressed sensing in actual experiments, one encounters three main problems.

- Firstly, the necessary number of measurements as calculated from the incoherence properties of the employed tight frame might still be too large to be feasible.
- Secondly, repetition of the experiments to increase the probability of success to a satisfactory value may be expensive or difficult.
- Thirdly, it is unknown how close to low-rank the state actually is. After all, no assumptions are made about the unknown input state.

The solutions to those problems is provided by certification. Instead of theoretically constructing some certificate based on $\rho$ with the help of the golfing scheme, we use the solution of the minimization problem $\sigma^{*}$ to explicitly check whether the conditions for Theorem 1 are satisfied for $\sigma^{*}$. The candidate for the certificate can be calculated as

$$
\begin{equation*}
Y=\mathcal{R} \mathcal{P}_{T^{\prime}}\left(\mathcal{P}_{T^{\prime}} \mathcal{R} \mathcal{P}_{T^{\prime}}\right)^{-1} \operatorname{sgn} \sigma^{*} \tag{63}
\end{equation*}
$$

where $\mathcal{P}_{T^{\prime}}$ is obtained like $\mathcal{P}_{T}$ but with $\rho$ replaced by $\sigma^{*}$ and $M^{-1}$ denotes the MoorePenrose pseudo inverse of $M$. One can now check whether (5) is fulfilled. If the conditions for Theorem 1 are fulfilled and $\left\|\sigma^{*}\right\|_{1}=1$, the solution must be unique and equal to the state $\rho$, i.e. tomography was successful.

### 3.2 Errors and noise

For compressed sensing to work in a realistic setting, the reconstruction procedure must be robust, i.e., small errors introduced by decoherence, errors stemming from imperfect measurements, and statistical noise due to the fact that every observable is only measured a finite number of times, should only lead to small errors in the reconstructed state. In addition, the Hilbert space might be infinite-dimensional. When the mean energy, and therefore, the mean photon number $N_{\text {mean }}$, is finite, the error made by truncating the Hilbert space at photon number $N$ vanishes as

$$
\begin{equation*}
\left\|\rho_{\text {trunc }}-\rho\right\|_{1} \leq 3 \sqrt{\frac{N_{\text {mean }}}{N+1}}=\varepsilon \tag{64}
\end{equation*}
$$

which is shown in the appendix. This means that the expectation values with respect to the truncated state are close to the actually measured ones, i.e.,

$$
\begin{equation*}
\left|\operatorname{Tr}\left(w \rho_{\text {trunc }}\right)-\operatorname{Tr}(w \rho)\right| \leq \varepsilon \tag{65}
\end{equation*}
$$

for all $w$ such that $\|w\| \leq 1$.
We assume that the observed data correspond to a matrix $\tilde{\rho}$ (not necessarily a state) with $\left\|\mathcal{P}_{\mathcal{R}}(\tilde{\rho}-\rho)\right\|_{2} \leq \delta$ where $\rho$ is the low-rank, infinite-dimensional state, i.e., the errors made by truncating to a finite-dimensional Hilbert space are already included in $\delta$, and where we denote by $\mathcal{P}_{\mathcal{R}}$ the projection to the image of the sampling operator. Such a tube condition is satisfied with very high probability for realistic error models like Gaussian noise [1, 18]. We relax the conditions in (2) to

$$
\begin{equation*}
\left\|\mathcal{P}_{\mathcal{R}}(\sigma-\tilde{\rho})\right\|_{2} \leq \delta \tag{66}
\end{equation*}
$$

The solution of the SDP might not be of low rank. Because a low-rank state is needed for the construction of the certificate $Y$, we truncate $\sigma^{*}$ to the $q$ largest eigenvalues
(call this $\sigma_{q}^{*}$ ) and obtain $\mathcal{P}_{T^{\prime}}$ as above. As $r=\operatorname{rank} \rho$ is in general not known, one has to perform the truncation of $\sigma^{*}$ and the subsequent construction of the certificate $Y$ for $q=1,2, \ldots$ until a valid $Y$, as to be specified below, has been found. If this is not the case, the number of measurements was not enough and needs to be increased.

To provide an error bound, we denote the 2-norm error made by the truncation of $\sigma^{*}$ to $\operatorname{rank} q$ by $\varepsilon$ and obtain from the triangle inequality

$$
\begin{equation*}
\left\|\mathcal{P}_{\mathcal{R}}\left(\sigma_{q}^{*}-\rho\right)\right\|_{2}=\left\|\mathcal{P}_{\mathcal{R}}\left(\sigma_{q}^{*}-\sigma^{*}\right)\right\|_{2}+\left\|\mathcal{P}_{\mathcal{R}}\left(\sigma^{*}-\tilde{\rho}\right)\right\|_{2}+\left\|\mathcal{P}_{\mathcal{R}}(\tilde{\rho}-\rho)\right\|_{2} \leq \varepsilon+2 \delta \tag{67}
\end{equation*}
$$

We calculate a candidate for a certificate as $Y=\mathcal{R} \mathcal{P}_{T^{\prime}}\left(\mathcal{P}_{T^{\prime}} \mathcal{R} \mathcal{P}_{T^{\prime}}\right)^{-1} \operatorname{sgn} \sigma_{q}^{*}$ where $T^{\prime}$ is obtained from $\sigma_{q}^{*}$. If $Y$ is valid, i.e., $\left\|\mathcal{P}_{T^{\prime} \perp} Y\right\| \leq 1 / 2$, and $\mathcal{P}_{T^{\prime}} \mathcal{P}_{\mathcal{R}} \mathcal{P}_{T^{\prime}} \geq(p / 2) \mathcal{P}_{T^{\prime}}$ with $p=m / n^{2}$, then the proof of Theorem 7 in Ref. [18] yields the robustness result

$$
\begin{equation*}
\left\|\sigma_{q}^{*}-\rho\right\|_{2} \leq\left(4 \sqrt{\frac{(2+p) n}{p}}+2\right)(2 \delta+\varepsilon) \tag{68}
\end{equation*}
$$

By the equivalence of the norms, this also provides a 1-norm bound at the expense of an additional factor $\sqrt{n}$.

Thus, with no further assumption than 2-norm closeness of the observations to the state of interest it is possible to obtain a certified reconstruction which is also close to the state of interest. In this sense, quantum compressed sensing can achieve assumption-free certified quantum state reconstruction in the presence of errors. This discussion applies to box errors, where each of the expectation values is assumed to be contained in a certain interval. The discussion of other error models will be the subject of forthcoming work.

## 4 Universal quantum compressed sensing

### 4.1 Universal quantum state reconstruction

The preceding discussion has focused on claims of the following form:
For every low-rank state $\rho$, most choices of the observables $w_{1}, \ldots, w_{m}$ can be used to successfully reconstruct $\rho$.
In some situations, however, one can actually prove a much stronger statement, in which the order of the quantifiers is reversed:

Most choices of the observables $w_{1}, \ldots, w_{m}$ will have the property that, for every low-rank state $\rho$, the observables $w_{1}, \ldots, w_{m}$ can be used to successfully reconstruct $\rho$.
This is known as universal reconstruction; more simply, it says that a fixed set of observables $w_{1}, \ldots, w_{m}$ can distinguish among all low-rank states simultaneously. Besides being of conceptual interest, universal reconstruction also implies stronger error bounds for reconstruction from noisy data.

Formally, we say that our method performs universal compressed sensing if $p_{f u}<$ $1 / 2$, where $p_{f u}$ is the "universal" failure probability. That is, we define $p_{f u}$ to be the probability (with respect to the choice of observables $w_{1}, \ldots, w_{m}$ ) that there exists a state $\rho$ (with dimension $n$ and rank $r$ ) such that the method fails with probability $>1 / 2$ (where this last probability is taken with respect to the random measurement outcomes).

Definition 4 (Efficient universal quantum compressed sensing). Universal compressed sensing (with dimension $n$ and rank $r$ ) is regarded as efficient if: the number of measured observables satisfies $m=O(n r \operatorname{poly} \log (n))$, and the probability of failure satisfies $p_{f u}<1 / 2$.

### 4.2 Universal reconstruction using any Fourier-type tight frame

In this section, we show that measurements using a Fourier-type tight frame lead to efficient universal quantum compressed sensing. This result can be viewed as a companion to Theorem 2. Essentially, it says that, by using a slightly larger number of measurements (by a polylog( $n$ ) factor), one can construct (with high probability) a single, fixed set of measurements that can reconstruct all possible states of rank $r$ and dimension $n$. In addition, universal reconstruction implies very strong error bounds, in the case of noisy data; we will discuss this in the following section.

Theorem 5 (Universal reconstruction). Let $\left(w_{\alpha}\right)_{\alpha \in S}$ be a tight frame. Let $\nu=O(\operatorname{polylog}(n))$, and suppose that, for all $\alpha \in S,\left\|w_{\alpha}\right\|^{2} \leq \nu / n$. Then efficient universal compressed sensing (for states of rank $r$ and dimension $n$ ) is possible.

This proof of this theorem is a straightforward generalization of [6]. First, we define the sampling operator to be $\mathcal{A}: \mathbb{C}^{n \times n} \rightarrow \mathbb{R}^{m}$,

$$
\begin{equation*}
(\mathcal{A}(\sigma))_{i}=\frac{n}{\sqrt{m}}\left(w_{i}^{\prime}, \sigma\right), \quad i=1, \ldots, m \tag{69}
\end{equation*}
$$

This is related to the notation used in previous sections by $\mathcal{A}^{\dagger} \mathcal{A}=\mathcal{R}$. (As before, the observables $w_{1}^{\prime}, \ldots, w_{m}^{\prime}$ are sampled independently from the distribution $\mu$ on the tight frame, and $(A, B)=\operatorname{Tr}\left(A^{\dagger} B\right)$ is the Hilbert-Schmidt inner product.)

A key tool in the proof is the restricted isometry property (RIP) [23]. We say that $\mathcal{A}$ satisfies the RIP if there exists some constant $\delta \in[0,1)$ such that, for all rank- $r$ $n$-dimensional states $\sigma$,

$$
\begin{equation*}
(1-\delta)\|\sigma\|_{2} \leq\|\mathcal{A}(\sigma)\|_{2} \leq(1+\delta)\|\sigma\|_{2} \tag{70}
\end{equation*}
$$

In geometric terms, the set of all low-rank states forms an $O(r n)$-dimensional manifold in $\mathbb{C}^{n \times n}$, and $\mathcal{A}$ satisfies the RIP if it embeds this manifold into $\mathbb{C}^{m}$, with constantfactor distortion.

The importance of the RIP stems from the following fact: when $\mathcal{A}$ satisfies RIP, one can reconstruct any low-rank state $\rho$ from noiseless data $\mathcal{A}(\rho)$, by solving a traceminimization convex program:

$$
\begin{equation*}
\min \|\sigma\|_{1}, \quad \text { subject to } \mathcal{A}(\sigma)=\mathcal{A}(\rho) \tag{71}
\end{equation*}
$$

This follows from a standard argument of [23]. This result can be generalized to the case of noisy data; we will discuss this in the following section.

It now remains to prove that, when the observables $w_{\alpha}$ are chosen from a Fouriertype tight frame (i.e., they satisfy $\left\|w_{\alpha}\right\|^{2} \leq \nu / n$ ), the sampling operator $\mathcal{A}$ satisfies RIP with high probability. Intuitively, one first shows that, for any particular low-rank state $\sigma$, and a random choice of measurements $w_{1}^{\prime}, \ldots, w_{m}^{\prime}$, the sampling operator $\mathcal{A}$ satisfies equation (70) with high probability. After this comes the main part of the argument. Let $p_{f}(\sigma)$ denote the probability of failure on a given state $\sigma$. One now needs to upper-bound the probability of a failure on any one of the states $\sigma$. The simplest
approach is to assume that the failure events are disjoint, and so the probabilities sum up - this is the union bound, and it does not give a useful bound in this case. Instead, one uses an "entropy argument" that exploits the fact that failure events are not disjoint: failures on nearby states are correlated.

Formally, the entropy argument is carried out using Gaussian processes and Dudley's inequality (following [20,21]), and using bounds on covering numbers of the trace-norm ball due to [22]. The proof is essentially the same as in [6]; the original proof in [6] handles the case where the $w_{\alpha}$ form an incoherent orthonormal basis, but the same proof goes through unchanged for a Fourier-type tight frame. This shows that, if the number of measurements satisfies $m \geq C \nu r n \log ^{6} n$ (for some constant $C$ ), then with high probability the sampling operator $\mathcal{A}$ satisfies the RIP (for rank $r$ and dimension $n$ ).

### 4.3 Robust reconstruction from noisy data

More interestingly, RIP implies strong error bounds in the case of noisy data [13]. We sketch the basic idea here. Suppose one observes $y=\mathcal{A}(\rho)+z$, where $z$ denotes a noise component. Then one can replace (71) with other estimators, such as the matrix Dantzig selector:

$$
\begin{equation*}
\min \|\sigma\|_{1} \quad \text { such that } \quad\left\|\mathcal{A}^{\dagger}(y-\mathcal{A}(\sigma))\right\| \leq \lambda \tag{72}
\end{equation*}
$$

or the matrix Lasso:

$$
\begin{equation*}
\min \frac{1}{2}\|\mathcal{A}(\sigma)-y\|_{2}^{2}+\mu\|\sigma\|_{1} \tag{73}
\end{equation*}
$$

(See Ref. [13] for details about setting the parameters $\lambda$ and $\mu$.)
When the noise vector $z$ is normally distributed, one can show particularly nice error bounds. These hold even for states $\rho$ that are full-rank (though $\rho$ must at least have decaying eigenvalues, for the bounds to be useful) [13] (see also [6]). Suppose that $\rho$ is arbitrary, and one simply assigns some value for $r$, and measures $m=O\left(\nu r n \log ^{6} n\right)$ observables. Then let $\sigma^{*}$ denote the solution returned by either of the above estimators. Intuitively, one expects that $\sigma^{*}$ should reconstruct the first $r$ eigenvectors of $\rho$. One can prove a bound that is consistent with this intuition: the squared 2-norm error $\left\|\sigma^{*}-\rho\right\|_{2}^{2}$ will be nearly proportional (up to $\log$ factors) to the total variance of the noise acting on the first $r$ eigenvectors of $\rho$, plus the squared 2-norm of the "tail" of $\rho$ (consisting of its last $n-r$ eigenvectors).

## 5 Applications

We now demonstrate how our theory can be applied to some common experimental setups in quantum optics. We show how pointwise measurements of the Wigner function, and histograms obtained using homodyne detection, can be expressed as measurements using tight frames, and generalized tight frames. Furthermore, we propose efficient compressed sensing schemes (with Fourier-type tight frames) using these measurements.

### 5.1 Homodyne detection

The most common way to do quantum state tomography on continuous-variable light modes is based on homodyne detection, which is done by combining the light field with
a mode in a strong coherent state, called the local oscillator, in an interferometer and measuring the difference of the intensities on the two output ports [29, 30, 31]. This amounts to sampling $x \in \mathbb{R}$ according to the one-dimensional probability distribution given by the Radon transform (at angle $\theta$ ) of the Wigner function, i.e.,

$$
\begin{equation*}
\mathbb{P}_{\theta}(x)=\int W(x \cos \theta-p \sin \theta, x \sin \theta+p \cos \theta) \mathrm{d} p \tag{74}
\end{equation*}
$$

The angle $\theta$ is chosen by phase-shifting the mode with respect to the local oscillator.
For a general quantum state with maximal photon number $N, N+1$ equidistant choices of $\theta \in[0, \pi)$ are sufficient and necessary to reconstruct the state by an inverse Radon transform of Eq. (74) or by using pattern functions [29, 30]. Here we show how these measurements can be described by a generalized tight frame. A tight frame by itself does not suffice because here every measurement setting, i.e., every choice of $\theta$, does not only give a single number as a result but an entire distribution $\mathbb{P}_{\theta}$.

A key observation is that the Fourier transform of the probability distribution (74) is identical to the characteristic function, i.e., the Fourier transform of the Wigner function, written in radial coordinates. We define

$$
\begin{equation*}
\tilde{W}(u, v)=\int \mathrm{d} x \mathrm{~d} p W(x, p) \exp [-i(u x+v p)] \tag{75}
\end{equation*}
$$

which fulfills

$$
\begin{equation*}
\tilde{\mathbb{P}}_{\theta}(\zeta)=\tilde{W}(\zeta \cos \theta, \zeta \sin \theta) \tag{76}
\end{equation*}
$$

where $\tilde{\mathbb{P}}_{\theta}(\zeta)=\int d x \mathbb{P}_{\theta}(\zeta) \exp (-i \zeta x)$.
This allows us to write the projector (corresponding to measurement setting $\theta$ and outcome $\zeta$ ) as

$$
\begin{equation*}
\left(\mathcal{P}_{\theta}(\zeta)\right)_{(i, j),(k, l)}=\tilde{W}_{|j\rangle\langle i|}(\zeta \cos \theta, \zeta \sin \theta) \tilde{W}_{|l\rangle\langle k|}^{*}(\zeta \cos \theta, \zeta \sin \theta) \tag{77}
\end{equation*}
$$

Because choosing a measurement setting does not mean choosing values for $\theta$ and $\zeta$, but rather only choosing a phase $\theta$ and obtaining a whole "slice" of the characteristic function, the operator corresponding to a measurement setting is

$$
\begin{equation*}
\mathcal{P}_{\theta}=\int \mathrm{d} \zeta \mathcal{P}_{\theta}(\zeta) \tag{78}
\end{equation*}
$$

It is easy to check that $\mathcal{P}_{\theta}$ fulfills

$$
\begin{equation*}
\frac{1}{\pi} \int_{0}^{\pi} \mathrm{d} \theta \mathcal{P}_{\theta}=\frac{\mathbb{1}}{n^{2}} \tag{79}
\end{equation*}
$$

which implies that it satisfies Definition 2 and forms a generalized tight frame.

### 5.2 Efficient compressed sensing using homodyne measurements

In the previous subsection, we have introduced the generalized tight frame corresponding to homodyne detection. This can be combined with the convex program in equation (2) to perform state reconstruction. In Section 6, we show by means of a numerical simulation that this procedure performs well in practice. However, our theoretical analysis does not apply to this procedure, due to the generalized tight frame; it would be interesting to try to extend our theoretical results to this case.

In this section, we present a different way of using homodyne detection to reconstruct low-rank states, which is a little less direct, but does have a rigorous guarantee of success. We will do three things. First, we will show how homodyne measurements can be used to estimate expectation values of displacement operators. Then, we will use (scaled) displacement operators to construct a tight frame. Finally, we will show that this tight frame has Fourier-type incoherence. By combining these pieces, we will then get an efficient compressed sensing scheme.

Before continuing, we note that $D(\alpha)$ cannot be directly measured as it is not Hermitian. However, one can also use 8-port homodyning to directly measure the observables $|\alpha\rangle\langle\alpha|=D(\alpha)|0\rangle\langle 0| D^{\dagger}(\alpha)$ [28]. Because the experimental effort is higher, compared to standard homodyning, we will not discuss this scheme here.

Define the displacement operators

$$
\begin{equation*}
D(\alpha)=e^{-|\alpha|^{2} / 2} e^{\alpha a^{\dagger}} e^{-\alpha^{*} a}, \quad \alpha \in \mathbb{C} \tag{80}
\end{equation*}
$$

Note that we have the identities $D(\alpha)=e^{\alpha a^{\dagger}-\alpha^{*} a}=e^{|\alpha|^{2} / 2} e^{-\alpha^{*} a} e^{\alpha a^{\dagger}}$.
Now recall the definition of the characteristic function [32]:

$$
\begin{equation*}
C^{(s)}(\beta)=\operatorname{Tr}\left(e^{i \beta a^{\dagger}+i \beta^{*} a} \rho\right), \quad \beta \in \mathbb{C} \tag{81}
\end{equation*}
$$

Setting $\alpha=i \beta$, we see that $C^{(s)}(\beta)$ is precisely the expectation value of the displacement operator $D(\alpha)$. On the other hand, $C^{(s)}(\beta)$ is also equal to $\tilde{W}(\beta)$, the (twodimensional) Fourier transform of the Wigner function $W(\xi)$. This in turn is related, via equation (76), to the probability distribution $\mathbb{P}_{\theta}(x)$, which we can sample using homodyne detection.

Thus, we can estimate the expectation value of a displacement operator $D(\alpha)$ as follows: set $\beta=-i \alpha$, and make homodyne measurements with phase angle $\theta=$ $\arg (\beta)$. This produces several points $x_{1}, \ldots, x_{\ell} \in \mathbb{R}$ sampled from the distribution $\mathbb{P}_{\theta}(\underset{\tilde{P}}{x})$. Then set $\zeta=|\beta|$, and compute $\frac{1}{\ell} \sum_{i=1}^{\ell} \exp \left(-i \zeta x_{i}\right)$. This gives an estimate for $\tilde{\mathbb{P}}_{\theta}(\zeta)=\tilde{W}(\beta)=C^{(s)}(\beta)$, which is the desired expectation value.

Note that a lossy detector (i.e., one with efficiency less than 1) has the effect of convolving the true Wigner function $W(\xi)$ with a Gaussian, to produce the empirically observed Wigner function [33]. This is equivalent to pointwise multiplying the characteristic function $C^{(s)}(\beta)$ with a Gaussian envelope. We can compensate for this by re-scaling $C^{(s)}(\beta)$ at each point $\beta$, provided that our raw estimates of $C^{(s)}(\beta)$ are sufficiently precise, and the detector efficiency is not too poor.

Next, we will construct a tight frame using the displacement operators $D(\alpha)$. Note that the $D(\alpha)$ form an orthonormal basis for the state space [32]:

$$
\begin{equation*}
\rho=\frac{1}{\pi} \int_{\mathbb{C}} D(\alpha) \operatorname{Tr}\left(D(\alpha)^{\dagger} \rho\right) \mathrm{d} \alpha, \quad \text { for all states } \rho \tag{82}
\end{equation*}
$$

where we are taking a 2-dimensional integral over the complex plane. Now suppose we sample $\alpha$ from a 2-dimensional Gaussian distribution on the complex plane with width $\sigma$ (which we will choose later). This distribution has probability density

$$
\begin{equation*}
P_{G}(\alpha)=\frac{1}{2 \pi \sigma^{2}} e^{-|\alpha|^{2} / 2 \sigma^{2}} \tag{83}
\end{equation*}
$$

Define scaled displacement operators

$$
\begin{equation*}
\tilde{D}(\alpha)=\sqrt{2} \sigma e^{|\alpha|^{2} / 4 \sigma^{2}} D(\alpha) \tag{84}
\end{equation*}
$$

Then we can rewrite (82) as

$$
\begin{equation*}
\rho=\int_{\mathbb{C}} \tilde{D}(\alpha) \operatorname{Tr}\left(\tilde{D}(\alpha)^{\dagger} \rho\right) P_{G}(\alpha) \mathrm{d} \alpha, \quad \text { for all states } \rho \tag{85}
\end{equation*}
$$

This is (up to normalization) a tight frame for the full, infinite-dimensional state space.
In fact, we are only interested in the finite-dimensional subspace consisting of states with at most $N$ photons; this subspace is isomorphic to $\mathbb{C}^{(N+1) \times(N+1)}$. So we will truncate the above operators. Let $\Pi_{N}$ be the projector onto $\operatorname{span}\{|0\rangle,|1\rangle, \ldots,|N\rangle\}$ (where the $|j\rangle$ are Fock basis states). Then define truncated displacement operators

$$
\begin{equation*}
D_{N}(\alpha)=\Pi_{N} D(\alpha) \Pi_{N}, \quad \text { and } \quad \tilde{D}_{N}(\alpha)=\Pi_{N} \tilde{D}(\alpha) \Pi_{N} \tag{86}
\end{equation*}
$$

Then the operators $w_{\alpha}=\frac{1}{N+1} \tilde{D}_{N}(\alpha)$ form a tight frame for $\mathbb{C}^{(N+1) \times(N+1)}$, as desired:

$$
\begin{equation*}
\frac{1}{(N+1)^{2}} \rho=\int_{\mathbb{C}} w_{\alpha} \operatorname{Tr}\left(w_{\alpha}^{\dagger} \rho\right) P_{G}(\alpha) d \alpha, \quad \text { for all } \rho \in \mathbb{C}^{(N+1) \times(N+1)} \tag{87}
\end{equation*}
$$

Finally, we set $\sigma=\sqrt{2 N \log (1+4 N)}$, and we claim that the above tight frame $\left\{w_{\alpha}\right\}$ is Fourier-type incoherent, in the sense of Theorems 2 and 5. More precisely, we claim that

$$
\begin{equation*}
\left\|\tilde{D}_{N}(\alpha)\right\| \leq \sqrt{2} e \sigma=2 e \sqrt{N \log (1+4 N)}, \quad \text { for all } \alpha \in \mathbb{C} \tag{88}
\end{equation*}
$$

we will prove this below. This directly implies

$$
\begin{equation*}
\left\|w_{\alpha}\right\| \leq \frac{2 e \sqrt{\log (1+4 N)}}{\sqrt{N}}, \quad \text { for all } \alpha \in \mathbb{C} \tag{89}
\end{equation*}
$$

Then, by Theorems 2 and 5, we have an efficient compressed sensing scheme.
We now show why (88) holds. First, note that while the displacement operators $D(\alpha)$ are unitary, the scaled operators $\tilde{D}(\alpha)$ are unbounded. However, when $\alpha$ is small, this is not a problem. In particular, when $|\alpha| \leq 2 \sigma$, we can just use the trivial bound

$$
\begin{equation*}
\left\|\tilde{D}_{N}(\alpha)\right\| \leq\|\tilde{D}(\alpha)\| \leq \sqrt{2} \sigma e^{|\alpha|^{2} / 4 \sigma^{2}} \tag{90}
\end{equation*}
$$

which implies (88).
It remains to consider the case where $|\alpha|>2 \sigma$. In this case, $\tilde{D}(\alpha)$ is large, but it acts mostly on states with more than $n$ photons, so the truncated operator $\tilde{D}_{N}(\alpha)$ is small. Using a straightforward calculation, we can bound $\tilde{D}_{N}(\alpha)$ in the 2-norm, which implies (88). See the appendix for details.

### 5.3 Pointwise measurements of the Wigner function

A quantum state $\rho$ of a single optical mode can be represented in phase space by a real Wigner function $W_{\rho}: \mathbb{R}^{2} \rightarrow \mathbb{R}$ [28]. For a single mode it is given by, c.f. Ref. [26, 27],

$$
\begin{equation*}
W_{\rho}(\xi)=\frac{2}{\pi} \operatorname{Tr}\left((-1)^{\hat{n}} D(\xi)^{\dagger} \rho D(\xi)\right) \tag{91}
\end{equation*}
$$

where $(-1)^{\hat{n}}$ is the parity operator where $\xi=(x, p) \in \mathbb{R}^{2}, D(\xi)$ is the displacement operator which becomes the one defined in (80) by setting $\alpha=(1 / \sqrt{2})\left(\xi_{1}+i \xi_{2}\right)$. With
the same convention, we will, whenever it is convenient, regard the Wigner function as a function of a complex variable.

Eq. (91) allows pointwise measurement of the Wigner function by a displacement in phase space followed by a measurement of the parity of the photon number. This has already been experimentally performed for optical fields in a cavity [24] and for pulsed single photons (for the special case of a rotationally invariant state) [25]. We consider a single mode containing up to $N$ photons and, therefore, Hilbert space dimension $n=N+1$. Measuring the Wigner function at a point $\alpha$ amounts to a measurement of the observable

$$
\begin{equation*}
w_{\alpha}=\sqrt{2 \pi} \frac{2}{\pi} D(\alpha)(-1)^{\hat{n}} D^{\dagger}(\alpha) \tag{92}
\end{equation*}
$$

We make again use of the probability density $P_{G}$ of Eq. (83) and define scaled, truncated operators $\tilde{w}_{\alpha}=n^{-1} P_{G}(\alpha)^{-1 / 2} \Pi_{N} w_{\alpha} \Pi_{N}$. They form a tight-frame on the truncated Hilbert space when the sampling is performed according to $P_{G}$.

We now proceed exactly as in the previous section to show that the operator norm of the $\tilde{w}$ is small enough for the Fourier type incoherence property of Theorem 2. We do not give explicit constants but focus on the asymptotic scaling in $n$. If $|\alpha| \leq 2 \sigma$, we get the bound $\left\|\tilde{w}_{\alpha}\right\| \leq 4 e \sigma / n$. We will show that if we set $\sigma=\sqrt{n} \log n$ one has $\left\|\exp \left(|\alpha|^{2} /\left(2 \sigma^{2}\right)\right) w_{\alpha}\right\| \leq 1$ for all $\alpha$ with $|\alpha|>2 \sigma$ whenever $n$ is large enough which implies the requirements of Theorem 2. We need the matrix elements $\langle l| w_{\alpha}|k\rangle=$ $W_{|k\rangle\langle l|}(\alpha)$. To calculate them, first let $\xi=(x, p)$ and recall the definition of the Wigner function [28]:

$$
\begin{equation*}
W_{|l\rangle\langle k|}(x, p)=\frac{1}{\pi} \int \mathrm{~d} y \psi_{l}^{*}(x+y) \psi_{k}(x-y) e^{2 i p y} \tag{93}
\end{equation*}
$$

where we remember the identification $\alpha=(1 / \sqrt{2})(x+i p)$. Inserting the eigenfunctions of the harmonic oscillator $\psi_{i}$, using the properties of the occurring Hermite polynomials, and performing the integral allows to write

$$
\begin{equation*}
W_{|l\rangle\langle k|}(x, p)=\left.\frac{(-1)^{l+k} e^{x^{2}}}{\pi \sqrt{2^{l+k} l!k!}} \frac{\partial^{l+k}}{\partial x^{k} \partial x^{\prime l}} G\left(x, x, p^{\prime}\right)\right|_{x^{\prime}=x} \tag{94}
\end{equation*}
$$

with the generating function

$$
\begin{equation*}
G\left(x, x^{\prime}, p\right)=e^{-p^{2}+2 i p\left(x-x^{\prime}\right)-2 x x^{\prime}} . \tag{95}
\end{equation*}
$$

From this, one gets the bound, which is by no means tight but strong enough, $\left|W_{|k\rangle\langle l|}(\alpha)\right| \leq$ $n^{n}(2|\alpha|)^{n} \exp \left(-2|\alpha|^{2}\right)$ which allows us to write

$$
\begin{align*}
\left\|\exp \left(|\alpha|^{2} /\left(2 \sigma^{2}\right)\right) w_{\alpha}\right\| & \leq\left\|\exp \left(|\alpha|^{2} /\left(2 \sigma^{2}\right)\right) w_{\alpha}\right\|_{2} \\
& \leq \exp \left(-2|\alpha|^{2}+(n+2) \log n+2 n \log (2|\alpha|)+\frac{|\alpha|^{2}}{2 \sigma^{2}}\right) \tag{96}
\end{align*}
$$

We now set $\sigma=\sqrt{n} \log n$ and get, for large enough $n$, a bound valid for all $\alpha$ with $|\alpha|>2 \sigma$ which reads

$$
\begin{equation*}
\left\|\exp \left(|\alpha|^{2} /\left(2 \sigma^{2}\right)\right) w_{\alpha}\right\| \leq \exp \left(-2 n \log ^{2} n+(n+2) \log n+2 n \log (4 \sqrt{n} \log n)\right) \tag{97}
\end{equation*}
$$

As the first term in the exponent grows fastest, one has $\left\|\exp \left(|\alpha|^{2} /\left(2 \sigma^{2}\right)\right) w_{\alpha}\right\| \leq 1$ for sufficiently large $n$. Thus, there is some $C>0$ such that $\left\|\tilde{w}_{\alpha}\right\| \leq C \log n / \sqrt{n}$ which means that the pointwise Wigner function measurement is of Fourier type and, therefore, can be used for efficient compressed sensing.


Figure 1: (color online) Reconstruction of a random pure state on 4 qubits by Paulimeasurements. Red triangles: Probability of successful state recovery. Blue circles: Probability of successful certification.

## 6 Numerical examples

We now present some examples which show the performance of certified compressed sensing for randomly chosen states. We demonstrate the method for small-dimensional noiseless states and defer a detailed analysis of the method, especially in the presence of noise and decoherence, to a subsequent publication. For small systems, the condition $c_{3}<1$ in Theorem 1 is hard to satisfy. However, the conditions for uniqueness can be replaced by (a') $c_{1}:=\left\|\mathcal{P}_{T} Y-\operatorname{sgn} \rho\right\|_{2}=0$ and (b') $c_{2}:=\left\|\mathcal{P}_{T}^{\perp} Y\right\|<1$, discarding the condition on $c_{3}$, because these conditions imply that the expression in (11) is positive, which guarantees that any feasible change in the solution will be 1-norm increasing.

Figure 1 demonstrates certified compressed sensing for the very important case of the Pauli basis. It is clearly visible that the certificate is only a sufficient condition and not a necessary one as it is possible that the reconstruction is successful but no valid certificate is produced. It is also apparent that the overhead in the number of queries needed for certification is actually quite reasonable.

For the tight frame consisting of all Hermitian matrices, as shown in Figure 2, it is interesting to note that taking global random observables performs superior to taking tensor products of local random observables. The intuitive reason for this is provided by concentration of measure. By considering a distribution of observables which is invariant under the action of the unitary group on the full system, the proportion of observables that are not Fourier-like, i.e., whose operator norms are too large, is much smaller. Thus, more information is obtained per observable which leads to a faster reconstruction.

Figure 3 illustrates that compressed sensing also works using optical homodyne detection with a generalized tight frame, c.f. Subsection 5.1. In Figure 4, we show the reconstruction of a single mode optical state based on the measurement of expectation values of displacement operators as discussed in Subsection 5.2.


Figure 2: (color online) Reconstruction of a pure state on 4 qubits. Red triangles (blue circles): Probability of successful state recovery (certification) for local random measurements. Green squares (black crosses): Successful state recovery (certification) for global random measurements.

$m$

Figure 3: (color online) Reconstruction of a random state with rank 5 on 3 modes with up to 2 photons each by optical Homodyne detection. Red triangles: Probability of successful state recovery. Blue circles: Probability of successful certification.


Figure 4: (color online) Reconstruction of a random state of a single optical mode, truncated at the 15 -th number state, by measuring expectation values of 2 -norm normalized displacement operators $D(\alpha)$ where $\mid \alpha \|$ is chosen uniformly at random between 0 and 5 while $\arg (\alpha)$ is chosen uniformly between 0 and $2 \pi$. Red triangles: Probability of successful state recovery. Blue circles: Probability of successful certification.

## 7 Summary

In this article, we have presented a general theory of quantum state tomography for continuous-variable systems using compressed sensing. We have used tight frames to describe continuous measurement families, which are very natural in a plethora of physical situations. We have shown how our theory applies to prominent and frequently used techniques in quantum optics, in particular, pointwise measurements of the Wigner function, and homodyne detection.

- We have explored different incoherence properties sufficient for efficient compressed sensing. Improved results using Fourier-type tight frames were presented in Theorem 2. Also, it was shown in Theorem 3 that for every tight frame whose operators fulfill

$$
\begin{equation*}
\left\|w_{\alpha}\right\|_{1}=O(\operatorname{polylog}(n)) \tag{98}
\end{equation*}
$$

most states (i.e., all but a proportion $1 / \operatorname{poly}(n)$ thereof) can be reconstructed from merely $O(n$ polylog $(n))$ expectation values. It would be interesting to extend these results to generalized tight frames.

- We have introduced the idea of certified compressed sensing which allows to get rid of all assumptions and guarantee successful state reconstruction a posteriori. This assumption-free certified quantum state reconstruction is possible even in the presence of errors.
- Furthermore, we have shown universal compressed sensing results for any Fouriertype tight frame in Theorem 5. This implies strong error bounds in the case of noisy data.
- We have presented numerical results showing the practical (non-asymptotic) performance of these methods. It would be interesting to investigate this further, in
particular to other types of feasible measurements, and to apply these ideas on other physical systems as well.
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## Appendix

## Properties of the $\chi_{k}^{2}$-distribution

In order to be self-contained, we repeat two simple bounds to the tails of a $\chi_{k}^{2}$ distributed random variable $X$ which can be found in Ref. [15]. A right-sided bound is

$$
\begin{equation*}
\mathbb{P}(X-k>2 \sqrt{k x}+2 x) \leq e^{-x} \tag{99}
\end{equation*}
$$

while a left-sided one is

$$
\begin{equation*}
\mathbb{P}(k-X>2 \sqrt{k x}) \leq e^{-x} \tag{100}
\end{equation*}
$$

## Random vectors on a sphere

A random vector $v \in \mathbb{C}^{n}$ on a sphere can be obtained by choosing an vector $\bar{v} \in \mathbb{R}^{2 n}$ with Gaussian entries and normalizing. Doing so yields

$$
\begin{equation*}
\mathbb{P}\left(\left|v_{i}\right| \geq \frac{\delta}{\sqrt{n}}\right) \leq \mathbb{P}\left(\left|\bar{v}_{i}\right|>\frac{\delta \varepsilon}{\sqrt{n}}\right)+\mathbb{P}(\|\bar{v}\|<\varepsilon) . \tag{101}
\end{equation*}
$$

To bound the first term, one can use (99), obtaining

$$
\begin{equation*}
\mathbb{P}\left(\left|\bar{v}_{i}\right|>\frac{1}{\varepsilon \sqrt{n}}\right) \leq \exp \left(-\frac{\delta^{2} \varepsilon}{2}\right) \tag{102}
\end{equation*}
$$

while for the second terms the inequality (100) leads to

$$
\begin{equation*}
\mathbb{P}\left(\|\bar{v}\|^{2}<1-y\right)<\exp \left(-\frac{y^{2} n}{2}\right) \tag{103}
\end{equation*}
$$

Setting $\varepsilon=1 / 2$ finally gives

$$
\begin{equation*}
\mathbb{P}\left(\left|v_{i}\right|>\delta / \sqrt{n}\right) \leq 2 \exp \left(-\frac{\delta^{2}}{8}\right) \tag{104}
\end{equation*}
$$

## Proof of Lemma 8

Proof: From

$$
\begin{equation*}
\mathbb{P}(\mathbb{P}(x \nsim y \mid x \in X)>\beta \mid y \in Y) \leq \frac{p}{\beta} \tag{105}
\end{equation*}
$$

it follows that

$$
\begin{equation*}
\mathbb{P}(x \nsim y \mid x \in X, y \in Y) \leq p . \tag{106}
\end{equation*}
$$

We assume now the contrary of (105), i.e.,

$$
\begin{equation*}
\mathbb{P}(\mathbb{P}(x \nsim y \mid x \in X)>\beta \mid y \in Y)>\frac{p}{\beta} \tag{107}
\end{equation*}
$$

from which follows

$$
\begin{equation*}
\mathbb{P}(x \nsim y \mid x \in X, y \in Y)>p, \tag{108}
\end{equation*}
$$

which is a contradiction to (106) and, therefore, concludes the proof.

## Truncating the Hilbert space of a continuous-variable-light mode

We show how large the Hilbert space must be to describe a continuous-variable-light mode with bounded energy, i.e., bounded photon number. Let $\rho$ be the state of interest, $N_{\text {mean }}$ its mean photon number, and $\rho_{\text {trunc }}$ the truncation of $\rho$ to the first $N$ Fock layers which is not normalized

$$
\begin{align*}
N_{\text {mean }} & =\sum_{n=0}^{\infty} n \rho_{n, n} \geq(N+1) \sum_{n=N+1}^{\infty} \rho_{n, n} \\
& \geq(N+1) \operatorname{Tr}\left(\rho_{\text {trunc }}-\rho\right) . \tag{109}
\end{align*}
$$

From this we obtain

$$
\begin{equation*}
\operatorname{Tr}\left(\rho-\rho_{\text {trunc }}\right) \leq \frac{N_{\text {mean }}}{N+1} \tag{110}
\end{equation*}
$$

To get from (110) an error to the 1 -norm we need

Lemma 9 (Truncation of matrices). Let $M$ be a positive semidefinite matrix, or a trace-class operator, written as

$$
M=\left(\begin{array}{cc}
A & B  \tag{111}\\
B^{\dagger} & C
\end{array}\right)
$$

where $A$ and $C$ are square matrices. It is true that

$$
\begin{equation*}
\|B\|_{1}^{2} \leq\|A\|_{1}\|C\|_{1} \tag{112}
\end{equation*}
$$

Inserting (112) with $M=\rho$ into (110) and employing the triangle inequality yields with $\|A\|_{1} \leq 1$.

$$
\begin{equation*}
\left\|\rho_{\text {trunc }}-\rho\right\|_{1} \leq \frac{N_{\text {mean }}}{N+1}+2 \sqrt{\frac{N_{\text {mean }}}{N+1}} \leq 3 \sqrt{\frac{N_{\text {mean }}}{N+1}} \tag{113}
\end{equation*}
$$

as long as $N+1 \geq N_{\text {mean }}$.

## Proof of Lemma 9

We decompose the Hilbert space according to the block structure of (111) as $E \oplus F$ and write $M$ as $M=\sum_{k} \lambda M_{k}$ where the $M_{k}$ are rank one projectors with $A_{k}, B_{k}$, and $C_{k}$ as in (111) and $\lambda \geq 0$. Now, we write $\lambda M_{k}=\left|\Psi_{k}\right\rangle\left\langle\Psi_{k}\right|$ with $\left|\Psi_{k}\right\rangle=a_{k}\left|\phi_{k}\right\rangle+b_{k}\left|\psi_{k}\right\rangle$ where $\left|\phi_{k}\right\rangle \in E$ and $\left|\psi_{k}\right\rangle \in F$. From this, one obtains immediately

$$
\begin{equation*}
\left\|B_{k}\right\|_{1}^{2}=\left|a_{k}\right|^{2}\left|b_{k}\right|^{2}=\left\|A_{k}\right\|_{1}\left\|C_{k}\right\|_{1} \tag{114}
\end{equation*}
$$

To conclude the proof, we write

$$
\begin{align*}
\|B\|_{1} & \leq \sum_{k}\left\|B_{k}\right\|_{1} \leq \sum_{k} \sqrt{\left\|A_{k}\right\|_{1}} \sqrt{\left\|C_{k}\right\|_{1}} \\
& \leq \sqrt{\sum_{k}\left\|A_{k}\right\|_{1}} \sqrt{\sum_{k}\left\|C_{k}\right\|_{1}}=\sqrt{\|A\|_{1}} \sqrt{\|C\|_{1}} \tag{115}
\end{align*}
$$

where we have used the Cauchy-Schwarz inequality.

## Proof of equation (88)

It remains to consider the case where $|\alpha| \geq 2 \sigma$. We start by bounding the matrix elements of the displacement operator $D(\alpha)$ :

$$
\begin{gather*}
\langle k| D(\alpha)|\ell\rangle=e^{-|\alpha|^{2} / 2}\langle k| e^{\alpha a^{\dagger}} e^{-\alpha^{*} a}|\ell\rangle,  \tag{116}\\
e^{-\alpha^{*} a}|\ell\rangle=\sum_{i=0}^{\ell} \frac{\left(-\alpha^{*}\right)^{i}}{i!} \sqrt{\ell \cdots(\ell-i+1)}|\ell-i\rangle=\sum_{i=0}^{\ell} \frac{\left(-\alpha^{*}\right)^{\ell-i}}{(\ell-i)!} \sqrt{\ell \cdots(i+1)}|i\rangle,  \tag{117}\\
\langle k| e^{\alpha a^{\dagger}}=\sum_{j=0}^{k} \frac{\alpha^{j}}{j!} \sqrt{k \cdots(k-j+1)}\langle k-j|=\sum_{j=0}^{k} \frac{\alpha^{k-j}}{(k-j)!} \sqrt{k \cdots(j+1)}\langle j|,  \tag{118}\\
\langle k| D(\alpha)|\ell\rangle=e^{-|\alpha|^{2} / 2} \sum_{j=0}^{\min (k, \ell)} \frac{\alpha^{k-j}}{(k-j)!} \frac{\left(-\alpha^{*}\right)^{\ell-j}}{(\ell-j)!} \sqrt{k \cdots(j+1)} \sqrt{\ell \cdots(j+1)} . \tag{119}
\end{gather*}
$$

Using the Cauchy-Schwarz inequality, and the binomial theorem,

$$
\begin{align*}
|\langle k| D(\alpha)| \ell\rangle \mid & \leq e^{-|\alpha|^{2} / 2}\left[\sum_{j=0}^{\min (k, \ell)}\left(\frac{|\alpha|^{k-j}}{(k-j)!}\right)^{2} \cdot k \cdots(j+1)\right]^{1 / 2}\left[\sum_{j=0}^{\min (k, \ell)}\left(\frac{(|\alpha|)^{\ell-j}}{(\ell-j)!}\right)^{2} \cdot \ell \cdots(j+1)\right]^{1 / 2} \\
& =e^{-|\alpha|^{2} / 2}\left[\sum_{j=0}^{\min (k, \ell)}\binom{k}{j} \frac{|\alpha|^{2(k-j)}}{(k-j)!}\right]^{1 / 2}\left[\sum_{j=0}^{\min (k, \ell)}\binom{\ell}{j} \frac{|\alpha|^{2(\ell-j)}}{(\ell-j)!}\right]^{1 / 2} \\
& \leq e^{-|\alpha|^{2} / 2}\left[\sum_{j=0}^{k}\binom{k}{j}|\alpha|^{2(k-j)}\right]^{1 / 2}\left[\sum_{j=0}^{\ell}\binom{\ell}{j}|\alpha|^{2(\ell-j)}\right]^{1 / 2} \\
& =e^{-|\alpha|^{2} / 2}\left(1+|\alpha|^{2}\right)^{k / 2}\left(1+|\alpha|^{2}\right)^{\ell / 2} . \tag{120}
\end{align*}
$$

Note that, for any fixed $k$ and $\ell$, this quantity decays exponentially as $|\alpha|$ becomes large.

We now consider the $N$-photon truncated operator $D_{N}(\alpha)$. We can bound it in 2-norm as follows:

$$
\begin{align*}
\left\|D_{N}(\alpha)\right\|_{2} & \leq e^{-|\alpha|^{2} / 2}\left[\sum_{k, \ell=0}^{N}\left(1+|\alpha|^{2}\right)^{k}\left(1+|\alpha|^{2}\right)^{\ell}\right]^{1 / 2} \\
& =e^{-|\alpha|^{2} / 2} \sum_{k=0}^{N}\left(1+|\alpha|^{2}\right)^{k}=e^{-|\alpha|^{2} / 2} \frac{\left(1+|\alpha|^{2}\right)^{N+1}-1}{\left(1+|\alpha|^{2}\right)-1} \quad(\text { since }|\alpha|>0) \\
& \leq e^{-|\alpha|^{2} / 2}\left(1+|\alpha|^{2}\right)^{N+1}|\alpha|^{-2}=e^{-|\alpha|^{2} / 2}\left(1+|\alpha|^{2}\right)^{N}\left(1+|\alpha|^{-2}\right) \tag{121}
\end{align*}
$$

Then we can bound the scaled truncated operator $\tilde{D}_{N}(\alpha)$ as follows:

$$
\begin{align*}
\left\|\tilde{D}_{N}(\alpha)\right\|_{2} & \leq \sqrt{2} \sigma \exp \left(\frac{|\alpha|^{2}}{4 \sigma^{2}}-\frac{|\alpha|^{2}}{2}\right)\left(1+|\alpha|^{2}\right)^{N}\left(1+|\alpha|^{-2}\right) \\
& =\sqrt{2} \sigma \exp \left[\frac{|\alpha|^{2}}{4 \sigma^{2}}-\frac{|\alpha|^{2}}{2}+N \log \left(1+|\alpha|^{2}\right)\right]\left(1+|\alpha|^{-2}\right) \tag{122}
\end{align*}
$$

Let

$$
\begin{equation*}
E:=\frac{|\alpha|^{2}}{4 \sigma^{2}}-\frac{|\alpha|^{2}}{2}+N \log \left(1+|\alpha|^{2}\right) \tag{123}
\end{equation*}
$$

be the quantity inside the exponential; we will upper-bound it. Note the following identity, for any $x, x_{0} \in(0, \infty)$ : (by approximating $\log (1+x)$ to first order at the point $x=x_{0}$ )

$$
\begin{equation*}
\log (1+x) \leq \log \left(1+x_{0}\right)+\frac{x-x_{0}}{1+x_{0}}=\log \left(1+x_{0}\right)+\frac{1+x}{1+x_{0}}-1 \tag{124}
\end{equation*}
$$

Set $x=|\alpha|^{2}$ and $x_{0}=4 N$, then we have
$\log \left(1+|\alpha|^{2}\right) \leq \log (1+4 N)+\frac{1+|\alpha|^{2}}{1+4 N}-1 \leq \log (1+4 N)+\frac{1+|\alpha|^{2}}{4 N}-1 \leq \log (1+4 N)+\frac{|\alpha|^{2}}{4 N}$.
Then

$$
\begin{equation*}
E \leq\left(\frac{1}{4 \sigma^{2}}-\frac{1}{2}+\frac{1}{4}\right)|\alpha|^{2}+n \log (1+4 N) \tag{126}
\end{equation*}
$$

Using the fact that $\alpha \geq 2 \sigma=\sqrt{8 N \log (1+4 N)}$, we get

$$
\begin{equation*}
E \leq\left(\frac{1}{4 \sigma^{2}}-\frac{1}{2}+\frac{1}{4}+\frac{1}{8}\right)|\alpha|^{2}=\left(-\frac{1}{8}+\frac{1}{4 \sigma^{2}}\right)|\alpha|^{2} \tag{127}
\end{equation*}
$$

Plugging this into (122), we get

$$
\begin{equation*}
\left\|\tilde{D}_{N}(\alpha)\right\|_{2} \leq \sqrt{2} \sigma \exp \left[\left(-\frac{1}{8}+\frac{1}{4 \sigma^{2}}\right)|\alpha|^{2}\right]\left(1+|\alpha|^{-2}\right) \tag{128}
\end{equation*}
$$

Using the fact that $\sigma \geq 2$ and $|\alpha| \geq 2 \sigma \geq 4$, we have that

$$
\begin{equation*}
\left\|\tilde{D}_{N}(\alpha)\right\|_{2} \leq \sqrt{2} \sigma \exp \left[-\frac{1}{16}|\alpha|^{2}\right]\left(1+|\alpha|^{-2}\right) \leq \sqrt{2} \sigma \exp (-1) \frac{17}{16}<\sqrt{2} \sigma \tag{129}
\end{equation*}
$$

Since the operator norm is upper-bounded by the 2-norm, this implies (88).
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#### Abstract

We present a novel method to perform quantum state tomography for many-particle systems which are particularly suitable for estimating states in lattice systems such as of ultra-cold atoms in optical lattices. We show that the need for measuring a tomographically complete set of observables can be overcome by letting the state evolve under some suitably chosen random circuits followed by the measurement of a single observable. We generalize known results about the approximation of unitary 2-designs, i.e., certain classes of random unitary matrices, by random quantum circuits and connect our findings to the theory of quantum compressed sensing. We show that for ultra-cold atoms in optical lattices established techniques like optical super-lattices, laser speckles, and time-of-flight measurements are sufficient to perform fully certified, assumption-free tomography. Combining our approach with tensor network methods - in particular the theory of matrix-product states - we identify situations where the effort of reconstruction is even constant in the number of lattice sites, allowing in principle to perform tomography on large-scale systems readily available in present experiments.


## I. INTRODUCTION

Quantum state tomography is - for obvious reasons - a procedure of great importance in a large number of experiments involving quantum systems: It amounts to reconstructing an unknown quantum state entirely based on experimental data. In many situations one indeed aims at identifying what state has actually been prepared in an experiment. This seems particularly important in the context of quantum information science, where quantum state and process tomography is now routinely applied to small, precisely controlled quantum systems [1-3]. Yet, needless to say, in a number of other contexts the reliable reconstruction of quantum states is an important aim as well.

For finite-dimensional quantum systems, conventional quantum state tomography can be performed by choosing a suitable basis of $\mathcal{B}\left(\mathbb{C}^{d}\right)$, i.e., the operators on the $d$ dimensional Hilbert space of the system in question. Then, the expectation values of these $d^{2}$ observables are being measured to some required accuracy, from which one can reconstruct the unknown density matrix $\rho$. The same approach, however, is doomed to failure when applied to quantum many-body systems: If one has a many-body system at hand with $k$ lattice sites of local dimension $d_{l}$, the number of necessary different measurement settings is given by $m=d_{l}^{2 k}$, i.e., it scales exponentially with the size, rendering the treatment even of reasonably large systems impossible. Techniques of quantum compressed sensing [4-8] allow to significantly reduce the required number of measurement settings, if the state is of rank $r$, to $m=\Theta\left(r d \log ^{2} d\right)$ (where $\Theta$ denotes asymptotic equality). If $r \ll d$, this is an impressive reduction, and gives rise to feasible quantum state tomography in medium-sized quantum systems, but this number is still exponential in the number of sites. Such a scaling cannot be overcome without further restriction of the class of possible states, simply because even a pure state needs of the order of $d$ parameters to be described. However, if the state is not only pure but also described by a


FIG. 1. Realization of a random quantum circuit by an optical superlattice. The lattice with the larger period is switched between the two depicted situations, and the lattice depth is changed locally by $\Delta_{i}$ which is uncorrelated between the lattice sites.
generic matrix product state (MPS), the necessary number of measurements only scales linearly with the system size and is even independent of it for the important special case of translationally invariant MPS. What is more, in several instances the classical procedure to reconstruct the MPS matrices from the measurement data is efficient [9].

This small number of parameters ought to make tomography an easier task, but in many practical settings involving quantum many-body systems, a serious challenge arises: In most interesting systems it is very difficult if not impossible to directly measure a full operator basis. Instead, merely measurements of some preferred observables might be readily available.

In the present work, we propose a solution to this problem. We do so by combining the action of a suitable random quantum circuit with a measurement of a very small number of different observables (even a single one can be enough). Such random circuits are just becoming a tool of great theoretical
importance in several subfields of quantum information theory [10-12]. Here, we show that they also offer technological advantages, in that they allow for the natural implementation of quantum state tomography in systems of ultra-cold atoms using only the techniques of super-lattices and laser speckles. Both techniques have already been experimentally proven to be feasible [13-15]. Combining these new insights with the above mentioned methods of MPS tomography brings, for the first time, full tomography of many-particle systems close to experimental reach. Needless to say, it still amounts to a very difficult prescription. But while conventional measurements in ultra-cold bosonic systems amount to measuring certain correlation functions or estimates of the temperature in thermometry, say, the path described here eventually allows for the full reconstruction of an unknown state of a quantum many-body system - quite a promising perspective.

The remainder of this article is organized as follows: First, we introduce in Section II tomographically complete sets of observables and a generalization of operator bases, called tight frames, and discuss their realization by means of random unitary matrices. In a next step, we show in Section III how efficient compressed sensing is possible with families of unitary matrices which form approximate unitary 2-designs [1012, 16-18]. In Section IV, a way to efficiently realize such unitary 2 -designs with the help of random quantum circuits is presented, before we discuss the application of this approach to ultra-cold atoms in optical lattices in Section V. Finally, Section VI shows how, under certain assumptions on the state, tomography is possible with a number of measurements which is linear or constant in the number of lattice sites before a conclusion is given in Section VII.

## II. TOMOGRAPHY BY MEANS OF UNITARY EVOLUTION

Before we turn to the question of how tomography is possible, we provide general conditions for sets of observables to be suitable for reconstructing quantum states. We discuss why tomographic completeness as such is not sufficient and introduce generalizations of operator bases which allow for robust tomography.

## A. Tomographically complete sets of observables and tight

 framesWe consider a quantum system consisting of $k$ subsystems, called (lattice) sites which all have local dimension $d_{l}$. Let $\rho \in$ $\mathcal{S}(\mathcal{H})$ be a quantum state on the Hilbert space $\mathcal{H}=\mathbb{C}^{d}$ with dimension $d=d_{l}^{k}$ and $S$ the set of corresponding normalized observables, i.e., Hermitian matrices $w \in \mathcal{B}(\mathcal{H})$ with $\|w\|_{2}=$ 1. In this whole work, we denote by $\|\cdot\|_{p}$ the Schatten $p$ norm, where $p=2$ and $p=\infty$ are the Frobenius norm and operator norm respectively. Furthermore, we use the HilbertSchmidt scalar product defined as $(A, B)=\operatorname{Tr}\left(A^{\dagger} B\right)$ and the projection on the subspace spanned by some $w \in S$ which is
defined as

$$
\begin{equation*}
\mathcal{P}_{w}: \rho \mapsto(w, \rho) w \tag{1}
\end{equation*}
$$

Noting that a measurement of the expectation value of $w$ corresponds to determining $(w, \rho)$, we define the total sampling operator

$$
\begin{equation*}
\mathcal{W}_{d}=d^{2} \int \mathrm{~d} \mu(w) \mathcal{P}_{w} \in \mathcal{B}(\mathcal{B}(\mathcal{H})) \tag{2}
\end{equation*}
$$

where $\mu$ is a probability measure on $S$.
A finite set of observables is said to be tomographically complete if any two different quantum states have distinct expectation values for some observable: This implies that one can theoretically reconstruct the state if one knows all expectation values. If $\mathcal{W}_{d}$ has full rank, i.e. $\operatorname{rank}\left(\mathcal{W}_{d}\right)=d^{2}$, the state $\rho$ can be obtained from $\mathcal{W}_{d}(\rho)$ by matrix inversion if issues of statistical errors and numerical imprecisions are neglected. For general probability measures we make use of the subsequent definition.

Definition 1 (Tomographic completeness). The measure $\mu$ is said to be tomographically complete if $\mathcal{W}_{d}$, as defined in $E q$. (2), is full rank.

In practice, not every tomographically complete measure on the observables is necessarily useful: The observables, viewed as vectors in $\mathbb{R}^{d^{2}}$, should not be too unevenly distributed over the sphere. That is to say, if the ratio between the largest and smallest eigenvalues of $\mathcal{W}_{d}$ is large, small errors in the expectation values can lead to large errors in the reconstructed state. The ideal situation is that of a tight frame, also known as spherical 1-design:

Definition 2 (Tight frame). A probability measure $\mu$ on the set of 2-norm normalized Hermitian matrices $S$ is called a tight frame if $\mathcal{W}_{d}=\mathbb{1}$ with $\mathcal{W}_{d}$ given by Eq. (2).

Examples for tight frames include any operator basis and the rotationally invariant measure on the 2-norm sphere $S$ [8]. When observables are taken from tight frames, the reconstruction problem is well conditioned and small errors in the expectation values only lead to a small error in the reconstructed state [8, 19].

## B. Evolution of observables

A tomographically complete set of observables must contain at least $d^{2}$ observables, which might be difficult to measure directly. We introduce a way to do tomography by performing suitably random unitaries, followed by the estimation of the expectation value for a single observable. A different but related approach has been employed in Ref. [20] to perform high-fidelity quantum state reconstruction in situations where the knowledge about the state is not tomographically complete. In the present work, the time evolution is a tool to obtain knowledge about the quantum state of the system leaving the question of determining Hamiltonians aside [21].

Switching to the Heisenberg picture, the outlined procedure amounts to measuring the time-evolved observables. Simple as this idea is, it allows the economical reconstruction of unknown quantum states, as it turns out:

Definition 3 (Induced observables). To a measure $\tilde{\mu}$ on the special unitary group $S U(d)$ and an observable $w_{0}$ we associate the following induced measure on $S$ :

$$
\begin{equation*}
\mu=\left(1-\frac{1}{d^{2}}\right) \tilde{\mu} \circ f^{-1}+\frac{1}{d^{2}} \delta_{\mathbb{1} / \sqrt{d}} \tag{3}
\end{equation*}
$$

where $f: U(d) \rightarrow S$ is defined by $f(U)=U^{\dagger} w_{0} U$, and $\delta_{x}$ denotes the Dirac in $x$. Notice that if $\tilde{\mu}$ is a probability measure, then so is $\mu$.
An important insight is provided by the following observation.

Observation 1 (Tight frame induced by random unitary). Let $w$ be a traceless, normalized observable and $\mu_{\mathrm{H}}$ be the Haar measure on $S U(d)$. The measure induced on $S$ is a tight frame.

Proof: To show this observation, we use (3) to calculate the sampling operator (2) for a state $\rho$ with $\operatorname{Tr}(\rho)=1$ :

$$
\begin{equation*}
\mathcal{W}_{d, \mathrm{H}}(\rho)=\left(d^{2}-1\right) \int \mathrm{d} \mu_{\mathrm{H}}(U)\left(U^{\dagger} w_{0} U, \rho\right) U^{\dagger} w_{0} U+\frac{\mathbb{1}}{d} \tag{4}
\end{equation*}
$$

As $w$ is diagonalized by a unitary matrix, we can assume it to be diagonal and obtain

$$
\begin{align*}
\left(\mathcal{W}_{d, \mathrm{H}}(\rho)\right)_{i, j}= & \left(d^{2}-1\right) \sum_{k, l, m, n} \mathbb{E}_{U \sim \mu_{\mathrm{H}}}\left[U_{k, l} U_{m, j} \bar{U}_{k, n} \bar{U}_{m, i}\right] \\
& \times w_{k, k} w_{m, m} \rho_{l, n}+\frac{\delta_{i, j}}{d} \tag{5}
\end{align*}
$$

where $U \sim \mu_{\mathrm{H}}$ indicates that $U$ is distributed according to the Haar measure. The occurring expectation values can be obtained from Ref. [22]. We first consider the off-diagonal elements, i.e., the ones with $i \neq j$. Here, the expectation value vanishes unless $l=i$ and $n=j$, in which case we get

$$
\begin{align*}
\mathbb{E}_{U \sim \mu_{\mathrm{H}}} & {\left[U_{k, i} U_{m, j} \bar{U}_{k, j} \bar{U}_{m, i}\right]=} \\
& \frac{1}{d\left(d^{2}-1\right)}\left(\delta_{k, m}(n-1)+\left(1-\delta_{k, m}\right)(-1)\right) . \tag{6}
\end{align*}
$$

We now turn to the diagonal elements and note that if $i=j$, one needs $l=n$ to get a non-vanishing expectation value. We consider two cases separately: If $m=k$ we get

$$
\begin{align*}
\mathbb{E}_{U \sim \mu_{\mathrm{H}}} & {\left[U_{k, l} U_{k, i} \bar{U}_{k, l} \bar{U}_{k, i}\right]=} \\
& \frac{1}{d\left(d^{2}-1\right)}\left(\delta_{i, l} 2(n-1)+\left(1-\delta_{i, l}\right)(n-1)\right), \tag{7}
\end{align*}
$$

while for $m \neq k$ we obtain

$$
\begin{align*}
& \mathbb{E}_{U \sim_{\mu} \mathrm{H}}\left[U_{k, l} U_{m, i} \bar{U}_{k, l} \bar{U}_{m, i}\right]= \\
& \quad \frac{1}{d\left(d^{2}-1\right)}\left(\delta_{i, l}(n-1)+\left(1-\delta_{i, l}\right) n\right) . \tag{8}
\end{align*}
$$

Inserting now (6), (7), and (8) into (4) and using $\sum_{i} \rho_{i, i}=1$, $\sum_{i} w_{i, i}=0$, and $\sum_{i}\left|w_{i, i}\right|^{2}=1$, we get $\mathcal{W}_{d, \mathrm{H}}(\rho)=\rho$ which concludes the proof.

## C. Tight frames under physical restrictions

In many situations of interest, the quantum state is not completely arbitrary but satisfies some additional conditions. In experiments with ultra-cold atoms, for example, the total particle number is conserved and super-selection rules forbid superpositions of states belonging to different eigenvalues of the corresponding operator. Assume that the quantum state $\rho$ acts only on the eigenspace of some operator $\hat{N}$ corresponding to the eigenvalue $N$ and denote the corresponding matrix valued projection operator as $\mathcal{P}_{N}$. In this case, Definition 2 can be relaxed to

$$
\begin{equation*}
\mathcal{W}_{d_{N}} \mathcal{P}_{N}=\mathcal{P}_{N} \tag{9}
\end{equation*}
$$

where $d_{N}$ denotes the dimension of the subspace corresponding to the eigenvalue $N$ of $\hat{N}$. If one aims at realizing such a restricted tight frame by the means of Observation 1, one can replace the group $S U(d)$ by

$$
\begin{equation*}
S U_{\hat{N}}(d)=\{U \in S U(d):[U, \hat{N}]=0\} \tag{10}
\end{equation*}
$$

As this group is compact, there exists a unique Haar probability measure on it. We adapt Definition 3 to this situation.

Definition 4 (Induced observable on subspace). Let $\hat{N} \in$ $\mathcal{B}(\mathcal{H})$ and $S_{N}$ its $d_{N}$ dimensional eigenspace corresponding to the eigenvalue $N$. To a measure $\tilde{\mu}$ on the group $S U_{\hat{N}}(d)$ and an observable $w_{0} \in S_{N}$ with $\left\|w_{0}\right\|_{2}=1$, we associate the following measure on $S_{N}$ :

$$
\begin{equation*}
\mu=\left(1-\frac{1}{d_{N}^{2}}\right) \tilde{\mu} \circ f^{-1}+\frac{1}{d_{N}^{2}} \delta_{\mathbb{1} / \sqrt{d_{N}}} \tag{11}
\end{equation*}
$$

where $f(U)=U^{\dagger} w_{0} U$.
The matrices $\rho, w_{0}$, and all $V \in S U_{\hat{N}}(d)$ are block diagonal with respect to the eigenbasis of $\hat{N}$. We consider the block corresponding to the eigenvalue $N$. Invariance of the Haar measure on $S U_{\hat{N}}$ implies that if $V \sim \mu_{\mathrm{H}, S U_{\hat{N}(d)}}$, then $\mathcal{P}_{N}(V) \sim \mu_{\mathrm{H}, S U\left(d_{N}\right)}$. Thus, one can apply the proof of Observation 1 to this block and obtain Eq. (9).

## III. UNITARY $t$-DESIGNS

The effort to implement random unitaries drawn from the Haar measure scales exponentially in the number of lattice sites $k$, making an implementation both theoretically inefficient and pratically unfeasible. However, this problem can be circumvented by replacing the Haar measure by a unitary 2 design which is much easier to sample from as we will see later on. Unitary $t$-designs behave like the Haar measure in specific situations [12, 17, 18]. The definition most suited to our problem is the following: Let $\nu$ be a probability measure on $S U(d)$. We define two channels on $\mathcal{B}\left(\mathcal{H}^{\otimes t}\right)$ :

$$
\begin{equation*}
\mathcal{G}_{t, \nu}(\rho)=\mathbb{E}_{U \sim \nu}\left[U^{\otimes t} \rho\left(U^{\dagger}\right)^{\otimes t}\right] \tag{12}
\end{equation*}
$$

and $\mathcal{G}_{t, \mu_{\mathrm{H}}}$, where $\mu_{\mathrm{H}}$ is the Haar measure. We say that $\nu$ is a unitary $t$-design if $\mathcal{G}_{\nu}=\mathcal{G}_{\mathrm{H}}$. We say that $\nu$ is an $\varepsilon$ approximate $t$-design if

$$
\begin{equation*}
\left\|\mathcal{G}_{t, \nu}-\mathcal{G}_{t, \mathrm{H}}\right\| \leq \varepsilon \tag{13}
\end{equation*}
$$

where $\|\cdot\|$ denotes the superoperator $2 \rightarrow 2$-norm which is defined as

$$
\begin{equation*}
\|\mathcal{O}\|=\sup _{X,\|X\|_{2}=1}\|\mathcal{O}(X)\|_{2} \tag{14}
\end{equation*}
$$

This superoperator norm is equal to the Schatten $\infty$-norm when the channel is seen as a mere linear operator acting on the real vector space of Hermitian matrices. In the remainder we only consider the case $t=2$ and drop the index $t$ for simplicity.

## A. Tight frames from unitary 2-designs

For our purpose, i.e., replacing the Haar measure random unitary in Observation 1, we need an approximate unitary 2design. This is the case because when Haar measure induces a tight frame, c.f. Eq. (4), both $U$ and $U^{\dagger}$ appear twice.

Observation 2 (Tight frames induced by unitary 2-designs). Let $w_{0}$ be a traceless, 2-norm normalized observable and $\nu$ be an $\varepsilon$-approximate unitary 2-design. Then the sampling operator $\mathcal{W}_{d, \nu}$ corresponding to the induced measure fulfills

$$
\begin{equation*}
\left\|\mathcal{W}_{d, \nu}-\mathbb{1}\right\| \leq \sqrt{d}\left(d^{2}-1\right) \varepsilon . \tag{15}
\end{equation*}
$$

Proof: We have

$$
\begin{align*}
\left\|\mathcal{W}_{d, \nu}-\mathbb{1}\right\| & =\left\|\mathcal{W}_{d, \nu}-\mathcal{W}_{d, \mathrm{H}}\right\| \\
& =\sup _{X,\|X\|_{2}=1}\left\|\mathcal{W}_{d, \nu}(X)-\mathcal{W}_{d, \mathrm{H}}(X)\right\|_{2} . \tag{16}
\end{align*}
$$

We note that

$$
\begin{align*}
\mathcal{W}_{d, \nu}(X)= & \left(d^{2}-1\right) \mathbb{E}_{U \sim \nu}\left[\left(U^{\dagger} w_{0} U, X\right) U^{\dagger} w_{0} U\right]+\frac{\mathbb{1}}{d} \operatorname{Tr} X \\
= & \left(d^{2}-1\right) \sqrt{d} \operatorname{Tr}_{1}\left(\mathbb { E } _ { U \sim \nu } \left[\left(U^{\dagger} \otimes U^{\dagger}\right)\right.\right. \\
& \left.\left.\times\left(w_{0} \otimes w_{0}\right)(U \otimes U)\right]\left(X \otimes \frac{\mathbb{1}}{\sqrt{d}}\right)\right)+\frac{\mathbb{1}}{d} \operatorname{Tr} X, \tag{17}
\end{align*}
$$

where $\operatorname{Tr}_{1}$ denotes the partial trace with respect to the first of the two subsystems of equal dimension. Note that we have extended the definition of $\mathcal{W}_{d, \nu}$ to operators with non-unit trace. This relation yields (15) after inserting it into Eq. (16) and applying (13).
The same argument holds also for restricted tight frames as defined in (9): Let $\nu$ be a distribution on $S U_{\hat{N}}(d)$ such that if $U \sim \nu$, then $\mathcal{P}_{N}(U)$ is drawn from an $\varepsilon$-approximate 2-design on $S U\left(d_{N}\right)$. This implies

$$
\begin{equation*}
\left\|\mathcal{W}_{d_{N}, \nu} \mathcal{P}_{N}-\mathcal{P}_{N}\right\| \leq \sqrt{d_{N}}\left(d_{N}^{2}-1\right) \varepsilon \tag{18}
\end{equation*}
$$

as follows from the application of the above proof to the block in $U$ corresponding to the eigenvalue $N$ of $\hat{N}$.

## B. Compressed sensing

The technique of compressed sensing allows to reduce the number of measurements which are needed to reconstruct a quantum state from $\Theta\left(d^{2}\right)$ to $\Theta(d \operatorname{polylog}(d))$ if the rank of the state does not increase with $d$. To perform this method, one has to choose $m=\Theta(d \operatorname{polylog}(d))$ observables $w_{1}, \ldots, w_{m}$ randomly from the tight frame according to the corresponding probability measure and determine their expectation value ( $w_{i}, \rho$ ) by measurement. Then, one can efficiently solve the optimization problem

$$
\begin{equation*}
\min _{\sigma}\|\sigma\|_{1} \text { s.t. } \forall i=1, \ldots, m:\left(w_{i}, \sigma\right)=\left(w_{i}, \rho\right) . \tag{19}
\end{equation*}
$$

The theory has been developed for observables forming operator bases in Refs. [5, 6] and extended to tight frames in Ref. [8]. There, it was also shown that the tight frame condition may be violated and compressed sensing is still possible if

$$
\begin{equation*}
\left\|\mathcal{W}_{d}-\mathbb{1}\right\| \leq \frac{1}{8 \sqrt{r}} \tag{20}
\end{equation*}
$$

where $r$ is the rank of the state we want to reconstruct. Not all tight frames are equally suited for compressed sensing as can be seen with a simple example: Let $w_{1}, \ldots, w_{d^{2}}$ be the elements of an orthonomal operator bases of $\mathcal{B}\left(\mathbb{C}^{d}\right)$ where $w_{1}$ is a rank-one projector and $\rho=w_{1}$. In this case, one has to measure of the order of $d^{2}$ observables before one "hits" $w_{1}$ and gets any information on the system. In Refs. [5, 6, 8], it has been shown that this problem cannot occur if all observables fulfill the so-called "Fourier type incoherence condition" which reads

$$
\begin{equation*}
\mathbb{P}_{w \sim \mu}\left(\|w\|_{\infty}^{2}>\frac{\lambda}{d}\right)=0 \tag{21}
\end{equation*}
$$

where $\lambda$ must fulfill $\lambda=O($ polylog $(d))$. Note that statements like (21) make only sense when considering families of tight frames with growing dimension $d$. As we are mainly interested in the asymptotic efficiency of our scheme, we restrict ourselves to the scaling behavior and omit explicit prefactors. We now give a condition under which (21) is fulfilled in the situation of interest.

Observation 3 (Compressed sensing with induced observables). Let $w_{0}$ be a traceless, normalized observable fulfilling $\left\|w_{0}\right\|_{\infty}^{2} \leq \lambda / d$ with $\lambda=O(\operatorname{polylog}(d))$, and let $\nu$ be a $1 /\left(8 \sqrt{r d}\left(d^{2}-1\right)\right)$-approximate 2 -design. The induced tight frame fulfills (21), which implies that it allows for compressed sensing.

Proof: Since

$$
\begin{equation*}
\left\|U^{\dagger} w_{0} U\right\|_{\infty}^{2}=\left\|w_{0}\right\|_{\infty}^{2} \tag{22}
\end{equation*}
$$

and $\|\mathbb{1} / \sqrt{d}\|_{\infty}^{2}=1 / d$, condition (21) is fulfilled and from (15) it follows that (20) is satisfied which proves that compressed sensing is possible.

Observation 3 holds especially in the important case of a observable which acts non-trivially only on a few number of
lattice sites because here it is of the form

$$
\begin{equation*}
w_{0}=v \otimes \frac{\mathbb{1}_{d_{l}^{k-m}}}{\left(d_{l}^{k-m}\right)^{1 / 2}} \tag{23}
\end{equation*}
$$

for some normalized, traceless observable $v$ and some small constant $m$.

## IV. APPROXIMATION OF UNITARY 2-DESIGNS BY RANDOM QUANTUM CIRCUITS

In the previous section, we have shown that unitary 2 designs can be used to realize tight frames. We now show how they can be approximated by parallel random circuits and generalize the results of Refs. [10, 11, 16] to show the following:

Observation 4 (Random circuits). Assume $k$ to be even. Consider a parallel random circuit where in each step either $U_{1,2} \otimes U_{3,4} \otimes \ldots \otimes U_{k-1, k}$ or $U_{2,3} \otimes U_{4,5} \otimes \ldots \otimes U_{k-2, k-1}$ is performed with probability $1 / 2$ where $U_{i, i+1}$ acts on the neighboring sites $i$ and $i+1$. If the nearest-neighbor unitaries are drawn, in each step independently, from a probability measure $\nu_{2}$ which is universal, as defined below, there exists a constant $C$ (depending on the local dimension) such that the random circuit forms an $\varepsilon$-approximate unitary 2 -design after $n=C \log (1 / \varepsilon) k \log k$ steps.

A finite set of nearest-neighbor unitary quantum gates is called universal if they generate a dense subgroup of $S U\left(d_{l}^{2}\right)$. For an arbitrary probability measure on $S U\left(d_{l}^{2}\right)$, the notion of universality can be generalized, according to Ref. [16]:

Definition 5 (Universality). We say that $\mu$ is universal if for any open ball $S$ there exists $l>0$ such that $S$ has a nonzero weight for the l-fold convolution product of $\mu$.

Proof: The proof of Observation 4 is an extension of that of similar results in Refs. [10, 11]. Readers mostly interested in the application to optical lattice systems can safely skip to the next section.

In Ref. [11], it is shown that parallel random circuits with periodic boundary conditions form $\varepsilon$-approximate 2 -designs after $n=C \log (1 / \varepsilon) k$ steps if the unitaries are drawn from the Haar measure on $S U\left(d_{l}^{2}\right)$.

We now proceed in three steps: First, we show that the nearest-neighbor unitaries can be drawn from an approximate 2-design on $S U\left(d_{l}^{2}\right)$ instead from the Haar measure. We denote the measure corresponding to a single step of the random circuit by $\nu_{k}$ and define the linear operator $G_{\nu_{k}}$ by

$$
\begin{equation*}
G_{\nu_{k}}=\int \mathrm{d} \nu_{k}(U) U^{\otimes 2} \otimes \bar{U}^{\otimes 2} \tag{24}
\end{equation*}
$$

This operator can be decomposed as $G_{\nu_{k}}=\left(M_{e}+M_{o}\right) / 2$ with

$$
\begin{align*}
& M_{e}=P_{1,2} \otimes P_{3,4} \otimes \ldots \otimes P_{k-1, k}  \tag{25}\\
& M_{o}=P_{k, 1} \otimes P_{2,3} \otimes \ldots \otimes P_{k-2, k-1} \tag{26}
\end{align*}
$$

where

$$
\begin{equation*}
P_{i, j}=\int \mathrm{d} \nu_{2}\left(U_{i, j}\right) U_{i, j}^{\otimes 2} \otimes \bar{U}_{i, j}^{\otimes 2} \tag{27}
\end{equation*}
$$

We have to bound

$$
\begin{equation*}
\left\|G_{\nu_{k}}^{n}-G_{\mathrm{H}}\right\|_{\infty}=\lambda_{2}\left(G_{\nu_{k}}\right)^{n} \tag{28}
\end{equation*}
$$

where $n$ is the depth of the circuit and $\lambda_{2}$ denotes the second largest eigenvalue. In Ref. [11], it is shown that if the nearestneighbor unitaries are drawn from the Haar measure, there exists a constant $\Lambda>0$ such that the corresponding operator $\tilde{G}_{\nu_{k}}$ fulfills $\lambda_{2}\left(\tilde{G}_{\nu_{k}}\right) \leq 1-\Lambda$. Using now the fact, that $\nu_{2}$ is a $\delta$-approximate 2 -design, we get
$\lambda_{2}\left(G_{\nu_{k}}\right) \leq \lambda_{2}\left(\tilde{G}_{\nu_{k}}\right)+k\left\|G_{\nu_{2}}-G_{\mathrm{H}_{2}}\right\|_{\infty} \leq 1+k \delta-\Lambda$.
For the right-hand side to be smaller than one, which is necessary and sufficient for an exponentially fast convergence, one has to choose $\delta=O(1 / k)$. To realize this local approximate 2-design, we use a result from Ref. [16] which states that one needs to draw only $s=O(\log (1 / \delta))$ gates from an arbitrary universal gate set to achieve this. Thus, we have a circuit with depth

$$
\begin{equation*}
n_{\varepsilon}=O(n s)=O(\log (1 / \varepsilon) k \log k) \tag{30}
\end{equation*}
$$

where the random choice between $M_{e}$ and $M_{o}$ is not made in every step but in blocks of $s$ steps which corresponds to the operator $\left(M_{e}^{s}+M_{o}^{s}\right) / 2$ while $s$ steps of the actual quantum circuit performed are described by $\left(\left(M_{e}+M_{o}\right) / 2\right)^{s}$. As they have the same fixed point and

$$
\begin{equation*}
\lambda_{2}\left(\left(\frac{M_{e}+M_{o}}{2}\right)^{s}\right) \leq \lambda_{2}\left(\frac{M_{e}^{s}+M_{o}^{s}}{2}\right) \tag{31}
\end{equation*}
$$

the convergence of the actual circuit cannot be slower and (30) holds. The last thing needed to obtain Observation 4 is to switch to open boundary conditions, i.e., remove the first tensor factor in Eq. (26). As this does not affect the fixed point and the operator norm difference is on the order of $\delta$, only the prefactor is changed slightly. We note that the prefactor depends on the actual choice of $\nu_{2}$.

The conditions for Observation 3 to apply are fulfilled if $1 / \varepsilon=O\left(d^{5 / 2}\right)$. Using this in Eq. (30), we get

$$
\begin{equation*}
n_{\mathrm{T}}=O\left(k^{2} \log k\right) \tag{32}
\end{equation*}
$$

This means compressed sensing is possible with a single traceless observable and a parallel random quantum circuit with a depth given by Eq. (32).

We did not explicitly discuss the case of restricted tight frames because it can be, again treated by block-decomposing all matrices according to the spectral decomposition of the operator $\hat{N}$ describing the symmetry, c.f. Eq. (10). Thus, with a parallel random quantum circuit as in Observation 4 with unitaries which are universal for $S U_{\hat{N}}\left(d_{l}^{2}\right)$ with a depth as in Eq. (32), one can perform compressed sensing for states within some eigenspace of $\hat{N}$.

## v. OPTICAL LATTICE SYSTEMS

Ultra-cold atoms in optical lattices form some of the cleanest quantum many-particle systems available for experiments and allow for the realization of well-known effects from condensed matter. For example, both the bosonic super-fluid Mott-insulator transition and the Mott state of fermions where observed by changing the intensity of the laser forming the lattice [23, 24]. Such systems also have the potential of functioning as quantum simulators which means, they allow to simulate systems from other branches of physics like the notoriously difficult quantum chromodynamics (QCD) [25].

## A. Time-of-flight measurements

Even though measurements with spatial resolution have been demonstrated in recent experiments [15], the standard technique is still provided by time-of-flight absorption imaging. Here, the lattice and the confining trap are instantaneously switched off and, after some time during which the atoms expand approximately without interaction, an absorption image is taken [23, 27]. As the distance that the atoms fly during the expansion is proportional to the initial momentum, this procedure amounts to a measurement of the density in momentum space. We restrict ourselves to the bosonic case, while noting that fermions can be treated in a completely analogous way, and expand the field operators of the onedimensional bosonic field as

$$
\begin{equation*}
\hat{\Psi}(x)=\sum_{j=1}^{\infty} \sum_{s=1}^{k} W^{(j)}\left(x-x_{s}\right) \hat{b}_{s}^{(j)} \tag{33}
\end{equation*}
$$

where $W^{(j)}$ is the Wannier function of the $j$-th band, $x_{s}$ is the position, and $\hat{b}_{s}^{(j)}$ the corresponding annihilation operator at site $s$. If the lattice is sufficiently deep, all bands but the lowest one can be neglected, and we drop the upper index in (33). The momentum-space distribution, which is measured in the time-of-flight experiment, is given by $n(p)=|\tilde{W}(p)|^{2} S(p)$ where $\tilde{W}$ is the Fourier transform of the Wannier function and the quasi-momentum distribution is given by

$$
\begin{equation*}
S(p)=\sum_{s, l=1}^{k} e^{i p\left(x_{s}-x_{l}\right)}\left\langle\hat{b}_{s}^{\dagger} \hat{b}_{l}\right\rangle \tag{34}
\end{equation*}
$$

As we do not assume the state to be translationally invariant, Eq. (34) cannot be inverted to get the two-point correlation functions in real space but we can get for integer $l$

$$
\begin{equation*}
\sum_{s=1}^{k}\left\langle\hat{b}_{s}^{\dagger} \hat{b}_{s+l}\right\rangle=\frac{1}{2 \pi} \int_{-\pi}^{\pi} \mathrm{d} p e^{i p l} S(p) \tag{35}
\end{equation*}
$$

where we have set the lattice spacing to one. If the atoms are bosons, the local Hilbert space is infinite-dimensional. However, as the interaction between the atoms must always be repulsive to ensure stability of the quantum gas, one can neglect state where more than a given cut-off number of atoms are
present on a single lattice site. This allows us to work with a finite-dimensional Hilbert space. We note that this does not even needs to be an approximation as one can set the maximal number of bosons per site $N_{S}$ to their total number $N$. However, in any practical setting, one would use $N_{S} \ll N$ and still get a very good approximation. For an arbitrary $i$, we set

$$
\begin{equation*}
w_{0}^{(i)} \propto \sum_{j=1}^{k}\left(\hat{b}_{i}^{\dagger} \hat{b}_{i+j}+\hat{b}_{i+j}^{\dagger} \hat{b}_{j}\right) \tag{36}
\end{equation*}
$$

which is traceless. Due to the sum, which stems from the absence of translational invariance, Eq. (36) is not exactly of the form given by (23) but a sum of few, i.e. logarithmically many in the Hilbert space dimension $d$, terms of this form. This implies

$$
\begin{equation*}
\left\|w_{0}^{(i)}\right\|_{\infty} \leq C \sum_{j=1}^{k}\left\|\hat{b}_{j}^{\dagger} \hat{b}_{i+j}+\hat{b}_{i+j}^{\dagger} \hat{b}_{j}\right\|_{\infty} \leq \tilde{C} k \tag{37}
\end{equation*}
$$

where $C$ and $\tilde{C}$ are constants. Because $k=\Theta(\log d)$, we can employ Observation 1 to show that a measurement of the momentum space distribution, together with an approximate 2-design, allows for efficient compressed sensing.

Although already a single choice of $i$ yields an approximate tight frame, we can use the data corresponding to all $i=1, \ldots, k$, as they are measured anyway, to reduce the necessary number of experiments.

## B. Realization of the random circuit

We now discuss how a probability measure on the nearestneighbor unitaries that is universal can be obtained. To be as specific and simple as possible, we use the single-band Bose Hubbard model with Hamiltonian [28]

$$
\begin{equation*}
\hat{H}=-\sum_{i=1}^{k} J_{i}\left(\hat{b}_{i}^{\dagger} \hat{b}_{i+1}+\hat{b}_{i+1}^{\dagger} \hat{b}_{i}\right)+\frac{U_{i}}{2} \hat{n}_{i}\left(\hat{n}_{i}-1\right)+\Delta_{i} \hat{n}_{i} \tag{38}
\end{equation*}
$$

where $\hat{n}_{i}=\hat{b}_{i}^{\dagger} \hat{b}_{i}$ and $J_{1} \ldots, J_{k} ; \Delta_{1}, \ldots, \Delta_{k} ; U_{1}, \ldots, U_{k} \in$ $\mathbb{R}$. To realize the parallel random quantum circuit, we make use of the techniques of super-lattices $[14,15,26]$ and speckle patterns [13]. As the total number of atoms is conserved and super-selection rules forbid the superposition of states with different particle numbers, we restrict ourselves to particlenumber conserving operations.

By using an additional lattice for which the lattice constant is twice as large, one can change the height of the wells between alternating pairs of site. This mainly affects the hopping constants $J_{i}$ and to much less extend the interaction parameter $U_{i}$, an effect which we neglect. By choosing the depth of the super-lattice large enough, we get $J_{i}=0$ for the non-coupled pairs and $J_{i}=J$ for the coupled ones. Such a double-well structure has been used in Ref. [15] to probe correlation functions. A speckle pattern is created by illuminating an uneven surface with a laser and can be modelled by a spatially fluctuating $\Delta_{i}$. The situation is sketched in Figure 1. For reasons of
simplicity, we only consider the regime for which the strength of the speckle potential is not correlated over the lattice sites, i.e., all $\Delta_{i}$ are independently distributed. Thus, we have a random circuit as in Observation 4 and we only need to show that the corresponding gates generate a dense set in $S U_{N}\left(d_{l}^{2}\right)$. The local gates are

$$
\begin{align*}
U_{i, j}\left(\Delta_{1}, \Delta_{2}, t\right)= & \exp \left(-i t\left(-J\left(\hat{b}_{1}^{\dagger} \hat{b}_{2}+\hat{b}_{2}^{\dagger} \hat{b}_{1}\right)\right.\right. \\
& +\frac{U}{2}\left(\hat{n}_{1}\left(\hat{n}_{1}-1\right)+\hat{n}_{2}\left(\hat{n}_{2}-1\right)\right) \\
& \left.\left.+\Delta_{1} \hat{n}_{1}+\Delta_{2} \hat{n}_{2}\right)\right) \tag{39}
\end{align*}
$$

where $t \geq 0$ is the time after which the super-lattice is switched and a new realization of the laser speckle is created. We assume $\Delta_{1,2}$ to be Gaussian distributed, and we have neglected global phases. Now one can adopt an argument used in Ref. [29] for showing that the Gaussian operations together with a single non-Gaussian one allow for continuousvariable quantum computation. For universality to hold, one has to generate all operations where the corresponding Hamiltonian is a polynomial in the creation and annihilation operators where every monomial must contain an equal number of creation and annihilation operators, i.e., must be balanced, to ensure particle-number conservation. This is true as Eq. (39) contains all quadratic terms and a single quartic one. Since one can generate the entire algebra generated from the original set of Hamiltonian by commutation, one can approximate an arbitrary unitary [29]. Thus, by varying $\Delta_{1,2}$, we can approximate any gate to arbitrary accuracy which implies, by continuity of Eq. (39) universality as in Definition 5. By appropriately choosing the distribution from which $t$ is chosen, the set can be made closed under Hermitian conjugation. Now, we can apply Observation 4 which shows together with Observation 1 that one can perform efficient compressed sensing by using a optical super-lattices, laser speckles, and time-offlight imaging.

## VI. MORE EFFICIENT TOMOGRAPHY SCHEME FOR MATRIX PRODUCT STATES AND OPERATORS

Even though compressed sensing notably reduces the number of necessary measurements, it still scales exponentially with the number of lattice sites. Without any further assumption on the state, this cannot be overcome. However, when the state is described by a generic matrix-product state (MPS) with a fixed bond dimension, tomography is possible with the number of measurements growing, in general, almost linearly with the system size and being constant for translationally invariant MPS. Ground states of gapped Hamiltonians which are a sum of terms acting only on a constant number of lattice sites are, generically, of this type [30].

## A. Reconstructing reduced density matrices

The exponential reduction of the necessary number of measurements if the state is a MPS is due to the fact that such
states are completely determined by their reduced density matrices on all blocks of $l$ consecutive sites where $l$ only depends on the bond dimension [9, 30]. In Ref. [9], an efficient algorithm is given for finding the MPS matrices from these reduced density matrices. Note that this procedure only works if an upper bound to the bond-dimension, or, equivalently, to the locality size of the Hamiltonian is known. This is obvious as there could always be long range correlations which do not affect the $l$ site reduced density matrices.
Let $d_{B}=d_{l}^{l}$ be the dimension of the subsystem under consideration and define the operator $\mathcal{T}_{R_{q}}: \mathcal{B}\left(\mathbb{C}^{d}\right) \mapsto \mathcal{B}\left(\mathbb{C}^{d_{B}}\right)$ be the operator acting as $\mathcal{T}_{R_{q}}(\rho)=\operatorname{Tr}_{R_{q}} \rho$ and $R_{q}$ denote all lattice sites but $q, \ldots, q+l-1$. Then, the tight frame-condition of Definition 2 becomes

$$
\begin{equation*}
\mathcal{T}_{R_{q}} \mathcal{W}_{d_{B}}=\mathcal{T}_{R_{q}} \tag{40}
\end{equation*}
$$

If additional constraints apply, the condition reads

$$
\begin{equation*}
\mathcal{T}_{R_{q}} \mathcal{W}_{d_{B N}} \mathcal{P}_{N}=\mathcal{T}_{R_{q}} \mathcal{P}_{N} \tag{41}
\end{equation*}
$$

where $d_{B N}$ is the dimension of the matrix block corresponding to the eigenvalue $N$ of $\hat{N}$, restricted to the subsystem of $l$ lattice sites. We concentrate on the former case as the second follows in an analogous way and show that a random circuit with a depth which does not depend on the system size can realize such a reduced tight frame: Assume $w_{0}$ to be a sum of traceless observables, each acting non-trivially only on some block of $l$ lattice sites. For compressed sensing to be possible, it is sufficient for $\nu$ to induce, for every $q$, an approximate reduced tight frame with

$$
\begin{equation*}
\left\|\mathcal{T}_{R_{q}}\left(\mathcal{W}_{d_{B}, \nu}-\mathbb{1}\right)\right\| \leq \sqrt{d_{B}}\left(d_{B}^{2}-1\right) \varepsilon \tag{42}
\end{equation*}
$$

This is the case if it is an approximate reduced unitary 2 design with

$$
\begin{equation*}
\forall q: \sup _{X,\|X\|_{2}=1}\left\|\operatorname{Tr}_{R_{q}}\left(\mathcal{G}_{\nu}-\mathcal{G}_{\mathrm{H}_{l}}^{(q)}\right)(X)\right\|_{2} \leq \varepsilon \tag{43}
\end{equation*}
$$

where $\mathcal{G}_{\mathrm{H}_{l}}^{(q)}$ denotes the channel which acts as $\mathcal{G}_{\mathrm{H}}$ on a block of $l$ sites starting at $q$ and as the identity on the rest of the system. To see that this is true, we calculate

$$
\begin{align*}
& \left\|\mathcal{T}_{R_{q}}\left(\mathcal{W}_{d_{B}, \nu}-\mathbb{1}\right)\right\|= \\
& \quad \sup _{X,\|X\|_{2}=1}\left\|\operatorname{Tr}_{R_{q}}\left(\mathcal{W}_{d_{B}, \nu}(X)-\mathcal{W}_{d_{B}, \mathrm{H}}(X)\right)\right\|_{2}, \tag{44}
\end{align*}
$$

which yields the desired result after inserting (17) and applying (43).

To show that obtaining such a tight frame is efficiently possible, we adapt Observation 4:

Observation 5 (Reduced tight frames by reduced unitary 2 -designs). Let the parallel random circuit be as in Observation 4. There exists some constant $C$ such that it forms an $\varepsilon$-approximate reduced l-site 2 -design as defined in (42) after $n=C \log (1 / \varepsilon) l \log l$ steps .


FIG. 2. Top: Parallel random circuit acting on the entire system. Bottom: Random circuit used in the proof of Observation 5 which acts only on the inner sites. The above circuit randomizes the states of the inner sites not less than the above one.

Proof: We show the fast convergence of our random circuit to a reduced unitary 2 -design by comparing it with another random circuit which is easier to deal with, see Fig. 2. In analogy to Eq. (24) we denote by $\mathcal{G}_{\nu_{l}}^{(q)}$ the channel corresponding to an application of the parallel quantum circuit to a block consisting of $l$ lattice sites starting from $q$. Observation 4 implies

$$
\begin{equation*}
\sup _{X,\|X\|_{2}=1}\left\|\operatorname{Tr}_{R_{q}}\left(\left(\mathcal{G}_{\nu_{l}}^{(q)}\right)^{n}-\mathcal{G}_{\mathrm{H}_{l}}^{(q)}\right)(X)\right\|_{2} \leq \varepsilon \tag{45}
\end{equation*}
$$

for $n=C \log (1 / \varepsilon) l \log l$ where $C$ is a constant. Using that $\lambda_{2}\left(G_{\nu_{k}}\right) \leq \lambda_{2}\left(G_{\nu_{l}}\right)$, one obtains (43) concluding the proof.

## B. Complexity of classical post-processing

Observation 5 implies that a random quantum circuit of constant depth is sufficient to perform tomography on a reduced density matrix of constant size. The number of operations, i.e. random unitary gates and measurements of expectation values of $w_{0}$, does only scale polynomially with the number of lattice sites. Therefore, we regard the quantum part of the protocol as efficient. However, this says nothing about the amount of post-processing needed because the reconstruction of the $l$-site reduced density matrices requires the knowledge of $\operatorname{Tr}_{R_{q}} w$ for all observables $w$ obtained by the realizations of the random quantum circuit. If one needed to keep track of the evolution of observables on the entire Hilbert space this would require an exponential amount of computational resources. To see that this is not a problem in the present situation, we use the fact that $w_{0}$ is a sum of terms which act non-trivially only on blocks of constant size. Thus, the observables induced by the constant-depth random circuit can be written as

$$
\begin{equation*}
w(U)=\sum_{i} w_{i}(U) \otimes \mathbb{1}_{R_{i}} /\left(d_{R_{i}}\right)^{1 / 2} \tag{46}
\end{equation*}
$$



FIG. 3. Influence region for a local observables. Only the action of the darkly colored gates influences the measured observables
where $w_{i}(U)$ acts non-trivially only on a block of constant size $L$ starting with site $i$ and where $R_{i}$ denote all lattice sites but $i, \ldots, i+L-1$, see Figure 3. From Eq. (46), we get

$$
\begin{equation*}
\operatorname{Tr}_{R_{q}}(w(U))=\sum_{i} \sqrt{d_{R_{i}}} \operatorname{Tr}_{R_{q}}\left(w_{i}(U)\right), \tag{47}
\end{equation*}
$$

which means that one only needs to deal with observables on $k$ Hilbert spaces which all have dimension $d_{l}^{L}$ not depending on $k$ making also the classical part of the protocol efficient. If the system is assume to be translationally invariant, all reduced density-matrices are equal, reducing the necessary number of measurements to a constant. Roughly speaking, the random circuit transforms a local observable to a reduced tight frame on $l$ lattice sites with some influence on $L>l$ sites and none on the rest of the system.

## C. Mixed states

Even though the method developed in this section is, in its present form, limited to pure states, it can be naturally extented to mixed states by using recent results on tomography for matrix-product operators (MPO) which are a natural generalization of MPS [31, 32]. In Ref. [33], it is shown that large classes of MPO states can be efficiently reconstructed from the reduced density matrices on a constant number of sites not depending on the system size. As we have presented a method of recovering these objects, one directly obtains a way of performing tomography on states in optical lattices which are described be MPO while requiring the same experimental techniques.

## VII. CONCLUSION

In this article, we have presented a new route towards efficient quantum state tomography for quantum many-body systems, specifically for bosons in optical lattices. By using random circuits, which can be implemented by means of super-lattices and laser speckles, one can avoid the use of tomographically complete local measurements. These are very challenging, needless to say, but rely solely on time-of-flight imaging techniques, and seem conceivable with present technology. Without any further assumptions to the state, the number of necessary measurements is optimal up to constants and
logarithmic factors in the systems dimension. Restricting the set of possible states to matrix product states, both the number of measurements and the depth of the required random quantum circuit does not at all depend on the system size. This idea gives rise to the exciting perspective of actually measuring out the quantum state of a quantum many-body system in the laboratory.
There are a number of questions arising from this: For example, it would be very interesting to compare the performance of the present scheme, which is based on random circuits, with one where the quantum gates are chosen in an optimal way from some set of feasible operations. While there is not much room for improvements concerning the asymptotic behavior, the performance for small systems might differ notably. This will be studied extensively by numerical means
in forthcoming work. We hope that this work stimulates further work - both of theoretical and especially experimental kind - in "quantum system identification", in order to innovate ways of rendering quantum state tomography feasible for large quantum systems.
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#### Abstract

We identify a large class of quantum many-body systems that can be solved exactly: natural frustrationfree spin-1/2 nearest-neighbor Hamiltonians on arbitrary lattices. We show that the entire ground-state manifold of such models can be found exactly by a tensor network of isometries acting on a space locally isomorphic to the symmetric subspace. Thus, for this wide class of models, real-space renormalization can be made exact. Our findings also imply that every such frustration-free spin model satisfies an area law for the entanglement entropy of the ground state, establishing a novel large class of models for which an area law is known. Finally, we show that our approach gives rise to an ansatz class useful for the simulation of almost frustration-free models in a simple fashion, outperforming mean-field theory.


## DOI: 10.1103/PhysRevLett.105.060504

Understanding the physics of quantum many-body systems is a central goal of modern physics, as they can exhibit exotic phenomena with no parallel in classical physics, including topological effects and quantum phase transitions at zero temperature. However, the very source of their rich physics also leads to a major roadblock in their study: The Hilbert space dimension of these systems scales exponentially with the number of particles. This means that brute-force numerical techniques fail even for systems of only a handful of particles.

A key insight in the study of local quantum many-body systems is that naturally occurring states occupy only a small subspace of the Hilbert space which, in principle, is available to them. Specifically, it has been realized that ground, thermal, and dynamically evolving states are only weakly entangled: The entanglement entropy satisfies what is referred to as an "area law" [1-3]. This insight is the basis of the density-matrix renormalization group approach and higher-dimensional analogues [4]. So successful are these methods in practice that one is tempted to boldly conjecture that all physically relevant systems will soon be tractable to one or another of the numerical tools we have at hand. Recent results give cause for caution, showing that general numerical methods cannot well approximate the physics of an arbitrary local quantum system, even in 1D; these include local glassy models where approximating the ground-state energy is NP-hard [5], suggesting that such systems would be intractable. However, these results do not give much reason for practical concern thus far, as at least in 1D they rely on rather baroque constructions (involving very large local dimensions).

In this work, we approach the issue of the complexity or "hardness" of finding ground states from the other direction: We establish a large class of models for which the task of finding the ground state is easy, in that the ground-state manifold can be described exactly and efficiently. This is the class of all natural frustration-free

PACS numbers: $03.67 . \mathrm{Mn}, 03.65 . \mathrm{Ud}, 05.50 .+\mathrm{q}, 89.70 . \mathrm{Eg}$
spin- $1 / 2$ models with nearest-neighbor interaction on general lattices. (By the qualifier "natural," we mean that all two-spin interaction terms have excited states which are entangled, which might be taken as implicit in the semantics of an "interaction term.") Extending ideas of Ref. [6] on QUANTUM 2-SAT and going beyond 1D models as in Ref. [7], we find that the complete ground-state manifold of such Hamiltonians can be constructed by reduction to the symmetric subspace of a smaller system. In doing so, we find that the resulting ground-state manifold can be efficiently grasped in terms of tree-tensor networks. We discuss how this allows expectation values of local observables to be computed efficiently. What is more, the ground states satisfy an area law. Physically, we can view this work as describing a large class of models for which an instance of real-space renormalization provides an exact solution to the true genuine quantum many-body model. Finally, we see how this construction-a tree-tensor network with a symmetric subspace as an input-can serve as an ansatz class to simulate systems which are "close" to frustrationfree models, outperforming mean-field approaches in a very simple fashion.

In our analysis, we allow for nearest-neighbor Hamiltonians on arbitrary lattices. This could be a cubic lattice of some dimension or, more generally, any graph, the vertex set of which we denote by $V$. On this lattice, the spin Hamiltonian $H$ is represented as

$$
\begin{equation*}
H=\sum_{\{a, b\}} h_{a, b} \tag{1}
\end{equation*}
$$

for terms $h_{a, b}$ acting on pairs of spins $\{a, b\} \subset V$. By rescaling, we may require that the ground energy of each term $h_{a, b}$ is zero. The ground-state manifold $M$ of such a Hamiltonian may be degenerate: We identify the ground state $\rho$ with the maximal mixture over $M$. (This is a pure state only if $H$ is nondegenerate.) We describe properties of the ground state $\rho$ and, more generally, the manifold $M$, given $H$ as in Eq. (1). The Hamiltonian $H$ is frustration-
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free (or unfrustrated) if the ground-state vectors $|\Phi\rangle \in M$ correspond to ground states of individual coupling terms, that is, if $h_{a, b}|\Phi\rangle=0$ holds for all $h_{a, b}$ and all $|\Phi\rangle \in M$; we say otherwise that $H$ is frustrated.

We will call a spin Hamiltonian $H$ natural if it contains no isolated subsystems, and each interaction term $h_{a, b}$ (considered as an operator on $\mathbb{C}^{2} \otimes \mathbb{C}^{2}$ ) has at least one entangled excited state (i.e., an entangled state orthogonal to the ground-state manifold of $h_{a, b}$ ). In what follows we will consider only such natural Hamiltonians.

Frustration-free spin Hamiltonians.-Our main results concern the class of frustration-free spin Hamiltonians $H$. We show that the ground-state manifold $M$ of such a spin Hamiltonian on $N$ spins has dimension at most $N+1$. What is more, it is the image of a space of low Schmidt measure [8] under a tree-tensor network.

First, we describe the needed components of Ref. [6], in the language of frustration-free models. Consider a Hamiltonian $H_{U}$ containing terms $h_{u, v}$ of rank 2 or 3. If $H_{U}$ is frustration-free, the reduced state $\rho_{u, v}$ of any state vector $|\Phi\rangle \in \operatorname{ker}(H)$ is in the kernel of $h_{u, v}$; we may then consider a subspace $S_{u, v} \subset \mathcal{H}_{u} \otimes \mathcal{H}_{v}$ of dimension 2 which contains $\operatorname{supp}\left(\rho_{u, v}\right)$. By defining an isometry

$$
\begin{equation*}
R_{u: u v}: \mathcal{H}_{2}^{\otimes\{u\}} \rightarrow S_{u, v} \subset \mathcal{H}_{2}^{\otimes\{u, v\}} \tag{2}
\end{equation*}
$$

we can reduce to a Hamiltonian on fewer spins: We let

$$
\begin{equation*}
H_{U}^{\prime}=R_{u: u v}^{\dagger} H_{U} R_{u: u v}=\sum_{\{a, b\}} R_{u: u v}^{\dagger} h_{a, b} R_{u: u v} \tag{3}
\end{equation*}
$$

Such a spin Hamiltonian $H_{U}^{\prime}$ is a sum of two-spin interactions (and possibly single-spin terms) of the form $h_{a, b}^{\prime}=$ $R_{u: u v}^{\dagger} h_{a, b} R_{u: u v}$. (If $h_{u, v}$ has rank 3, then $h_{u, v}^{\prime}$ is a nonzero single-spin operator acting on $u$ alone.) If $H$ contains nonzero terms $h_{a, u}$ and $h_{a, v}$, we obtain two nonzero contributions $h_{a, u}^{\prime}=R_{u: u v}^{\dagger} h_{a, u} R_{u: u v}$ and $h_{a, v}^{\prime}=R_{u: u v}^{\dagger} h_{a, v} R_{u: u v}$ in the Hamiltonian $H^{\prime}$, each of which act on $\{u, a\}$. The sum gives a combined term $\bar{h}_{a, u}^{\prime}=h_{a, u}^{\prime}+h_{a, v}^{\prime}$ in $H_{U}^{\prime}$, possibly of higher rank than either $h_{a, u}^{\prime}$ or $h_{a, v}^{\prime}$ [9]. If the new Hamiltonian $H_{U}^{\prime}$ contains terms of rank 2 or 3, we may perform another such reduction, and so on. This reduction procedure has the following features:
a. Preservation of the kernel dimension.-By construction, we have $\operatorname{ker}\left(H_{U}\right)=R_{u: u v} \operatorname{ker}\left(H_{U}^{\prime}\right)$. Thus, the kernels of $H_{U}$ and $H_{U}^{\prime}$ have the same dimension. In particular, if $H_{U}^{\prime}$ has any terms of full rank acting on either one or two spins, then $\operatorname{dim}\left[\operatorname{ker}\left(H_{U}\right)\right]=0$, in which case $H_{U}$ is frustrated. If no full-rank terms are produced, each reduction leads to an operator acting on fewer spins, until we obtain a Hamiltonian having only terms of rank 1.
b. Arbitrariness of reduction order.-The dimension of the kernel is preserved by these reductions. We may perform such reductions until we obtain a Hamiltonian which either (i) contains only terms of rank 1 or (ii) contains a full-rank term. The latter cannot occur in the reduction of a frustration-free Hamiltonian; we discuss below the analy-
sis for Hamiltonians having only rank-1 terms. Thus, we may choose any convenient reduction sequence.

The above features allow us to reduce to the special case of a Hamiltonian $H_{U}^{\prime}$ (acting on a system $V^{\prime}$ ) which has only interaction terms of rank 1. Each two-spin Hamiltonian term $h_{a, b}^{\prime}=\left|\beta_{a, b}\right\rangle\left\langle\beta_{a, b}\right|$ may be regarded as imposing constraints on the corresponding two-spin marginals $\rho_{a, b}$ of states $|\Phi\rangle \in \operatorname{ker}(H)$ : We aim to obtain additional constraints on pairs of spins $u, v \in V^{\prime}$ by combining the known constraints. To this end, Ref. [6] shows that a state $|\Phi\rangle$ which is in the kernel of two functionals $\left\langle\beta_{a, b}\right|$ and $\left\langle\beta_{b, c}\right\rangle$ is also in the kernel of

$$
\begin{equation*}
\left\langle\beta_{a, c}^{\prime}\right|=\left(\left\langle\beta_{a, b}\right| \otimes\left\langle\beta_{b, c}\right|\right)\left(\mathbb{1} \otimes\left|\Psi^{-}\right\rangle \otimes \mathbb{1}\right) \tag{4}
\end{equation*}
$$

acting on the spins $\{a, c\}$, where $\left|\Psi^{-}\right\rangle$is the two-spin antisymmetric state vector. For each such "induced" constraint $\left\langle\beta_{u, v}^{\prime}\right|$ on spins $\{u, v\}$, we may add the term $\tilde{h}_{u, v}=$ $\left|\beta_{u, v}^{\prime}\right\rangle\left\langle\beta_{u, v}^{\prime}\right|$ to $H_{U}^{\prime}$, resulting in a Hamiltonian $\tilde{H}_{U}$ which has the same kernel as $H_{U}^{\prime}$. (If $H_{U}^{\prime}$ contains a term $h_{u, v}^{\prime} \nLeftarrow$ $\tilde{h}_{u, v}$, it can be subsumed into a term $\bar{h}_{u, v}$ with rank at least 2 , in which case we apply a reduction $R_{u: u v}$ as above.) One may induce further constraints from the terms of $\tilde{H}$, until we arrive at a "complete homogeneous" Hamiltonian $H_{c}$, having only terms of rank 1 , for which the constraints $\left\langle\beta_{u, v}\right|$ are closed (up to scalars) under the constraintinduction procedure of Eq. (4).

Reference [6] shows that such a Hamiltonian $H_{c}$, acting on at least one spin and lacking single-spin operators [10], has a ground space containing product states. Thus, the above remarks essentially recap the following result.

Observation 1.-There is an efficient algorithm to determine whether a spin Hamiltonian is frustration-free.

We now extend the above results, to obtain a strong characterization of ground-state manifolds for natural frustration-free systems. We note the following three additional features of the isometric contraction scheme above:
c. Tree-tensor construction.-The complete network of isometric reductions $T$ represents a tree-tensor network, a special case of the multiscale entanglement renormalization ansatz [11] which is related to real-space renormalization. Each isometry $R_{u: u v}$ has one free input tensor index and two free output indices, and the sequential nature of the reduction ensures that the network is directed and acyclic. Thus, any spin $v$ introduced by an isometry $R_{u: u v}$ is a "daughter spin" of a unique parent $u$, leading to a treelike structure on the tensor network $T$. Note, however, that $T$ has free input indices, corresponding to the roots of each tree: By construction, the ground space of $H_{U}$ is the image $T|\Psi\rangle$ of states $|\Psi\rangle \in \operatorname{ker}\left(H_{c}\right)$.
d. Preservation of natural Hamiltonians.-Importantly, the isometric reductions above preserve the class of natural frustration-free spin Hamiltonians: That is, the mapping $h_{a, u} \mapsto R_{u: u v}^{\dagger} h_{a, u} R_{u: u v}$ does not decrease the rank of the interaction on $\{a, u\}$ and does not map the orthocomplement of the kernel to the space $|\phi\rangle \otimes \mathbb{C}^{2}$ for any $|\phi\rangle$.
$e$. Reduction to the symmetric subspace.-As a consequence of the previous feature, we may use the isometric reductions to map any natural frustration-free Hamiltonian to a complete homogeneous Hamiltonian $H_{c}$ on a system $V_{c}$, in which the nonzero terms $h_{a, b}=\left|\beta_{a, b}\right\rangle\left\langle\beta_{a, b}\right|$ are supported on entangled states $\left|\beta_{a, b}\right\rangle$. We show that the kernel of such a Hamiltonian has small dimension and is spanned entirely by product states. For an arbitrary spin $a \in V_{c}$, we may let $L_{a}=\mathbb{1}$ and define a family of operators $L_{v}$ satisfying

$$
\begin{equation*}
\left\langle\beta_{a, v}\right| \propto\left\langle\left.\Psi^{-}\right|_{a, v}\left(\mathbb{1}_{a} \otimes L_{v}\right)\right. \tag{5}
\end{equation*}
$$

for spins $v \in V_{c}$ and operators $\left\langle\beta_{a, v}\right|$. One then finds that $C=\boldsymbol{\bigotimes}_{v \in V_{c}} L_{v}$ is a linear isomorphism (not necessarily an isometry) from the subspace $\operatorname{Symm}\left(\mathcal{H}_{2}^{\otimes V_{c}}\right)$ of symmetric states to the ground space of $H_{c}$. (This isomorphism is also noted in Ref. [12], Sec. III A, for generic Hamiltonians with rank-1 interactions.) As $\operatorname{Symm}\left(\mathcal{H}_{2}^{\otimes V_{c}}\right)$ is spanned by uniform superpositions $\left|W_{k}\right\rangle$ of standard basis states having Hamming weight $0 \leq k \leq n_{c}=\left|V_{c}\right|$, we have $\operatorname{dim}\left[\operatorname{Symm}\left(\mathcal{H}_{2}^{\otimes n_{c}}\right)\right]=n_{c}+1$. This subspace may also be spanned by product state vectors $\left|\alpha_{0}\right\rangle^{\otimes n_{c}}, \ldots,\left|\alpha_{n_{c}}\right\rangle^{\otimes n_{c}}$ for any set of $n_{c}+1$ pairwise independent state vectors $\left|\alpha_{j}\right\rangle \in \mathcal{H}_{2}$. Thus, any complete homogeneous (natural) Hamiltonian $H_{c}$ has a ground space spanned by vectors

$$
\begin{equation*}
\left|\Psi_{j}\right\rangle=\bigotimes_{v \in V_{c}}\left(L_{v}\left|\alpha_{j}\right\rangle\right)=C\left|\alpha_{j}\right\rangle^{\otimes n_{c}} \tag{6}
\end{equation*}
$$

for some $\left|\alpha_{j}\right\rangle \in \mathcal{H}_{2}$ as above. Coupled with the treetensor structure of the isometric reductions, this characterization has the following consequences.

Observation 2.-For an unfrustrated spin Hamiltonian $H_{U}$, any constant $k$, and $k$-local operators $A,\langle A\rangle$ can be efficiently computed with respect to ground states of $H$.

Let $H_{c}$ be a homogeneous Hamiltonian acting on $n_{c}$ spins, obtained by isometric reduction of an unfrustrated Hamiltonian $H_{U}$. Consider a $k$-local operator $\tilde{A}$. As $\operatorname{ker}\left(H_{c}\right)$ is spanned by product vectors $\left|\Psi_{0}\right\rangle=$ $C\left|\alpha_{0}\right\rangle^{\otimes n_{c}}, \ldots,\left|\Psi_{n_{c}}\right\rangle=C\left|\alpha_{n_{c}}\right\rangle^{\otimes n_{c}}$ as in Eq. (6), we can efficiently compute the restriction of $\tilde{A}$ to $\operatorname{ker}\left(H_{c}\right)$ by evaluating

$$
\begin{equation*}
W(\tilde{A})=\sum_{j, k=0}^{n_{c}}|j\rangle\left\langle\Psi_{j}\right| \tilde{A}\left|\Psi_{k}\right\rangle\langle k| \tag{7}
\end{equation*}
$$

followed by a suitable transformation. Specifically, consider the operator $B=W(\mathbb{1})$; we have $B=U \Delta U^{\dagger}$ for some $U$ unitary and $\Delta$ positive and diagonal. We find

$$
\begin{equation*}
\Delta^{-1 / 2} U^{\dagger} \sum_{j=0}^{n_{c}}|j\rangle\left\langle\Psi_{j}\right|=\sum_{j=0}^{n_{c}}|j\rangle\left\langle\Phi_{j}\right| \tag{8}
\end{equation*}
$$

for some orthonormal basis $\left|\Phi_{0}\right\rangle, \ldots,\left|\Phi_{n_{c}}\right\rangle$ of $\operatorname{ker}\left(H_{c}\right)$; thus, the restriction of $\tilde{A}$ to $\operatorname{ker}\left(H_{c}\right)$ with respect to the basis of states $\left|\Phi_{j}\right\rangle$ may be computed as

$$
\begin{equation*}
\bar{A}=\Delta^{-1 / 2} U^{\dagger} W(\tilde{A}) U \Delta^{-1 / 2} \tag{9}
\end{equation*}
$$

[For $\tilde{A}$ consisting of a single $k$-spin term, the inner products
of Eq. (7) are products of constant-dimensional inner products; for $\tilde{A}$ a sum of multiple terms, we extend linearly.] Let $T: \operatorname{ker}\left(H_{c}\right) \rightarrow \operatorname{ker}\left(H_{U}\right)$ be the network of isometric reductions. Then, by considering operators $\tilde{A}=T^{\dagger} A T$, we may compute the restriction $\bar{A}$ of such operators $A$ to the ground space of $H_{U}$. We may then efficiently compute expectation values by using such matrices.

Observation 3.-Ground states of frustration-free spin Hamiltonians $H_{U}$ on lattices obey an entanglement area law.

For any contiguous subsystem $A$ containing $a$ spins, we may reduce the Hamiltonian $H_{U}^{(A)}$ acting internally on $A-$ by a tree-tensor isometry $T_{A}$ acting on $A$ alone-to obtain a homogeneous Hamiltonian $H_{c}^{(A)}$, acting on at most $a$ spins. The ground space of $H_{c}^{(A)}$ has dimension at most $a+1$; as the ground space of $H_{U}^{(A)}$ is an isometric image of that of $H_{c}^{(A)}$, the same is true of $H_{U}^{(A)}$. As $H_{U}$ is unfrustration, any ground state of $H_{U}$ is also a ground state of $H_{U}^{(A)}$; it follows that the Schmidt measure [8] of $|\Psi\rangle$ with respect to the bipartition $V=A \cup(V \backslash A)$ is at $\operatorname{most} \log (a+1)$. For a spin lattice of any dimension, we obtain an area law for arbitrary subsystems by summing this logarithmic bound over the number of distinct connected components.
"Almost" frustration-free Hamiltonians.-We now leave the rigorous exact setting and turn to the observation that the above techniques can be used to grasp approximately frustration-free models. Observation 2, in particular, suggests a variational approach to estimating ground energies for Hamiltonians $H$ for which

$$
\begin{equation*}
H=H_{U}+\lambda H_{F} \tag{10}
\end{equation*}
$$

for some $\lambda \ll 1$, where $H_{U}$ is frustration-free but the Hamiltonian $H$ itself is frustrated. For such Hamiltonians $H$, if no phase transition is encountered, the eigenvalues and eigenstates may differ little from those of the unfrustrated Hamiltonian $H_{U}$ (for related bounds on eigenvalues, see, e.g., Ref. [13]). If the lowest $k$ eigenvectors (for some suitable $1 \leq k \leq n+1$ ) have a sufficiently high overlap with the lowest $k$ eigenvectors of $H_{U}$, we may approximately sample from the low-energy eigenvectors of $H$ by restricting to the kernel of $H_{U}$, by using the efficient algorithm above. In particular, as this procedure is variational, estimates obtained in this way for the ground-state energy of $H$ are guaranteed to be upper bounds.

We may consider improvements to this ansatz which retain more information about the "frustrating" component $\lambda H_{F}$ than in the tree-tensor renormalization procedure for $H_{U}$. To obtain better estimates-and to extend these techniques to the case where $\lambda$ may be significantly large-we may consider partial reductions by tree-tensor networks, having many free input spins, and isometries depending on the terms of the perturbed Hamiltonian $H$ (rather than those of $H_{U}$ ).

If the ground-state manifold of $H_{U}$ is contained in a subspace $\mathcal{K}$ which is spanned by product states and has


FIG. 1 (color online). Left: Ground-state energy for $X X Z$ model on a trigonal lattice on a $3 \times 3$ torus, $h_{i, j}=-X_{i} X_{j}-$ $Y_{i} Y_{j}-(1-\lambda) Z_{i} Z_{j}$, by symmetric subspace estimate compared to product state ansatz and exact diagonalization. The inset shows the same model on a $6 \times 6$ torus where exact solution is not feasible and, therefore, is replaced by an Anderson lower bound. Right: Magnetization in $z$ direction for Ising model in a transverse field on a $4 \times 4$ torus, $h_{i, j}=-Z_{i} Z_{j}, h_{i}=-\lambda X_{i}$, by symmetric subspace estimate compared to mean-field approximation (product state ansatz) and exact diagonalization.
"small" dimension (i.e., polynomial rather than exponential in the system size, as in the case of the symmetric subspace for ferromagnetic Ising or $X X X$ models), we may indeed forgo isometric reductions entirely and estimate the ground energy of $H$ by considering the restriction of $H$ to $\mathcal{K}$ by using the techniques described for Observation 2. In contrast to a full tree-tensor contraction, this has the advantage of yielding exact results for the frustration-free case $\lambda=0$ while retaining more information about the frustrating component $H_{F}$. The resulting estimate for the ground-state energy will be a linear function of $\lambda$, whose value and first derivative with respect to $\lambda$ agree with that of the exact ground energy at $\lambda=0$. For small $\lambda$ and modest system sizes, this may yield a good estimate of the ground-state energy of $H$; see Fig. 1 [14].

To obtain estimates which account for spatially decaying correlations, we may perform a partial tree-tensor reduction with a small number of contraction layers and sample with respect to a subspace $\mathcal{K}$ as described above. In each layer, we may fix a collection of (nonintersecting) adjacent site pairs $\{a, b\}$ to contract and for each such pair $\{a, b\}$ apply some isometric contraction as described in Eq. (3). However, rather than apply the reductions which would be suggested by the frustration-free Hamiltonian $H_{U}$, we may use isometries

$$
\begin{equation*}
Q_{a: a b}=\left|\psi_{a, b}^{0}\right\rangle\langle 0|+\left|\psi_{a, b}^{1}\right\rangle\langle 1|, \tag{11}
\end{equation*}
$$

where $\left|\psi_{a, b}^{0}\right\rangle$ and $\left|\psi_{a, b}^{1}\right\rangle$ are the lowest energy eigenvectors of the interaction term of $H$ on sites $a$ and $b$. Given a tensor network $T_{1}$ consisting of a product of such two-site operators $Q_{a: a b}$, we may then consider the spin model given by $H^{\prime}=T_{1}^{\dagger} H T_{1}$ and estimate the ground energy of $H^{\prime}$ with respect to a low-dimension subspace or another isometric contraction; this yields an upper bound on the ground energy of the original Hamiltonian $H$.

Summary.-In this work, we have introduced a class of spin models that can be completely solved: The entire
ground-state manifold can be explicitly given and parametrized by an entire symmetric subspace under a tensor network. This class of models is expected to provide a rich playground of exploring ideas on quantum lattice models, complementing work that exemplifies how computationally difficult it can be to approximate ground-state energies. The considered models can also be viewed as the parent Hamiltonian of the network, in a converse approach taken for tree-tensor networks in Ref. [15]. The models we consider obey area laws, establishing a class of models beyond free systems for which this holds. It is the hope that this work stimulates further research on models for which tensor networks arise not only as computational but as essentially analytical tools.
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## Chapter 8

## Discussion and conclusion

In the five articles, we have elaborated on various aspects of quantum systems which are relevant for quantum information where we have put an emphasis on measurement-based quantum computing and quantum state tomography. In the present chapter, we give a short summary of those articles and also mention what the contributions of the author were. Furthermore, we provide a brief conclusion and give some outlook to future research projects.

- Limitations of quantum computing with Gaussian cluster statesa

In this article, we have discussed the limitations of using Gaussian states as resources for measurement-based quantum computing. Gaussian cluster states are the natural continuous-variable generalizations of qubit cluster states, which were the first known resource for MBQC. Gaussian cluster states allow for universal MBQC where only Gaussian measurements and a single non-Gaussian one are necessary [37. Unfortunately, in their ideal form, they need an infinite amount of energy to be prepared which renders them unphysical. We have shown that in any Gaussian state with finite energy, the entanglement localizable by Gaussian measurement decays exponentially in the distance between the modes. This is true on any graph and shows that every scalable MBQC scheme would need non-Gaussian measurements already to just transport a single qubit. Furthermore, if the modes are arranged on a one-dimensional lattice, transport is impossible even when allowing for completely arbitrary measurements. These results gravely limit the use of Gaussian states in creating a scalable measurement-based quantum computer.

The author's contribution was to show the technical results and to write the manuscript while acknowledging support from KK and JE especially on section IV.C, V.B, and the appendix.

## - Efficient measurement-based quantum computing with conti-nuous-variable systems

In this chapter, we have continued the investigation of continuous-variable MBQC and have both introduced a unifying framework allowing for the description of MBQC schemes both with qudits and CV systems. We have formalized the requirements for efficient quantum computing in this paradigm which helped us to find another important no-go result: In a system composed of one-dimensional quantum wires, scalable measurement-based quantum computing with Gaussian measurements only is impossible when the one-dimensional resource state can be described by a matrix product state with constant bond dimension. Thus, both non-Gaussian resource state and non-Gaussian measurements are necessary. As a second main result, we have provided the first scalable CV-MBQC scheme. It only uses coherent states as an input, beam-splitters and cross-Kerr cells as interactions, and displaced photon-counting as measurement. Even though the last two requirements are experimentally quite challenging, they have all already been demonstrated at least in proof-of-principle experiments [38].

The main contribution of the author was to formulate and show the observations made in this article and to write the manuscript. He acknowledges contributions of JE to this article, especially concerning the presentation.

## - Continuous-variable quantum compressed sensing

We have introduced the concept of continuous-variable compressed sensing. We were able to provide sufficient conditions observables must fulfill to be of use for efficient tomography. These conditions are not merely of purely theoretical interest but they are fulfilled for the measurements most commonly used in continuous-variable quantum optics. Furthermore, we have presented a method to certify the success of the tomography protocol from the measured data. This is especially of interest when considering medium sized systems which are accessible to present day experiments. We have exemplified this with numerical studies showing the superior performance of compressed sensing.

The main part of manuscript of this article has been written by the author who also showed, together with his co-authors, most of the technical results. This excludes sections 4 and 5.2 as well as the last appendix.

## - Efficient and feasible state tomography of quantum many-body systems

We have made use of the technique developed in the previous chapter to propose a scheme for full quantum state tomography of ultra-cold atoms in optical lattices which only relies on the techniques of specklepatterns and super-lattices which have both already demonstrated in experiment. Under the assumption that the state is a generic ground state of a Hamiltonian, which is a sum of local terms, the required effort, both measurement procedure and post-processing, grows only polynomially in the system size. This is to be compared to a necessarily exponential growth in the general situation. The protocol is based on the observation that compressed sensing is possible by applying a random unitary to the quantum state in question followed by a measurement of a fixed observable and repeating this procedure to get the required amount of expectation values. We have shown that such random unitary matrices, called approximate unitary 2 -designs, can be realized by suitable random circuits which, in turn, can be performed by means of the mentioned super-lattices and speckle-patterns. We have discussed the scaling of the necessary depth of the random circuit, i.e., the number of operations performed before the measurements, with the system size and have shown that it is, in the particular important case of matrix product state tomography, independent of it.

The manuscript was written by the author. Contributions of VN and JE to the idea of this research projects, the mathematical foundations, and the presentation of the results are acknowledged.

## - Solving frustration-free spin systems

In the first four articles, we have investigated the particularities of con-tinuous-variable systems with respect to measurement-based quantum computing and compressed sensing while in this chapter, we have considered quantum many-body systems consisting of qubits, in this context often called spins. We have presented a method to find the ground-state manifold of a large class of Hamiltonians, i.e., frustration free nearestneighbor ones on any graph. Such Hamiltonians are sums of terms acting non-trivially only on two neighboring systems. In addition, the global ground state is simultaneously the ground state of all the terms contributing to the Hamiltonian. We have done this by adapting the method used in Ref. [39]. The key idea is to perform a sequence of isometric re-
ductions which leave the ground-state invariant. At the end, one obtains an isometric tree-tensor network which has the property that the image of the symmetric subspace under it is exactly the ground-state manifold. As the algorithm to find this tree-tensor network scales polynomially in the number of spins $N$ and the dimension of the symmetric subspace is $N+1$, the solution fulfills the requirements of efficiency. The notable difference to other techniques based on tensor-networks is that we were able to provide an analytic, compared to a merely numerical, algorithm. Furthermore, our algorithm can be used as an approximative technique to find solutions of Hamiltonians which are close to being frustration free. We have applied this technique to the XXZ model and compared our findings to results obtained by exact diagonalization, variational methods, and Anderson bound techniques showing a favorable performance at least in part of the parameter range.
The main contributions of the author to this work were the numerical results and the part on the idea of using the presented method as a simulation technique for slightly frustrated systems.

The main aim of this thesis was to investigate and characterize continuousvariable quantum states where we have focused on two important aspects. The first two articles have discussed the possibility of using such states as resources for measurement-based quantum computing (MBQC). This was of particular interest in the view of the research program started with Ref. [37] in which Gaussian analogs of the cluster state, as used in the first MBQC protocol [6], were introduced and which inspired a substantial amount of research in this direction. We have contributed to this efforts by developing a framework to describe a very general class of MBQC schemes both discrete and continuous. This allows to clearly state the requirements any efficient MBQC scheme has to fulfill. Using this framework, we have shown serious limitations of the Gaussian cluster state approach on one hand and presented a measurement-based computing scheme not suffering from these drawbacks on the other hand. Besides the direct implications, these results highlight again the necessity of non-Gaussian elements in quantum information. While it was known before that non-Gaussian measurements are needed, we have shown that non-Gaussian resource states are required at the same time. This is a substantial difference to the situation of entanglement distillation where non-Gaussian resource states are sufficient [19-21]. This motivates a closer investigation of the resource character of non-Gaussian states as already started in Appendix A.

The second subfield of quantum information, this thesis has contributed to, is quantum state tomography. We have addressed this problem from three directions. On the theoretical side, we have generalized the technique of compressed sensing such that a large class of measurements can be used. This has allowed us to give detailed description how compressed sensing can be performed in experiments involving quantum optics or ultra-cold gases in optical lattices. To connect our theoretical findings, which are mainly concerned with asymptotic statements, i.e., the scaling of the effort with the system size, to experiments, we have also performed numerical simulations. They show that compressed sensing outperforms other methods of quantum state tomography not only in the asymptotic limit but also in medium size systems accessible in present day experiments. A next step in this research program is to apply these results to actual experimental data to show the superiority of this method also in real-life situations.

We hope the present work is a little puzzle piece in the quest for a better understanding of the properties of quantum mechanical systems and for realizing a quantum computer and other quantum information devices.
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## Appendix A

## Measures of non-Gaussianity

As discussed in Chapter 4, non-Gaussian quantum states are necessary for measurement-based quantum computing. Another important task in quantum information, where Gaussian states are required, is Gaussian entanglement distillation. Assume that two parties, called Alice and Bob, want to perform a quantum information protocol which requires them to share an entangled quantum optical state, e.g. entanglement-based quantum key distribution [40]. Now, Alice prepares such a state locally and then sends half of it to Bob. In reality the link connecting them, e.g. an optical fiber, will always be lossy. Thus, if the distance is too long, the state shared between Alice and Bob might not possess enough entanglement or might be too mixed. An entanglementdistillation protocol now allows to convert a number of weakly entangled, mixed states to a smaller number of highly entangled, purer states which can then be used to perform the required task. However, if Alice and Bob share only Gaussian states, entanglement distillation with Gaussian operations only is impossible [19-21]. Non-Gaussian states, on the other hand, allow to be distilled with Gaussian operations $[19,22$.

This motivates the search for a quantification of non-Gaussianinity. The measure proposed first was based on the Hilbert-Schmidt distance [41], which, unfortunately lacks an operational meaning. A second one was based on the quantum relative entropy, which is connected to the distinguishability of two quantum states in the limit of many copies 42].

In this section, we define another non-Gaussianity measure based on the trace-distance between the state and a reference Gaussian state. As the tracedistance determines the probability to distinguish two quantum states in a single measurement, our measure has a operational meaning which is relevant for quantum information processing.

## A. 1 Non-Gaussianity based on trace-distance

For a quantum state $\rho$, we denote the Gaussian state with the same first and second moments by $\tau$. We then define the non-Gaussianity by

$$
\begin{equation*}
\delta(\rho)=\frac{1}{2}\|\rho-\tau\|_{1} \tag{A.1}
\end{equation*}
$$

where $\|\cdot\|_{1}$ denotes the trace norm which is also called the Schatten 1-norm, and which is given by the sum of all singular values. From the properties of the trace norm, it is clear that $\delta$ is continuous, takes values only in the interval $[0,1]$ and is zero if and only if $\rho$ itself is a Gaussian state. Furthermore, it has the following properties:

Lemma 1. The measure $\delta$ is invariant under Gaussian unitary transformations.
Proof: The state $\rho$ transforms as $\rho^{\prime}=U \rho U^{\dagger}$. Its covariance matrix transform as $\sigma^{\prime}=\Gamma \sigma \Gamma^{T}$ where $\Gamma$ is the symplectic transformation corresponding to $U$ while the vector of the first moments $\mathbf{d}$ transforms as $\mathbf{d}^{\prime}=\Gamma \mathbf{d}$. The first and second moments of the Gaussian reference states undergo the same transformation. Because the Gaussian reference state is completely determined by its first and second moments, it must also transform as $\tau=U \tau U^{\dagger}$. Then, the invariance of $\delta$ follows from the unitary invariance of the trace norm.
Lemma 2. The measure $\delta$ stays invariant when adding a Gaussian state to the system.

## Proof:

$$
\begin{align*}
\delta\left(\rho_{A} \otimes \tau_{B}\right)= & \frac{1}{2}\left\|\left(\rho_{A} \otimes \tau_{B}\right)-\left(\tau_{A} \otimes \tau_{B}\right)\right\|_{1} \\
& =\frac{1}{2}\left\|\left(\rho_{A}-\tau_{A}\right) \otimes \tau_{B}\right\|_{1}=\frac{1}{2}\left\|\rho_{A}-\tau_{A}\right\|_{1}\left\|\tau_{B}\right\|_{1}=\delta\left(\rho_{A}\right) \tag{A.2}
\end{align*}
$$

Lemma 3. The measure $\delta$ does not increase under the partial trace-operation, i.e., $\delta\left(\operatorname{Tr}_{B}\left(\rho_{A B}\right)\right) \leq \delta\left(\rho_{A B}\right)$.

Proof: Because the second moments of the reduced state form a block in the covariance matrix, the Gaussian reference state of the reduced state is $\tau_{A}=\operatorname{Tr}_{B}\left(\tau_{A B}\right)$. As the trace distance does not increase under the partial trace, $\delta$ must also be non-increasing.

Lemma 4. The measure $\delta$ does not increase under the application of a Gaussian channel.

Proof: Every Gaussian channel can be performed by the following procedure: Adding a Gaussian ancilla state, performing a Gaussian unitary operation, and tracing out the ancilla state 43]. Thus Lemma 4 follows directly from Lemmata 2, 1, and 3.

Lemma 5. The measure $\delta$ is subadditive under tensor products, i.e.,

$$
\begin{equation*}
\delta\left(\rho_{A} \otimes \rho_{B}\right) \leq \delta\left(\rho_{A}\right)+\delta\left(\rho_{B}\right) \tag{A.3}
\end{equation*}
$$

## Proof:

$$
\begin{align*}
\delta\left(\rho_{A} \otimes \rho_{B}\right) & =\frac{1}{2}\left\|\left(\rho_{A} \otimes \rho_{B}\right)-\left(\tau_{A} \otimes \tau_{B}\right)\right\|_{1} \\
& =\frac{1}{2}\left\|\rho_{A} \otimes \rho_{B}-\tau_{A} \otimes \rho_{B}+\tau_{A} \otimes\left(\rho_{B}-\tau_{B}\right)\right\|_{1} \\
& \leq \frac{1}{2}\left\|\left(\rho_{A}-\tau_{A}\right) \otimes \tau_{B}\right\|_{1}+\left\|\tau_{A} \otimes\left(\rho_{B}-\tau_{B}\right)\right\|_{1} \\
& =\delta\left(\rho_{A}\right)+\delta\left(\rho_{B}\right) . \tag{A.4}
\end{align*}
$$

Single-mode continuous-variable quantum optical states are most conveniently described in terms of the Wigner function which is a real quasiprobability distribution of two phase-space coordinates and the most straightforward generalization of the classical phase-space distribution to the quantum regime 16 .

Unfortunately, it is not possible to calculate $\delta$ directly from the Wigner function without first reconstruction the density matrix. However, there exists a lower bound to the non-Gaussianity which follows from the ordering of the different $p$-norms:

$$
\begin{align*}
\delta & =\frac{1}{2}\|\rho-\tau\|_{1} \geq \frac{1}{2}\|\rho-\tau\|_{2}=\frac{1}{2} \sqrt{\operatorname{Tr}(\rho-\tau)^{2}} \\
& =\frac{1}{2} \sqrt{2 \pi \int d \xi\left(W_{\rho}(\xi)-W_{\tau}(\xi)\right)^{2}} \tag{A.5}
\end{align*}
$$

where $\|\cdot\|_{2}$ denotes the Schatten 2-norm, i.e., the square root of the sum of the squares of the singular values.

## A. 2 Negativity of Wigner function

We note that the non-Gaussianity $\delta$ is not convex. Even more, a non-trivial convex combination of Gaussian states with different first moments can have a non-vanishing $\delta$. This already points in the direction that $\delta$ may not be a suitable measure if one is interested in the properties of non-Gaussianity as a resource. For this reason, we examine a measure of non-classicality, which was introduced in Ref. [44] and which is given by the volume of the negative part of the Wigner function

$$
\begin{equation*}
\delta_{N}(\rho)=\int d \xi\left|W_{\rho}(\xi)\right|-1 \tag{A.6}
\end{equation*}
$$

where $W_{\rho}(\xi)$ is the Wigner function of the state $\rho$. One can show that it fulfills Lemmas 1. 2, 3, and 4. Furthermore, it is convex.

Lemma 6. The measure $\delta_{N}$ is convex, i.e., $\delta_{N}\left(p_{1} \rho_{1}+p_{2} \rho_{2}\right) \leq \delta_{N}=p_{1} \delta_{N}\left(\rho_{1}\right)+$ $p_{2} \delta_{N}\left(\rho_{2}\right)$ where $p_{1}, p_{2} \geq 0$.

Proof: The proof directly follows from the definition A.6) and the triangle inequality.

We now consider Gaussian measurements: As a Gaussian measurement can always be written as an $x$-quadrature measurement proceeded by a Gaussian unitary, we restrict ourselves to this case.

Lemma 7. The measure $\delta_{N}$ does not increase on average when performing a Gaussian measurement on a subsystem.

Proof: We state the proof for a two-mode system, however, it is valid for any number of modes. The Wigner function of the remaining system $\left(\rho_{A}\left(x_{2}\right)\right)$ after performing a $x$-quadrature measurement on the second subsystem and obtaining the result $x_{2}$ is

$$
\begin{equation*}
\tilde{W}\left(x_{1}, p_{1}\right)=\frac{1}{p\left(x_{2}\right)} \int d p_{2} W\left(x_{1}, p_{1}, x_{2}, p_{2}\right), \tag{A.7}
\end{equation*}
$$

where $p\left(x_{2}\right)$ is the probability distribution for the measurement results. The average Wigner function negativity is

$$
\begin{equation*}
\left\langle\delta_{N}\left(\rho_{A}\right)\right\rangle=\int d x_{2} p\left(x_{2}\right) \delta_{N}\left(\rho_{A}\left(x_{2}\right)\right) \tag{A.8}
\end{equation*}
$$

Inserting A.7 into A.8 yields

$$
\begin{align*}
& \left\langle\delta_{N}\left(\rho_{A}\right)\right\rangle=\int d x_{2} \int d x_{1} \int d p_{1}\left|\int d p_{2} W\left(x_{1}, p_{1}, x_{2}, p_{2}\right)\right|-1 \\
& \quad \leq \int d x_{2} \int d x_{1} \int d p_{1} \int d p_{2}\left|W\left(x_{1}, p_{1}, x_{2}, p_{2}\right)\right|-1=\delta_{N}\left(\rho_{A B}\right) \tag{A.9}
\end{align*}
$$

which concludes the proof. Note that this statement is only true on average. For some measurement outcomes, $\delta_{N}$ does increase.

## A. 3 Distance to states with positive Wigner function

The measure of non-classicality $\delta_{N}$ defined above unfortunately lacks an operational meaning. To cure this problem, we define yet another non-classicality
measure by means of the trace distance to the set of states with positiv Wigner function:

$$
\begin{equation*}
N(\rho)=\min _{\sigma} \frac{1}{2}\|\rho-\sigma\|_{1}, \tag{A.10}
\end{equation*}
$$

where the minimization runs over all states with positiv Wigner-function ( $W_{\rho}>0$ ). This measure has nice properties too:

Lemma 8. The negativity $N$ is invariant under Gaussian unitary operations.
Proof: We observe that Gaussian unitaries conserve the positivity of the Wigner function. Denoting the optimal reference state for $\rho$ by $\rho^{+}$, we get

$$
\begin{equation*}
N\left(U \rho U^{\dagger}\right) \leq \frac{1}{2}\left\|U \rho U^{\dagger}-U \rho^{+} U^{\dagger}\right\|_{1}=\frac{1}{2}\left\|\rho-\rho^{+}\right\|_{1} \tag{A.11}
\end{equation*}
$$

This shows that $N$ cannot increase. However, if it could decrease, the inverse operation $U^{-1}$ would increase the negativity of the state $\rho^{\prime}=U \rho U^{\dagger}$. As this is not possible, $N$ must stay invariant.

Lemma 9. The negativity $N$ does not increase when tracing out a subsystem.
Proof: Here we only need the fact that the partial trace operation also preserves Wigner function positivity and get

$$
\begin{equation*}
N\left(\operatorname{Tr}_{A} \rho_{A B}\right) \leq \frac{1}{2}\left\|\operatorname{Tr}_{A} \rho_{A B}-\operatorname{Tr}_{A} \rho_{A B}^{+}\right\|_{1} \leq N\left(\rho_{A B}\right), \tag{A.12}
\end{equation*}
$$

where we have also used that the trace distance is non-increasing under partial trace.

Lemma 10. The negativity $N$ is convex.
Proof: We use the convexity of the set of states with positive Wigner function and get

$$
\begin{align*}
& N\left(p_{1} \rho_{1}+p_{2} \rho_{2}\right) \leq \frac{1}{2}\left\|\left(p_{1} \rho_{1}+p_{2} \rho_{2}\right)-\left(p_{1} \rho_{1}^{+}+p_{1} \rho_{2}^{+}\right)\right\|_{1} \\
& \quad \leq \frac{1}{2} p_{1}\left\|\rho_{1}-\rho_{1}^{+}\right\|_{1}+\frac{1}{2} p_{2}\left\|\rho_{2}-\rho_{2}^{+}\right\|_{1}=p_{1} N\left(\rho_{1}\right)+p_{2} N\left(\rho_{2}\right) . \tag{A.13}
\end{align*}
$$

Lemma 11. The negativity $N$ does not increase when performing a tensorproduct with a positive state.

Proof: We pick a possible reference state to get a lower bound

$$
\begin{equation*}
N\left(\rho_{1} \otimes \rho_{2}^{+}\right) \leq \frac{1}{2}\left\|\left(\rho_{1} \otimes \rho_{2}^{+}\right)-\left(\rho_{1}^{+} \otimes \rho_{2}^{+}\right)\right\|_{1}=\frac{1}{2}\left\|\rho_{1}-\rho_{1}^{+}\right\|_{1}\left\|\rho_{2}^{+}\right\|_{1}=N\left(\rho_{1}\right) . \tag{A.14}
\end{equation*}
$$

Note that we can only proof an inequality here because the optimal reference state of the tensor product does not need to be the tensor product of the optimal reference states of the factors.

Lemma 12. The negativity $N$ is sub-additive under tensor products.
Proof: We take Lemma 11 and procede exactly as in the proof of Lemma 5.

Those lemmata show together that the negativity can only decrease under Gaussian channels, which can be also shown directly using the contractive property of the trace distance. In addition, we have:

Lemma 13. The negativity $N$ does not increase on average under Gaussian measurements.

Proof: We denote the (non trace-preserving) quantum operation corresponding to the Gaussian measurement by $\mathcal{E}_{k}$ where $k$ denotes the measurement outcomes. This operation preserves positivity, i.e., $W_{\mathcal{E}_{k}\left(\rho^{+}\right)}>0$ and, therefore, $\mathcal{E}_{k}\left(\rho^{+}\right)$is a valid possible reference state for remaining the system after the measurement. This yields

$$
\begin{equation*}
\sum_{k} N\left(\mathcal{E}_{k}(\rho)\right) \leq \sum_{k}\left\|\mathcal{E}_{k}(\rho)-\mathcal{E}_{k}\left(\rho^{+}\right)\right\|_{1}=\sum_{k}\left\|\mathcal{E}_{k}\left(\rho-\rho^{+}\right)\right\|_{1} . \tag{A.15}
\end{equation*}
$$

The trace distance can not increase on average under any quantum operation. Thus, we obtain

$$
\begin{equation*}
\sum_{k} N\left(\mathcal{E}_{k}(\rho)\right) \leq N(\rho) \tag{A.16}
\end{equation*}
$$

which completes the proof. Again, the statement is only true on average as for some measurement outcomes, the negativity can increase.

A reason why negativity is a better description of the resource character of non-Gaussian states than the non-Gaussianities discussed in the literature and above is that convex mixtures of Gaussian states can be non-Gaussian. However, they are, for example, not useful for teleportation as the following lemma shows:

Lemma 14. Non-trivial entanglement distillation with states which are mixtures of Gaussian states is impossible under Gaussian operation.

Proof: Suppose the states to be distilled are of the form $\rho=\sum_{k} p_{k} \rho_{k}$, where the $p_{k}$ are positive and sum to one and all $\rho_{k}$ are Gaussian. An entanglement distillation protocol is a (non-trace preserving) quantum operation. The input state $\rho^{\otimes N}$ is also a convex mixtures of bipartite Gaussian states, i.e., $\rho^{\otimes N}=\sum_{j} q_{j} \sigma_{j}$ where $q_{j}$ and $\sigma_{j}$ can be easily obtained from $p_{j}$ and $\rho_{j}$. Applying now the protocoll, we can use linearity to get

$$
\begin{equation*}
\tau:=\mathcal{E}\left(\rho^{\otimes N}\right)=\sum_{j} q_{j} \mathcal{E}\left(\sigma_{j}\right) . \tag{A.17}
\end{equation*}
$$

Now all $\sigma_{j}$ are Gaussian states which are no more entangled than $\rho_{k}$ due to convexity of entanglement measures. Using now the no-go theorem from Ref. [19], we get $E\left(\mathcal{E}\left(\sigma_{j}\right)\right) \leq E\left(\rho_{k}\right)$ where $E(\rho)$ is an entanglement measure. Using convexity again we finally get $E(\tau) \leq \max _{k} E\left(\rho_{k}\right)$. This means, it is not possible to distill a state which is more entangled than the most entangled state forming the convex mixture $\rho$. It is possible to get a state which is more entangled than the mixture $\rho$ itself but this is not surprising. With the same technique, one can also show similar results for other quantum information tasks where Gaussian no-go theorems exist.

Not all states with positive Wigner functions are convex combinations of Gaussian states. One example is the single-photon state which has undergone a sufficient amount of photon loss, i.e., $\rho=(1-\eta)|1\rangle\langle 1|+\eta|0\rangle\langle 0|$ for $\eta>1 / 2$. The general question of deciding whether a state can be written as a mixture of Gaussian states can be translated to the level of the Wigner function. Denoting a Gaussian centered around $\zeta$ with the matrix $M^{-1}$ as done in Ref. 45 by

$$
\begin{equation*}
G(\xi ; M, \zeta)=\frac{\sqrt{\operatorname{det} M}}{\pi^{n}} \exp \left[-(\xi-\zeta)^{T} M(\xi-\zeta)\right] \tag{A.18}
\end{equation*}
$$

we ask if we can write

$$
\begin{equation*}
W_{\rho}(\xi)=\int d \zeta p(\zeta) G(\xi ; M(\zeta), \zeta) \tag{A.19}
\end{equation*}
$$

with a positive normalized probability distribution $p(\zeta)$. For constant $M(\zeta)$ this is just a folding integral which can be converted to a product when making the transition to Fourier space. This renders it possible to calculate $p(\zeta)$ and to check whether it is positive. In the general case, however, on has to solve an integral equation for $p(\zeta)$ and $M(\zeta)$ which might be complicated.

It is important to note that negativity of the Wigner function is not necessary for entanglement distillation as the following example shows [19: Let the density matrix elements be $\rho_{0,0,0,0}=1 /\left(1+\epsilon^{2}\right), \rho_{1,1,0,0}=\rho_{0,0,1,1}=\epsilon /(2+2 \epsilon)$, $\rho_{1,1,1,1}=\epsilon^{2} /\left(1+\epsilon^{2}\right)$ with zeros everywhere else. This state allows for entanglement distillation with Gaussian operation for all $\epsilon>0$ but its Wigner function is positive for small enough $\epsilon$. This means that to investigate the resource character of non-Gaussian state, one should define a measure which we will call the essential non-Gaussianity

$$
\begin{equation*}
N_{G}(\rho)=\min _{\sigma} \frac{1}{2}\|\rho-\sigma\|_{1}, \tag{A.20}
\end{equation*}
$$

where the minimization runs over all states which can be written as a convex combination of Gaussian states, i.e., whose Wigner functions are of the form
(A.19). This measure is bounded by the trace distance non-Gaussianity and the Wigner function negativity by

$$
\begin{equation*}
N(\rho) \leq 2 N_{G}(\rho) \leq 2 \delta(\rho) . \tag{A.21}
\end{equation*}
$$

Furthermore, $N_{G}(\rho)$ fulfills all Lemmata shown for $N(\rho)$ as can be easily shown. The explicit calculation of $N_{G}(\rho)$ is difficult, but bounds can be calculated using A.21.

## A. 4 Summary and Conclusion

In this appendix, we have introduced various measures which allow to quantify non-Gaussianity and non-classicality. By measuring the distance to a reference state by means of the trace norm, the non-Gaussianity $\delta$ obtains an operational meaning. However, states with large $\delta$ can be created by classical mixing of Gaussian states, and such states are not useful for entanglement distillation and other protocols where non-Gaussian states are necessary. For this reason, we have introduced the essential non-Gaussianity $N_{G}$ which is defined as the minimal trace distance to the convex hull of Gaussian states. This quantity is a good candidate for measuring the resource character of non-Gaussian states but its use is limited as it is not easily calculable.

Regions where the Wigner function are negative are a clear indication for the non-classicality of the corresponding state [17]. Nevertheless, we have shown that negative Wigner functions are by no means necessary to circumvent the no-go theorems, e.g. for entanglement distillation with Gaussian operations. Thus, non-classicality measures which are based on the negativity of the Wigner function, as $\delta_{N}$ defined in A.6) and $N$ defined in A.10 are not suited to measure the capability of a state in entanglement distillation with Gaussian operations and related protocols.

## Appendix B

## Ultra-cold atoms in optical lattices beyond the single-band approximation

In this appendix, we investigate the behavior of Bosons and Fermions in optical lattices. We start with solving the Schödinger equation for a single particle in a periodic potential. Then, we go the picture of second quantization and derive a Hamiltonian describing the mixture of interacting spinless Bosons and Fermions and numerically calculated the various hopping and interaction parameters characterizing the systems as well as the Wannier functions of the lowest few bands. This allows us to assess the single-band approximation commonly employed when discussing such systems [46]. Then, we solve the Hamiltonian, we have derived, numerically in the limit of a deep lattice, i.e., where hopping between the lattice sites is absent. We calculate the occupation of the higher bands depending on the interaction and the lattice depths.

## B. 1 Non interacting Bosons and Fermions in optical lattices

We consider a single particle in three dimensions with mass $m$ moving in a potential $U(\mathbf{r})$ which is periodic with lattice constant $a$. The single-particle Hamiltonian reads

$$
\begin{equation*}
\hat{h}=-\frac{\hbar^{2} \nabla^{2}}{2 m}+U(\mathbf{r}) \tag{B.1}
\end{equation*}
$$

For mathematical convenience and for later numerical calculations, we consider a homogeneous finite $D$-dimensional cube $[-a N / 2, a N / 2)^{D}=: \mathcal{D}$ with periodic
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boundary conditions. Furthermore, we introduce the lattice wave vector $k_{L}=$ $\pi / a$ and the recoil energy $E_{R}=\hbar^{2} k_{L}^{2} /(2 m)$. The latter will be used as a unit of energy whenever it is possible. From Bloch's theorem we know that the solutions of the Schrödinger equation are of the form

$$
\begin{equation*}
\psi_{\mathbf{x}, \mathbf{n}}(\mathbf{r})=\left[1 /(a N)^{D / 2}\right] \mathrm{e}^{2 i k_{L} \mathbf{x} \cdot \mathbf{r} / N} u_{\mathbf{x}, \mathbf{n}}(\mathbf{r}) \tag{B.2}
\end{equation*}
$$

where $\mathbf{x} \in\{-N / 2, \ldots, N / 2-1\}^{\times D}=$ : $\mathcal{B}$. The Bloch functions $u_{\mathbf{x}, \mathbf{n}}(\mathbf{r})$ have period $a$ and are labeled by the band index $\mathbf{n}$. The corresponding energy eigenvalues will be denoted by $E_{\mathbf{x}, \mathbf{n}}$ and are shown in Fig. B. 1 .

Now, we can define the Wannier functions for $\mathbf{z} \in \mathcal{B}$ as

$$
\begin{equation*}
w_{\mathbf{z}, \mathbf{n}}(\mathbf{r})=\frac{1}{N^{D / 2}} \sum_{\mathbf{x} \in \mathcal{B}} \mathrm{e}^{-2 \pi i \mathbf{x} \cdot \mathbf{z} / N} \psi_{\mathbf{x}, \mathbf{n}}(\mathbf{r}) \tag{B.3}
\end{equation*}
$$

There exists a notable freedom in the definition of the Wannier functions, i.e., the choice of the phases in (B.3). However, Ref. [47] provides a rule to choose the phases such that the resulting Wannier functions are real, symmetric (for even bands) or antisymmetric (for odd bands), and maximally localized. Because the lattice potential depends on the intensity of the light-field we take the one-dimensional potential $U(r)=V_{0} \sin ^{2}\left(k_{L} r\right)$. The one-dimensional Wannier functions for the first band is shown for different lattice depths in Figs. B.2. In the limit of an infinitely deep lattice, the Wannier functions converge to the eigenfunctions of the harmonic oscillator. For a simple cubic lattice, and this is the situation we want to consider in this appendix, the Wannier functions factorize and we can write

$$
\begin{equation*}
w_{\mathbf{z}, \mathbf{n}}(\mathbf{r})=w_{\mathbf{z}, n_{1}}(x)_{\mathbf{z}, n_{2}}(y) w_{\mathbf{z}, n_{3}}(z) \tag{B.4}
\end{equation*}
$$

Thus, in a three-dimensional system all bands but the first one are degenerate. For example, there exist three first excited bands, i.e., $\mathbf{n}_{x}=(1,0,0), \mathbf{n}_{y}=$ $(0,1,0)$, and $\mathbf{n}_{z}=(0,0,1)$. However, because of the factoring property (B.4), it is in most of the cases enough to consider the one-dimensional situation as we will do in the following. The Wannier functions of the first four bands are shown in Fig. B. 3 .

## B. 2 Interacting atoms

In order to consider the interaction between the particles, we turn to the second-quantized formulation of the problem. The interaction between ultracold atomic gases is very well described by s-wave scattering with a deltashaped pseudo-potential 11. Therefore, all interactions are characterized
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Figure B.1: Lowest three energy bands of a one-dimesional system for $V_{0}=$ $10 E_{R}$.


Figure B.2: One-dimensional Wannier function of the lowest band for $V_{0}=$ $5 E_{R}$ (blue), $V_{0}=20 E_{R}$ (red), and $V_{0}=30 E_{R}$ (green).


Figure B.3: One-dimensional Wannier function of the first four bands (green, red, blue, pink) for $V_{0}=19 E_{R}$.
by only two parameters, i.e., the scattering length for Bose-Bose scattering $\left(a_{B B}\right)$ and the one for Bose-Fermi scattering $\left(a_{B F}\right)$. In a second quantized description, the Hamiltonian reads

$$
\begin{equation*}
\hat{H}=\hat{H}_{B}+\hat{H}_{F}+\hat{H}_{B B}+\hat{H}_{B F} \tag{B.5}
\end{equation*}
$$

with

$$
\begin{align*}
\hat{H}_{B, F} & =\int \mathrm{d} \mathbf{r} \hat{\Psi}_{B, F}^{\dagger}(\mathbf{r}) \hat{h}_{B, F}(\mathbf{r}) \hat{\Psi}_{B, F}(\mathbf{r})  \tag{B.6}\\
\hat{H}_{B B} & =\frac{g}{2} \int \mathrm{~d} \mathbf{r} \hat{\Psi}_{B}^{\dagger}(\mathbf{r}) \hat{\Psi}_{B}^{\dagger}(\mathbf{r}) \hat{\Psi}_{B}(\mathbf{r}) \hat{\Psi}_{B}(\mathbf{r})  \tag{B.7}\\
\hat{H}_{B F} & =f \int \mathrm{~d} \mathbf{r} \hat{\Psi}_{B}^{\dagger}(\mathbf{r}) \hat{\Psi}_{F}^{\dagger}(\mathbf{r}) \hat{\Psi}_{B}(\mathbf{r}) \hat{\Psi}_{F}(\mathbf{r}) \tag{B.8}
\end{align*}
$$

where $\Psi_{B}\left(\Psi_{F}\right)$ is the Bosonic (Fermionic) annihilation operator and $g=$ $\left(4 \pi^{2} \hbar^{2} a_{B B}\right) / m_{B}, f=4 \pi^{2} \hbar^{2} a_{B F}\left(m_{B}+m_{F}\right) /\left(2 m_{B} m_{F}\right)$.

We now expand the field operators into Wannier functions

$$
\begin{equation*}
\hat{\Psi}_{B, F}=\sum_{\mathbf{i}, n} w_{\mathbf{i}, \mathbf{n}}(\mathbf{r}) \hat{b}_{\mathbf{i}, \mathbf{n}} \tag{B.9}
\end{equation*}
$$

which yields $(\hat{a}=\hat{b}, \hat{f})$

$$
\begin{equation*}
\hat{H}_{B, F}=\sum_{\mathbf{i}, \mathbf{j}, \mathbf{n}} J_{\mathbf{i}, \mathbf{j}, \mathbf{n}}^{B, F} \hat{a}_{\mathbf{i}, \mathbf{n}}^{\dagger} \hat{a}_{\mathbf{j}, \mathbf{n}} \tag{B.10}
\end{equation*}
$$
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where

$$
\begin{equation*}
J_{\mathbf{i}, \mathbf{j}, \mathbf{n}}^{B, F}=\frac{1}{N^{D}} \sum_{\mathbf{x} \in \mathcal{B}} \mathrm{e}^{2 \pi i \mathbf{x}(\mathbf{i}-\mathbf{j}) / N} E_{\mathbf{x}, \mathbf{n}}^{B / F}, \tag{B.11}
\end{equation*}
$$

i.e., different energy bands are not coupled through hopping. The intra-species interaction Hamiltonian reads (we use super-indices (i, $\mathbf{n}$ ) $=\mathbf{i}$ )

$$
\begin{equation*}
\hat{H}_{B B}=\sum_{\substack{\mathbf{i}, \mathbf{j}, \mathbf{k}, \mathbf{i}}} \frac{U_{\mathrm{i}, \mathrm{j}, \mathrm{k}, \mathbf{l}}}{2} \hat{b}_{\mathbf{i}}^{\dagger} \hat{b}_{\mathbf{j}}^{\dagger} \hat{b}_{\mathbf{k}} \hat{b}_{\mathbf{l}}, \tag{B.12}
\end{equation*}
$$

where $U_{\mathbf{i}, \mathbf{j}, \mathbf{k}, \mathbf{l}}=g W_{\mathbf{i}, \mathbf{j}, \mathbf{k}, \mathbf{l}}$ with

$$
\begin{equation*}
W_{\mathbf{i}, \mathbf{j}, \mathbf{k}, \mathbf{l}}=g \int_{\mathcal{D}} \mathrm{d} \mathbf{r} w_{\mathbf{i}}^{*}(\mathbf{r}) w_{\mathbf{j}}^{*}(\mathbf{r}) w_{\mathbf{k}}(\mathbf{r}) w_{\mathbf{l}}(\mathbf{r}) . \tag{B.13}
\end{equation*}
$$

We note that because we have chosen the Wannier functions to be real, a permutation of the indices does not chance the value of the interaction coefficients. Because of the factoring property (B.4), all these integrals factor into products of one-dimensional integrals over the respective one-dimensional Wannier functions. For all Wannier functions centered around the same lattice site, i.e., the ones occurring in the terms describing local interactions, they read

$$
\begin{equation*}
W_{i, j, k, l}=\int_{-\infty}^{\infty} \mathrm{d} f r w_{i}^{*}(r) w_{j}^{*}(r) w_{k}(r) w_{l}(r), \tag{B.14}
\end{equation*}
$$

where $i, j, k, l$ are band indices. Because the even (odd) Wannier functions are even (odd), most of these coefficients, e.g. $W_{0,0,0,1}$, vanish. The inter-species interaction Hamiltonian reads in complete analogy

$$
\begin{equation*}
\hat{H}_{B F}=\sum_{\mathbf{i}, \mathbf{j}, \mathbf{k}, \mathbf{1}} V_{\mathbf{i}, \mathbf{j}, \mathbf{k},} \hat{b}_{\mathrm{i}}^{\dagger} \hat{\mathrm{b}}_{\mathbf{j}} \hat{f}_{\mathbf{k}}^{\dagger} \hat{f}_{\mathbf{l}}, \tag{B.15}
\end{equation*}
$$

where $V_{\mathbf{i}, \mathbf{j}, \mathbf{k}, \mathbf{l}}=f W_{\mathbf{i}, \mathbf{j}, \mathbf{k}, \mathbf{l}}$. In Fig. B.6 coefficients corresponding to intra-band interaction of the Bosons are shown. They are larger in the lower bands because these bands are more localized and, therefore, the overlap of the wavefunction with itself is larger. The coefficients which couple two bands, i.e., the one associated with inter-band interaction and with transfer of the atoms from one band to another, are also smaller for higher bands. This fact, together with the band-gap, c.f. Fig. B.7, which imposes an energy penalty when occupying higher bands, justifies to consider only the lowest two or three bands. In addition, we note that the interaction between particles on neighboring sites is much smaller then every other interaction coefficient and will be neglected in the remainder of this appendix. The hopping parameters defined in (B.11) are larger in the higher bands, because they are less localized. Furthermore, comparing Figs. B. 4 and B. 5 one sees that the effect of next-nearest neighbor hopping is very weak and therefore not considered in the following calculations.


Figure B.4: Nearest-neighbor hopping parameter for the lowest (blue), first (red), and second (green) Bloch band.


Figure B.5: Next-nearest neighbor hopping parameter for the lowest (blue), first (red), and second (green) Bloch band.
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Figure B.6: On-site intra-band interaction coefficients $W_{0,0,0,0}$ (blue), $W_{1,1,1,1}$ (red), $W_{1,1,1,1}$ (green).


Figure B.7: On-site inter-band coupling coefficients $W_{0,0,1,1}$ (blue), $W_{0,0,2,2}$ (red), $W_{1,1,2,2}$ (green).
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## B. 3 Single site system

We consider a single lattice-site which corresponds to setting all hopping parameters to zero. Due to the presence of the Boson-Fermion interaction and especially because of the multiple bloch bands, already the single-site physics is highly non-trivial.

We concentrate on the situation of one Fermion and $n$ Bosons on a single site and restrict ourselves to the one-dimensional case, which is very similar to the three-dimensional one due to the factorization properties of the Wannier functions. We diagonalize the resulting Hamiltonian numerically exact. As the simplest non-trivial example, we take the Hamiltonian truncated to the lowest and one first excited band which are seperated by the gap $\Delta_{B / F}$. With the abbreviations $U_{p}=U_{p, p, p, p}, V_{p}=V_{p, p, p, p}$ and $\mu_{0}=\mu, \mu_{1}=\mu+\Delta_{B}, \nu_{0}=\nu$, $\nu_{1}=\nu+\Delta_{F}$, it reads

$$
\begin{equation*}
\hat{H}^{(0)}=\sum_{p=0}^{1} \hat{H}_{i, p}^{(0)}+\hat{H}_{i, p}^{(0)} \tag{B.16}
\end{equation*}
$$

with

$$
\begin{equation*}
\hat{H}_{i, p}^{(0)}=\frac{U_{p}}{2} \hat{n}_{p}\left(\hat{n}_{p}-1\right)-\mu_{p} \hat{n}+V \hat{n}_{p} \hat{m}_{p}-\nu_{p} \hat{m}, \tag{B.17}
\end{equation*}
$$

while the one describing inter-band interaction and coupling reads with $U_{01}=$ $U_{0,0,1,1}$ and $V_{01}=V_{0,0,1,1}$,

$$
\begin{align*}
& \hat{H}_{i, 01}^{(0)}=2 U_{01} \hat{n}_{0} \hat{n}_{1}+V_{01}\left(\hat{n}_{0} \hat{m}_{1}+\hat{n}_{1} \hat{m}_{0}\right) \\
& +U_{01}\left(\hat{b}_{0}^{\dagger} \hat{b}_{0}^{\dagger} \hat{b}_{1} \hat{b}_{1}+\hat{b}_{1}^{\dagger} b_{1}^{\dagger} \hat{b}_{0} \hat{b}_{0}\right)+V_{01}\left(\hat{b}_{0}^{\dagger} \hat{b}_{1} \hat{f}_{0}^{\dagger} \hat{f}_{1}\right. \\
&  \tag{B.18}\\
& \\
& \left.+\hat{b}_{0}^{\dagger} \hat{b}_{1} \hat{f}_{1}^{\dagger} \hat{f}_{0}+\hat{b}_{1}^{\dagger} \hat{b}_{0} \hat{f}_{0}^{\dagger} \hat{f}_{1}+\hat{b}_{1}^{\dagger} \hat{b}_{0} \hat{f}_{1}^{\dagger} \hat{f}_{0}\right)
\end{align*}
$$

The dimension of the Hilbert space for $n$ Bosons and $m$ Fermions is $d_{H}=n+1$ for ( $m=0$ or $m=1$ ) and $d_{H}=2(n+1)$ for $m=1$ which is easily diagonalized for all reasonable occupation numbers. Its eigenstates and energies are denoted by

$$
\begin{equation*}
\hat{H}^{(0)}|n, m ; l\rangle=\epsilon_{n, m ; l}|n, m ; l\rangle . \tag{B.19}
\end{equation*}
$$

Now, we calculate the expectation values of both the Bosons and the Fermions in the different bands, i.e., $\left\langle\hat{n}_{i}\right\rangle$ and $\left\langle\hat{m}_{i}\right\rangle$ for $i=0, \ldots, k$. Before we do this, we shortly discuss the physical meaning of the contributions to (B.18) which are proportional to $U_{01}$. Because, as already mentioned, $W_{0,0,0,1}=0$, it is not possible for a single Boson to jump into the second band, which means that the influence of the second band is absent in the important special case of one Boson per lattice site. In contrast, a process where a single particle jumps to
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Figure B.8: Occupation of the second band $\left\langle\hat{n}_{2}\right\rangle$ for two Bosons and one Fermion on a single lattice site in one dimension without Bose-Fermi ineraction (blue), $a_{B F}=-400 a_{0}$ (red), and $a_{B F}=+400 a_{0}$ (green).
the third band, described by $\hat{b}_{3}^{\dagger} \hat{b}_{1}^{\dagger} \hat{b}_{1} \hat{b}_{1}$ is possible. Even though its contribution is in generally not neglectable compared to the one of the second band, we, nevertheless, consider a two-band model for simplicity reason because we aim at understanding multiband effects with the simplest possible model.

From Fig. B.8, it is clearly visible that the occupation of the second band increases with increasing Bose-Fermi interaction and is larger for repulsive interaction. In order to be specific, we consider from now on a mixture of ${ }^{87} \mathrm{Rb}$ and ${ }^{40} \mathrm{~K}$ in a lattice produced by a laser with a wave-length of 755 nm [48]. In this experiment, the Bose-Bose scattering length was $a_{B B}=100 a_{0}$ while the Bose-Fermi scattering length could be changed form -800 $a_{0}$ to $+800 a_{0}$, where $a_{0}$ is the Bohr radius. Furthermore, the detuning of the lasers is chosen in such a way that the lattice potential for the two species are the same in their respective recoil energy, i.e. $\tilde{V}:=V_{0}^{B} / E_{R}^{B}=V_{0}^{F} / E_{R}^{F}$.

The Wannier functions are a set of basis functiosn derived from a single particle wave function. Of course, they form a complete set of basis functions also for interacting particles, but in this situation they are not optimal anymore in that sense that only one them is necessary to fully describe the system. Instead of taking higher Bloch bands into account, one can also consider Wannier-functions which are modified by the interaction and then work with an effective single-band model with renormalized parameters. The key idea is the following: The presence of the Fermions changes the effective lattice
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potential seen by the Bosons which yields, when approximating the Fermionic particle number operator by the Fermionic density,

$$
\begin{equation*}
V_{\mathrm{eff}}^{B}(x)=V^{B}(x)+f \rho^{F}(x) \tag{B.20}
\end{equation*}
$$

The same arguing is also true vise versa and the effective lattice potential for the Fermions reads

$$
\begin{equation*}
V_{\mathrm{eff}}^{F}(x)=V^{F}(x)+n f \rho^{B}(x) \tag{B.21}
\end{equation*}
$$

For an attractive Bose-Fermi interaction, the effective potentials are deeper than the bare ones which means that the hopping gets weaker and the on-site interaction stronger. Therefore, this effect, which was also found in [48] with more sophisticated methods, is often called "self-trapping". Starting from the non-interacting wave function, we can calculate the Wannier functions in a self-consistent way which converges after a few steps. From these Wannier functions we determine renormalized hopping $(\tilde{J})$ and interaction parameters $(\tilde{U})$ for the Bosons. Then, the Hamiltonian, restricted to the lowest band, is the well-known and extensively studied Bose-Hubbard Hamiltonian

$$
\begin{equation*}
\hat{H}=\frac{\tilde{U}}{2} \sum_{i} \hat{n}(\hat{n}-1)-\tilde{J} \sum_{<i, j>} \hat{b}_{i}^{\dagger} \hat{b}_{j} \tag{B.22}
\end{equation*}
$$

The whole effect of the Fermions is now only incorporated in the modification of $\tilde{J}$ and $\tilde{U}$. Because this ratio becomes lower, as seen in Fig. B.9, the superfluid-Mott insulator transition is shifted to lower values of the lattice depth which agrees with experimental findings. However, for repulsive Bose-Fermi interaction, the effective potential is shallower than the bare one which leads to anti-trapping and a shift of the quantum phase transition into the other direction. This contradicts the experimental results and, therefore, other explanations are needed in this parameter regime

## B. 4 Summary and Outlook

We have derived the Bose-Fermi Hubbard Hamiltonians for a contact interaction in the most general form. We have seen that even though the occupation of the higher bands is small for the interaction strengths realized in present day experiments, they still can play an important role for the physics of such systems. This is due to the fact that the atoms in these higher bands are less localized resulting in a higher hopping constant, i.e., their mobility is larger.
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Figure B.9: Ratio of renormalized (see text) ratio of hopping and interaction coefficient in the lowest band for one Fermion and two Bosons per site without Bose-Fermi interaction (blue) for $a_{B F}=-400 a_{0}$ (red), and $a_{B F}=+400 a_{0}$ (green).

A next step should be to use the solution of the single-site systems as a starting point to address the full many-body system. One possible route is to use perturbative techniques, as used, e.g. in Ref. [49] for the single-band Bosonic model. A second promising idea is to treat the Bosons numerically by a Gutzwiller ansatz while solving the Fermionic subsystem exactly which is possible as spin-less Fermions do not interact with each other which is other due to the Pauli principle. This approach has also already been demonstrated for the single-band Bose-Fermi Hubbard model [46].


[^0]:    ${ }^{1}$ Other work addresses the number of copies of the unknown state that must be provided [10] — that is, the sample complexity of tomography.
    ${ }^{2}$ As a side note, the RIP-based analysis also shows that the compressed sensing state estimator is nearly

