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0Abstract
With the recent growth of sensors, cloud computing handles the data processing of

many applications. Processing some of this data on the cloud raises, however, many

concerns regarding, e.g., privacy, latency, or single points of failure. Alternatively,

thanks to the development of embedded systems, smart wireless devices can share

their computation capacity, creating a local wireless cloud for in-network processing.

In this context, the processing of an application is divided into smaller jobs so that

a device can run one or more jobs.

The contribution of this thesis to this scenario is divided into three parts. In part

one, I focus onwireless aspects, such as power control and interferencemanagement,

for deciding which jobs to run on which node and how to route data between nodes.

Hence, I formulate optimization problems and develop heuristic and meta-heuristic

algorithms to allocate wireless and computation resources. Additionally, to deal

with multiple applications competing for these resources, I develop a reinforcement

learning (RL) admission controller to decide which application should be admitted.

Next, I look into acoustic applications to improve wireless throughput by using

microphone clock synchronization to synchronize wireless transmissions.

In the second part, I jointly work with colleagues from the acoustic processing

field to optimize both network and application (i.e., acoustic) qualities. My contri-

bution focuses on the network part, where I study the relation between acoustic

and network qualities when selecting a subset of microphones for collecting audio

data or selecting a subset of optional jobs for processing these data; too many

microphones or too many jobs can lessen quality by unnecessary delays. Hence, I

develop RL solutions to select the subset of microphones under network constraints

when the speaker is moving while still providing good acoustic quality. Further-

more, I show that autonomous vehicles carrying microphones improve the acoustic

qualities of different applications. Accordingly, I develop RL solutions (single and

multi-agent ones) for controlling these vehicles.

In the third part, I close the gap between theory and practice. I describe the

features of my open-source framework used as a proof of concept for wireless

in-network processing. Next, I demonstrate how to run some algorithms devel-

oped by colleagues from acoustic processing using my framework. I also use the

framework for studying in-network delays (wireless and processing) using different

distributions of jobs and network topologies.
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0Zusammenfassung

Mit der steigenden Anzahl von Sensoren übernimmt Cloud Computing die Da-

tenverarbeitung vieler Anwendungen. Dies wirft jedoch viele Bedenken auf, z. B.

in Bezug auf Datenschutz, Latenzen oder Fehlerquellen. Alternativ und dank der

Entwicklung eingebetteter Systeme können drahtlose intelligente Geräte für die

lokale Verarbeitung verwendet werden, indem sie ihre Rechenkapazität gemeinsam

nutzen und so eine lokale drahtlose Cloud für die netzinterne Verarbeitung schaffen.

In diesem Zusammenhang wird eine Anwendung in kleinere Aufgaben unterteilt,

so dass ein Gerät eine oder mehrere Aufgaben ausführen kann.

Der Beitrag dieser Arbeit zu diesem Szenario gliedert sich in drei Teile. Im ers-

ten Teil konzentriere ich mich auf drahtlose Aspekte wie Leistungssteuerung und

Interferenzmanagement um zu entscheiden, welche Aufgaben auf welchem Knoten

ausgeführt werden sollen und wie die Daten zwischen den Knoten weitergeleitet

werden sollen. Daher formuliere ich Optimierungsprobleme und entwickle heu-

ristische und metaheuristische Algorithmen zur Zuweisung von Ressourcen eines

drahtlosen Netzwerks. Um mit mehreren Anwendungen, die um diese Ressourcen

konkurrieren, umgehen zu können, entwickle ich außerdem einen Reinforcement

Learning (RL) Admission Controller, um zu entscheiden, welche Anwendung zu-

gelassen werden soll. Als Nächstes untersuche ich akustische Anwendungen zur

Verbesserung des drahtlosen Durchsatzes, indem ichMikrofon-Taktsynchronisation

zur Synchronisierung drahtloser Übertragungen verwende.

Im zweiten Teil arbeite ich mit Kollegen aus dem Bereich der Akustikverarbei-

tung zusammen, um sowohl die Netzwerk- als auch die Anwendungsqualitäten (d.

h. die akustischen) zu optimieren. Mein Beitrag konzentriert sich auf den Netzwerk-

teil, wo ich die Beziehung zwischen akustischen und Netzwerkqualitäten bei der

Auswahl einer Teilmenge von Mikrofonen für die Erfassung von Audiodaten oder

der Auswahl einer Teilmenge von optionalen Aufgaben für die Verarbeitung dieser

Daten untersuche; zu viele Mikrofone oder zu viele Aufgaben können die Qualität

durch unnötige Verzögerungen verringern. Daher habe ich RL-Lösungen entwickelt,

um die Teilmenge der Mikrofone unter Netzwerkbeschränkungen auszuwählen,

wenn sich der Sprecher bewegt, und dennoch eine gute akustische Qualität zu ge-

währleisten. Außerdem zeige ich, dass autonome Fahrzeuge, die Mikrofone mit sich

führen, die akustische Qualität verschiedener Anwendungen verbessern. Dement-
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sprechend entwickle ich RL-Lösungen (Einzel- und Multi-Agenten-Lösungen) für

die Steuerung dieser Fahrzeuge.

Im dritten Teil schließe ich die Lücke zwischen Theorie und Praxis. Ich beschrei-

be die Eigenschaften meines Open-Source-Frameworks, das als Prototyp für die

drahtlose netzinterne Verarbeitung verwendet wird. Anschließend zeige ich, wie

einige Algorithmen, die von Kollegen aus der Akustikverarbeitung entwickelt wur-

den, mit meinem Framework ausgeführt werden können. Außerdem verwende

ich das Framework für die Untersuchung von netzinternen Verzögerungen unter

Verwendung verschiedener Aufgabenverteilungen und Netzwerktopologien.
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Chapter 0

Wireless Sensor Networks (WSNs) were originally developed to collect data from

the surroundings and process them. Managing these networks (e.g., routing and

resource allocation) to optimize energy efficiency, data accuracy and latency has

been well studied over the past decades. The results were then adopted by similar

networks such as Internet of Things (IoT).

However, there is an overall lack of research how to best manage these networks

for newly emerging applications, especially those with substantial amounts of data

to collect under tight delay constraints – for example, wireless multimedia applica-

tions. Moreover, these applications may be used in a highly dynamic environment,

making network management even more complex.

This thesis aims to identify and evaluate WSN management approaches – which

are also applicable for IoT networks – focusing on wireless multimedia applications

such as Wireless Acoustic Sensor Network (WASN), while exploiting recent trends

in hardware and network development.

This part will provide an introduction to the thesis by first discussing the motiva-

tion and context, followed by the background, where I highlight the specific needs

and challenges of WASN, explain the wireless properties used in this thesis and pro-

vide a background on Reinforcement Learning (RL) as it will be a main contribution

in later chapters. Finally, I will introduce the research aims and questions
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1 Introduction

1.1 Motivation

WSNs have conventionally focused on simple data collection applications owing

to their hardware constraints. With the advent of more powerful yet still cheap

hardware (e.g., Arduino or Raspberry Pis), a new class of applications for WSNs is

emerging where the collected data is more voluminous and the application con-

straints like maximum acceptable delays are tighter. Examples for such applications

often come from the acoustic or video-signal processing domain: distributed mi-

crophone arrays, collecting streams of audio data, or acoustic-based localisation

of speakers. In such applications, nodes are often plugged into easily available

power outlets, but wired data communication is often not available or too costly or

cumbersome to install. Hence, conventional figures of merit for WSNs like energy

efficiency take second place; application-oriented ones like delays, dependability, or

feasibility with constrained wireless are more important. Wireless communication

is still an absolute necessity.

A simplistic approach to support such applications in acoustic sensor networks

would be to record data on distributed nodes and send all that data to a central server

where the signals included in the data is processed. Yet an alternative approach

exists: to move some (not necessarily all) of the processing jobs from a central server

to the wireless nodes themselves. This thesis will investigate whether and which

advantages exist in this approach. In the following, I identify different viewpoints

on the benefits.

1. Real-time applications (e.g., WASN) can require powerful and expensive

processors for fast computation. Distributing some of these processing

jobs to wireless smart nodes like Raspberry Pis or Arduinos will consid-

erably lower the cost requirements of a central server and leverage good

price/performance ratios of this class of devices.

To support this hypothesis, Google would have to double the number of

its data centres if each user used google-voice services for 3 minutes a day,

due to high computation loads [Jou+17]. In fact, this was the motivation of

developing Google’s embedded device, Tensor Processing Unit (TPU). But

5



Chapter 1 Introduction

here, it is not necessary to buy new devices, this viewpoint holds when

exploiting the idle smart devices as seen in smart homes.

2. There are two options to increase dependability

• Option 1: Lest there is a glitch or failure at the central processor that

may breakdown the system, we distribute the jobs on wireless nodes.

Thus, if a node has failed, we can easily re-assign its job to another node.

Even if we intend to have standby central servers, we are back to the

first point, where we save costs for the standby servers.

• Option 2: There will typically be multiple wireless nodes, as seen in

smart homes or smart factories, that can act as mutual standby devices.

Although provisioning standbys for central servers is still possible, it

would, as mentioned earlier, increase cost and complexity, compared to

the wireless nodes.

3. It might actually be more energy-efficient when some of the jobs compress

data (which is often, but not always the case in such distributed multimedia

applications) as the well-known energy trade-off between processing and

sending data still holds [Kad16].

4. Distributing processing can reduce latency compared to central solutions as

only smaller amounts of data have to be communicated. This holds under the

assumption that the wireless nodes are supported with advanced processing

units, being capable of processing the jobs in reasonable time.

5. It can save wireless data rate by reducing the amount of data to com-
municate. Even with high-performance Wireless Local Area Networks

(WLANs), this can still be a concern in dense deployments, when all wireless

nodes are sending raw data at high rates.

6. It can provide higher privacy by relying on local computation instead of

sharing raw data with third parties on a cloud.

Another type of WSN environment is when the nodes can move, i.e., they are

not power-plugged anymore. This adds an additional degree of freedom to improve

the data collection, especially for online streaming. Although, this raises again the

concern of energy consumption, I assume that stored energy, needed as a power

supply for the motor, eclipses the energy needed for sensing and sending the data.

6



ResearchQuestions Section 1.2

1.2 ResearchQuestions

The network architecture of WSNs were originally designed for low data rate

requirements, and hence, they cannot be directly applied for high data rates, because

they will over-utilize the wireless network. The most basic architecture forwards

the raw data to the central server. To reduce power dissipation during signal

transmission, data reduction techniques (such as aggregation [KW05; LFZ13] and

compressive sensing [MCN17]) has been introduced. Although these techniques use

in-network processing, they are limited to specific types of applications and were

designed to do specific jobs (e.g., finding correlation or summing and averaging),

so that they are not applicable for arbitrary jobs with predefined connections. Data

centres and wide-area networks have a similar problem, with respect to voluminous

data traffic, supported with numerous studies proposing different solutions, such

as virtual network functions [Sun+22] and service function chains [GB16; WCY20].

They use the network devices for data processing and rely on virtualized jobs (let

them be functions or services) that could be easily migrated from one device to

another. Hence, these solutions were also adopted in wireless networks. Yet, there

is a literature gap, due to the differences between how wired (as in data centres)

and wireless networks behave.

It is important to fill this gap, otherwise, practical implementations yield a differ-

ent (and very likely worse) results compared to the expectations from theory. For

example, in wired networks every port on a router is typically in a separate collision

domain, while in wireless networks, wireless devices operate in the same collision

domain, adding the interference challenge and the multi-cast property. Additionally,

wireless networks can be mobile, which is a feature that wired networks do not

have.

Given the lack of research regarding using WSN for in-network processing in

wireless multimedia applications, this thesis aims to identify and evaluate wireless

network management approaches, while considering the wireless properties and

exploiting the wireless network features in general
1
.

Accordingly, the research objectives are:

1. to adopt resource allocation approaches for in-network processing from

wired for wireless networks, while considering physical wireless properties

(e.g., Signal-to-Interference-Noise Ratio (SINR)) and data link properties (e.g.,

Medium Access Control (MAC) protocols).

1 codes can be found in git@gitlab.hpi.de:itsw-workgroup/itsw-theses/hatiham-afifi/codes.git
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2. to exploit wireless features in in-network processing, such as multi-cast

transmission, power control and mobility.

3. to evaluate the effectiveness of these approaches in wireless multimedia

applications.

4. to provide an in-situ test-bed as a proof-of-concept for wireless network

management in general and for showing demos from wireless multimedia

applications.

In this context, I focus on the following research questions:

• what is the gain of considering wireless properties in in-network processing

approaches? I focus here on delay and symbol error rate as metrics.

• how effective is it to exploit the wireless features? I choose multi-cast, power

control and mobility as wireless features.

• how to exploit multimedia features to assist in network management? More

specifically, I choose the synchronization feature in WASN to assist the

wireless MAC.

1.3 Thesis Overview
In Chapter 2, I introduce the context of the study and the background of some of the

applied solutions. In Part II, I focus onwireless metrics when evaluating the network

approaches. In Chapter 3, I consider wireless network management by distributing

the application processing inside the network and show the gain of considering

the wireless properties and features, compared to wired networks approaches. I

worked with Sébastien Auroux on the optimization problem in [AAK18], and built

up on it to add power control [AK19b] and develop a heuristic solution [AK19a].

In Chapter 4, I worked with Konrad Horbach [AHK19] to solve the same problem,

yet, the focus is on meta-heuristic approaches to quickly find feasible solutions and

show the gap between these solutions and the ones in Chapter 3. In Chapter 5, I

worked with Fabian Sauer [ASK21] with the assumption that multiple applications

are competing for wireless network resources and we use RL for choosing which

applications to admit. In Chapter 6, I use synchronization from WASN to synchro-

nize the transmissions in WSN; I highlight in which scenarios such approaches can

be applied and what their gain would be. The acoustic processing was developed

by Tobias Gburrek and Joerg Schmalenstroeer; the work was published in [Afi+22].
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In Part III, I focus on features fromwireless multimedia (more specifically, WASN)

applications for network management. In Chapter 7, I show the impact of selecting

a subset of jobs from the application on the performance of wireless networks. The

WASN application was developed by Michael Gunther and Andreas Brendel, while

I evaluated the network aspects, so that the work was published in [Gun+21] and

received the “Best Poster" award.

In Chapter 8, I study the impact of selecting a subset of sensors on both wireless

network and application performance. Again, the application was developed by

Michael Gunther and Andreas Brendel, while I developed the selection approach.

Here, the evaluation took place jointly and the results were published in [Afi+21]

In Chapter 9, I exploit the mobility feature of wireless networks and show how

it improves application performance. This work was jointly done with Arunselvan

Ramaswamy where we jointly work on the RL formulation and published the work

in [ARK21b] and submitted it to [ARK22].

In Part IV, I present a test-bed for wireless network management, where in

Chapter 10, I describe the features and implementation of the test-bed. The test-bed

is an open-source [Afi] and has been successfully shown in many Demos in the

field of acoustic sensor networks. Examples of WASN applications were show in

cooperation with:

• Aleksej Chinaev [CA22], Tobias Gburrek and Joerg Schmalenstoeer [TA22]

for acoustic synchronization

• Markus Bachman and Andreas Brendel for acoustic signal extraction [Mar18]

• Alexander Nelus and Luca Becker for privacy preserving in acoustic applica-

tion [Ale22]

• Janek Ebbers for acoustic scene classification on a Raspberry-Pi network [JA22]

Thanks to this cooperation, I was able to update the test-bed with additional features

needed by the acoustic applications for an easy setup and better management.

In Chapter 11, I present case studies for WASN applications, where I worked

with Konrad Horbach on evaluating acoustic applications, running on the tesbed,

from the network perspectives.
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2 Background

2.1 Wireless Acoustic Sensor Networks
In acoustic sensor networks where there can be a cooperation between wireless con-

nected devices when exchanging audio information (either raw or processed data).

Such a cooperation can reduce the communication data rate and the computational

load, improve scalability and flexibility and enhance the performance.

2.1.1 Sensor Network Basics
The structure of sensor networks is mainly based on two roles: node and a sink
(a.k.a. gateway) [KW05]. In principle, nodes are responsible for collecting data and

transmitting them to the sink. Thanks to hardware development, nodes are also

able to preprocess data and forward it.

Based on these two simple roles, different variants of the network architecture

arise. For example, the network can have several sinks, while the nodes choose

which sink to forward the data to, based on factors such as proximity and availability.

Additionally, the data transmission can be single-hop (nodes are only sensors) or

multi-hop (nodes act as sensors and relays). The management of data transmission

should be considered on at least two different layers: data link and network layers.

In this thesis I consider MAC protocols for the data link layer and routing for the

network one.

The mobility in sensor networks is considered in two ways. First, network

mobility, where nodes and/or sinks continuously move over time (e.g., sensors

installed on vehicles) or occasionally being moved (e.g., a node is moved from one

position to another over long measurement time). The latter is used for re-planning

while the former is live events, where both changes are controllable. Second, event

mobility, where the case of the event change position over time (e.g., speaker

localization). In this case, changes are not controllable.

2.1.2 Acoustic applications
Different acoustic applications may have different requirements. Here, I list some

of the applications as well as their requirements, which will be used in later chapter.
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For instance, collecting audio from multiple microphones requires that the audio

sampling clocks (i.e., the collected audio samples) are synchronized. This imposes

the challenge of estimating and correcting the Sampling Rate Offset (SRO) between

the microphones [GSH21]. This require high data rates, especially when data are

being relayed (i.e., multi-hop routing), hence, over utilizing the wireless network.

Some applications inherit the dynamic topology in sensor networks as seen in

mobility or node failures, i.e., uncontrollable changes. Detecting the dynamicity

may be easy from the networking perspective, but the acoustic application still

needs to handle the changes in the network, since dynamicity also impacts acoustic

performance. As an example, by losing nodes we also lose their contribution, i.e.,

information in terms of raw or processed data.

For specific types of applications, such as speaker localization and diarisa-

tion [BAK04b; JSH12] the applications are time-sensitive. Meanwhile, as the number

of wireless devices increases, the network delay will very likely increase. Addition-

ally, forwarding high quality audio data (i.e., large number of audio samples) results

in high delays. In case the data are processed on the wireless devices before being

forwarded (e.g., feature extraction or audio compression), computational delay can

also be a bottleneck, because these devices, unlike cloud servers, have very limited

computational resources. This results in the trade-off between raw data forwarding

and local data processing (a.k.a. in-network processing).

When multiple applications or audio processing algorithms run on the top of

the sensor networks, the wireless network may have conflicting or complementary

jobs that over-utilize the network, decreasing the performance of all applications.

Alternatively, either the applications should self-configure themselves to cope with

the available network resources or the other way around, the applications could be

given priorities (based on their importance or revenue) and the network decides

how to allocate its resources. I focus on the latter in this thesis.

2.1.3 Wireless Technology Specifications
Selecting the most adequate wireless technology depends on the application re-

quirement. For example, mobile broadband protocols e.g., 3G/4G/5G, offer high

data rates but they are far away from being cost effective in dense sensor networks,

especially if there is a need for planning additional relay cells (such as femto and

pico cell) in case of bad coverage, in addition to the subscription costs [ABZ20].

On the contrary, technologies operating in unlicensed bands are low cost, hence,

they are more popular for end-users with dense networks as in smart homes. I

summarize in Table 2.1 their specifications. For example, LoRaWAN seems to have

the longest battery life and covers more than 100 m, which makes it very suitable
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Table 2.1: Summary of wireless technology specifications

Protocol Bluetooth

[02]

BLE

[Gup16]

WiFi [21] Zigbee/ 6LoWPAN

[20]

LoRaWAN

[Fra+20]

Frequency 2.4 GHz 2.4 GHz 2.4/5 GHz 2.4/0.868/0.915 GHz 169/868/915

MHz

Coverage

(m)

30 10 25–50 30 >100

Data rate 2 Mbps 270

Kbps

0.45-2.4

Gbps

150 kbps 12.5/21 kbps

Battery

life

Month Year Day Month-Year Year(s)

for outdoor applications. However, in this thesis I focus on indoor sensor networks,

more specifically, WASNs requiring high data rates, which makes WiFi (specified

by IEEE 802.11 standards) the most adequate technology.

2.2 Wireless Medium Access Control Protocols
The main objective of wireless MAC is to coordinate which nodes access the

shared wireless medium when. An additional requirement, when focusing on

WSN, is energy efficiency and its trade-off with typical network metrics such as

delay and data rates [KW05]. However, this is not the case in this thesis. Unlike

traditional WSN applications (such as motion monitoring and temperature alarms

in forests) that are battery-operated and run for months/years, wireless multimedia

applications (e.g., WASN) are normally power-plugged and even when they are

battery-operated (e.g., smart phones), they have a short life-cycle expectancy (hours

or a couple of days) (Table 2.1).

In Chapter 11, I explain how the delay requirements of acoustic applications

evince into MAC protocols.

2.2.1 Basics of Medium Access Control
Since I focus in this thesis on wireless multimedia applications, the focus is on

MAC protocols with high throughput and low delay. There are multiple factors that

impact these metrics such as collisions and MAC signaling overhead. Collisions

take place when transmission from two or more nodes arrives at a receiver at the
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same time. Hence, the receiving nodes (which are also in the same collision domain)

cannot decode the arrived packets, resulting in data losses (affecting application

performance) or/and retransmissions, resulting in lower throughput and higher

delays.

The MAC is tightly coupled with the physical channel status (e.g., fast vs slow

fading, heated devices, etc.). For example, as the noise level at the receiver changes

rapidly, it is hard to define SINR. In this thesis, I assume that the physical layer

is (very) slowly changing, so I can ignore small-scale parameters’ impact (e.g.,

coherence time and shadowing) and focus on large-scale parameters impact)(e.g.,

attenuation). Accordingly, using such properties, it is easy to define the size of

the collision domain and estimate the SINR, and accordingly, correctly estimate

assigned data rates.

Signaling overhead is used to regulate the access to a shared medium of multiple

nodes, by providing extra information or instructions. For example, solutions such

as RTS/CTS and busy tone are used to tackle the exposed- and hidden-terminal

problems. Other signaling protocols are used to synchronize wireless transmissions

of different nodes. In my work, I ignore the impact of such protocols because I

assume the impact of these protocols is a constant to subtract from performance

metrics such as delay and throughput. Additionally, it makes the analysis and

problem formulations simpler. Note that, however, different MAC protocols may

have different signaling overhead. I show in Chapter 6 how MAC protocols can

benefit from the properties of acoustic application.

2.2.2 Contention-Based and Contention-Free Protocols
There is a huge number of MAC protocols that have been developed over the past

decades. I focus on two popular classes: contention-based and contention-free

protocols.

On the one hand, contention-free protocols assign the available wireless resources

to the nodes so that the assignment is long-term. Assignments last minutes or

even longer. A key source of overhead is to distribute these assignments as a

schedule to all nodes. To handle changes in the network (e.g., mobility and failing

nodes), signaling is used to reassign the resources, in order to avoid collisions.

Fixed-schedule Time Division Multiple Access (TDMA) (or just briefly, TDMA) is

an example of contention-free protocols where the time is divided into time slots

and each node is assigned one or more time slots for transmission. The period

between the time of sending a packet and the time of sending the next packet

(i.e., a node sends a packets and waits for other nodes to send then restart the

cycle) is defined as a time frame. Another signaling overhead is synchronization
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because TDMA requires tightly synchronized clocks between the nodes. There

exists also other multiplexing dimensions such as frequency, carrier and spatial

division multiple access. Contention-free protocols are conventionally centralized,

yet there exists proposals for distributed implementations as well.

Contention-based protocols are typically distributed and usually have a random

access behavior. Packets to be sent may be generated at random (e.g., motion

detection) or on-demand (e.g., acoustic application), the timers for sending the

packets are random as well as the reattempts. A popular protocol Carrier Sense

Multiple Accesses with Collision Avoidance (CSMA/CA) by IEEE 802.11 [21] is

a listen-before-send protocol: a node senses the channel before sending, if the

channel is idle, it sends the packet. Otherwise, the node awaits the channel being

idle then waits a random (a.k.a. back-off) time that is chosen from the current

contention window. Although the back-off time reduces the probability of two or

more nodes sending at the same time after the channel being idle, it decreases the

channel throughput since the channel is idle while nodes have packets to send.

Further details on the operation of TDMA and CSMA/CA will be discussed in

Chapter 6.

2.3 Reinforcement Learning
RL is an area of machine learning that aims to optimise an agent’s behaviour in
an environment over time. It works by taking actions to maximize the reward in

a particular situation or environment [SB18, Ch. 3]. Unlike supervised learning,

which needs the knowledge about labels or the answer key in advance, RL trains an

agent to learn from trial and error without any prior knowledge about the ground

truth.

The agent’s behaviour, i.e., its translation from states to corresponding actions,

is called a policy and it can be controlled via feedback to the agent. This feedback

is commonly called reward, which is then perceived by the agent. Hence, it makes

it easy for the agent to adapt a policy to different objectives by just updating the

reward. For each action the agent takes, the environment reports back not only the

reward but also the new state.

The concept of an environment is very similar to the concept of an agent. It

also reacts to inputs with certain outputs. In contrast to the agent’s workflow, the

environment will use the agent’s outputs (actions) as input and will feed its outputs

back to the agent as new states. The difference is that the environment’s translation

from inputs to outputs cannot be influenced externally. Therefore, there is also no

reward mechanism involved in the environment.
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The rewards can be both good or bad to indicate positive or negative behaviours,

respectively. Using a series of consecutive actions, the agent aims at maximizing

the cumulative discounted reward over time. Note that this is my main objective in

this thesis when using RL, but it is not only the use case.

The learning process relies on a cycle of interactions between the agent and

the environment. At time 𝑡 , the agent observes state 𝑠𝑡 ∈ 𝑆 and performs action

𝑎𝑡 ∈ 𝐴 to receive a reward 𝑟𝑡 and the new state 𝑠𝑡+1. The RL return can be either

episodic or continuous. On the one hand, episodic return has finite number of steps

to calculate the reward. In other words, there is at least one state in 𝑆 as a terminal.

On the other hand, continuous return encounters infinite number of steps, aiming

at maximizing the reward on long term and not just current state. To achieve this,

they both use discounted return 𝑅𝑡 given by

𝑅𝑡 =
1

𝑇

𝑇∑
𝑘=0

𝛾𝑘𝑟𝑡+𝑘+1 , (2.1)

where 0 < 𝛾 < 1 is the discount factor.

There are different classifications for reinforcement learning algorithms, such as

model-based vs. model-free [SB18, Ch. 8] and on-policy vs off-policy [SB18, Ch.7].

2.3.1 Model-Based and Model-Free Reinforcement Learning
Model-based RL assumes that an action takes time to be executed, thus the agent uses

this time to simulate a model to learn more about the environment given the previ-

ously taken actions and corresponding rewards. It aims to estimate the transition

probabilities 𝑝 (𝑠𝑡+1 |𝑠𝑡 , 𝑎𝑡 and the corresponding expected reward 𝐸 [𝑟𝑡 |𝑠𝑡 , 𝑠𝑡+1, 𝑎𝑡 ]
when going from 𝑠𝑡 to 𝑠𝑡+1 via action 𝑎𝑡 .

This becomes impractical when the state and action space is large. Nonetheless,

it is still useful when getting data is expensive and computation does not matter.

Unlike model-based algorithms, model-free RL learns directly by trial and error and

does not require the relatively large memory of a model-based approach. In either

of these models, learning can take place using value-based or policy-based RL.

2.3.2 Value-Based and Policy-Based Reinforcement Learning
Conventionally, RL algorithms consider Markov Decision Problem (MDP) with a

single criterion. For each state 𝑠𝑡 at time instant 𝑡 , an action 𝑎𝑡 is selected based

on a policy 𝜋 (𝑠𝑡 ). Given the policy value 𝑉 𝜋 (𝑠𝑡 ) =
∑∞
𝑡=0
𝛾 𝑡𝑟𝑡 , the main objective

is, as stated above, is to maximize the discounted reward 𝑟𝑡 . This is approached
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by searching for the optimal policy𝜋∗(𝑠𝑡 ), defined as the one that maximizes the

policy’s value in each state

Value-based RL uses a value function to represent how “good" it is to be in a

certain situation. I focus here on a specific type of value function known as Q-

Learning, which maps a combination of state and action to a Q-value via a𝑄 (𝑠𝑡 , 𝑎𝑡 )
function. Hence, it extends the representation of the value to be for an action at a

particular state.

𝑄 (𝑠𝑡 , 𝑎𝑡 ) ← 𝑄 (𝑠𝑡 , 𝑎𝑡 ) + 𝛼 (𝑟𝑡+1 + 𝛾 arg max𝑄 (𝑠𝑡+1, 𝑎𝑡 ) −𝑄 (𝑠𝑡 , 𝑎𝑡 )) , (2.2)

where 𝛼 ∈ [0, 1] is defined as the learning rate; the extent to which Q-values are

updated per each step. Accordingly, the policy 𝜋 is a straight-forward greedy policy:

𝜋 (𝑠) = arg max𝑄 (𝑠𝑡+1, 𝑎𝑡 ) (2.3)

The fact that Q-Learning relies on a arg max function makes it only applicable

to discrete action space. For a continuous action space, other value-based functions

(e.g., actor-critic function) can be used.

Policy-based RL avoids the problem of finding the action with maximum value

arg max, which makes it popular for continuous action and state spaces. Unlike

Q-Learning, states are mapped to actions directly by means of a function approxi-

mation, without utilising Q-values; it is equivalent to the actor-critic architecture

without a critic. The parameters of the function approximation are updated follow-

ing gradient representing the policy’s performance [PS08].

In this thesis I focus on value-based functions since I use RL with problems that

have discrete action spaces, which is faster in learning (i.e., fewer training steps).

2.3.3 Exploration and Exploitation

Initially, the agent has no knowledge about the environment. The aim when

exploring the environment is to be broad enough not to miss good solutions and

economical in the sense of not requiring too many trials. This results in the

exploration/exploitation dilemma: without exploration, the agent will only choose

the best solution found so far, not learning about potentially better solutions. Too

much exploration leads to a random behaviour without exploiting the available

knowledge. The trade-off between exploration and exploitation is dependent on

the problem definition and must be carefully balanced.

In this thesis Section 4.2, I focus on two variants for exploring the environment;
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greedy epsilon and epsilon decay [Mor20, Ch. 4]. Both variants rely on an 𝜖

parameter; a random action is selected (i.e., exploration) with probability 𝜖 . Greedy

epsilon fixes the epsilon parameter over all steps to explore/exploit the environment.

Epsilon decay, on the other hand, initially sets 𝜖 to a high value, meaning that

the agent chooses actions at random to explore the new environment and update

the Q-function. Then, the epsilon’s value decays over time steps to shrink the

exploration rate as the Q-values are refined through several steps, hence, the agent

starts exploiting the learned experience.

2.3.4 Deep Q-Learning

In general, Q-Learning is a tabular method that is applied when states and actions

are in discrete spaces. When the number of states is very large (i.e., large storage is

required) or the states are in continuous space, the table is then replaced by a neural

network (a.k.a Deep Q-Learning) that acts a value function approximation. This is

an example of deepRL, which still guarantees convergence to the optimal solution

in case of a discrete state space [Tes94] (under the assumption that the environment

is static). Meanwhile, for continuous state spaces, it has been shown that even for

simple toy problems, the value function approximations can become unstable and

diverge [BM94]. Hence some techniques were proposed to avoid divergence [Bai95;

Rie05]. In this thesis, I choose the Bellman residual approach [SB18, Ch. 3]. First,

let us parameterize the function approximation with \ so that the optimal value

function 𝑄∗ is given by

arg max

𝑎

𝑄∗(𝑠𝑡 , 𝑎𝑡 ) ≡ arg max

𝑎

𝑄 (𝑠𝑡 , 𝑎𝑡 ;\ ∗) , (2.4)

where \ ∗ represents the optimal neuron weights. Optimal weights are those that

minimizes the Bellman loss function B

B𝑡 = (𝑟𝑡 + 𝛾𝐸 [𝑄 (𝑠𝑡+1, 𝑎𝑡+1;\𝑡 )𝑝 (𝑠𝑡+1 |𝑠𝑡 , 𝑎𝑡 ) −𝑄 (𝑠𝑡 , 𝑎𝑡 )])2 (2.5)

Note that the Markov state transition 𝑝 (𝑠𝑡+1 |𝑠𝑡 , 𝑎𝑡 ) is not known in practice (and

in model-free RL), therefore, the expected value 𝐸 [𝑄 (𝑠𝑡+1, 𝑎𝑡+1;\𝑡 )𝑝 (𝑠𝑡+1 |𝑠𝑡 , 𝑎𝑡 )] is
substituted withmax

𝑎
𝑄 (𝑠𝑡+1, 𝑎;\𝑡 ) to use the sample-gradient instead. This is known

as temporal difference L.

L(𝑡)2 = (𝑟𝑡 + 𝛾 max

𝑎′
(𝑄∗(𝑠𝑡+1, 𝑎′)) −𝑄∗(𝑠𝑡 , 𝑎𝑡 ))2 (2.6)

After 𝑇 steps, the parameter \ is then given by
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\𝑇 = \0 +
𝑇−1∑
𝑡=0

𝛼𝑡∇\B𝑡 (2.7)

where \0 represents the initial assigned weights to the neural network. In Chapter 9,

I extend this analysis to consider the impact of the environment on the convergence.

2.3.5 Multi-Objective Reinforcement Learning

The main difference between a single-objective and a multi-objective RL is the

reward function. In the former, the reward is a numeric feedback 𝑟 → ℝ, while the

latter has a vector of rewards r→ ℝ𝑑
, where 𝑑 is the number of objectives. Hence,

single-objective RL has at least one optimum solution, while multi-objective RL has

a set of solutions, such as convergence set and Pareto front [Roi+14], where it is not

necessarily possible to compare two solutions with respect to a single optimality

criterion.

There are different ways to handle such a case. For example, there could be a

policy (i.e., an agent) for each objective and then based on the user’s preference

or the most dominating agent (whose policy value at a given state is better than

the corresponding policy values of other agents) is selected [WZ15]. In this work,

I use the scalarisation approach [Rad+19]; I reduce the multi-objective reward’s

domain to a single domain: 𝑢
(
ℝ𝑑

)
→ ℝ via a utility function 𝑢. In this thesis, I

use weighted sum rewards since it follows the assumption of additive return in the

Bellman equation Equation (2.5), which is necessary when using RL models like

Q-Learning [RSN20; RWO15].

Accordingly, the utility function computes the product of a weight vector q and

the reward vector r
𝑢 (V𝜋 ) = qTV𝜋 (2.8)

where the weights q are defined based on the user’s preference.

2.3.6 Constrained Reinforcement Learning

In principle, constrained-RL is a special case of multi-objective RL. Even themethods

used for solving constrained-RL are very similar to multi-objective RL. For example,

the later uses scalarisation for optimizing multiple rewards, while the former

also uses scalarisation methods such as Lagrangian relaxation [Ber99], to handle

multi-dimension objectives. In contrast to multi-objective RL, constrained-RL have

constraints with corresponding thresholds that must not be exceeded.
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There are, however, some constrained-RL problems that do not have hard con-

straint thresholds but rather soft-constraints; violating a constraint is undesirable

but not catastrophic [Hua+22]. Another type of RL that also achieves constraint sat-

isfaction is safe-RL, not only in the deployment but also during learning [GFF15a].

In constrained-RL, a second reward function 𝑝 (𝑡) (as defined by [Gei06]) is used

to denote a constrained value function 𝑃𝜋 (𝑠𝑡 ). Hence, the objective is

max

𝜋
𝑉 𝜋

(2.9)

s.t. 𝑃𝜋 ≤ 𝑃0 (2.10)

where 𝑃0 is an upper-limit bound. There exist multiple approaches for constrained

RL problems [Ach+17; Gei06; GFF15b]. I focus in this thesis on approaches that

can be used in online learning scenarios.

In general, the average value of the second reward function is

E[𝑃𝜋 (𝑠𝑡 )] = E
∞∑
𝑡=0

𝛾 𝑡𝑝 (𝑡) ≤ 𝑃0 (2.11)

where 𝑝 (𝑡), 𝑃0 ≥ 0.

Considering constrained-RL with risk-neutral criterion [GFF15b], I can define

the constrained valued function as:

𝑃𝜋 (𝑠𝑡 ) = max(𝑝, 𝑃𝜋 ) (2.12)

= max

(
𝑝,E

∞∑
𝑡=0

𝛾 𝑡𝑝 (𝑡)
)

(2.13)

where 𝑝 ≤ 𝑃0. Note that the second value function changes over time. Additionally,

∀𝑠𝑡 , 𝑃𝜋 ≤ 𝑃0 =⇒ E𝑃 (𝑠𝑡 ) ≤ 𝑃0, but not necessarily the other way around

(⇐= ). Hence, the output of this approach could be sub-optimal [Gei06].

Another criterion is the risk-sensitivity. It is a weighted approach that jointly

maximizes the primary reward, while minimizing the second one (i.e., the risk).

This is achieved by introducing an empirical parameter𝑤 (also known as sensitivity

parameter), so that the objective is to maximize the modified reward 𝑔(𝑡), where

𝑔(𝑡) = 𝑟 (𝑡) −𝑤 · 𝑝 (𝑡) . (2.14)

Similar to the risk-neutral criterion, the weighted approach may lead to a sub-

optimal solutions. Moreover, for problems with multi-objective optimization, the

20



Reinforcement Learning Section 2.3

𝑤 in the weighted approach controls (but does not guarantee) the Pareto fron-

tier [KW06]. In Section 8.2, I use constrained RL and show how the sensitivity

parameter can be used to optimize RL performance.
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Chapter 2

In this part, I propose to exploit the computation capabilities of the surrounding

smart devices to offload the processing from the cloud server. In this context, a

processing request is broken down into smaller jobs. Hence, I need to answer

the following questions: Which nodes should be selected for processing the jobs

and how is data routed from one job to the next, possibly running on different

nodes? In [AAK18], I provide a formal problem formulation using a mixed-integer

quadratically-constrained optimisation problem. The main highlights of this for-

mulation are that it

• exploits the multi-cast property of the wireless infrastructure for routing and

• allows cycles in the application graph (these cycles are needed for applications

that require feedback loops in their algorithms).

Additionally, a novel embedding heuristic is proposed that uses continued frac-

tion [BT17] for routing. The heuristic showed a close performance to the optimiza-

tion model.

The work in [AK19b] adds power allocation to the problem, yet it simplifies

the formulation to be mixed-integer linear programming (instead of the quadratic

formulation from above). Moreover, the heuristic is simplified to be faster. This

overcomes the limitation, in [AAK18], of evaluating a maximum of 6 wireless

nodes in the infrastructure. The approximation ratio of this heuristic (without

power allocation) has been derived in [AK19a]. Additionally, I compare in the lat-

ter [AK19a] the symbol/packet error rate of the proposed formulation to the related

work. Consequently, I show that the proposed solution performs better because

it considers the SINR (and the resulting collision probability) to change based on

the transmitting nodes, unlike in related work that considers the probability of

collision to be fixed between the nodes.

A meta-heuristic is proposed in [AHK19] using genetic algorithms, which also

performs well compared to the optimization problem. An additional feature com-

pared to the heuristic in [AK19a] is that the genetic algorithm can provide sub-

optimal solutions in case of early termination. This is useful for online optimization

where we may sacrifice optimality to find just feasible solution. Similarly, another

heuristic is proposed in [AK20] using RL. Here, RL is used only for placement,

while shortest-path-first is used for routing. The performance compared to the

optimization model is still good and more importantly, the run-time is much shorter

compared to all other proposed heuristics.

So far we have been dealing with one request at a time. But when the load of

incoming requests to reserve resources increases, it becomes challenging to decide

which requests should be admitted and which one should be rejected. In [ASK21],
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I propose an RL solution for admission control that maximizes the acceptance

rate and also consider the requests’ priorities. Then, I show that the RL solution

outperforms a simple first-come-first-serve admission control.

In all of the aforementioned work, I assume that the used MAC protocol is

a collision-free TDMA with perfect synchronization. But TDMA is not popular

within wireless sensor networks protocols due to its signalling overhead compared

to CSMA/CA protocols, despite their potential collisions. Yet, since synchronization

is also an issue for distributed microphones in acoustic sensor networks, what if we

use the synchronization from the acoustic applications to synchronize the wireless

transmission? That way, we could have the benefits of a collision-free TDMA

without its overhead – but only if the acoustic synchronization is good enough to

keep collisions probability reasonably small. In [Afi+22], I investigate the probability

of collision due to synchronization error when using acoustic synchronization.

Additionally, I compare the throughput to that of CSMA/CA and show that using

TDMA – synchronized via acoustic applications – yields a higher throughput than

CSMA/CA.
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3 Optimization Problems
for Resource Allocation

Embedded devices have evolved from processing-limited units to computing devices

capable of doing heavy processing. Accordingly, wireless sensor nodes benefit from

such evolution by relying on on-device processing [Qua19]. For instance, mobile

phones are attached to many sensors (e.g., microphones, cameras, GPS, etc.), and

many home appliances are supported with wireless connectivity and connected to

sensors (e.g., light, motion and electrical sensors). A common property for all of

these devices is that they are running open-source firmware or supported with APIs,

which allows us to add extra functions for data processing, rather than limiting

their functionalities to data collection.

This idea of in-network processing has been considered in WSNs before but

typically for much simpler applications than signal processing applications (be it

acoustic or otherwise). Typically, only simple aggregation functions and low data

rates were investigated [LFZ13; PAA19]. The scenario here is more challenging as

the processing requirements of signal processing jobs can differ substantially, as do

data rate and delay requirements between them.

A similar idea of in-network processing is currently considered in the context of

Network Function Virtualization (NFV), coming from wired networks. Solutions

from that field are not easily applicable due to the inherently different characteristics

of wired and wireless networks. Just to name a few: in wired networks, paths

between the nodes have dedicated bandwidth while all nodes in wireless networks

share the same bandwidth. Hence, wireless networks have an extra challenge

since they need to handle interference from simultaneously transmitting nodes.

Nevertheless, sharing the medium can be an opportunity, since it allows using multi-

cast transmissions, which is not popular (nor recommended) in wired networks.

Formally, the problem is related to virtual network embedding (VNE) [Fis+13]:

given a wireless network modelled as an infrastructure graph and a distributed

application modelled as an application graph, map the jobs of the application

to nodes of the infrastructure and map links of the application to paths in the

infrastructure, under typical node and link capacity constraints. Figure 3.1 illustrates

an example scenario for the differences: The signal processing jobs 1, 2, and 3 are

mapped to the nodes A, C, and D, respectively; job 1 sends the same data to jobs 2

and 3, which might be exploited by cleverly multicasting from B.

The main difference between wired and wireless VNE arise from the wireless
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(a) Application graph.

1
2

3

(b)Multicast in infrastructure.

Figure 3.1: VNE maps processing jobs to nodes.
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(a) Application graph.
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(b)Wired VNE.
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(c) Wireless VNE.

Figure 3.2: Wired vs. wireless virtual network embedding.
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Table 3.1: Summary of wireless VNE

VNE Shared medium Multicast wireless parameter

[BAD14] single link embedding yes No time and frequency

[Sel+17] only link embedding yes No stochastic data rate per path

[Abd+16a] Node and link embedding limited to direct

nodes

No fixed bandwidth per path

[Rig+16] Node and link embedding limited to receiv-

ing nodes and not

interfering nodes

No fixed bandwidth per node

[SAC13] Node and link embedding yes No SINR between the nodes

[Li+16] Node and link embedding yes No SINR between the nodes

[Lv+12] Only a single multi-cast no multi-

hop jobs

No Yes fixed paths reliability between the nodes

[Gao+15] Only a single multi-cast, no multi-

hop jobs

No Yes fixed paths reliability between the nodes

[Li+17] Node and link embedding No Yes fixed delay per path

nature when one active path interferes on neighbouring nodes [BAD17]. This fact

was compensated for in [BAD14][Sel+17] by assuming a perfect interference can-

cellation mechanism running at nodes. But such perfect interference cancellation

is not necessarily available in WSNs, making this approach not directly applicable.

The work in [Abd+16a][Rig+16] also studied the wireless VNE problem, but they

assumed a limited interference model, only neighbours who directly connect to a

node are considered to be interfering with this node. However, when nodes operate

in the same collision domain (i.e., same space, spectrum, time), this assumption

oversimplifies the problem due to two reasons. First, the interference of one path

on its neighbours may break the connectivity of neighbours’ paths. Second, even

nodes that do not have a direct connection still contribute to the interference.

Although the authors of [SAC13] [Li+16] considered interference from all neigh-

bouring nodes when assigning jobs to node, their network flow model follows the

flow conservation rule, ignoring the wireless multicast advantage.

In [Lv+12], the authors proposed a heuristic solution for the wireless multicast

problem, while in [Gao+15] the authors proposed an exact MILP formulation for a

multi-cast VNE problem. However, neither solution directly supports multi-hop

paths. This is rectified by the authors of [Li+17] who formulated the multi-hop

paths using a non-linear formulation. Nevertheless, they all assumed that the packet

loss ratio for each wireless path is fixed; overlooking the dependency between

packet loss ratio and the signal to interference noise ratio (SINR). I summarize the

related work in Table 3.1.
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3.1 Placement, Routing and Scheduling

The following formulation and results are inherited from [AAK18].

The infrastructure represents the physical network consisting of multiple nodes

with wireless connectivity, where multiple application may run on a single in-

frastructure. The infrastructure graph is defined as 𝐺𝐼 = (𝑉 ,𝑇 , 𝛤 ,𝐶, SINR𝑡ℎ, 𝑁𝑜).
Each node 𝑣 ∈ 𝑉 has a capacity 𝑐𝑣 = 𝐶 (𝑣) (representing resources such as memory

and CPU). Moreover, I define

[
𝑣src1

. . . 𝑣src𝑀

]
and 𝑣sink for𝑀 sources and a sink node,

respectively. The former can sense input signals (e.g., via a microphone); the latter

is a gateway node. Later on in Chapter 8 I look into how to select this set of sources

when there are multiple available ones.

For simplicity, all nodes transmit with the same transmission power, and have

an identical normalized noise floor 𝑁0. The transmission power assumption will be

generalized in Section 3.2. The matrix 𝛤 contains the long-term average, slowly

varying attenuation 𝛾𝑣,𝑣 ′ between any two nodes (𝑣, 𝑣′); 𝑣 ≠ 𝑣′. I assume central

knowledge of 𝛤 , updated within its coherence time, and consider potential fast-

fading phenomenon to be handled by lower-layer mechanisms.

A time-slotted model is assumed where transmissions take place in distinct time

slots 𝑡 ∈ 𝑇 grouped into time frames; |𝑇 | is the maximum number of slots in a

time frame. Consequently, a time frame is the duration a node has to wait before it

can send again. All nodes are perfectly synchronized to these slots. For a node to

receive at time slot 𝑡 at a given, desired transmission rate 𝑅 bit/s , its SINR must

exceed a given threshold SINRth to enable transmission at negligible error rate. We

only consider a single transmission rate here; this is not difficult to generalize.

The application graph denotes the distributed application as a directed graph

𝐺𝑂 = (𝑃, 𝐿,𝑊 ). Each processing job 𝑝 ∈ 𝑃 requests node resources given by

𝑤𝑝 =𝑊 (𝑝). Job 𝑝 sends the same data to all its successors 𝑝′with (𝑝, 𝑝′) ∈ 𝐿 ⊂ 𝑃× 𝑃 .
A link (𝑝, 𝑝′) needs a data rate of at most 𝑅/|𝑇 | bit/s; this effectively means that a

link can be scheduled in a single time slot per time frame. Extending this model

to different link rates and spreading one transmission over multiple time slots

or grouping links in a time slot is not difficult but requires notation that is a bit

cumbersome. As this would detract from the core points here, I will focus on the

scenario at hand. Similar to the infrastructure graph, I define

[
𝑝src1

. . . 𝑝src𝑀

]
and

𝑝end as the𝑀 source and sink jobs of the application. The source jobs are assigned

to the predefined source nodes and the sink job is assigned to the sink node, so that

they define the start and end points of the traffic flow of the application graph

The task is now to map jobs to nodes and overlay links to infrastructure paths.

For job mapping, typical capacity constraints hold (Section 3.1.1). For link mapping,
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A B

C

D

1 2

3

(a) Flow conservation

1 2

31
1

1

(b) Unwanted loops

Figure 3.3:Wireless-VNE flow challenges

one would be tempted to use common flow conservation constraints: a node’s

incoming paths equals its outgoing ones unless a job is placed on this node.

However, this would not do justice to the goal of leveraging multicast. Let us

reconsider Figure 3.1. Node B receives one flow from A but has to forward it to C

and D. Under the flow conservation rule, it could only do that if it received the flow

from A twice, but that is wasteful (Figure 3.3 (a)). Hence, we have to loosen the

flow conservation restriction by allowing a node to forward at least as much traffic

as it has received.

This relaxation, however, ensues an unfortunate consequence. Consider Fig-

ure 3.3 (b), which shows a loop of job’s A traffic being forwarded among nodes D,

E, and F. While conventional flow conservation rules would prevent such a loop (as

block 3 on D would remove this flow), under this relaxed rule, this loop is consistent

with all constraints (say, node D receives flow 1, pushes it into its job 3 but D also
forwards it to F; flow 1 at E and F is balanced). Hence, I need to come up with

additional constraints to prevent such loops. In doing so, I also have to deal with

loops deliberately created in the overlay graph (Figure 3.4).

𝑏𝑠𝑟𝑐 1 2

3

4 5 𝑏𝑠𝑖𝑛𝑘

Figure 3.4: Overlay graph from acoustic signal processing [Sch+17a] with a loop from

block 5 to 2
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3.1.1 Optimisation Problem

This section formalises the above model as an optimisation problem. I target

multicast flow embedding in combination with virtual network embedding, where

multiple outputs of the same job have the same traffic. In order to focus on this

feature, I ignore the fact that multiple outputs from a job may carry different traffic.

The VNE solution is not concerned with scaling out of processing jobs, and allows

multiple jobs to be placed on same nodes (many to one) but not vice versa (one to

many; an application job cannot be automatically distributed over multiple nodes).

Decision variables

Given the infrastructure and application graphs, I use a binary variable \ ∈ 𝛩 =

𝑃 ×𝑉 for placing a job 𝑝 on an actual node 𝑣.

Additionally, I use a binary variable 𝑓 ∈ 𝐹 = 𝑃 × 𝑉 × 𝑇 to indicate if the

output traffic of job 𝑝 is either originated or forwarded by node 𝑣 at time slot 𝑡

(𝑓 (𝑝, 𝑣, 𝑡) = 1).

The binary variable 𝑠 ∈ 𝑆 = 𝑉 × 𝑉 × 𝑃 ×𝑉 ×𝑇 is used for scheduling and path

routing; 𝑠 (𝑣1, 𝑣2, 𝑝, 𝑣3, 𝑡) = 1 if and only if node 𝑣1 is sending to 𝑣2 at time slot 𝑡 the

output traffic of job 𝑝 , which is placed on node 𝑣3. Otherwise, 𝑠 (𝑣1, 𝑣2, 𝑝, 𝑣3, 𝑡) is
equal to 0.

In fact, 𝑠 fully determines \ and 𝑓 , which are mostly for conceptual and notational

convenience. For additional convenience, I use a binary variable 𝛽 ∈ 𝐵 = 𝑇 to

indicate if a time slot 𝑡 is used or not.

Constraints

I group the constraints into four main groups. First, I define variable interdepen-
dency between 𝑠 , 𝑓 , and 𝛽 (variables 𝑠 and \ are coupled via the flow constraints

later on). The relationship 𝑓 (𝑝, 𝑣, 𝑡) > 0⇔ ∑
𝑣𝑖∈𝑉 \𝑣

∑
𝑣 𝑗∈𝑉 𝑠 (𝑣, 𝑣𝑖, 𝑝, 𝑣 𝑗 , 𝑡) > 0∀𝑝, 𝑣, 𝑡

is expressed by the constraints (3.1) and (3.2) by means of a big-M construction. In

other words, 𝑓 (𝑝, 𝑣, 𝑡) = 1 if and only if 𝑠 (𝑣, 𝑣𝑖, 𝑝,𝑣 𝑗 , 𝑡) = 1. Similarly, (3.3) and (3.4)

expresses 𝛽 (𝑡) > 0⇔ ∃𝑣𝑖, 𝑣 𝑗 , 𝑣𝑘 , 𝑝 : 𝑠 (𝑣𝑖, 𝑣 𝑗 , 𝑝, 𝑣𝑘 , 𝑡) > 0∀𝑡 . So that 𝛽 (𝑡) = 1 if and

only if 𝑠 (𝑣, 𝑣𝑖, 𝑝, 𝑣 𝑗 , 𝑡) = 1

∑
𝑣𝑖 ∈𝑉 \𝑣

∑
𝑣𝑗 ∈𝑉

𝑠 (𝑣, 𝑣𝑖 , 𝑝, 𝑣 𝑗 , 𝑡) − 𝑓 (𝑝, 𝑣, 𝑡) ≥ 0,
∀𝑣∈𝑉
∀𝑝∈𝑃
∀𝑡 ∈𝑇

(3.1)∑
𝑣𝑖 ∈𝑉 \𝑣

∑
𝑣𝑗 ∈𝑉

𝑠 (𝑣, 𝑣𝑖 , 𝑝, 𝑣 𝑗 , 𝑡) −M · 𝑓 (𝑝, 𝑣, 𝑡) ≤ 0,
∀𝑣∈𝑉
∀𝑝∈𝑃
∀𝑡 ∈𝑇

(3.2)
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∑
𝑣𝑖 ∈𝑉

∑
𝑣𝑗 ∈𝑉

∑
𝑝∈𝑃

∑
𝑣𝑘 ∈𝑉

𝑠 (𝑣𝑖 , 𝑣 𝑗 , 𝑝, 𝑣𝑘 , 𝑡) −M · 𝛽 (𝑡) ≤ 0 ∀𝑡 ∈ 𝑇 (3.3)∑
𝑣𝑖 ∈𝑉

∑
𝑣𝑗 ∈𝑉

∑
𝑝∈𝑃

∑
𝑣𝑘 ∈𝑉

𝑠 (𝑣𝑖 , 𝑣 𝑗 , 𝑝, 𝑣𝑘 , 𝑡) − 𝛽 (𝑡) ≥ 0 ∀𝑡 ∈ 𝑇 (3.4)

Second, I ensure node mapping and adequate wireless communication in con-

straints (3.5) – (3.8).

In (3.5) and (3.6), I ensure that a job is placed only once and the nodes’ capacity

constraints are not violated, respectively. Since I assume unit data rate between

jobs, (3.7) ensures that only one job’s traffic is sent by a node in one time slot. Also,

a node is allowed either to transmit or receive in a given time slot (i.e., half-duplex

radios). In (3.8), I have the only quadratic constraint, which allows transmissions

from node 𝑣 to 𝑣′ if the SINR at 𝑣′ is bigger than or equal to SINRth. In this check, I

consider interference from all nodes except the transmitting node 𝑣.

∑
𝑣∈𝑉

\ (𝑝, 𝑣) = 1, ∀𝑝 ∈ 𝑃 (3.5)∑
𝑝∈𝑃

\ (𝑝, 𝑣) ·𝑤𝑝 ≤ 𝑐𝑣, ∀𝑣 ∈ 𝑉 (3.6)∑
𝑝∈𝑃

𝑓 (𝑝, 𝑣, 𝑡) +
∑
𝑣𝑖 ∈𝑉

∑
𝑝∈𝑃

∑
𝑣𝑗 ∈𝑉

𝑠 (𝑣𝑖 , 𝑣, 𝑝, 𝑣 𝑗 , 𝑡) ≤ 1,
∀𝑣 ∈ 𝑉
∀𝑡 ∈ 𝑇 (3.7)

∑
𝑝∈𝑃

∑
𝑣𝑖 ∈𝑉

𝑠 (𝑣, 𝑣 ′, 𝑝, 𝑣𝑖 , 𝑡) · SINRth ≤
∑

𝑝∈𝑃
∑

𝑣𝑖 ∈𝑉 𝑠 (𝑣, 𝑣 ′, 𝑝, 𝑣𝑖 , 𝑡)
𝑁𝑜 + 𝐼 (𝑣, 𝑣 ′)

,

where 𝐼 (𝑣, 𝑣 ′) =
∑
𝑝∈𝑃

∑
𝑢∈𝑉
𝑢≠𝑣

𝑓 (𝑝,𝑢, 𝑡) · 𝛾𝑢,𝑣′,
∀𝑣, 𝑣 ′ ∈ 𝑉
∀𝑡 ∈ 𝑇 (3.8)

Third, I check flow constraints in the infrastructure graph. I consider in these

constraints the mapping of the application’s links 𝑙 = (𝑝1, 𝑝2) to a path between

nodes.

Constraint (3.9) checks that a node 𝑣 has received 𝑝1’s traffic, irrespective from

which node 𝑣𝑖 , before placing 𝑝2 on node 𝑣. For flow control, (3.10) ensures that

when node 𝑣 receives 𝑝1’s traffic, it will either forward this traffic or place 𝑝2 on

𝑣. Conversely, (3.11) allows node 𝑣 to send job 𝑝’s traffic only if 𝑣 has received 𝑝’s

traffic or 𝑝 is placed on 𝑣. Note that when not supporting multicast, these three

inequalities collapse into one equality constraint.

∑
𝑣𝑖 ∈𝑉

∑
𝑣𝑗 ∈𝑉

∑
𝑡 ∈𝑇

𝑠 (𝑣𝑖 , 𝑣, 𝑝1, 𝑣 𝑗 , 𝑡) − \ (𝑝2, 𝑣) ≥ 0,
∀𝑣 ∈ 𝑉

∀(𝑝1, 𝑝2) ∈ 𝐿
(3.9)
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∑
𝑣𝑖 ∈𝑉

∑
𝑡 ∈𝑇

𝑠 (𝑣𝑖 , 𝑣, 𝑝1, 𝑣 𝑗 , 𝑡) −
∑

(𝑝1,𝑝2) ∈𝐿
\ (𝑝2, 𝑣)

−
∑

𝑣𝑖 ∈𝑉 \𝑣

∑
𝑡 ∈𝑇

𝑠 (𝑣, 𝑣𝑖 , 𝑝1, 𝑣 𝑗 , 𝑡) ≤ 0,
∀𝑣, 𝑣 𝑗 ∈ 𝑉
∀𝑝1 ∈ 𝑃

(3.10)∑
𝑣𝑖 ∈𝑉

𝑠 (𝑣, 𝑣𝑖 , 𝑝, 𝑣 ′, 𝑡)

−M
∑

𝑣𝑖 ∈𝑉 \𝑣

∑
𝑡𝑖 ∈𝑇

𝑠 (𝑣𝑖 , 𝑣, 𝑝, 𝑣 ′, 𝑡𝑖 ) −M\ (𝑝, 𝑣) ≤ 0,
∀𝑣,𝑣′∈𝑉
∀𝑝∈𝑃\𝑝

sink

∀𝑡 ∈𝑇
(3.11)

Fourth, I need to exclude loops as in Figure 3.3 (b) (page 31). In that figure,

e.g. 𝐹 cannot really send to 𝐸 the traffic originated by job 1 on A – because there

is no active path via which 𝐹 could receive 1’s traffic. Checking whether such a

path exists is not obvious. Constraints for a maximum path length of 1 are easy to

write down; it gets more and more complex the longer I allow the paths to become.

Hence, lest I have to write down all these constraints manually, I use Algorithm 1

to construct these constraints systematically.

Algorithm 1’s goal is to generate a constraint expressing whether a node 𝑣start has

received job 𝑝’s traffic originating from node 𝑣. To do so, it generates all possible

infrastructure paths from 𝑣 to 𝑣start via a depth-first search (DFS). For each path, a

conjunctive constraint is produced to check whether each node on this path has

received this traffic. Then, I need to check whether at least one of all these paths

does carry the traffic; this is expressed by a disjunction of these conjunctions.

The challenge to expressing conjunctions and disjunctions is to find a linear

form for it. A conjunction between variables 𝑥𝑖, 𝑖 = 1, . . . , 𝑛 (with 0=False and True,

otherwise) can be expressed as
1

2
𝑛 +

∑𝑛
𝑖=1

𝑥𝑖
2
𝑖 ≥ 1. A disjunction corresponds to

1

2
+∑𝑛

𝑖=1

𝑥𝑖
2
≥ 1.

In the present case, 𝑥𝑖 corresponds to the fact that a node 𝑣2 receives a particular

job 𝑝’s traffic (placed at some 𝑣) from a neighbour 𝑣1, irrespective of the time slot.

This corresponds to

∑
𝑡∈𝑇 𝑠 (𝑣1, 𝑣2, 𝑝, 𝑣, 𝑡) being zero or larger. These sums have

to be computed, for every 𝑝 , for (𝑣1, 𝑣2) along all possible paths starting from a

particular node 𝑣start under consideration to 𝑝’s hosting node (i.e., 𝑣). This happens

by calling Algorithm 1 recursively with parameters (𝑣start, 𝑣end, 𝑝, 𝑣, visitedNodes, 𝑟 ).
visitedNodes represents nodes on the currently considered path from 𝑣start to 𝑣; 𝑟 is

the recursively constructed conjunction along this path. Algorithm 1 constructs

the conjunction sum as a continued fraction, which is simpler to do in a recursive

algorithm. It produces the terms stated above. For details, please see the listing of

Algorithm 1.

The result of this algorithm, called for all node combinations, is then forming

the following constraint:
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trackFlow(𝑣start, 𝑣end, 𝑝, 𝑣, {𝑣start, 𝑣end}, 1)
∀𝑣start∈𝑉 \𝑣end

∀𝑣
end
∈𝑉 \𝑣start

∀𝑝∈𝑃
∀𝑣∈𝑉 \{𝑣start,𝑣end

}
∀𝑡∈𝑇

− 𝑠 (𝑣start, 𝑣end, 𝑝, 𝑣, 𝑡) ≥ 0 (3.12)

The initial value of 𝑟 is equal to one and any new path updates 𝑟 as follows

𝑟new =
𝑟+𝑥𝑖

2
. Consequently, the value of 𝑟 falls in range [0, 1].

Figure 3.5 depicts the algorithm’s progress. Given 4 fully connected nodes, I

check if node A (i.e., 𝑣start) can send to node B (i.e. 𝑣end) traffic of job 𝑝 that is

originated by node C (i.e. 𝑣). There are two available routes from 𝐶 to 𝐴 (directly

and via𝐷), but only one route may be selected so that they do not conflict with (3.10)

and (3.11). Each route’s availability is characterised by the fractional terms on the

right.

Algorithm 1: trackFlow function

Input :𝑣1, 𝑣2, 𝑝 , 𝑣, visitedNodes, 𝑟

Result: Constraint for possible paths in a DFS tree

1 if 𝑣1 = 𝑣 then
2 return

∑
𝑡∈𝑇 𝑠 (𝑣1,𝑣2,𝑝,𝑣,𝑡 )+𝑟

2

3 visitedNodes = visitedNodes+{𝑣1}
4 sum = 0

5 foreach 𝑣𝑖 ∈ 𝑉 \ visitedNodes do
6 𝑟new =

∑
𝑡∈𝑇 𝑠 (𝑣𝑖 ,𝑣1,𝑝,𝑣,𝑡 )+𝑟

2

7 sum = sum + trackFlow (𝑣i,𝑣1, 𝑝, 𝑣,visitedNodes,𝑟new)

8 return sum

3.1.2 Objective

The objective is to minimize the number of used time slots; min

∑
𝑡∈𝑇 𝛽 (𝑡). This

reflects latency requirements of typical signal-processing or real-time applications.
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Figure 3.5: Example for Algorithm 1: 𝑝 is placed on 𝐶 , can 𝐴 send to 𝐵 the traffic of 𝑝

originated by 𝐶?

3.1.3 A Backtrack Heuristic

Overview

The core idea is to start from any of the source jobs, progress from one application

link to another in a topological order, mapping the link to a path in the infrastructure

and mapping jobs to nodes in the same step. More precisely, when we map a link

(𝑝1, 𝑝2), there are two cases: (1) The receiving job has already been placed, then

link mapping just means finding a path between the two nodes hosting 𝑝1 and 𝑝2.

(2) If 𝑝2 is not yet placed, I also have to find a hosting node for 𝑝2, jointly with

finding a path towards that node.

We can hence think about this as (an application graph) a link mapping problem,

where we progress from link to link. Whenever a link has been mapped, we have

choices for mapping the next link (to different paths, or to different nodes and paths).

This is a search problem in a tree of possible link mapping decisions. A sequence

of link mapping decisions that maps all links constitutes a feasible solution.

A brute-force algorithm to find the optimal solution would have to explore this

tree in its entirety. This is clearly not feasible. Hence, I introduce three control

mechanisms to limit the search space: lookahead, backtracking, and degree of this

search tree.
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(b) 2-level lookahead

Figure 3.6: Looking ahead in the link mapping search tree (dashed boxes indicate levels of

decision making)

Lookahead level

Suppose we have committed to the mapping of a link 𝑙1. To determine how to

map the next link 𝑙2, we could just look at the options for this link and pick the

best possible option. In addition, we could also look ahead: I consider all possible
options for mapping the next level many links, exploring an entire subtree. Among

those possible mapping combinations, I choose the best one and map level many

links in a single step. Figure 3.6 shows examples for 1-level and 2-level lookahead

mapping (note that numbers in these figures indicate the total number of used time

slots and the circles are link mappings, not nodes!). When level equals the number

of links, this scheme degenerates into exhaustive brute-force search.

Limit tree degree

As a second parameter, I limit the degree of the link mapping search tree. When

mapping a link (𝑝1, 𝑝2) with 𝑝1 hosted on 𝑣1, and trying to find a node 𝑣2 to host

𝑝2, I only look at the 𝑘 neighbors of 𝑣1 with best attenuation values.

Backtracking

Suppose we have mapped level many links and try to find a solution for the next

level links. What happens if no feasible solution can be found? As is typically done,

I backtrack, reject the decisions taken for the previous mapping of level many links,

and start again with the remaining best solution. This is illustrated in Figure 3.7.
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(a) Mapping failed
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(b) Restarting after backtracking

Figure 3.7: Backtracking in the link mapping search tree
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Figure 3.8: Execution time for different configuration
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Figure 3.9: 1-level gap
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Figure 3.10: 2-level gap
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Figure 3.11: 3-level gap
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Figure 3.12: Average number of used slots using the heuristic algorithm
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3.1.4 Evaluating Backtracking Heuristic

Given the optimal solution, my main objective here is to evaluate the performance

of the heuristic solution in terms of execution time and the optimality gap.

Scenario

The exact formulation is solved using Gurobi Optimizer 7.5; the heuristic is im-

plemented in Python. All simulations were executed in single-threaded mode on

Intel Xeon X560 cores running at 2.67 GHz. The simulated environment consists

of a room with area 25 × 25 m
2
, where nodes are placed uniformly at random,

independently from each other. The attenuation between two nodes 𝑣, 𝑣′ ∈ 𝑉 is

given by 𝛾𝑣,𝑣 ′ =
1

𝑑2

𝑣,𝑣′
, where 𝑑𝑣,𝑣 ′ is the distance between the two nodes.

I vary the number of nodes and run 50 independent realizations for each number

of nodes. In each realization, node capacities 𝑐 are uniformly distributed 𝑐 (𝑣) ∼
𝑈 (max(𝑤𝑝),

∑
𝑝∈𝑃 𝑤𝑝), ensuring that each node can at least host even the heaviest

job. Furthermore, 𝑣src and 𝑣sink nodes are picked randomly per realization.

I choose a generic algorithm from the field of acoustic signal processing for

the application graph [Sch+17a]; a typical algorithm used for synchronizing the

clocks of wireless microphones. Figure 3.4 depicts the application graph with 5 jobs

equally weighted 𝑤𝑝 = 𝑤𝑜 . I add two artificial jobs 𝑝src and 𝑝sink to assign to 𝑣src

and 𝑣sink; 𝑤𝑝src
= 𝑤𝑝

sink
= 0. The overlay graph has a typical use case for multi-cast

routing between blocks 2–3 and 2–4, and a feedback from nodes 5 to 2.

Execution Time

Figures 3.8 (a) and 3.8 (b) evaluate the heuristic’s median runtime for different

configuration setups. First, in Figure 3.8 (a), I set the lookahead level to 1 and

vary the search tree degree 𝑘 between 3, 6, and all neighbours. It is observed that

the runtime increases exponentially in the number of nodes. Moreover, limiting

the search space to 𝑘 neighbours reduces the execution time significantly as 𝑘

decreases.

I investigate the impact of increasing the lookahead level in Figure 3.8 (b). I

observe that increasing the level from 1 to 2 has a higher impact than increasing the

number of neighbours 𝑘 . The median execution time (over 50 runs) of the solver

for an optimal solution is 140 seconds for 4 nodes and 2564 seconds for 6 nodes.

Therefore, I limit the exact model’s evaluation to 6 nodes.
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Schedule length: Heuristic vs. optimal solution

I compare the heuristic and the exactmodel via the approximation ratio

∑
𝑡 ∈𝑇 𝛽ℎ (𝑡)−

∑
𝑡 ∈𝑇 𝛽𝑜𝑝𝑡 (𝑡)∑

𝑡 ∈𝑇 𝛽𝑜𝑝𝑡 (𝑡) ,

where

∑
𝑡∈𝑇 𝛽ℎ (𝑡) and

∑
𝑡∈𝑇 𝛽opt(𝑡) are the heuristic and optimal (with no gap) solu-

tion’s schedule length per realization.

In Figures 3.9 and 3.10, I show the 95% confidence interval for the mean gap

with 4 and 6 nodes for different 𝑘 . When using 1-level lookahead (in Figure 3.9),

2-level (in Figure 3.10) and 3-level (in Figure 3.11)

First, when the number of nodes is 4 and for every 𝑘 , the 1-level lookahead
has lower (better) gap than 2-level. Hence, increasing the level number does not

necessarily yield fewer time slots (except when level = |𝐿 | ↔ brute-force).

Although the heuristic gap increases for 2-level lookahead, limiting the number

of neighbors 𝑘 = 3 has a lower heuristic gap for 4 nodes. The reason is the random

selection during early link mapping, when two or more mappings give the same

minimal additional number of time slots. Yet progressing with link mapping may

yield higher time slots, (which is not anticipated with low lookahead levels). As the

search space shrinks (i.e., decreasing 𝑘), such randomness becomes more guided

towards nearby nodes. Another way of mitigating such behavior may be increasing

the lookahead level to anticipate future embedding in the application graph. As

seen in Figure 3.11 the heuristic gap decreases for both 4 and 6 nodes compared to

Figure 3.10.

Schedule length in large scenarios

I further investigate the schedule length using the heuristic for many nodes. Fig-

ures 3.12 (a) and 3.12 (b) show that (a) the average schedule length does not change

significantly with the number of nodes, (b) the level number has an impact; 1-level
has smaller mean gap than 2-level lookahead. This confirms our hypothesis in

Section 3.1.4: increasing the level number does not have to yield a better solution.

Furthermore, I observe that limiting 𝑘 yields (in most cases) a shorter schedule. An

exception would be in Figure 3.12 (a), 𝑘 = 6 and 14 nodes yields longer schedules

than considering all neighbouring nodes.

A utilized node is a node that hosts a job or that is just being used for traffic

forwarding. Figures 3.13 (a) and 3.13 (b) show the number of utilized nodes for

different number 𝑘 of considered neighbours and lookahead level configurations.
In Figure 3.13 (a), 1-level backtrack is used while considering all, 6 and 3 nearest

neighbours. Similarly, in Figure 3.13 (b), I repeat the same experiment, but using

2-level backtrack.
As seen in both Figures 3.13 (a) and 3.13 (b), there is no clear interdependency
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between the number of used nodes and the available nodes in the substrate network.

Moreover, neither parameter, level and 𝑘 , has a significant impact on the number of

utilized nodes. Hence, increasing the degree number does not have to yield lower

number of utilized nodes.

To sum up, I introduced a new formulation for the wireless VNE problem, suitable

for multicast multi-hop environments. Since optimally solving such a problem is

time consuming, I also proposed a heuristic algorithm that can be controlled using

two parameters; level and k nearest neighbours. Changing both parameters can

have a significant impact on the execution time, especially for the level parameter.

Reducing the search space to the nearest k-neighbours does not have a substantial

impact on the number of used time slots.

A typical use case of such analysis is for applications with fast embedding

requirements. I have shown that the heuristic can get acceptable results using a

setup that requires low execution time. In this case, a quick solution can be found

for the wireless VNE problem. Then, it can be optimized by changing the level and

k-neighbours parameters if more time is provided

3.2 Power Allocation
Earlier, I assumed that all nodes operate in the same collision domain. Meanwhile,

using power control may allow to achieve more feasible results [AK19b]. Here, I

reformat the optimization problem to be simpler and include power allocation. The

simplicity comes from removing the continued fractionmethod and introducing two

more decision variables ℎ and _, and redefining 𝑓 (see Table 3.2), so that the resulted

formulation is an MILP instead. The latter offers less complexity. The continued

fraction solution requires less number of variables and more constraints, created by

the continued fraction algorithm. This can find faster solution when using search

techniques such as branch and bound. But, I need to highlight that creating this

constraints also take some time which increases the complexity of creating the

problem itself, especially with high number of nodes and links. Accordingly, the

proposed formulation in this chapter is better to save resources. To include power

control, the decision variable 𝜔 is introduced, yet the formulation then reverts back

to an MIQP.

3.2.1 Constraints
I group the constraints into three main groups so that I highlight here only the

substantially new ones compared to Section 3.1.1. First, I define variable interde-

43



Chapter 3 Optimization Problems for Resource Allocation

4 6 8 10 12

0

2

4

6

Nodes

U
t
i
l
i
z
e
d
N
o
d
e
s

k=3 k=6 k=all

(a) 1-level backtrack
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(b) 2-level backtrack

4 6 8 10 12

0

2

4

6

Nodes

U
t
i
l
i
z
e
d
N
o
d
e
s

k=3 k=6 k=all

(c) 3-level backtrack

Figure 3.13: Number of used nodes using n-level backtrack

Table 3.2: Summary of Variables.

Variable Description

𝑓 (𝑣, 𝑡) ∈ {0, 1} to determine if node 𝑣 is transmitting

at time slot 𝑡

ℎ(𝑣1, 𝑣2, 𝑏𝑝) ∈ ℕ to determine how many blocks needs to

receive the 𝑏𝑝 when node 𝑣1 sends it to 𝑣2

_(𝑣, 𝑣′, 𝑡) ∈ ℤ+⋃ 0 a McCormick helper variable to linearize

the quadratic interference between (𝑣, 𝑣′) at 𝑡
𝜔 (𝑣, 𝑡) ∈ [0, 1] defines the transmit power for 𝑣 at 𝑡
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pendency, so I show here the interdependency between ℎ and 𝑠 in constraints (3.13)

and (3.14).

ℎ(𝑣𝑖, 𝑣 𝑗 , 𝑏𝑝) −
∑
𝑡∈𝑇

𝑠 (𝑣𝑖, 𝑣 𝑗 , 𝑏𝑝, 𝑡) ≥ 0,
∀(𝑣𝑖 ,𝑣 𝑗 )∈𝑉×𝑉
∀𝑏𝑝∈𝐵𝑃 (3.13)

ℎ(𝑣𝑖, 𝑣 𝑗 , 𝑏𝑝) −M ·
∑
𝑡∈𝑇

𝑠 (𝑣𝑖, 𝑣 𝑗 , 𝑏𝑝, 𝑡) ≥ 0,
∀(𝑣𝑖 ,𝑣 𝑗 )∈𝑉×𝑉
∀𝑏𝑝∈𝐵𝑃 (3.14)

Second, I check flow constraints in the infrastructure graph. In these constraints,

I consider the mapping of an application link 𝑙 = (𝑏𝑝, 𝑏′) to a path between nodes.

Constraint (3.15) checks that a source node 𝑣src has virtually sent the traffic of 𝑏src

as often as the number of successor jobs. Similarly, constraint (3.16) ensures that

the virtually received traffic by the sink node is at least equal to the number of

required traffic from the predecessors’ jobs of 𝑏sink. Then, I give the flow balance

for any other node in (3.17); for a given node, the incoming traffic is equal to the

outgoing traffic unless jobs are mapped on this node.

∑
𝑣 ′∈𝑉

ℎ(𝑣src, 𝑣
′, 𝑏src𝑝

)

−
∑

(𝑏src𝑝 ,𝑏
′)∈𝐿

\ (𝑏src, 𝑣src) = 0 , ∀𝑏src𝑝
∈ 𝑏src𝑃

(3.15)∑
𝑣 ′∈𝑉

∑
(𝑏𝑝 ,𝑏sink

)∈𝐿
ℎ(𝑣′, 𝑣sink, 𝑏𝑝) −

∑
(𝑏𝑝 ,𝑏sink

)∈𝐿
\ (𝑏sink, 𝑣sink) ≥ 0 (3.16)∑

𝑣 ′∈𝑉
ℎ(𝑣, 𝑣′, 𝑏𝑝) −

∑
(𝑏𝑝 ,𝑏 ′)

\ (𝑏, 𝑣)

=
∑
𝑣 ′∈𝑉 \𝑣

ℎ(𝑣′, 𝑣, 𝑏𝑝) −
∑
(𝑏𝑝 ,𝑏 ′)

\ (𝑏′, 𝑣), ∀𝑣∈𝑉
∀𝑏𝑝∈𝐵𝑃\{𝑏𝑝

sink
,𝑏𝑝

sink
} (3.17)

Keeping track of the multicast requirements of a job via ℎ is the key technique

that allows a linearised multicast formulation, without using continued fraction. In

other words, ℎ virtually represents how often a job’s output needs to be forwarded

or multicasted, so that it allows a node to physically duplicate the traffic (via variable

𝑠), even if the traffic is received only once. In other words, ℎ is a helper variable

that follows the flow conservation rule (Figure 3.3 (a)), while 𝑠 is physical and does

not follow the flow conservation (Figures 3.1 (b) and 3.2 (b)).
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The Third group concerns wireless interference constraints and depends on the

transmission power.

Uniform transmit power – MILP

∑
𝑏𝑝∈𝐵𝑃

𝑠 (𝑣, 𝑣′, 𝑏𝑝, 𝑡) · SINRth ≤
𝑓 (𝑣, 𝑡)

𝑁𝑜 + 𝐼 (𝑣, 𝑣′, 𝑡)
𝛾𝑣,𝑣 ′,

∀{𝑣,𝑣 ′}∈𝑉
∀𝑡∈𝑇

where 𝐼 (𝑣, 𝑣′, 𝑡) =
∑
𝑢∈𝑉
𝑢≠𝑣

𝑓 (𝑢, 𝑡) · 𝛾𝑢,𝑣 ′ (3.18)

𝑓 (𝑣, 𝑡) · 𝛾𝑣,𝑣 ′
SINRth

≥ _(𝑣, 𝑣′, 𝑡) + 𝑁𝑜
∑
𝑏𝑝∈𝐵𝑃

𝑠 (𝑣, 𝑣′, 𝑏𝑝, 𝑡), ∀{𝑣,𝑣 ′}∈𝑉
∀𝑡∈𝑇 (3.19)

_(𝑣, 𝑣′, 𝑡) ≤ 𝐼 (𝑣, 𝑣′, 𝑡), ∀{𝑣,𝑣 ′}∈𝑉
∀𝑡∈𝑇 (3.20)

_(𝑣, 𝑣′, 𝑡) ≤
∑
𝑏𝑝∈𝐵𝑃

𝑠 (𝑣, 𝑣′, 𝑏𝑝, 𝑡) · 𝛾𝑣,𝑣 ′ |𝑉 | , ∀{𝑣,𝑣 ′}∈𝑉
∀𝑡∈𝑇 (3.21)

_(𝑣, 𝑣′, 𝑡) ≥ 𝐼 (𝑣, 𝑣′, 𝑡) − |𝑉 | (1 −
∑
𝑏𝑝∈𝐵𝑃

𝑠 (𝑣, 𝑣′𝑏𝑝, 𝑡)), ∀{𝑣,𝑣 ′}∈𝑉
∀𝑡∈𝑇 (3.22)

In (3.18), I formally control interference 𝐼 (𝑣, 𝑣′, 𝑡). This constraint allows trans-
missions from node 𝑣 to 𝑣′ if the SINR at 𝑣′ is bigger than or equal to SINRth.

It will, however, yield a quadratic constraint. Thus, I reformat it in (3.19) to

be linearly constrained, and do not need to use (3.18) any more. The lineari-

sation of (3.18) is inspired by the McCormick method for 0/1 quadratic prob-

lems [McC76]. First, _ defines the effect of interference on an active path as

_(𝑣, 𝑣′, 𝑡) ↔ 𝐼 (𝑣, 𝑣′, 𝑡) · ∑𝑏𝑝∈𝐵𝑃 𝑠 (𝑣, 𝑣′, 𝑏𝑝, 𝑡). Given that the interference 𝐼 (𝑣, 𝑣′, 𝑡)
is bounded between [0, |𝑉 |], while ∑

𝑏𝑝∈𝐵𝑃 𝑠 (𝑣, 𝑣′, 𝑏𝑝, 𝑡) ∈ {0, 1}, I ensure in Equa-

tions (3.20) and (3.22) that _ = 𝐼 when 𝑠 = 1 is active, else _ = 0 using Equation (3.21).

Accordingly, I define the conditional boundaries of the integer variable _(𝑣, 𝑣′, 𝑡)
through constraints (3.20) – (3.22).

Power allocation – MIQCP

I rewrite the SINR constraint to consider power allocation as in (3.23). I ensure

in (3.24) – (3.25) that power allocation takes place if and only if the node is trans-

mitting.
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(a) 4 Nodes. (b) 6 Nodes.

��

(c) 9 Nodes.

Figure 3.14: Examples of network distribution.

∑
𝑏𝑝∈𝐵𝑃

𝑠 (𝑣, 𝑣′, 𝑏𝑝, 𝑡) · SINRth ≤
𝜔 (𝑣, 𝑡)

𝑁𝑜 + 𝐼 (𝑣, 𝑣′, 𝑡)
𝛾𝑣,𝑣 ′,

∀{𝑣,𝑣 ′}∈𝑉
∀𝑡∈𝑇

where 𝐼 (𝑣, 𝑣′, 𝑡) =
∑
𝑢∈𝑉
𝑢≠𝑣

𝜔 (𝑢, 𝑡) · 𝛾𝑢,𝑣 ′ (3.23)

𝜔 (𝑣, 𝑡) − 𝑓 (𝑣, 𝑡) ≤ 0, ∀𝑣∈𝑉
∀𝑡∈𝑇 (3.24)

M · 𝜔 (𝑣, 𝑡) − 𝑓 (𝑣, 𝑡) ≥ 0, ∀𝑣∈𝑉
∀𝑡∈𝑇 (3.25)

The objective is same as in 3.1.2, to minimize the number of used time slots

within a time frame; min

∑
𝑡∈𝑇 𝛿 (𝑡). This reflects latency requirements of typical

signal-processing or real-time applications, so that traffic is received within the first

few time slots in a time frame (or it can also be used for slicing in a multi-tenant

network).

3.2.2 Fixed vs. Flexible Power Results

As an example, I consider a seminar roomwhere the nodes are uniformly distributed

over a grid (Figure 3.14). The attenuation between nodes 𝛾𝑣,𝑣 ′ is given by
1

𝑑2

𝑣,𝑣′
. The

simulation is repeated for a network of 4, 6, and 8 nodes, and the nodes’ capacities

are changed to be proportional to the weight per job;
𝑐𝑣
𝑤𝑏

ranges between 1 and 5.

For each simulation, the source and sink nodes are changed. The jobs’ weights are

fixed over all simulation runs, while the number of jobs ranges between 3 and 6.

I evaluate the computation time required with and without power allocation and

focus on the evaluation for the number of used time slots for different scenarios. I

select a subset of our results when, first, I choose the structure of application graphs
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(e) Parallel.

Figure 3.15: Examples of overlay graphs.

to be linear or parallel. Second, I increase the number of an application’s jobs.

Third, I increase the number of nodes. Fourth, I change

𝑐𝑝

𝑤𝑝
. I use the Gurobi solver,

integrated with Pyomo modelling language [HWW11], to solve the optimisation

models.

Execution Time

First, I set
𝑐𝑣
𝑤𝑏

to 1 and fix the number of jobs to 5 in Figure 3.16 (a). We observe that

increasing the number of nodes has a high impact on the computation time and, in

addition, considering power allocation increases the computation time significantly

due to the quadratic constraint. It ends up being on the order of hundreds of seconds

(Figure 3.16 (a) compared to mere seconds for uniform transmit power.

In contrast to the optimal solution in Section 3.1.1 and the used application graph,

we observe that the proposed (MILP) solution here can solve the same problem

for 4 and 6 nodes in 2 and 4 seconds, respectively, compared to 140 and 2564 in

Section 3.1.1; a clear tribute to the improved problem formulation as an MILP rather

than a quadratic problem.
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Figure 3.16: Summary of results
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Used Time Slots

I fix the number of nodes to 6 and observe that increasing the number of jobs

(Figure 3.16 (c)) will increase the number of used time slots, due to the need for

extra nodes, and consequently extra transmissions.

Additionally, we observe that for all scenarios, increasing the nodes’ capacity

(given by
𝑐𝑣
𝑤𝑏
) decreases the number of required time slots, until it reaches a point

where the capacities are no longer a constraint. In other words, increasing the

capacities of nodes allows more jobs to be placed per node, until we can place all

the jobs on only two nodes; 𝑣src and 𝑣sink. Hence, the problem reduces to a mere

routing problem where the objective is to find a route between 𝑣src and 𝑣sink.

Moreover, increasing the number of nodes (Figures 3.16 (e) and 3.16 (f)) has

barely an impact on the number of required time slots: without (Figure 3.16 (e))

and with power allocation (Figure 3.16 (f)). This behaviour is due to the fact that

additional nodes are neither used for placement nor for routing. These results are

similar to those presented in Section 3.1.1. However, using power allocation can

achieve lower number of time slots compared to using a uniform power, especially

for scenarios where nodes have low capacities; when many nodes need to transmit

data, power control can be used to allow simultaneous transmissions. But as the

nodes’ capacities increase, power control becomes insignificant since not many

nodes are transmitting data (i.e., used for placement)

3.3 A Greedy Heuristic and Approximation Ratio

Here, I reapply the McCormick method to linearize the power allocation constraint

in Section 3.2. Additionally, I simplify the heuristic of Section 3.1 and derive an

upper bound of the output with respect to the optimal solution. Furthermore,

I compare my solution to the proposed formulation in the literature when the

interference is independent of the allocation. The following results are based on

the outcome of [AK19a].

3.3.1 LinearizeQuadratic Power Constraint

The following equations formalize the power allocation to control wireless interfer-

ence in a linear formulation. Such linearisation offers tight boundaries that relaxes

the problem, decreases the computation overhead of the quadratic constraint and

still guarantees convexity. Additionally, it results in the same optimal solution.
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∑
𝑏𝑝∈𝐵𝑃

𝑠 (𝑣, 𝑣′, 𝑏𝑝, 𝑡) · SINRth ≤
𝑤 (𝑣, 𝑡)

𝑁𝑜 + 𝐼 (𝑣, 𝑣′, 𝑡)
𝛾𝑣,𝑣 ′,

∀{𝑣,𝑣 ′}∈𝑉
∀𝑡∈𝑇

where 𝐼 (𝑣, 𝑣′, 𝑡) =
∑
𝑢∈𝑉
𝑢≠𝑣

𝑤 (𝑢, 𝑡) · 𝛾𝑢,𝑣 ′ (3.26)

𝑤 (𝑣, 𝑡) · 𝛾𝑣,𝑣 ′
SINRth

≥ _(𝑣, 𝑣′, 𝑡) + 𝑁𝑜
∑
𝑏𝑝∈𝐵𝑃

𝑠 (𝑣, 𝑣′, 𝑏𝑝, 𝑡), ∀{𝑣,𝑣 ′}∈𝑉
∀𝑡∈𝑇 (3.27)

_(𝑣, 𝑣′, 𝑡) ≤ 𝐼 (𝑣, 𝑣′, 𝑡), ∀{𝑣,𝑣 ′}∈𝑉
∀𝑡∈𝑇 (3.28)

_(𝑣, 𝑣′, 𝑡) ≤
∑
𝑏𝑝∈𝐵𝑃

𝑠 (𝑣, 𝑣′, 𝑏𝑝, 𝑡) · 𝛾𝑣,𝑣 ′ |𝑉 | , ∀{𝑣,𝑣 ′}∈𝑉
∀𝑡∈𝑇 (3.29)

_(𝑣, 𝑣′, 𝑡) ≥ 𝐼 (𝑣, 𝑣′, 𝑡) − |𝑉 | (1 −
∑
𝑏𝑝∈𝐵𝑃

𝑠 (𝑣, 𝑣′𝑏𝑝, 𝑡)), ∀{𝑣,𝑣 ′}∈𝑉
∀𝑡∈𝑇 (3.30)

Recall that to guarantee a successful transmission, constraint (3.26) controls the

interference 𝐼 (𝑣, 𝑣′, 𝑡) between nodes (𝑣, 𝑣′). This also ensures that the SINR at

node 𝑣′ is bigger than or equal to SINRth. Nevertheless, this is a quadratic con-

straint. I linearize the constraint using McCormick’s method for 0/1 quadratic

problems [McC76]. First, I define the effect of interference on an active path as

_(𝑣, 𝑣′, 𝑡) = 𝐼 (𝑣, 𝑣′, 𝑡) · ∑𝑏𝑝∈𝐵𝑃 𝑠 (𝑣, 𝑣′, 𝑏𝑝, 𝑡). Then, I define the conditional bound-

aries of the integer variable _(𝑣, 𝑣′, 𝑡) through constraints (3.28) – (3.30); it trans-

lates the quadratic constraint to a linear one, so that _(𝑣, 𝑣′, 𝑡) = 𝐼 (𝑣, 𝑣′, 𝑡) if and
only if there is an active transmission between nodes 𝑣, 𝑣′ at time slot 𝑡 , so that∑
𝑏𝑝∈𝐵𝑃 𝑠 (𝑣, 𝑣′, 𝑏𝑝, 𝑡) = 1.

3.3.2 Greedy Heuristic

Finding a zero-gap optimal solution for an optimization problem is time-consuming

and, thus, heuristic solutions can be used for finding a fast sub-optimal solution,

especially when the size of the problem is big.

I propose a constructive heuristic (i.e., starts with an empty solution and continu-

ously extends the current solution ) that can find a solution by following a sequence

of pre-ordered constraints. It is a simplified version of the heuristic algorithm

proposed in Section 3.1, which considers only 1-level lookahead and turns off the

back-off feature.

Figure 3.17 shows how and when the power allocation decision is taken. First, a
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Figure 3.17: Visualization of the heuristic power allocation with VNE.

job is assigned to a node (while ensuring the capacity constraints are met), then a

search process starts to find a route between two assigned jobs, using a breadth-first

search (BFS) algorithm. Hence, the runtime complexity is 𝑂 (𝑛2). For a feasible
solution, all routes need to have a minimum SINRth across each of its paths.

To ensure this SINR threshold on a path, we look at candidate links in the

topological order as given in the application graph. For this link’s path, I choose

the maximum possible transmission power to best protect against interference,

while not interfering with other active transmissions. Then, for the same time

slot, I continue looking for further paths to schedule, giving each path the largest

transmission power that fulfills its own SINR requirement without violating the

requirements of already scheduled paths. I continue that search per time slot until

no more paths can be scheduled. Once it is no longer possible to find a power

allocation for another path, the transmission takes place in a new time slot.

To have a better understanding of the power allocation procedures, I show a

mock-up example in Figure 3.18, which represents the transmissions taking place

at a specific time slot. At the beginning, only one transmission (T1) takes place in

this time slot. In Figure 3.18 (a), the red line represent the SINRth, while the blue

region (above the red line) is the extra SINR that is above the threshold value. In

Figure 3.18 (b), I show that it is possible to pack another transmission (T2) in the

same time slot and observe that the blue region for T1 has decreased. Trying to

pack another transmission in the same time slot (Figure 3.18 (c)) will decrease the

SINR of the other two transmissions to be below the threshold. Therefore, only
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Figure 3.18: Visualization heuristic decisions.

two transmissions can run in this time slot, and following transmissions must be

packed in the next time slot. This approach of allocation is inspired by the inverse

water filling algorithm [Pro01].

Adding power control to the SINR constraints reopens the question of how well

the heuristic performs compared to the optimization approach. Therefore, I discuss

in Section 3.3.3 the bounds of the heuristic when calculating the required number

of time slots for data traversing.

3.3.3 Theoretical Analysis
Proposing VNE suboptimal solutions with bounds on their performance was pro-

posed, but only for wired networks, as in [Ban+11; ERS16]. For the special case of

a linear infrastructure and a linearly connected application graph, I derive a tight

lower bound for the required number of time slots.

▶ Theorem 3.1. In an infrastructure with a linear topology where nodes are

equidistantly separated by distance 𝑑 and transmit in a free-space environment

so that the SINR threshold is bounded by
1

𝑑2·𝑁𝑜
> SINRth > 1

4𝑁𝑜 ·𝑑2
, the optimal

number of time slots 𝛿opt for a linear application graph is bounded from below by

𝛿opt >
(𝑀tot−1) (2·SINR

th
−1)

3·SINR
th
−1

, where𝑀tot is the number of nodes used for transmissions

and running the jobs.

◀

Proof. The infrastructure network consists of |𝑉 | nodes that are linearly separated

by distance𝑑 . After distributing the jobs in the infrastructure network, only𝑉tot ⊂ 𝑉
nodes are used for running the jobs and forwarding the data. The number of these

nodes is given by𝑀tot = |𝑉tot |. A set with the maximum number of nodes that can

transmit simultaneously is given by 𝑉max, where |𝑉max | = 𝑀max.

We want to find a lower bound on the number of time slots in which one source-

to-sink communication can be completed. The idea is to find the largest number of
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nodes that can communicate simultaneously in one time slot (𝑀max) and divide the

total number of used nodes𝑀tot by this number.

The worst interference that can be generated by these 𝑀max nodes is at the

middle receiving node for 𝑉max, such that the maximum inter-distance between

two consecutive transmitting nodes is 2𝑑 and the minimum is 𝑑 .

To better visualize this interference problem, Figure 3.19 depicts 5 transmitting

nodes (𝑉max), each sending to its direct neighbour. Since SINRth > 1

4𝑁𝑜 ·𝑑2
, only

transmissions to the immediate neighbours are possible, but a node cannot be

sending and receiving at the same time (duplex constraint). Then, we select a

(shaded) node, which is the middle receiving node for 𝑉max and suffers from the

highest interference (4 interferers given as 𝐼𝐴, 𝐼𝐵, 𝐼𝐶 and 𝐼𝐷 ). Accordingly, the lowest

possible SINR is given by

SINRth ≤ SINR =
Received Power

𝑁𝑜 +
∑𝑀max−1

𝑛=1
𝐼𝑣𝑛

(3.31)

SINRth ≤ SINR =
1

𝑑2

1

𝑁𝑜 + 1

𝑑2

∑𝑀max−1

𝑛=1

1

𝑛2

, (3.32)

Consequently, we will have𝑀max − 1 interfering nodes at this time slot. Using the

integral test [W B12], we recall that

𝑀max−1∑
𝑛=1

1

𝑛2
< 2 − 1

𝑀max − 1

(3.33)

Thus, substituting (3.33) into (3.32), we assume that the following equation still

holds

SINRth <
1

𝑁𝑜 · 𝑑2 + 2 − 1

𝑀max−1

(3.34)

Since typically 𝑁𝑜 · 𝑑2 << 1, we can rewrite (3.34) as

𝑀max < 1 + SINRth

2 · SINRth − 1

(3.35)

Note that SINRth is bounded by
1

𝑁𝑜 ·𝑑2
as per (3.32). Therefore, in case of relatively

high values of SINRth, we cannot ignore 𝑁𝑜 · 𝑑2

Given that nodes are operating in a half-duplex mode and a maximum 𝑀max
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� � ��

Figure 3.19:Wireless nodes placed in a linear topology with equidistant d separation. 𝐼𝑥
represents the interference by node 𝑥 on the selected (shaded) receiving node, while 𝑤𝑥 is

the transmitted power.

nodes are sending at a time slot, then 𝛿opt will be at least

𝛿opt ≥
𝑀tot − 1

𝑀max

(3.36)

As the number of𝑀max tends to be large enough [W B12], we can rewrite (3.33) as

Riemann zeta function
∞∑
𝑛=1

1

𝑛2
=
𝜋2

6

(3.37)

Obviously the difference between (3.33) and (3.37) is less than 1, while 𝛿opt is an

integer. Therefore, our assumption in Eq. (3.34) holds. Then, we substitute (3.35) in

(3.36)

𝛿opt >
Mtot − 1

1 + SINR
th

2·SINR
th
−1

𝛿opt >
Mtot − 1

3 · SINRth − 1

· (2 · SINRth − 1) (3.38)

■

▶ Corollary 3.2. Given the previous conditions but for a generic wireless propa-

gation where the path-loss exponent 𝛼 ≥ 2 and the minimum allocated transmit

power is 𝑤min, the relation between 𝛿opt and Mtot is given by

𝛿opt ≥
Mtot − 1

1 + SINR
th

(2+𝑁𝑜 ·𝑑𝛼 )·SINR
th
−𝑤min

(3.39)
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◀

Without loss of generality, we assume that all services have the same processing

weights 𝑤𝑏 and all nodes have the same processing capacity 𝑐𝑣 . Then

Mtot ≥
|𝐵 | ·𝑤𝑏
𝑐𝑣

(3.40)

▶ Corollary 3.3. The value 𝛿opt is bounded by the available and required resources

so that

𝛿opt · 𝑐𝑣 ≥
|𝐵 | ·𝑤𝑏 − 𝑐𝑣

1 + SINR
th

(2+𝑁𝑜 ·𝑑𝛼 )·SINR
th
−𝑤min

(3.41)

◀

▶ Theorem3.4. The proposed heuristic has an approximation
4

𝑐2

𝑣

|𝐵 |2·𝑤2

𝑏
−𝑐2

𝑣

1+ SINR
th

(2+𝑁𝑜 ·𝑑𝛼 ) ·SINR
th
−𝑤

min

for the optimization problem ◀

Proof. The total number of required time slots relies on two dimensions; the number

of nodes used for mapping and the number of time slots used for transmissions

between nodes. Thus, the product of both upper bounds results in the overall upper

bound.

Relying on the topological order for assigning jobs to nodes yields a first-fit

behavior for the bin-backing problem [JG85]. Thus, the total number of used nodes

is bounded from above by

2

|𝐵 | ·𝑤𝑏
𝑐𝑣

= 2(#optNodes) (3.42)

Similarly, the number of transmissions rely on the first-fit transmission. By

replacing Eq. (3.40) with (3.42), we can rewrite Eq. (3.41) so that the number trans-

missions is upper-bounded by

𝛿opt ≤
4

𝑐2

𝑣

|𝐵 |2 ·𝑤2

𝑏
− 𝑐2

𝑣

1 + SINR
th

(2+𝑁𝑜 ·𝑑𝛼 )·SINR
th
−𝑤min

(3.43)

■

We observe from Eq. (3.43) that as the ratio
𝑤𝑏

𝑐𝑣
decreases, the required number

of time slots decreases. But we need to bear in mind that in Eq. (3.40), Mtot is at

least equal to 2 since we predefine 𝑣src and 𝑣sink. Accordingly, in our special case,
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the upper bound in Eq. (3.43) is rewritten as:

𝛿opt ≤ max( |𝑉 | − 1,
4

𝑐2

𝑣

|𝐵 |2 ·𝑤2

𝑏
− 𝑐2

𝑣

1 + SINR
th

(2+𝑁𝑜 ·𝑑𝛼 )·SINR
th
−𝑤min

) (3.44)

3.3.4 Evaluating the Greedy Heuristic and Estimating
Symbol Error Rate

During the simulations, I assume that the applications have a linear topology. To

find an optimal solution, I used a Gurobi solver [Gur18] with Pyomo [HWW11]

interface. I show two types of simulations to demonstrate the wireless VNE solution.

In the beginning, I compare between the optimal (with zero optimality gap) and

heuristic solutions to evaluate the latter’s sub-optimality for the required number

of time slots. Then, I compare the proposed interference-aware formulation with

fixed-data rate assumptions (in related work) for wireless VNE in terms of symbol

error rate.

Required Time Slots

The simulations are divided into two scenes. First, I distribute the nodes in linear

(hallway-style) scene to validate the output from Section 3.3.3. Second, I consider
a more generic (lattice-style) distribution of nodes and observe the changes.

The focus is mainly on the relation between the number of used time slots as

a metric and the number of nodes, number of jobs, and ratio between the node’s

capacity and required computation (
𝑐𝑣
𝑤𝑏
) as parameters. When changing the number

of nodes, I fix the number of jobs to 4. When changing the number of jobs, I fix the

number of nodes to 6. In both cases, I set the ratio (
𝑐𝑣
𝑤𝑝
) to 1. When changing the

ratio
𝑐𝑣
𝑤𝑏
, I fix the number of nodes to 6 and the number of jobs to 4.

Figure 3.20 shows the number of time slots required by the heuristic algorithm

compared to the optimal solution as well as the lower and upper bounds formulas.

On one hand, I observe that the lower bounds and optimal solutions are close;

the difference is less than 1 time slot. On the other hand, I observe a large gap

between the heuristic’s solutions and the upper bound, when changing the number

of jobs or nodes in Figure 3.20 (b) and Figure 3.20 (a)), respectively. This is due

to the fact that the upper bounds assume the worst scenario where transmissions

between two jobs go through all nodes, which did not happen in these simulations.

Nevertheless, increasing
𝑐𝑣
𝑤𝑝

(Figure 3.20 (c)) tightens the upper bound to overlap
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Figure 3.20: Results for nodes with linear distribution.
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Figure 3.21: Results for nodes with lattice distribution.

59



Chapter 3 Optimization Problems for Resource Allocation

with the heuristic’s results. This is explained by Equation (3.44), increasing
𝑐𝑣
𝑤𝑝

will

relax the problem to be multi-hop routing upper bound; when
𝑐𝑣
𝑤𝑝

is very high, all

jobs can run on one node and I may rewrite Equation (3.44) as 𝛿opt ≤ |𝑉 | − 1.

Additionally, I observe, in Figure 3.20 (b), that the upper and lower bounds are

independent of the number of available nodes as long as
𝑐𝑣
𝑤𝑝

is constant and the

number of jobs does not change (see Equations (3.41) and (3.44)). Nevertheless,

the heuristic performance shows a slight correlation between the number of time

slots and the number of nodes, due to following the topological order during the

assignment process. Such behaviour is expected as it is inherited from the first-fit

bin-backing solution [JG85].

Figure 3.21 shows the output for nodes distributed on a lattice when changing

the number of nodes (Figure 3.21 (b)), number of jobs (Figure 3.21 (a)) and the ratio

𝑤𝑝

𝑐𝑣
(Figure 3.21 (c)). A straightforward derivation for the upper bound in a lattice

distribution is

√
2× upper bound 𝛿 .

Considering the nodes being distributed on a lattice leads to longer computation

time for the optimizer (due to more possible paths), especially for a high number of

jobs. Therefore, I limit the investigation to five jobs. I observe, in Figure 3.21 (a), that

the gap does not change much compared to the linear distribution (Figure 3.20 (a)).

This shows that the heuristic’s performance is independent of the number of jobs

as long as the number of nodes does not change.

Again, in Figure 3.20 (b) I observe that increasing the number of nodes increases

the number of time slots used by the heuristic. Nevertheless, we do not get the exact

results as in 3.1 because in the lattice distribution new routes are found through

the diagonal paths.

In Figures 3.21 (a) and 3.21 (c) (as well as Figures 3.20 (a) and 3.20 (c)), the graphs

are reciprocal, which means that decreasing the number of jobs is equivalent to

increasing
𝑐𝑣
𝑤𝑏
. Because increasing the ratio

𝑐𝑣
𝑤𝑏

allows more jobs to be running per

node, this is equivalent to decreasing the number of jobs that need to be distributed.

Therefore, we observe such reciprocity.

I need to highlight that the computation time required to solve the problem with

zero gap optimality was tens of minutes ( 40 minutes in extreme cases) while the

heuristic solution required in most cases 10s of seconds.

Symbol Error Rate

Considering the broadcast property in the proposed model introduces a lot of

complexities. In order to demonstrate the importance of considering SINR in the

formulation, I compare the results of the proposed model to other models that do
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not manage interference explicitly [Abd+16b]. By ignoring the interference, only

paths that have an SNR (note the absence of “I”, so no interference considered)

larger than SINRth have their nodes connected.

For simplicity, I assume that no channel coding is used and all transmissions

have the same modulation (16-QAM). Accordingly, I use a high SINRth (17 dB) and

evaluate the symbol error rate as [FS94]

𝑃𝑠 (𝑒) =
3

2

erfc

(√
SINR(e)

10

)
, ∀𝑒 ⊂ 𝑉 ×𝑉 (3.45)

where 𝑒 represents the path used for transmission between two nodes. Conse-

quently, the worst-case symbol error when having at least one error at any trans-

mission is given by

𝑃𝑠 = 1 −
∏

𝑒⊂𝑉×𝑉
(1 − 𝑃𝑠 (𝑒)) (3.46)

where 𝑃𝑠 represents the worst-case symbol error rate for the multi-hop embedding

solution.

In the evaluation, I use, on one hand, the term Fixed-link model to represent the

output when paths are assumed to have a fixed data rate, regardless the interference

from other nodes. On the other hand, I use Interference-aware model to represent

the output of the proposed model, which controls the interference over different

time slots. In other words, each path will have a different data rate at each time

slot. The data rate depends on the SINR, which is controlled by the transmission

power of sending nodes.

I show the results with 95 % confidence intervals for the time slots and symbol

error rate in Figure 3.22. As expected, the Fixed-link model required fewer time slots

than the Interference-aware model (Figure 3.22 (a)), because the former assumes

that the data rate is fixed between the nodes and thus, it requires the time slots

only for multi-hop transmissions, while the latter may not send at a time slot and

needs extra time slots with lower interference.

The additionally required time slots range between 1 to 2 time slots. Moreover,

when considering overall symbol error rate (Figure 3.22 (b)), the interference-aware

model outperformed the fixed-link one. I observe that the proposed approach had

almost negligible symbol error rate, while fixing the paths can have a severe symbol

error rate that ranges from 3% to 40 %.
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Figure 3.22: Comparison between fixed-link and interference-aware models

3.4 Summary

In this chapter, the focuswas on formulatingwireless VNE and showing the improve-

ment compared to related work. Different optimization problems were proposed,

where each had different number of variables and constraints; which formulation
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to use highly depends on the solver. Meanwhile, finding exact solutions for opti-

mization problem takes long time. Hence, I proposed a greedy heuristic that can

find a feasible solution relatively fast and I analysed the gap between the heuristic

and optimal solutions: theoretically via derivation and empirically via simulations.

Furthermore, I have shown that considering the interference as a variable in

the VNE formulation is essential for handling wireless transmission errors. In the

presented scenarios, the improvements in symbol error rate were between up to

40%.
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In the previous chapter, I provided an optimization problem for wireless virtual

embedding as well as a greedy heuristic with its lower and upper bounds. Yet the

provided heuristic is problem-specific and cannot be applied to other problems. In

other words, changing or adding new variables to the problem (e.g., battery life or

motion control) will not be easy to integrate into the heuristic. Additionally, greedy

heuristics in general can get stuck in a local optimum. Accordingly, I apply two

generic meta-heuristic solutions: Genetic Algorithm (GA) and RL), which can be

easily modified to adapt to any changes in the problem. Other meta-heuristics are

also applicable, yet I choose those two, since their formulation were for me pretty

much straight forward.

Genetic algorithms belong to a popular family of population-based stochastic

algorithms. These algorithms are also known to be inter-life [Kar20] algorithms,

where an individual interacts with the others to define their ranking and their

chance of survival. In fact, such algorithms have been applied to similar VNE

problems. The authors in [Faj+11] used an ant-colony algorithm to maximize the

number of applications running in parallel inside a wired network. In such an

approach, ants explore different solutions over multiple iterations and at the end,

the best solution over all iterations is selected. Similarly, the work in [Zha+13] uses

particle swarm for the same objective; solutions are encoded as particles that keep

moving to improve their positions based on their current experience and the group

experience. Moreover, the work in [BMH19; MKA21] use genetic algorithms for

the same objective. In Section 4.1, I use genetic algorithm to solve the wireless VNE

problem.

In contrast to genetic algorithms, RL belongs to intra-life algorithms [SC18],

meaning that an individual learns through its existence, e.g., it learns how to

communicate and walk. Essentially, genetic algorithms can be applied to any

problem, while RL is used to find optimal strategies that maximize the output. This

means that RL is suited for problems, where a sequence of actions are required.

Nevertheless, RL has not been well investigated for wireless VNE in particular.

Most of the RL work, related to wireless networks, focused on building paths

between the nodes [Guo+19], without considering the placement aspect. The work

in [Fu+20] reconfigured existing placement solutions under changing resource

requirements, but in our problem, no initial placement exists nor do resource
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requirements change. The authors in [Wan+19] considered the placement aspect

in mobile edge computing (MEC); unlike the presented case, they consider the

placement of separate functions rather than a graph of functions.

To sum up, existing RL solutions do not address the same facets of the addressed

problem here and cannot be directly applied to the given input assumptions of

wireless networks. In Section 4.2, I integrate RL with a heuristic solution for a

complete VNE solution. Then, I compare the RL framework to the optimization

problem.

4.1 Genetic Algorithm

The results in this section are based on the work in [AHK19]. A GA encodes

a solution as a chromosome [Mit96]. In the beginning, a set of chromosomes,

called population, is generated randomly. Then, the GA starts an iteration process,

where over each iteration the population evolves to a new one by using crossover,

mutation, and selection. The final solution is the fittest chromosome from the

last population. In this section, I show how I match the GA to the wireless VNE

problem.

4.1.1 Chromosome

A chromosome represents a joint solution for three problems: placement, routing

and scheduling. Since the initial population consists of randomly generated chro-

mosomes, a chromosome may represent an invalid solution as well. I do not ignore

these chromosomes for a reasonable diversity among the initial population, lest we

converge prematurely. In this context, a chromosome consists of three genes:

1. placement: an array to represent the node running each job

2. routing: a 2D matrix that represents a random cost of every wireless edge to

calculate routing table

3. scheduling: a 2D matrix that represents a priority to every wireless edge to

assign a time slot

The process of evolving a population is described as follows:
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Placement

The crossover of two chromosomes swaps the jobs running on a node. In a muta-

tion, one randomly chosen job will be assigned to a randomly chosen node. The

randomness, for both crossover and mutation, increases the diversity for the new

generation; however, this may also lead to invalid chromosomes, which can be

alleviated by the selection for the new population (see Section 4.1.3).

Routing

Each direct path between two nodes is assigned a random cost ∈ [0, 1], except
for those with low SNR (i.e. < SINRth); they are assigned an infinity cost. During

crossover, the path’s cost for the new chromosome is set to the mean of parent

paths, while in the mutation, a few links are selected randomly and get new random

costs, except for paths with infinity costs.

These costs are used to compute a routing table using Dijkstra’s algorithm. Next,

the routes between nodes running jobs 𝑏, 𝑏′ ∈ 𝐿 are computed via getTransmissions
(Algorithm 2)), to determine transmissions (sending and receiving nodes), as well

as the transmitted data (i.e., from which job). So far, the transmissions have not

been yet scheduled.

Scheduling

In the beginning, each transmission is assigned a random priority between 0 and

1. The crossover of two chromosomes assigns the average priority to the new

transmission and the mutation selects a new random priority. These priorities

represent, which transmission should be scheduled first.

The output of getTransmissions is scheduled in a time slots 𝑠 ∈ 𝑆 via Random-
Scheduler (Algorithm 4), as follows. Two priority queues,𝑄𝑠 and𝑄

′
𝑠 are used to sort

the transmissions, where 𝑄𝑠 represents transmissions that will try to be scheduled

in slot 𝑠 and 𝑄′𝑠 represents transmissions that failed to be scheduled in time slot 𝑠 .

Whether a transmission can be scheduled in a time slot or not, this is determined

by the algorithm placeable (Algorithm 3). It checks if SINR ≥ SINRth, checks for

duplex constraints (a node cannot transmit and receive at the same time slot), and

allows multi-cast scheduling so that a node can send the same data to multiple

nodes in the same time slot.

For all transmissions in𝑄′𝑠 that failed to be scheduled in time slot 𝑠 , they try again

in the next time slot (𝑠 + 1) so that 𝑄𝑠+1 = 𝑄′𝑠 . The algorithm RandomScheduler
terminates if 𝑄𝑠 and 𝑄

′
𝑠 are empty (successful termination) or if no single transmis-
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sion can be scheduled at two consecutive time slots;𝑄𝑠+1 = 𝑄𝑠 and no transmission

exits at time slot 𝑠 (no feasible solution is found).

After handling every link of the application graph, the algorithm returns 𝑆 and

terminates.

Algorithm 2: getTransmissions

Input: Application graph 𝐺𝑂 , Chromosome 𝑐

1 𝑇 ← empty list of transmissions

2 foreach link (𝑏,𝑏′) in 𝐺𝑂 do
3 𝑡 ← new transmission

4 𝑡 .job← 𝑏

5 𝑡 .sender← placement(𝑏)

6 𝑡 .receiver← 𝑐 .routingtable(𝑡 .source,placement(𝑏′))
7 𝑇 ← 𝑇 ∪ {𝑡}
8 while 𝑡 .receiver ≠ 𝑐 .placement(𝑏′) do
9 prev← 𝑡

10 𝑡 ← new transmission

11 𝑡 .job← 𝑏

12 𝑡 .sender← prev.receiver

13 𝑡 .receiver← 𝑐 .routingtable(𝑡 .source,𝑐 .placement(𝑏′))
14 𝑇 ← 𝑇 ∪ {𝑡}

15 return 𝑇

4.1.2 Fitness Function

A high fitness value represents a good solution. The objective is to minimize

the number of time slots, given by RandomScheduler. Hence, I design the fitness

to be inversely proportional to the number of time slots used per chromosome.

Nevertheless, some chromosomes, having very low number of time slots, may

represent infeasible solutions.

Accordingly, I prefer chromosomes that do not violate the constraints, by adding

a binary variable 𝛼 (𝑐) to the fitness function. 𝛼 (𝑐) = 1 if the chromosome 𝑐 satisfies

all the constraints and 0 otherwise. Also, if the scheduler failed for a chromosome,

its fitness is set to 0.

fitness(c) = 1

|𝑆 | + 1

+ 𝛼 (c) (4.1)
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Algorithm 3: placeable
Input: Transmission 𝑡 , slot 𝑠

1 foreach 𝑡 ′ ∈ 𝑠 do
2 I← interference at 𝑡 ′.receiver

3 SINR← 𝛾𝑡 .sender,𝑡 .receiver
·𝑃

𝐼+𝑁0

4 if SINRth < SINR then
5 return false

6 if t.receiver is receiving or sending in 𝑠 then
7 return false

8 if t.sender sending data of t.job in 𝑠 then
9 return true

10 if t.sender is receiving or sending in 𝑠 then
11 return false

12 return true

4.1.3 New Generations and Selection

As a result of mutation and crossover within a population, new chromosomes

are generated that create a new generation. Out of this generation, I select a

subset of chromosomes to be the new population. Each new population receives

the chromosomes with the highest 10 % fitness from the previous population, to

guarantee that the so-far best solutions are not lost in the course of the evolution.

Then, each other chromosome is selected with a probability equal to their relative

fitness weight:

ℙ(c is selected) = fitness(c)∑
c
′∈population

fitness(c′) (4.2)

This gives a chance for low-fitness chromosomes to be selected in the new pop-

ulation, which increases the diversity and may later find better chromosomes by

means of crossover and mutation.

4.1.4 Evaluation of Genetic Algorithms

Different choices of the population size (𝑝), crossover rates (𝑟𝑐 ) and the mutation

rates (𝑟𝑚) are investigated. After that, I evaluate the GA when changing the number

of network nodes as well as the number of jobs.
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Algorithm 4: RandomScheduler

Input: Infrastructure graph 𝐺𝐼 , Application graph 𝐺𝑂 , Chromosome 𝑐

1 𝑆 ← empty schedule

2 𝑄 ← empty priority-queue of transmissions

3 𝑄′← empty priority-queue of Transmissions

4 𝑖 ← 1

5 𝑄 ← getTransmissions(𝐺𝑂 , 𝑐)

6 while 𝑄 ≠ {} do
7 𝑡 ← 𝑄.𝑝𝑜𝑝 ()
8 𝑏 ← false

9 if placeable(𝑡 ,𝑠𝑖) then
10 𝑆 .add(𝑠, 𝑡)
11 𝑏 ← true

12 else
13 𝑄′.put(𝑡)
14 if 𝑄 = {} then
15 if 𝑏 = false then
16 return null

17 𝑖 ← 𝑖 + 1

18 𝑄 ← 𝑄′

19 𝑄′← empty priority-queue of transmissions

20 return 𝑆
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I consider power-plugged wireless devices as seen in home appliances and factory

setups; the sensor nodes have fixed positions. The nodes of the infrastructure graph

are distributed uniformly at random in an area of 10 by 10 meters. The attenuation

between two nodes 𝑣 and 𝑣′ is set to 𝛾𝑣,𝑣 ′ = 𝐾/𝑑2

𝑣,𝑣 ′, where 𝑑𝑣,𝑣 ′ is the distance

between the nodes and 𝐾 is a power constant.

When varying the number of nodes and jobs, two different scenarios are con-

sidered. First, I change the number of nodes while the application graph is fixed

to represent an algorithm from the field of acoustic signal processing [Sch+17a]

(Figure 3.4), which consists of hybrid topologies (linear, parallel, and loop). Second, I

fix the number of nodes to 15 and vary the number of jobs, where the links between

the jobs are generated at random, so that each pair of jobs has a probability of being

connected by a link. Unless stated otherwise, I see the priority to
1

8
.

For each analysis, there are 50 independent realizations of the application and

infrastructure graphs. I set a maximum of 2000 generations for each scenario.

Although 2000 generations seem to be an overkill – all scenarios converges not

later than the 1000th generation (Figure 4.1, 4.5) – but I want to avoid constraining

the final result of the algorithm by setting the generation limit too low.

Population Size, Crossover Rate and Mutation Rate

I evaluate the performance of GA with different configurations for the popula-

tion (𝑝 ∈ {50, 100, 200}), crossover (𝑟𝑐 ∈ {0.2, 0.4, 0.6, 0.8, 1.0}), and mutation

(𝑟𝑚 ∈ {0.05, 0.1, 0.15, 0.2, 0.25}), where I experiment with low, middle and high

probabilities. For the sake of clear visibility in the figures, I select the most signifi-

cant configurations to show the dependency for the number of time slots (Figure 4.1)

and the runtime (Figure 4.2).

In Figure 4.1, it is clear that the GA converges faster for bigger populations

since it contains more chromosomes and has better chances of convergence, but of

course this comes at the expense of computation time (Figure 4.2). When sweep-

ing over the mutation probabilities, I observe that convergence speeds up with

increasing probabilities, (Figure 4.1) at only a slight increase in computation time

(Figure 4.2). The crossover probabilities have barely any impact on the convergence

rate. At the end, all simulations converge to the same number of time slots as found

by Section 3.1.

For further simulations, 𝑝 = 100, 𝑟𝑐 = 1.0 and 𝑟𝑚 = 0.25 are selected. Using these

values, the best placement, routing and scheduling is on average already computed

in generation 144, and the median runtime is 5.89 seconds; the median is selected

to prune outliers due to runtime glitches or similar problems.
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Figure 4.1: Average number of time slots depending on the generation of different combi-

nations of population size 𝑝 , crossover rate 𝑟𝑐 and mutation rate 𝑟𝑚
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rates with a 95% confidence interval

72



Genetic Algorithm Section 4.1

7 10 15 20 25 30

0

10

20

30

40

50

number of nodes

r
u

n
t
i
m

e
/𝑠

Figure 4.3: Median runtime of different node numbers with 95% confidence interval

Runtime

To consider the bound on largest possible runtime of the GA, I assume a full mesh

application graph, so that the runtime is given by O
(
𝑔 · 𝑝 ·

(
|𝑉 |3 · |𝐵 |6 + |𝑉 |4

) )
,

where 𝑝 is the population size and 𝑔 the number of generations.

Using simulations, the polynomial dependency is evaluated in time units (/s) for

the number of nodes (Figure 4.3) and for the number of jobs (Figure 4.4), where I

show the median runtime as a function of the number of nodes and blocks with

95% confidence intervals. Again, the median is selected instead of the average, to

ignore the outliers impact. Note that the application graph topology is no longer a

full mesh graph, jobs are rather connected with a probability
1

8
. In comparison, the

runtime increases with a higher gradient with respect to the number of jobs than

to the number of nodes.

For Figure 4.4, I generate different topologies at random for the application,

where the probability of having a link between two jobs is
1

4
(red) or

1

8
(blue). I

observe that the runtime increases not only with the number of jobs, but also with

the number of links in the application graph.

Impact of application graph topology

Here, I investigate the impact of application topologies on the resulting end-to-end

delay. In this experiment, the number of nodes is fixed (to be 15) and I fix the GA

configuration (𝑝 = 100, 𝑟𝑐 = 1.0, 𝑟𝑚 = 0.25). I change, however, the application
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Figure 4.4: Median runtime and 95% confidence interval of random generated application

graphs with different number of jobs and link probabilities

graphs to have linear (Figure 3.15 (d)) and parallel (Figure 3.15 (e)) topologies. Note

that the objective here is not to evaluate GA, but to find a relation between the

application graph topology and the number of used time slots.

I observe, in Figure 4.5, that even when the linear topology has more jobs than

the parallel one, the former needs lower number of time slots, because the parallel

topology has more links in the application graph. This highlights the importance

of considering the links in the application graphs rather than considering only

the number of jobs that need to be distributed as in [Din18], especially when

considering latency requirements. I highlight that the output from GA was the

same as from the optimization model (Section 3.1), using the setup in Section 3.1.4.

4.2 Reinforcement Learning for Placement

In this section, I propose a solution for the VNE problem using a modular implemen-

tation. In other words, the solution consists of 3 modules, each solving a different

problem: RL for placement, shortest-path-first for routing and mixed-integer linear

programming for scheduling. The results of this section are based on the work

in [AK20]
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Figure 4.5: Average number of time slots depending on the generation of the linear

application graph (red) and the parallel application graph (blue)

4.2.1 States and Actions

The state space represents the placement of jobs on the infrastructure nodes. Con-

sequently, a state is given by an array of length |𝐵 |, where each element of this

array has a value ∈ 𝑉 ; the total number of states is given by |𝑉 | |𝐵 | .
The placement solution per state is not necessarily always valid (e.g., the capacity

constraint may be violated as in Figures 4.7 (b) and 4.7 (c)). Therefore, the agent

takes an action to move the placement of a virtual function from one node to

another (Figures 4.7 (c) and 4.7 (d)); the total number of possible actions per state

is equal to |𝑉 | · |𝐵 |. Note that actions are only taken, if and only if the placement

solution is invalid.

4.2.2 Reward Function

The main objective of RL is to find a solution as fast as possible, i.e., with minimum

number of steps, while still minimizing the number of used time slots. Hence the

reward for every state-action is based on two main criteria: first, it checks whether

the new state’s solution satisfies all constraints (Figure 4.7 (d)). Second, it calculates

the number of timeslots required to send the data from source to destination, based

on the placement solution (Figure 4.7 (f)) and the resulting route.

Each state-action pair yields a reward according to its placement solution. If

the solution violates any of the constraints (Section 3.1.1), a negative value (−𝑟Z ) is
given every time the constraints are violated (Eq. (4.3))

𝑅𝑡 = −𝑟Z (4.3)
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If the state has a valid placement solution, the shortest path between the nodes

used for placement is calculated, where a path is determined for each link in the

application graph (Figure 4.7 (e)). Then, I calculate the number of timeslots needed

to send the data along the paths, by solving for the duplex (Eq. (3.7)) and interference

(Eq. (3.8)) constraints. Finally, I terminate the episode and calculate the reward

using Eq. (4.4)

𝑅𝑡 =
|𝐵 | · 𝑟Z∑
𝑖∈𝑇 𝛿𝑖

(4.4)

4.2.3 Exploration Rate
I investigate two variants for exploring the environment; Greedy epsilon and

Epsilon decay (Section 2.3.3).

Greedy epsilon

I fix the epsilon parameter over all steps for all episodes to explore and exploit the

environment. Accordingly, an agent selects a random action with a probability

equal to 𝜖 .

Epsilon decay

Epsilon is initially set to 1, meaning that the agent chooses actions at random to

explore the new environment and update the Q-table. After each episode, to 𝜖 is

reduced to slowly transition from exploration to exploitation.

4.2.4 Evaluation of Reinforcement Learning for Placement
I define two different infrastructure graphs with 4 and 6 nodes. For each one, I

change the source and destination nodes, the attenuation between the nodes, and

the nodes’ capacities, to have in total 50 different scenarios per each graph. I fix the

application graph to a linear topology of five jobs, where all links in the application

graph require the same data rate.

I set the hyper-parameters for the RL algorithm to 𝛼 = 0.1 and 𝛾 = 0.6. When

using Greedy epsilon, I set 𝜖 = 0.1, 0.5, 0.9 and fix it later to 𝜖 = 0.1 (Section 4.2.4).

For the Epsilon decay variant, I decrease the value of 𝜖 by
1

|episodes |
2
−1

, and stop

decaying epsilon after
|episodes|

2
episodes. The maximum number of episodes is set

to triple the number of states, so that we have 3072 episodes and 23328 episodes

for 4- and 6-nodes networks, respectively.
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Figure 4.6: RL framework describing the role of agent and the process of environment as

described in Section 4.2.1

(a) Input graphs
(b) Initial random

placement

(c) New placement for

B

(d) New placement for

C

(e) Find shortest paths (f) Assign timeslots

Figure 4.7: Visualizing the RL framework steps; assume all nodes can run one process at

maximum.
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Figure 4.8: Mean Q-value convergence

Value based convergence

I first investigate the Q-table’s convergence when using Epsilon decay and Greedy

epsilon with different values for 𝜖 (0.1, 0.5 and 0.9). In Figure 4.8, we observe that

when using 𝜖 = 0.1 or using Epsilon decay, the mean value for the Q-table seems

to converge within 2000 episodes for 4 nodes network (Figure 4.8 (a)) and 10000

episodes for 6-nodes network (Figure 4.8 (b)). However, when 𝜖 = 0.5 or 0.9, the

mean value does not converge neither for a 4-nodes network nor for a 6-nodes

network.

It is expected that the higher the value for 𝜖 is, the more episodes it needs to

converge. Nevertheless, if we choose a very low value for 𝜖 , we will converge
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Figure 4.9: Explored maximum reward per state
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Figure 4.10: Average reward over episodes.
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fast but also prematurely to a misleading or suboptimal value, because we do not

explore all possible good choices. Accordingly, I fix Greedy epsilon to 𝜖 = 0.1 for

the rest of the evaluation and compare the goodness in Section 4.2.4.

Exploration and Exploitation

To investigate the exploration for Greedy epsilon and Epsilon decay, I show in Fig-

ure 4.9 the resulting maximum reward from all actions for each state. The baseline

represents the maximum ground truth for each state. For 4 nodes (Figure 4.9 (a)),

we have 1024 states where both Greedy epsilon and Epsilon decay tend to give

higher weights for the lower numbered states. We observe a similar behavior for a

6-nodes network (Figure 4.9 (b)) with 7776 states.

This behavior is due to the greediness of both approaches: The baseline has the

same reward for different states, therefore, a greedy approach will select an action

that exploits the first (i.e., the lowest number) state, out of all possible actions with

the same reward.

When taking a closer look at the reward and see how it evolves with increasing

number of episodes (Figure 4.10), over the last 100 episodes, I show the maximum,

minimum and average rewards for the selected actions.

On the one hand, we observe that for the Epsilon decay method (Figure 4.10 (a)

and Figure 4.10 (b)), theminimum rewards converge and become close to the average

reward after 1600 and 11000 episodes for 4 and 6 nodes networks, respectively. This

is due to the decaying property of 𝑒𝑝𝑠𝑖𝑙𝑜𝑛, where the agent becomes greedier as

𝑒𝑝𝑠𝑖𝑙𝑜𝑛 approaches zero.

On the other hand, the minimum reward for the Greedy epsilon (Figure 4.10 (c)

and Figure 4.10 (d)) has a high variance, because the greediness of the agent is fixed

(𝜖 = 0.1) and it does not always aim at maximizing the reward, but also try other

random actions. Meanwhile, the average values converge similar to the Epsilon

decay method.

Comparison to the Optimization Model

Next, I focus on the resulted timeslots using Greedy epsilon and Epsilon decay

(Figure 4.11). I simulate 50 different scenario, where each scenario has different

source and sink nodes, different attenuation between the nodes, and different

capacities per nodes. Each scenario is solved 50 different times using Greedy

epsilon and Epsilon decay methods. Out of the 50 solutions, I calculate the mean,

maximum and minimum achieved number of timeslots. Additionally, I calculate
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Figure 4.11: Resulted number of timeslots

the optimal number of timeslots per each scenario using the optimization model

in Sections 3.1.1 and 3.2.1.

As expected, the optimal number of timeslots (blue) acts as lower bounds for

both Epsilon decay (red) and Greedy epsilon (yellow) methods. Moreover, I observe

that in worst case scenarios, for both methods, the additional number of timeslots

(compared to the optimal solution) is 2 timeslots, for both 4- (Figure 4.11 (a)) and

6-nodes (Figure 4.11 (b)) networks. Meanwhile, the mean number of timeslot of the

Epsilon decay is always less than or equal to that of Greedy epsilon.

I show in Figure 4.12 the confidence interval for the average number of timeslots

using both methods for all scenarios per each network. Although the Epsilon decay

method has lower mean for both networks, the confidence intervals do not really

allow to conclude that the decay method is always better than the greedy one.

Nevertheless, the results from Figure 4.11 (a) and Figure 4.11 (b) show that the

decay method is at least as good as the greedy one in all 50 scenarios. It is worth

mentioning that the number of steps required to find a valid solution are almost

the same: on average 1.8 steps using the Epsilon decay and 1.98 steps using the

Greedy epsilon.
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Figure 4.12: Epsilon decay vs Greedy epsilon

4.3 Conclusion
Here, I used meta-heuristics to solve the wireless VNE problem. First a genetic

algorithm was defined and used to solve the problem. Then, I showed that the

feasible solutions found by the genetic algorithm are close to the optimal solutions.

Another RL-based meta-heuristic is also used to solve the wireless VNE problem,

where the results are also good compared to the optimal ones.

Estimating the exact gap between the meta-heuristics and the optimal solutions

is not easy since both solutions rely on initial random seeds. They have the same

objective. however, they are recommended in different scenarios. The RL-based

heuristic aims at finding a good solution as fast as possible and then it terminates,

making it suitable for handling network failures with minimum number of mi-

grations. Meanwhile, the genetic algorithm aims at finding a solution, but if it is

given more time, it may find a better one, making it suitable for problems with

distinct due dates. Hence, depending on the user’s preference, any of the solutions

is chosen.
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5 Admission Control
for Incoming Jobs

In general, acoustic applications require high Quality of Service (QoS) deliveries

(e.g., low end-to-end delays) as seen in streaming services [Drä+18] . In previous

chapters, I showed how an application is divided into multiple fine-grained jobs,

where each job has some processing requirement (e.g., CPU resources) as well as

the communication between the jobs (e.g., data rate). To embed this application

within the network, I use VNE but without over-utilizing any of network resources,

with the objective of having high QoS.

In this context, a controller receives a request to embed an application, i.e., Virtual

Network Request (VNR), and then it decides how to embed the VNR. The objective

would then be to maximize the QoS. If the controller cannot find a feasible VNE

solution, it rejects the VNR.

A naive controller simply embeds VNRs as first-come-first-serve. But this may

limit the revenue/efficiency from utilizing the physical network, especially if the

VNRs have different resource requirements. Admission control is one way of

handling this issue; a controller may reject a VNR with high requirements to accept

later on more VNRs or to later accept VNRs with higher revenues. In this chapter, I

focus on WSN and use two parameters to describe incoming VNRs:

1. duration of leasing the network resources

2. priority of the VNR to express the revenue/importance

The main objective of the admission control is then to embed as many VNRs

as possible (or more VNRs with higher revenues) while minimizing unnecessary

rejections. An important challenge to consider, when designing such a controller,

is the uncertainty of future incoming VNRs. For example, this could be related to

dynamic arrival rate or the incoming VNRs parameters. I focus here on the latter,

so that future VNRs have different lease duration and different priorities.

Instead of using the naive admission, RL may be a promising candidate that can

better deal with this challenge. In the RL framework, an agent interacts with the

environment (i.e., VNE solution) to optimize its policy of accepting or rejecting a

VNR, without getting information about future VNRs.

Generally speaking, using an RL approach in the context of WSNs has been used

to solve many problems as in MAC [Mus+17], energy saving [CLZ16], and many
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other similar problems [PAA19]. Only some work focused on VNE, admission

control and RL together. The authors in [BTS98; RTL20] assume that the QoS is a

constraint; hence, their proposed solutions reject VNRs that are likely to violate

QoS bounds. In contrast to their assumption, I assume that QoS is an objective for

the VNE problem, while the admission control maximizes the embedding revenue.

Furthermore, the work in [RTL20] assumed arriving VNRs wait in a queue for a

decision to be embedded or to be rejected. Meanwhile, in this chapter, and similar

to [BTS98], I have a queue length of only one. Therefore, queuing issues have been

ignored to emphasize other features of the admission control problem.

I use a VNE solution to check the feasibility of embedding a VNR. To combine both

admission control and VNE problems, the work in [Ble+16] uses recurrent neural

networks to reject VNRs that are likely to fail the QoS constraints, which saves the

computational time needed by the VNE solution to check the VNR implementation

feasibility. Hence, the admission control was trained to have high accuracy of

detecting feasible accepted VNR embedding. In this chapter, the admission control

is trained to maximize the network’s revenue, meaning that it can reject feasible

VNRs in order to accept more VNRs later.

Combining both admission control and VNE decisions has been solved using

RL in [Ble+18; Yao+20]. Similar to the work presented here, the objective is to

maximize the network’s revenue. Unlike those references, I assume a modular

implementation, where admission control and VNE solutions are two separate

modules that interact with each other. This allows reusing different modules in

similar problems. Additionally, the simplicity of this problem will probably lead to

less training time (i.e., time for the models to converge). For example, the mix of

VNE and admission control into a single module, as shown in [Yao+20], is valid

only for wired networks and cannot be applied or reused in the wireless network,

due to the differences between wired and wireless VNE problems. The presented

work is from [ASK21].

5.1 Problem formulation

The objective is to maximize the acceptance rate of incoming VNRs while also

prioritizing some VNRs over others. Hence, this would require rejecting VNRs,

even if they could be embedded resource-wise, to allow more future VNRs to be

embedded instead. In the following subsections, I describe the features of the VNRs

and the wireless network for formulating our problem.
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5.1.1 Virtual Network Requests
Each job requires a processing capacity 𝑐req, while all links have the same minimum

required data rate 𝑟req to guarantee an upper-bound delay. Similar to previous

chapters, I assume that the propagation and processing delays are negligible and

the medium access delay is constant.

I assume that we have a predefined set of VNRs, whose topologies are known in

advance. Hence, each VNR is labeled with an Identifier (ID), where the duration

and priority of each VNR can change, but the topology and required resources do

not.

Additionally, I assume that I have a discrete time environment where at each

time slot a new VNR 𝑣 arrives, whose duration 𝛿𝑣 is uniformly distributed between

[𝛿min, 𝛿max] time steps. By altering the value of 𝛿min and 𝛿max, the average VNR

duration can be adjusted to simulate different loads. Similarly, each VNR has a

priority _𝑣 ∈ [_min, _max]. The priory can express the revenue of running the

application or how important it is compared to other applications.

𝛿𝑣 and _𝑣 play an important role in the admission decision. For example, if the

goal is to maximize the number of admitted VNR, it is very likely to admit only

VNR with short duration. In this chapter, I alter the objective between, maximizing

the acceptance rate, having a high revenue and a mix between both objectives (see

Section 5.2.3).

5.1.2 Wireless Sensor Network
The wireless sensor nodes operate in half-duplex communication mode; a node

can be in one of three states: send, receive, idle. Each node 𝑝 ∈ 𝑃 is defined using

this set of properties: position in network 𝑋 𝑝 , computational capacity 𝐶𝑝 , actual

transmit power 𝑆𝑝 and noise floor 𝑁0.

I assume that all sensor nodes share the same collision domain with band-

width BW. To allow multiple channel access, I use TDMA, where a time step

is divided into 𝑇 time slots. Consequently, two nodes can transmit data of different

links simultaneously.

I use a simple distance-based model (5.1) to define the attenuation 𝛾 𝑖, 𝑗 based on

the distance 𝑑 between two nodes 𝑖, 𝑗 ∈ 𝑃

𝛾 𝑖, 𝑗 =
1

𝑑 (𝑋 𝑖, 𝑋 𝑗 )2 . (5.1)

Accordingly, the maximum achievable data rate 𝑟
𝑖, 𝑗,𝑡
max

between two nodes 𝑖, 𝑗 ∈ 𝑃
at time slot 𝑡 ∈ 𝑇 is given by
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𝑟
𝑖, 𝑗,𝑡
max

=
BW

|𝑇 | log2(1 +
𝑆𝑖𝛾 𝑖, 𝑗

𝐼 𝑖, 𝑗,𝑡 + 𝑁0

) (5.2)

where 𝐼 𝑖, 𝑗,𝑡 =
∑
𝑝∈𝑃𝑡
𝑝≠𝑖

𝛾𝑝,𝑗𝑆𝑝 is the interference at node 𝑗 from other nodes 𝑃 𝑡 that are

simultaneously transmitting with node 𝑖 at time slot 𝑡 .

5.1.3 Constraints

A successfully embedded VNR 𝑣 will decrease its remaining duration 𝛿𝑣 = 𝛿𝑣 − 1 in

each time step; 𝑣 runs as long as 𝛿𝑣 > 0. Second, let us assume that we have a list of

VNRs 𝑉 + which are currently running inside the network (i.e., 𝛿𝑣 > 0, ∀𝑣 ∈ 𝑉 +).
Then, we need to follow the typical VNE constraints in Section 3.2: capacity, flow

conservation, duplex constraints.

5.1.4 VNE Heuristic Solution

The VNE solution is a straightforward, first-fit constructive heuristic as described

in Section 3.3; it finds a solution by following a sequence of pre-ordered constraints.

First, wireless nodes are chosen in topological order of the jobs, while still checking

the capacity constraint. If any node does not satisfy the capacity constraint, another

node is selected at random. Next, shortest path routes are computed between the

nodes running the jobs. At the end, time slots are allocated to the transmissions

between the nodes in a topological order. We start with one time slot. If simultane-

ous transmissions cannot take place within the available time slots – i.e., due to

duplex or SINR constraints – new additional time slots are used for transmissions.

5.2 Reinforcement Learning

To train the RL agents, the Proximal Policy Optimization (PPO) [Sch+17b] RL

algorithm is used, because it is recommended for accelerating the training process,

thanks to its multiprocessing implementation[Hil+18]. Other RL algorithms (e.g.

Q-Learning) would have been possible, but the training time would have been

longer. In the following subsections, I define the observation space, the action space

and the reward function of the RL environment.
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Figure 5.1: Example of activation link for 1 time slot and how it relates to VNR properties.

5.2.1 Observation Space

All observations are stored in a multi-dimensional discrete vector containing the

following information:

• Node capacities:→ ℝ𝑃

• Link activation ≡ [ → ℝ𝑃×𝑃×𝑇×2

• New VNR’s properties→ ℝ3

– ID

– Duration

– Priority

Node capacities contain the available capacities of each node at the current

time step. Link activation is a multi-dimensional matrix containing the activation

status of all currently embedded links. The first and second dimension encode

the sending and receiving nodes (Figure 5.1). The third dimension stands for the

time step at which the transmission takes place. Each transmission is labeled by 2

IDs representing which VNR and which link within the VNR. For newly incoming

VNRs, the VNR ID, duration 𝛿𝑣 and priority _𝑣 are added.
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5.2.2 Action Space
The RL agent decides whether an incoming VNR is rejected or accepted (binary

space). In case of acceptance, the VNE algorithm will try to embed the VNR into

the network.

5.2.3 Reward Function
The reward function is chosen to train the agent towards the desired behavior

described in Section 5.1.

Table 5.1: Reward function

Agent decision VNE solution Label Reward

accepted feasible true positive +6

accepted infeasible false positive -2

rejected feasible false negative -1 + 𝑟extra

rejected infeasible true negative ±0

Table 5.1 describes the combinations of agent decisions and VNE algorithm

solutions with their corresponding reward. An incoming VNR is labeled as true
positive if the agent decides to accept and the VNE algorithm successfully embedded

the VNR. The other labels describe the remaining combinations of agent’s decisions

and the VNE solution feasibility.

During training, False negatives compute VNE, although the agent rejects the

VNR. This is used so that False negatives receive an extra reward 𝑟extra calculated

using Eq. (5.3). It relies on the relative delay (𝑓 𝑣
𝛿
= 𝛿𝑣

𝛿max

) and the relative priority

(𝑓 𝑣
_
=

_max−_𝑣
_max−1

) of the rejected VNRs 𝑣.

𝑟 𝑣
extra

= 𝑐𝛿 · 𝑓 𝑣𝛿 + 𝑐_ · 𝑓
𝑣
_

(5.3)

The control parameters 𝑐𝛿 and 𝑐_ are used to tune the false negative behavior on
the extra reward. The extra reward is used to recompense for rejecting VNR, when

a VNR has a very long duration, low priority or both.

5.3 Simulation Setup
The number of time slots per time step 𝑇 = 8 for all simulations in this chapter.

5 nodes are placed in a small-sized room (e.g., a seminar room) with dimensions
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5 m × 5 m,×3 m. The wireless channel bandwidth is set to BW = 20 MHz. The

minimum time duration per VNR 𝛿min = 2, while the VNR’s priority is uniformly

distributed between _ ∈ [1, 10]. All trained agents are compared to an always accept
baseline agent. This baseline agent will accept each incoming VNR and forward

it to the VNE algorithm. Hence, the embedding of a VNR depends only on the

VNE solution’s feasibility. With respect to Table 5.1, the output of this algorithm

corresponds only to true positives and false positives.
To measure the impact of the control parameters (𝑐𝛿 and 𝑐_) and the sensitivity

of the trained agent to incoming VNR properties, 3 simulation setups are defined:

1. fix 𝑐_ and change 𝑐𝛿

2. change 𝑐_ and fix 𝑐𝛿

3. fix both 𝑐_ and 𝑐𝛿 , while evaluating different agents trained on different 𝛿max

The VNR used in this simulation is made of three processing jobs 𝐵 = {K, L,M}
connected via two links (𝐸 = {KL, LM}) as shown in Figure 5.2.

K L M
𝑐req
K = 15 𝑐req

M = 8𝑐req
L = 15

𝑟req
KL = 5Mbps 𝑟req

LM = 5 Mbps

Figure 5.2: VNR overlay graph

5.4 Simulation Results
In general, for each configuration setup there are 100 different runs, where each

run has 1000 time steps (i.e., 1000 incoming VNRs). The median of these runs is

compared to that from the baseline solution (gray dots). Note that the acceptance

rate in the following subsections is calculated after the RL agent and the VNE

heuristic.

5.4.1 Duration Control Parameter
As stated in Section 5.2.3, 𝑐𝛿 controls the agent’s decision (i.e., accept/reject a VNR

𝑣) with respect to the VNR’s duration 𝛿𝑣 . To illustrate the sensitivity of agent’s

decision to this parameter, eight agents are trained, where I manually 𝑐𝛿 between
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Figure 5.3: Results of 𝑐𝛿 parameter analysis

[1.6, 3.0]. All agents have the same number of training time steps 10
6
and 𝛿max = 30

(Figure 5.3)

Figure 5.3 (a) shows the median acceptance rate (
number of accepted VNR

total number of incoming VNRs
) values

of all different trained agents and the always accept baseline agent in different

offered load environments. Figure 5.3 (b) shows the corresponding relative number

of false negatives created by those agents.

The agent trained with 𝑐𝛿 = 1.6 does not increase overall acceptance rate com-

pared to the always accept baseline agent and does not make any false negatives
decisions. In other words, the agent learns to behave the same way as the baseline.

Meanwhile, agents with higher values for 𝑐𝛿 show an increase in overall acceptance

rate especially in higher offered load environments, i.e., better than the baseline.

This increase comes with the cost of creating more false negatives, i.e., unneces-
sary computations for the heuristic. The difference between each other is, as ex-

pected, most present for medium offered loads. The agents with 𝑐𝛿 = 1.8, 2.0, 2.2, 2.4

show a gradual increase in acceptance rate compared to each other when evalu-

ating 𝛿max between 10 and 22. For incoming VNRs with higher 𝛿max, the agents

perform very close to each other, i.e., diminishing return. Hence, the agents with

𝑐d = 2.6, 2.8, 3.0 do not further increase the acceptance rate compared to agents

trained with smaller values for 𝑐d. Meanwhile, in Figure 5.3 (b), increasing 𝑐𝛿 tends

to have more false negatives. Accordingly, at some point, increasing 𝑐𝛿 does not

increase the acceptance rate and just increase the false negatives.
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Figure 5.4: Results of 𝑐_ parameter analysis with 𝑐𝛿 = 1.8 and 𝛿max = 26

5.4.2 Priority Control Parameter

All previous analyses focused on maximizing the acceptance rate by rejecting long

VNRs. This may not be ideal because it prevents longer VNRs from being embedded

at all. for a different goal, 𝑐_ can be used to give higher priority for longer VNRs

(e.g., higher revenue). Figure 5.4 shows the evaluation results of the trained agents

with different values for 𝑐_ and _ ∈ [1, 10], while all agents use 𝛿max = 26 for

training and evaluations.

In Figure 5.4 (a), it is observed that the higher the value of 𝑐_ during training,

the lower the acceptance rate of the resulting agent. This is due to accepting VNRs

with high 𝛿max and high priority. Meanwhile, the number of false negatives tends
to decrease as 𝑐_ increases.

To extend the analysis, in Figure 5.5, I investigate which VNRs are getting

accepted or rejected during evaluation. Figure 5.5 (a) shows the number of true
positives while Figure 5.5 (b) shows the number of false negatives using different
values for 𝑐_ during training. Each point represents the number of VNRs with their

corresponding duration and priority values. For the agent with 𝑐_ = 1.2, most

true positives are short VNRs of different priorities. As the VNR duration increase,

they are being rejected by the admission control; very long duration VNRs are not

embedded at all, which can be seen in the dark area. The results for false negatives
in Figure 5.5 (b) confirm this behaviour. Mainly, long VNRs are being rejected, even

if they can be embedded.

Higher values for 𝑐_ have two obvious impacts on the acceptance rate (Fig-

ure 5.5 (a)). First, the slope of the red boundary increases – the agent starts to

accept longer VNRs with high priorities rather than short VNRs with low priority.
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Figure 5.5: Impact of 𝑐_ on true positives and false negatives with 𝑐𝛿 = 1.8 and 𝛿max = 26.

Second, the dark area in the true positive graphs gradually changes to red. That

means the agent becomes more flexible toward accepting long VNRs, given that

these strict constraints no longer exists.

Depending on the use case (e.g., seeking higher revenues) this behaviour can be

beneficial – when increasing 𝑐_ ,long VNRs get a chance to be embedded rather

than being always rejected.

Meanwhile, 𝑐_ should be carefully tuned, otherwise it will lead to an undesired

agent behaviour. In Figure 5.6, I retrain the environment for 𝑐𝛿 = 30 and, again, with

increasing 𝑐_ . It is observed that agents trained with high values for 𝑐_ eventually

start to prioritize false negatives (Eq. (5.3)). Hence, the results could be even worse

than the baseline solution: lower acceptance rate (Figure 5.6 (a)) and higher false

positive (Figure 5.6 (b)).
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Figure 5.6: Results of 𝑐_ parameter analysis with 𝑐𝛿 = 1.8 and 𝛿max = 30

5.4.3 Maximum Trained Duration

In the previous evaluations, agents are trained with a fixed 𝛿max and evaluated for

different incoming 𝛿max. What if the agents are trained for a shorter 𝛿max? How would
that impact the acceptance rate for incoming VNRs with longer, shorter, or equal to
the trained 𝛿max?
To answer these questions, in total 9 agents are trained for 𝛿max between 12

and 30 and evaluated, in addition to the baseline, for different 𝛿max (Figure 5.7).

All training runs are performed with 𝑐𝛿 = 1.8, which is a compromise between

increasing acceptance rate and limiting the number of false negatives as described
in 5.4.1, and 𝑐_ = 0.

In Figure 5.7 (a), each agent shows the highest increase in median acceptance rate

compared to the always accept baseline agent in the exact scenario it was trained

for. For higher offered loads, the performance of agents drops but still stays above

the baseline level. This behaviour results from agents not having encountered any

larger VNR duration during training; thus, they do not know how to properly deal

with them during evaluation.

This can also be interpreted from Table 5.2. Agents performmostly the best when

the trained and evaluated 𝛿max are the same. As the difference between the trained

and evaluated 𝛿max increase, the acceptance rate decrease, but it is still better than

the baseline solution. Meanwhile, Figure 5.7 (b) does not show consistent patterns

for the relation between trained and evaluated 𝛿max with respect to false negatives.
Hence, it depends more on the environment and should be tuned with respect to

other environment parameters (e.g., distribution of arriving VNR duration).
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Figure 5.7: Impact of trained 𝛿max on agent performance in different 𝛿max enviromnets

Table 5.2: Comparison between agents with different trained 𝛿max in multiple 𝛿max envi-

ronments

eval 𝛿max 12 16 20 24 30 35 40 45 50

trained 𝛿max

12 34.3 26.8 22.3 19.2 15.6 13.6 12.1 10.9 9.8

16 33.9 29.5 24.7 21.5 18.1 16.0 14.3 13.0 12.1

20 32.2 29.1 26.3 22.0 17.7 15.3 13.5 12.0 10.8

24 30.2 27.9 25.9 24.1 17.5 14.6 12.7 11.3 10.2

30 30.9 27.7 25.5 23.7 21.2 18.1 15.8 14.1 12.9

35 29.9 26.9 25.1 23.5 21.3 19.6 18.3 17.1 16.2

40 30.3 26.0 24.0 22.4 20.4 18.4 16.6 15.1 14.0

45 28.8 24.7 23.5 22.6 20.9 19.6 18.5 17.5 16.7
50 28.4 23.3 22.1 21.2 19.8 19.0 17.9 17.1 16.4

baseline 28.4 22.2 18.1 15.4 12.6 11.0 9.7 8.6 7.8
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5.5 Summary
This chapter uses RL for admission control of VNRs in wireless VNE. RL agents are

trained to maximize the revenue (e.g., acceptance rate or number prioritized VNR)

by rejecting some VNRs to be able to accept more/better future VNRs. The agent’s

behavior can be tuned by modifying the parameters 𝑐𝛿 and 𝑐_ . On the one hand,

low values of 𝑐𝛿 lead to a behavior with little to no increase in overall acceptance

rate while keeping the number of false negatives small. High values of 𝑐𝛿 yield

more false negatives aggressively, resulting in a higher overall acceptance rate, but

with a diminishing return. On the other hand, the higher 𝑐_ the more likely the

agent consider priority over duration. Hence, longer VNRs with a high priority

value can be accepted. This should be carefully tuned, otherwise the results can be

even worse than a first fit baseline. Meanwhile, training an agent with a predefined

𝛿max yields a better solution than the first fit baseline, even if there is a mismatch

between the trained and deployed/evaluated 𝛿max.
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In the previous chapters, I assumed that the number of wireless nodes are fixed

and the nodes do not move. Additionally, when fixing the application, the data rate

is known in advance. For example, the data rate generated from microphones for

acoustic applications are fixed and given. Accordingly, it makes sense to use a TDMA

MAC. However, TDMA requires signalling protocols that can create substantial

overhead, especially when there are external factors (e.g., heat) influencing the

clocks used for wireless transmissions. This makes TDMA less attractive even

though it offers tight bounds on medium access delay and guaranteed data rates.

As an alternative, typical ad hoc standards (as seen in IEEE 802.11 family) rely on

CSMA/CA or listen-before-send protocols. They are, however, subject to collisions,

high delays and fluctuating data rates
2
.

In much the same way, data synchronization is a critical issue that appears for

multimedia applications with distributed sensors/actuators, where audio and video

devices are separated in space. In this context, data synchronization means syn-

chronizing the timing of data collected from different sensors (e.g., microphones

and cameras). This is indeed crucial for many applications such as lip synchro-

nization, video animation, and real-time audio streaming [Ban+09]. As a concrete

example, let us consider acoustic source localization in acoustic sensor networks

using audio synchronization [DSB01] via a set of distributed microphone nodes.

Without synchronizing the audio streams of the nodes, the localization suffers,

for example, from the problem that the Time Differential of Arrival (TDoA) of the

signals changes over time [GSH21]. Consequently, the acoustic source seems to be

moving even while it actually remains at a fixed position.

In this chapter, I ask how to reduce the synchronization overhead for TDMA

protocols and whether they become a competitor to CSMA/CA protocols. To do

so, I reuse the results from an application running audio stream synchronization

between microphones [GSH21] to synchronize the time slots for wireless transmis-

sions. In a sense, I leverage application synchronization for MAC synchronization.

To bootstrap this process, the application starts running using CSMA/CA for an

acoustic SRO estimation. Once audio synchronization accuracy is below a certain

threshold, I recommend to switch to TDMA for a more stable or a higher network

2 I assume that RTS/CTS is turned off
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throughput. In general, I look into the following aspects: How to set the accuracy

threshold for switching? Is the resulting audio synchronization good enough for

synchronizing TDMA slots? How big do the guard intervals need to be? And

overall, what would be the gain of switching between CSMA/CA and TDMA?

I use throughput (number of bits successfully received per time unit) as a metric to

evaluate the performance of the two MAC protocols and show the relation between

audio synchronization error, back-off interval and achieved throughput. On the

one hand, throughput is chosen as a metric due to the fact that most multimedia

applications exchange a substantial amount of data. On the other hand, I assume

that these applications do not have delay requirements, where the accuracy of the

synchronization from the application (in this chapter audio synchronization) is

independent of network delays. The network delays may, however, impact the time

required to estimate the SRO and to synchronize the audio streams.

Generally, several communication protocols have been proposed to synchronize

the clocks of wireless nodes. The most famous protocol is Network Time Protocol

(NTP) [Mil91], yet it was originally developed to be used over the internet, i.e., wired

networks, and rests on assumptions that are usually violated in wireless networks,

e.g., constant transmission delays. In NTP, synchronization is achieved using a

hierarchical structure of time servers, where the root node is synchronized with

the Coordinated Universal Time (UTC). NTP assumes that the transmission delays

between two nodes forward and backward are the same, yet this is not always true

in wireless networks. Moreover, NTP adds an overhead to the limited data rate

(with multi-hopping properties) of wireless networks. To address some of these

problems, extensions to NTP [DH04; EGE03; GKS03; GR03] have been proposed.

To specifically address multimedia applications, the authors in [FYD09] proposed

combining both TDMA and CSMA/CA MAC protocols for predictive network

delays, in which, similar to NTP, the nodes exchange beacons for clock synchro-

nization. The IEEE 1588 standard (a.k.a. precision time protocol [CEP07]) also uses

beacons only for estimating time offsets but not for transmissions. A comprehensive

survey on wireless MAC protocols and the synchronization protocols was done

in [Mah+17; ZMS20].

What is common between the aforementioned works is that they all require

additional signalling overhead to achieve synchronization. On the contrary, driving

MAC synchronization from an application synchronization process that takes place

anyway, and thus reducing signalling overhead, is vastly less investigated. For

example, [MR14] uses the time information inside the application’s query packets

to synchronize the virtual clocks of the nodes. The nodes then alternate between

awake and sleep states and adjust the amount of time spent in each phase (duty

cycle). Hence, nodes running the same application should synchronize their virtual
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clocks to have the same duty cycle. This works, however, best for applications

that periodically send queries and works not so well for on-demand applications as

in some multimedia applications. This is due to the fact that periodic queries, as

well as periodic data traffic, regularly ensure an adequate synchronization between

the nodes. But on-demand queries do not exchange packets for some periods

in time [Gun+21], in which synchronization errors accumulate. This makes the

synchronization problem more complex, because the synchronization error may

become arbitrarily large during long periods in time without exchanging queries.

Thus, the synchronization needs to be re-started when queries are available again.

Here, I assume that the nodes are not synchronized at the begging of sending data

flows.

In fact, many multimedia applications, such as acoustic applications, also require

synchronization, but between multiple distributed clocks driving the sampling

processes of the audio signals [BAK04b; DG15; GBW01]. Accordingly, many algo-

rithms were developed using different assumptions, such as static SROs [CG17a]

and time-varying SROs [GSH21]. Such algorithms run independently of the wire-

less synchronization and are a part of the acoustic application. Here, I leverage the

output of an audio synchronization algorithm to synchronize the wireless clocks.

6.1 System Model
I consider a wireless network with 𝑁 > 2 nodes, each equipped with a microphone.

All nodes operate in the same collision domain with negligible propagation delays.

The nodes exchange audio data over a single hop, i.e., no packet forwarding. I

assume that neither the nodes’ positions nor their used data rates change. However,

the position of the acoustic source (i.e., speaker) changes over time. The buffer size

of the nodes is assumed to be infinite, so that packets are buffered (and not lost) in

case of wireless channel over-utilization.

In reality, there is a time-varying difference between the rates of the clocks

driving the sampling processes of the audio signals of different nodes. This results

in a time-varying SRO between the audio signals recorded by different nodes, whose

effect accumulates over time, causing a growing SRO-induced shift 𝜏 between the

audio signals of different nodes [GSH21]. Accordingly, the SRO has to be estimated

from the audio signal to adapt the rates of the clocks driving the audio sampling

processes before using these clocks to drive the wireless transmission.

Additionally, there are Sampling Time Offsets (STOs) between the audio signals

recorded by different nodes, due to the fact that the nodes start recording at different

points in time. It corresponds to a constant time shift between audio signals recorded
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Figure 6.1: Channel access with CSMA/CA

by different nodes. SRO and STO models as well as the algorithms used to estimate

these quantities have been discussed in detail in [GSH21]. I use the outcome of this

work in the TDMA throughput analysis.

Next, I provide a simple analytic model for the throughput achieved by CSMA/CA

and TDMA under the given assumptions.

6.1.1 CSMA/CA
The contribution of this section is to derive the throughput of CSMA/CA for a

specific scenario, which will be used later for comparison with TDMA. Accordingly,

I apply some modifications to the derivations in the related work [BFO96; Bia00;

KSM03], to fit my scenario here.

Since nodes operate in the same collision domain, the RTS-CTS feature of 802.11-

MAC [21] is turned off, and for simplicity, I ignore the delays introduced by the

acknowledgment time and inter-frame spacing (IFS) [Bia00], which are typically

used for carrier sensing and sending/receiving acknowledgements. For fairness,

even if a node has multiple packets buffered, it only attempts to transmit one packet

and then enters back-off, as specified by 802.11 [WK05].

Additionally, I assume that the contention window size is fixed and does not

increase exponentially as in [21], which allows to derive the analysis for a particular

contention window size𝑊 . This is justifiable for this scenario where the number

and positions of nodes do not change and the application generates packets with a

constant length 𝐿 at the same rate (assuming that the remaining SRO is negligible

after audio synchronization).

For such a predefined, unchanging setup, I will derive a suitable contention

window size. Initially, a node senses the wireless channel and sends a packet if
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the channel is idle. Otherwise, a random back-off interval 𝐵𝑛 starts when node 𝑛

attempts a packet transmission after sensing collisions or a busy channel. While

the wireless channel is idle, the timer counts down until it reaches zero and the

node transmits the packet. If the channel is detected busy before reaching zero, the

timer freezes until the channel becomes idle again (Figure 6.1). The time needed to

send a packet for node 𝑛 is `𝑛=𝐿/𝑅𝑛 , where 𝑅𝑛 is the bit rate given that node 𝑛 is

transmitting. I assume 𝑅𝑛 to be below the channel’s (Shannon) capacity [Sha48] for

all nodes.

In practice, audio data is not continuously transmitted, since there may be

time intervals without acoustic source activities. Hence, a channel may be idle

but the nodes still have no data to exchange, due to speech pauses or late gener-

ated/processed packet. I refer to the fraction of time for a scenario, where there is

no packet to send, given that the channel is idle, as 0 < 𝜌𝑛 ≤ 1, where 1 means that

nodes always have a packet to send and 0 means that nodes are not transmitting.

Nonetheless, when a node has packets to send, the objective is still to send at a

high throughput.

For simplicity, and unless mentioned otherwise, it is assumed that all nodes

have the same data rate 𝑅, traffic load 𝜌 and average back-off windows 𝐸 [𝐵]. The
analysis is based on the capacity formulation in [Bia00], where the focus is on

single-hop flows in a single collision domain. The channel throughput is then given

by

𝑆 =
𝑝tr𝑝𝑠𝐿

𝑝tr𝑝𝑠𝜏𝑠 + 𝑝tr(1 − 𝑝𝑠)𝜏𝑐 + 𝜏𝑖
, (6.1)

such that 𝜏𝑠 is the sending time, 𝜏𝑐 is the collision time, and 𝜏𝑖 is the expected

duration of the channel’s idle interval (slightly different from [Bia00] where 𝜏𝑖 is

the duration of a single back-off slot Chapter A). The content difference is due to

different focus; in [Bia00], the author focus on system throughput, while here I

focus on the throughout per node.

Furthermore, 𝑝tr is the probability that at least one node is transmitting, while

𝑝𝑠 is the probability of successful transmission conditioned by at least one node

transmitting. When the propagation and inter-frame spacing delays are ignored,

i.e., 𝜏𝑠 = 𝜏𝑐 [Bia00], we get

𝑆′ =
𝑝tr𝑝𝑠𝐿

𝑝tr` + 𝜎
., (6.2)

where ` is, again, the time to send a packet and 𝜎 is the average duration of the

idle interval when sending a packet.

For a fixed contention window𝑊 , the back-off window time has a uniform
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distribution 𝐸 [𝐵] = 𝑊 +1
2

. Accordingly, the probability that any node tries to access

the channel is [Bia00; KSM03]

𝑝𝑡 =
2

𝑊 + 1

. (6.3)

With the probability that any node tries to access the channel, the probability of

at least one transmitting node (𝑝tr) and, respectively, a successful transmission (𝑝𝑠 )

are given by:

𝑝tr = 1 − (1 − 𝑝𝑡 )𝑁 , (6.4)

𝑝𝑠 =
𝑝𝑡 (1 − 𝑝𝑡 )𝑁−1

𝑝tr

. (6.5)

To derive the idle interval 𝜎 , it is assumed that when a node has a packet to send,

every other node also has a packet ready to transmit (𝜌 = 1). Therefore, the idle

interval is only due to the back-off count down. When 𝑁 nodes compete for the

channel the idle interval is given by [BFO96]

𝜎′ =
𝐸 [𝐵]
𝑁

=
𝑊 + 1

2𝑁
. (6.6)

If the nodes are not fully saturated, i.e., 𝜌 < 1, nodes start counting down only

for a fraction of time 𝜌 . Hence, as derived in [LK13], the relation between 𝜌 and 𝜎

is given by

𝜎 =
𝜎′

𝜌
=
𝑊 + 1

2𝜌𝑁
. (6.7)

Accordingly, the throughput per node 𝑛 is

𝑥CSMA−CA

𝑛 =
𝑆

𝑁
=

𝑝𝑠𝑝tr𝐿

𝑝tr𝑁` + 𝑊 +1
2𝜌

. (6.8)

6.1.2 TDMA

The derivation is divided into two parts. In the first part, TDMA has synchronized

time slots. I assume a pre-planned TMDA scheme where 𝑁 nodes take turns to send

a packet. Each node uses a time slot of fixed length in a TDMA frame comprising

𝑁 slots, separated by 𝑁 guard intervals (Figure 6.2).

The application requirements set the upper bound on the guard interval 𝜖 . As-
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Figure 6.2: Channel access with TDMA

sume that after audio synchronization the remaining SRO is vanishingly small

and thus all microphone signals are sampled at a rate 𝑓s (samples/s). The samples

are encoded into bits using a code rate of C(bits per sample). Given that the time

required to transmit a packet is `, then the time when a node is ready to send its

next packet after every other node has sent a packet and waited a guard interval

is 𝑡send=𝑁 (` + 𝜖), while the time needed to generate a packet of size 𝐿 is 𝑡pkt=
𝐿
𝐶𝑓s

.

Ideally to avoid queuing delays, we would require

𝑁 (` + 𝜖)
´¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

𝑡
send

≤ 𝜌 𝐿

𝐶𝑓 ∗
s±

𝑡
pkt

, (6.9)

where 𝑓 ∗
s
is the highest expected sampling frequency across all microphones, de-

pending on the SRO accuracy, and 𝜌 = 1 if 𝑡pkt = 𝑡send. Given that𝑅=𝐿/` and solving
(6.9) for 𝜖 it holds:

0 ≤ 𝜖 ≤ 𝜌𝐿
(

1

𝑁𝐶𝑓 ∗
s

− 1

𝑅

)
. (6.10)

As long as 𝜖 is smaller than this value, the TDMA scheme satisfies the application

data rate requirement. Meanwhile, the acoustic application needs to provide a clock

synchronization whose remaining SRO-induced shift 𝜏 is less than 𝜖; otherwise,

there are unnecessary queuing delays.

The second part is concerned with TDMA throughput with varying accuracy.

The challenge is that the accuracy of the synchronization of the acoustic application

varies randomly [GSH21]. Therefore, sometimes packets are lost because the guard
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interval was chosen too small (clocks are too inaccurate), or there are large delays

because the guard interval was chosen too large, wasting throughput. Additionally,

when load is too low, a node has to wait (1 − 𝜌)𝑡pkt for a packet to be ready to be

sent. Consequently, from (6.9) the throughput in TDMA is given by:

𝑥TDMA

𝑛 =
𝐿

𝑡send + (1 − 𝜌)𝑡tpkt

=
𝑅/𝑁

1 + 𝜖
`
+ (1−𝜌)𝑡pkt

𝑁`

𝑝 ( |𝜏 | < 𝜖 + (1 − 𝜌)𝑡pkt) . (6.11)

Without training the network, the probability of a successful transmission

𝑝 ( |𝜏 | < 𝜖 + (1 − 𝜌)𝑡pkt) will typically not be available inside a system, hence, it is

difficult to find a scheme that adapts the guard interval. But it is easy to evaluate,

for an empirically collected distribution of synchronization errors, which impact a

fixed guard interval length would have, as shown in the following sections.

6.2 Environment setup
I look into two aspects: 1) obtaining a distribution of synchronization errors based

on the simulation of an acoustic application and 2) using this distribution to derive

a TDMA-based throughput (and compare it to CSMA/CA throughput). As be would

the case in reality as well, I separate out these two aspects in separate simulation

systems.

Regarding the first part, I briefly describe the wireless acoustic network setup for

getting the synchronization results and refer to [GSH21] for more details. In total,

100 different acoustic sensor networks were simulated, each having different node

positions. For each network, the recordings of an acoustic scene are simulated with

a single acoustic source being active at any given time. Hereby the source positions

vary over time. Such a scene is 5 min long and may contain speech pauses. The

audio signals were re-sampled to simulate a time-varying SRO. In total, there are

more than 11 million data points of SROs estimation error and the corresponding

induced shift 𝜏 , from which I derive the empirical cumulative distribution function

of the synchronization error (Figure 6.3 (a)).

Regarding the second part of the simulation, I fix the nominal sampling frequency

𝑓𝑠=16 kHz, the coding scheme 𝐶=32 bits/sample and the packet length to 𝐿=8

kbit. The duration of back-off slot is 20`𝑠 . In the following sections, I evaluate

the throughput of TDMA and CSMA/CA while varying the number of nodes in
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Figure 6.3: Probability of collision distribution for TDMA and CSMA

the network and the data rate used for transmission. For CSMA/CA, I use the

length of the contention window as a parameter; for TDMA, I use the guard

interval length. All throughput results are based on the derivations in Section 6.1.

Additionally, I validated the throughput results of CSMA/CAwith the data in [Bia00;

LK13]. I highlight again that algorithms used for microphone synchronization were

developed by my colleagues Tobias Gburrek and Joerg Schmalenstroeer, so I do not

discuss these algorithms here.

6.3 Results
In the following sections, I first show the probability of collisions for both TDMA

(due to incorrect synchronization) and CSMA/CA protocols. Based on that, I

estimate their average throughput per node and compare those. At the end, I show

the throughput when there is the same low-to-medium traffic load among all nodes.

6.3.1 Probability of collision
Figure 6.3 (a) visualizes the cumulative distribution function (CDF) of the SRO-

induced shift 𝜏 that remains after audio synchronization; it was given from the

results of [GSH21]. Figures 6.3 (b) and 6.3 (c) depict the probability of collisions

for TDMA (when changing the guard interval) and CSMA/CA (when changing

the number of nodes and the contention window), respectively. On the one hand,

I show the results of CSMA/CA for the sake of convenience to demonstrate how

changing the contention window size and number of nodes impact the probability

of collision. These results will be used in the next sections when estimating the

throughput. On the other hand, and more importantly, it is observed that the

probability of collision of TDMA depends solely on the SRO estimation accuracy
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Figure 6.4: CSMA/CA throughput for varying number of nodes and transmission rate;

contention window size as a parameter

of the acoustic application and, unlike CSMA/CA, is independent of the number

of nodes in the network. Also, it is clear how increasing the length of the guard

interval decreases the probability of collisions.

6.3.2 CSMA/CA throughput
Figure 6.4 shows the throughput of CSMA/CA in different parameter combinations.

First, we observe that for many nodes (𝑁 = 20) in Figure 6.4 (a) or low data rates

(𝑅 = 5 Mega bits per second (Mbps)) in Figure 6.4 (b) shows low throughput. But

for lower numbers of nodes (Figure 6.4 (a)) or higher data rates (Figure 6.4 (b))

the throughput becomes higher, but more sensitive to the contention window. In

particular, for large contention windows, different data rates have similar through-

put (Figure 6.4 (b)). Hence, the contention window size in CSMA/CA needs to be

tuned carefully; otherwise, the achieved throughput drops steeply, especially for

low numbers of nodes and high data rates.

6.3.3 TDMA throughput
I repeat the previous parameter settings for data rates and number of nodes, but I

show the throughput using TDMA, where the guard interval is changed instead

of the contention window (Figure 6.5). Additionally, I integrate the probability

of collision from Figure 6.3 (b) for a convenient translation between throughput

and probability of collision, when 𝜌 = 1. These probabilities can be used as a

threshold for switching between TDMA and CSMA/CA for a given throughput;

108



Results Section 6.3

when the resulting probability of collision is higher than the expected one, fall back

to CSMA/CA to get a better synchronization and consequently a better estimation

of the guard interval. I observe the throughput when changing the number of nodes

(Figure 6.5 (a)) and changing the data rates (Figure 6.5 (b)), similar to CSMA/CA,

the throughput is low for a large number of nodes and small data rates and is barely

sensitive to the guard interval of TDMA.

An interesting fact observed in Figure 6.5, beside not having the steep drop-

down behavior, is that two different guard intervals, with corresponding different

probability of collisions, will achieve in many cases the same throughput. Although

delay is not a metric in the analysis here, this may be useful for an application

developer when setting up the network. Hereby, the target could either be to

achieve a certain throughput with a small guard interval and high probability of

collisions but low delay, or with a large guard interval, small probability of collisions

and high delays. This of course also depends on other factors such as how the

application handles packet losses, whether re-transmissions are necessary and if

there is a maximum queuing delay.

6.3.4 Comparison of CSMA/CA and TDMA throughput

I compare the throughput of CSMA/CA (while changing the contention window)

with TDMA (while selecting the guard interval with highest throughput 𝜖opt and

the corresponding maximum threshold 𝜖th from (6.10)). For low data rates and

many nodes (Figure 6.6 (a)) CSMA/CA has lower throughput compared to TDMA.

For high data rates and small numbers of nodes (Figure 6.6 (b)), CSMA/CA has

a higher throughput than TDMA with threshold guard interval but only over a

narrow contention window interval. Additionally, the throughput of CSMA/CA

decreases fast when increasing the size of the contention window, to be even lower

than the throughput of TDMA using the threshold guard interval 𝜖th, which is the

lowest recommended TDMA throughput.

It is worth noting that TDMA using the optimal guard interval 𝜖opt has in both

scenarios higher throughput than CSMA/CA. Consequently, TDMA,with 𝜖opt, offers

a stable behavior (with respect to the number of nodes) and higher throughput

than CSMA/CA, while other values may yield in some cases (Figure 6.6 (b)) a lower

throughput. Such properties are important for acoustic applications and multimedia

ones in general.
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Figure 6.5: TDMA throughput for varying number of nodes and transmission rate; guard

interval length as a parameter
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6.3.5 Throughput for unsaturated nodes
As mentioned earlier, acoustic applications may have moments of silence (i.e.,

pauses) where a node is not sending, although the channel is idle. Here, I assume

that all nodes have the same traffic load 𝜌 for both TDMA (Figure 6.7 (a)) and

CSMA/CA (Figure 6.7 (b)), fixing the number of nodes (𝑁 = 5) and the data rate

(𝑅 = 20 Mbps). An interesting observation is that when TDMA has small guard

intervals, a network with low load (e.g., 𝜌 = 0.2) tends to have higher throughput

than highly load ones (e.g., 𝜌 = 1). Since the channel is idle for some time and the

nodes have no data to send for some time, this time compensates for the induced

shift, decreasing the probability of collision. As the guard interval increases, the

impact of the time without having data to send decreases and the impact of the

guard interval becomes more dominant: the higher the network load, the higher

the throughput.

Similar to TDMA, and as mentioned in [LK13], increasing 𝜌 in CSMA/CA in-

creases the throughput. Yet, I highlight that the throughput for all 𝜌 is higher for

TDMA than for CSMA/CA. This is another advantage of using TDMA in wireless

multimedia applications where 𝜌 may change.

6.4 Summary
In this chapter, I use the synchronization achieved by wireless multimedia applica-

tions to synchronize wireless transmissions. Accordingly, I derive the throughput

of TDMA resulting from the synchronization error of the audio stream synchro-

nization and compare it to CSMA/CA, when nodes operate in a single collision

domain. A major advantage of the TDMA approach over CSMA/CA is the stability,

because the probability of collision is independent of the number of wireless nodes,

as well as its higher throughput.

To use the synchronization from the application for TDMA, first a minimum

throughput (or other metrics like probability of collision) need to be defined. Ac-

cordingly either TDMA or CSMA/CA can be used. If CSMA/CA is used due to to

bad synchronization, the application can later switch to TDMA after synchronizing

the clocks and optimizing the guard interval, for a higher throughput. It is worth

noting that such MAC systems will be application proprietary; TDMA will always

need an application running synchronization.
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Chapter 6

Admission control is not the only way to handle resource intensive requests;

in some cases jobs within a request could be optional, so not all jobs have to be

allocated. In [Gün+19], I use an acoustic application as a case study where some of

the jobs are optional to allocate. Consequently, a request consists of many optional

jobs and the objective is to select at maximum 𝑘 jobs while having an upper bound

on the allocated time slots for transmissions.

Another way to control the load of an application is to control the amount of data

being transmitted/forwarded. In [Gun+21], a speaker is assumed to be stationary,

where only the best 𝑘 microphones are selected to maximize the acoustic quality at

low network cost. Similarly, my work in [Afi+21; ARK21a] solves a similar problem

using RL, yet for a moving speaker, while using different utilities of the acoustic

application. Moreover, I add an objective in [Afi+21] to decrease the frequency of

changing the selected microphone set.

So far I have assumed that the microphones are stationary, yet moving the

microphones adds a degree of freedom that can improve the performance, as seen

in theatres and stadiums. In [ARK21b], I show how the performance enhances

when using autonomous vehicles pre-installed with microphones compared to using

static microphones. Additionally, I propose a centralized single-agent solution that

controls the movements of the microphones. Then, I show how it performs better

than a greedy heuristic that simply moves all the microphones towards the active

speaker.

Because the training of a single agent does not scale up easily when increasing the

number of microphones to control, I propose two different multi-agent solutions;

with either shared or separate policies. The shared policy uses a the same trained

model by all agents. In the separate one, each agent independently trains its model.

The performance of this separate model is compared to the single agent as well

as to the heuristic; it is found to be close to the single agent and better than the

heuristic. Moreover, I show theoretically how the speed of the vehicles and the

speaking time of the speaker impact the learning process of the RL agent.
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Typical research in WSN applications optimizes the application’s output while

focusing solely on its parameters [Cob+17; JSH12].In acoustic signal processing,

this could be the acoustic Signal-to-Noise Ratio (SNR) or word error rate for speech

enhancement. Similarly, optimizing the WSN itself focuses on the network’s as-

pects (such as data rates and delays) while considering arbitrary parameters of

the application, hoping it will serve any application to its best. In this chapter, I

consider cross-layer optimization where both application (in this work, an acous-

tic application) and network aspects are jointly considered. The results in this

chapter are based on the joint work in [Gün+19], yet I shall describe here only my

contribution.

Besides the benefits mentioned in Section 1.1 of distributing signal processing

application, an additional benefit is to optimize the application itself. Let us consider

an application graph with many jobs, while some of these jobs are optional to

run. Ideally with unlimited resources, running all the jobs may yield the best

performance, but if there are not enough resources or tight delay constrains, it is

beneficial to ignore some of these jobs, while still having the algorithm running.

Consequently, in addition to the research questions regarding node selection,

routing and time slot allocation (Chapter 3), two more questions arise:

• Which jobs should be selected to maximize the quality?

• What is the impact of dropping the jobs compared to running them all?

In this context, TRIple-N-Independent component analysis for CONvolutive

mixtures (TRINICON) [BBK18], an acoustic signal processing algorithm for Blind

Source Separation (BSS), is distributed inside a WASN. Choosing TRINICON here is

only to have a representative application with many jobs and it is interchangeable

with other algorithms such as Independent Component Analysis (ICA) [MI98] and

Independent Vector Analysis (IVA) [Kim+07].

Solving wireless VNE with optional jobs in the application graph has not been

investigated before. Nevertheless, scaling the jobs (by placing a job more than

once) is very similar to having optional jobs, but it has been considered only in

wired networks [DSK18]. The main difference between job scaling and selecting

optional jobs, the latter has a given application graph whose topology may change
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by dropping some jobs, while the former changes its topology in a predefined

manner by adding more jobs. The authors is [Dek+22] considered cross-layer

optimization between wireless networks and acoustic application but they have

focused only on energy consumption, here I focus on network delay. Additionally,

work that focused on the wireless communication cost and microphone selection

(i.e., also cross-layer optimization) will be discussed later (Chapter 8).

7.1 Problem Formulation

The application graph consists of obligatory jobs 𝑃 ′ that have to be placed and

optional 𝑃 jobs that may or may not be placed. Similar to Chapter 3, all jobs have

processing requirements and the links between the jobs describe the data rate

requirement. The infrastructure graph is defined the same as in Chapter 3; a group

of wireless nodes 𝑣 ∈ 𝑉 each of which has a processing capacity 𝑐𝑣 and the wireless

channel is divided into 𝑇 time slots.

In contrast to the formulation in Chapter 3, here I add andmodify constraints, and

I have a different objective. Let us recall the binary variables \ (𝑝, 𝑣), which indicate

that job 𝑝 ∈ 𝑃 is running on network node 𝑣 ∈ 𝑉 , and the binary variable 𝛿 (𝑡),
which indicate whether any node is transmitting in a time slot 𝑡 . The processing of

the jobs requires that all calculations, per job, are finished and transmitted within

some time duration to avoid dropping samples.

I still assume that the time of computation is negligible and the delay is introduced

mainly due to the transmission delay. Thus, the resulting upper bound on the

allowable end-to-end delay is determined primarily by the application (here the

sampling rate and the number of samples are used for real-time effect), which is

reflected by the newly-added constraint Equation (7.1) that limits the number of

utilized transmission time slots (i.e., scheduling time frame) to a maximum number

of time slots 𝑇max: ∑
𝑡

𝛿 (𝑡) ≤ 𝑇max. (7.1)

While all jobs have to be distributed in Chapter 3, I relax this restriction to allow

partial distribution of the jobs in 𝑃 by replacing the original constraint Eq. (3.5) with

the modified one Eq. Equation (7.2). If necessary, jobs can be discarded, particularly

to satisfy Equation (7.1), while still ensuring that no job is placed multiple times.∑
𝑣∈𝑉

\ (𝑝, 𝑣) = 1,∀𝑝 ∈ 𝑃 {
∑
𝑣∈𝑉

\ (𝑝, 𝑣) ≤ 1,∀𝑝 ∈ 𝑃 (7.2)
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Figure 7.1: Multicast-Aware Routing for Virtual network Embedding with Loops in Over-

lays (MARVELO) application graph for distributed TRINICON.

Note that for the obligatory jobs 𝑃 ′, the old constraint still holds∑
𝑣∈𝑉

\ (𝑝, 𝑣) = 1,∀𝑝 ∈ 𝑃 ′ (7.3)

Last but not least, the objective is changed. Instead of minimizing the end-to-

end delay, i.e., the number of used time slots used for transmission, the modified

problem aims to maximize the number of running jobs:

min

∑
𝑡∈𝑇

𝛿 (𝑡) { max

∑
𝑝∈𝑃
𝑣∈𝑉

\ (𝑝, 𝑣). (7.4)

I assume in this formulation that all jobs have the same resource requirements,

which is actually the case as in [Gun+21], but they do not have the same contribution.

An important part of the solution is to determine the contribution of each of the

optional jobs, yet I do not discuss this here, since it is not a part of my contribution

and I assume the contribution per job is given. Accordingly, it is enough to abstract

the quality as the number of running jobs, instead of summing their contribution,

especially when calculating this contribution has a large simulation overhead. For

other applications, a natural extension would be to assume different requirements

with different contribution for the jobs, yet I focus here on the application at hand,

without adding further complexities.

7.2 Simulation Setup
The application graph consists of two obligatory jobs, record and demix, and𝐾 update
optional jobs. The record job produces blocks of audio signals for simultaneously

active speakers. The demix job is used for demixing multiple active speakers, using

a linear convolution on the input recorded signal blocks and a demixing filter of
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Table 7.1: Network parameters.

Parameter Value

𝑅 2.048Mbps

𝑡max 128ms

𝑁0 -82 dBm

SINRth 7 dB

𝑇max 8 slots

length 𝐻 [BAK04a]. The signal blocks are further divided into 𝐾 signals (let us call

them offline signals), so that the update jobs calculate the offline gradient between
a shift of the input signal and the 𝑘𝑡ℎ offline signal where 𝑘 ∈ 𝐾 . The gradients are
then forwarded to the demix job to update its demixing weights, which are sent

back to the update jobs (Figure 7.1). Up to 𝑃 = 8 update jobs can be placed.

I simulate a WASN in a room of dimensions 25𝑚 × 25𝑚 and use its infrastructure

graph as embedding target for the TRINICON application graph in Figure 7.1, with

different numbers of nodes, where each node can only run one job simultaneously.

The minimum payload rate for inter-node communication is given by

𝑅 = 𝑃src · 𝑆type · 𝑓s = 2 · 64 · 16000 𝑏𝑝𝑠 = 2.048𝑀𝑏𝑝𝑠, (7.5)

where 𝑆type denotes the width of the underlying data type in bits, 𝑓s = 16𝑘𝐻𝑧

represents the sampling frequency and 𝑃src is the number of microphones. The

maximum end-to-end delay due to block processing for a convoluted signal of

length 2𝐻 = 2048 is

𝑡max =
2𝐻

𝑓s
=

2048

16000

𝑠 = 128𝑚𝑠, (7.6)

where 𝐻 is the demixing filter length
3
.

The three remaining parameters in Table 7.1, the transmission noise floor 𝑁0,

the minimum required SINR for successful wireless transmission SINRth and the

maximum number of transmission time slots 𝑇max, are configured with respect to

the IEEE 802.11 standard [19] to meet the specified values for 𝑅 and 𝑡max.

3 I ignore packet overheads
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Table 7.2: 𝛥SIR in decibels, averaged over channels and scenarios.

Selection scheme 𝐾′ = 1 𝐾′ = 2 𝐾′ = 3 𝐾′ = 5

Reference 6.64 6.64 6.64 6.64

Recent 4.55 5.38 5.87 6.29

Random 4.66 5.49 5.96 6.40

Proposed 5.27 6.20 6.56 6.93

7.3 Results for Optional Block Selection
The proposed formulation in Section 7.1 outputs the maximum number of optional

jobs that can be placed 𝐾′, but it does not define the subset of jobs that should
be selected. In this application, the optional jobs are the gradient jobs, which are

ranked based on the magnitude-squared coherence [Gün+19] and the highly ranked

ones are selected.

To demonstrate the efficacy of the proposed jobs selection, three baselines are

used for comparison:

• Reference, where no optional jobs are discarded and the network impact is

ignored, hence its performance is independent of 𝐾′,

• Recent, where the 𝐾′ most recent update jobs are selected,

• Random, where 𝐾′ update jobs are randomly selected.

Three pairs of clean speech signals of different gender and speaker age sampled at

16kHz with a duration of 60s are convolved with room impulse responses measured

in a low-reverberant chamber and superimposed with additive white Gaussian

noise to obtain an acoustic SNR of 20𝑑𝐵 at two microphones spaced 21𝑐𝑚 apart.

Two speakers are active in 20 scenarios with different combinations of speaker

positions. More details about the acoustic parameters are found in [Gün+19]

The demixing performance of TRINICON is quantified using the acoustic loga-

rithmic Signal-to-Interference Ratio (SIR). In each output channel, the extracted

speaker acts as the target while the suppressed speaker acts as the interferer. Thus,

the SIRs improvement 𝛥SIR is the difference between the SIRs of the output and

input signals, averaged over all scenarios, to yield the values depicted in Table 7.2.

As expected, the algorithmic performance deteriorates with a decreasing number

of selected optional jobs 𝐾′. Nevertheless, the proposed method outperforms the

two baseline methods: random and recent, consistently for all investigated different
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Table 7.3: Job distribution results.

#Nodes #Jobs (= 𝐾′) #Slots

4 3 5

6 4 7

8 6 8

9 6 8

10 6 8

number of selected jobs and, due to its ability to discard harmful update jobs (jobs
with negative contribution due to adding harmful gradients [Gun+21]), 𝐾′ = 5

even outperforms the reference method which exploits all update jobs. Thus, even

when sufficient computational power is available, sparse adaptation using subset

of the optional jobs does not only save computational power but also improves the

performance.

Table 7.3 shows the distribution results in terms of distributed optional update

jobs (recall Figure 7.1) and used transmission time slots for different numbers of

network nodes. Two limiting factors can be identified. On the one hand, the limited

computation capacity of the network nodes only allows distributing 3 and 4 jobs

for 4 and 6 nodes, respectively. On the other hand, when increasing the number of

nodes above 8, no more than 𝐾′ = 6 of the 𝑃 = 8 available jobs can be distributed

due to the end-to-end delay constraint, irrespective of the available number of

nodes.

7.4 Summary
In this chapter, the formulation in Chapter 3 is modified to be used for speaker

separation, using TRINICON, while the objective is to maximize the number of

optional jobs that could be placed.

The job placement results demonstrate the limiting factors of WASN and their

implications on an exemplary acoustic signal processing scheme. Additionally, the

simulation results show an improved separation performance even when selecting

only a subset of optional jobs and not all jobs as it was expected, achieving higher

performance at lower computation load. I focused on one example of acoustic

application that optimizes application’s quality under network constraints, which

can be applied to different application with similar properties. In next chapters, I

investigate how to jointly optimize both the application and network qualities.
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8 Sensor Selection in Acous-
tic Sensor Networks

In the previous chapters, I assumed that the source nodes (e.g., microphones) are

always given. But this does not have to be the case; there may be the opportunity

to select a subset of microphones that results in the best quality and at the same

time has load on the network.

For example, let us consider a scenario based on hybrid learning [ZB13]; classes

take place in-person with a limited number of attendees while others join the

classes virtually at the same time. Such scenarios require a camera and multiple

wireless microphones distributed inside the classroom.

A naive solution would select all available microphones for recording, but this

might over-utilize the wireless network leading to high latency and packet losses.

Another solution would activate 𝑁 microphones with the best signal quality, but

they do not necessarily have good wireless connectivity, which again results in

problems of latency and packet losses.

In Chapter 7, I showed that selecting a subset of optional jobs can actually improve

performance. Similarly, selecting a subset of sensors (in this case, microphones)

can also be better than selecting all microphones:

1. It decreases the load on the wireless network for transmitting audio signals

2. Some signals may be noisy (e.g., microphones placed close to a fan or a

window) which decreases the overall quality of the received audio signal.

When selecting a subset of microphones, again, twometrics should be considered:

Quuality of Service (QoI) and QoS. The former is used to describe the quality of

the collected data (e.g., accuracy and SNR), while the latter describes the quality of

how the data is delivered (e.g., delay and packet losses) [ASV15; SBB13].

Both QoI and QoS are important factors for end users’ the overall Quality of Expe-

rience (QoE); there is a lot of work that estimates and maximizes this QoE [Sko+18].

Nevertheless, it is necessary here to separate between both QoS and QoI for the

application developer, because the sensed data are not the final results; after the

data are collected, they are further processed, hence, QoI should be investigated as

a separate metric in decision making.

For example, when audio data are collected from microphones and further pro-

cessed to classify speech or to localize speakers, based on the quality of the sensed
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Chapter 8 Sensor Selection in Acoustic Sensor Networks

data, different algorithms can be used with different complexity and performance.

Increasing the number of microphones may enhance the QoI and the performance

of the algorithm. But for that, the data must be delivered within a bounded time

in case of real-time applications or with low packet losses for high reliability. Se-

lecting more and more microphones for data collection will increase the load on

the wireless network, causing unwanted delays, which decreases the QoS. Thus, a

developer can define the QoE with respect to the application itself, e.g., by setting

a minimum required QoI, while maximizing the QoS, or vice versa.

In order to jointly solve for these metrics, let us consider each one separately.

On the one hand, choosing a subset of microphones to increase the QoI is thought

to be a submodular problem [Bac10; SBV10]. In other words, increasing the subset

size of selected microphones increases the QoI, yet with a diminishing return; at

some point, the rate of gain when increasing the subset size decreases. On the other

hand, choosing a subset of microphones for optimizing QoS is a supermodular

problem, so that all microphones need to coordinate together who is going to be

active, otherwise they overload the wireless channel and decreases the QoS. In

case of wireless networks, two unequal subsets of wireless microphones can have

different QoS, even if they have the same size. This is due to the fact the QoS is

directly proportional with the wireless signal quality of the microphones and not

only the number of transmitting microphones.

The results shown in this chapter are from the joint work in [Afi+21; ARK21a;

Gun+21]. Since I focus here only on my results, I note that the QoI problem alone

is not always submodular [Gun+21], but it is still convex. In fact, it showed skew-

supermodular behaviour [FK09]. This means that there exists one or more subsets (I

shall call them parity subsets), when increasing the number of microphones within

these subsets, the QoI decreases. However, there exists other subsets that intersects

with the parity subsets, increasing the number of microphones of these subsets still

increases the QoI.

Most of the work that studied QoI exploits all available microphones for data

processing [NM18; WW19]. When it comes to subset selection, some generic

approaches have been proposed [CL13; JB09] to optimize QoI using convex and

non-linear optimization. When focussing on WASN, there is several work related

to synchronization [CG17b] and beamforming [ZH14]. However, they ignore the

network aspect.

Thework in [Zha+18; ZHH18] selects themost usefulmicrophones for beamformer-

based noise reduction, while minimizing the subset’s size to save energy. Similarly,

the authors in [CKS21] select the most useful microphones for speech enhancement

while minimizing the subset size to decrease communication cost. The communi-

cation cost is a simple model, based only on the number of nodes. In contrast to
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related work, my network cost model for QoS is based on the SINR which is more

generic, so that the microphones do not have to be equidistant to the receiver and

they do not need to be all in the same collision domain. Hence, I treat QoS as a

submodular problem and not just linear in the number of microphones.

In this chapter, I look into solving the problem when the speakers are stationary

( Section 8.1) and when they are moving ( Sections 8.2 and 8.3).

8.1 Microphone Selection for Stationary Speakers
The motivating scenario here is a meeting room where the speaker is sitting (i.e.,

not moving). One objective is to find a set of microphones to activate for recording

the meeting. More importantly, I investigate the relation between QoS and QoI

and how it impacts the set selection, e.g., how many microphones within a set and

which ones should be activated.

8.1.1 Network Cost Function
Recall from Section 3.1 the definition of application and infrastructure graphs. Here,

the application graph consists of up to ∥𝑉 ∥ instances of a job 𝑝src, responsible for

recording the microphone signals, and one job 𝑝𝑠𝑖𝑛𝑘 at the central vertex of the

graph that collects the captured data and performs further processing.

The infrastructure graph captures how the wireless microphones transfer their

data to the access point. Specifically, the wireless link from node 𝑣 to the access

point is characterized by the radio attenuation 𝛾𝑣,∀𝑣 ∈ 𝑉 , while the transmission

noise floor 𝑁0 is identical for all nodes. The communication between the wireless

nodes and the access point adheres to the IEEE 802.11 standards [21]. In general, it

relies on 𝐿SC sub-carriers for transmitting the modulated signal, Modulation and

Coding Scheme (MCS) for setting the number of bits per symbol,number 𝐿M of data

streams using a MIMO antenna and the symbol time interval 𝑇SI for determining

the time duration per symbol.

Assuming that all nodes within the selected subset 𝑆 have the same transmit

power of one Watt, then recall the wireless SINR is

SINR(𝑣) = 𝛾𝑣

𝑁0 +
∑
𝑢∈𝑆
𝑢≠𝑣

𝛾𝑢
. (8.1)

Depending on SINR(𝑣), different MCS can be employed, which in turn affect the

achievable data rate. An example of the MCS table is shown in Table 8.1, where
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SINRth 2 5 9 11 15

MCS
1

2
1

3

2
2 3

Table 8.1: An exemplary MCS table with bandwidth 20MHz [21]

SINRth represents the minimum required SINR to use the corresponding MCS. Then,

the wireless data rate between node 𝑣 and the access point is

𝑟𝑣 =
𝐿SC · 𝐿M ·MCS(SINR(𝑣))

𝑇SI

. (8.2)

Consequently, the transmission delay 𝜏 (𝑆) when selecting the channels in 𝑆 is

given by

𝜏 (𝑆) =
∑
𝑣∈𝑆

𝐿b

𝑟𝑣
, (8.3)

where 𝐿b is the number of bits per sample. For Equation (8.3) to hold, two constraints

must be satisfied: ∑
𝑣∈𝑉

\ (𝑣) ≥ 1, ∀𝑣 ∈ 𝑉 , (8.4)

SINR(𝑣) ≥ SINRth, ∀𝑣 ∈ 𝑆, (8.5)

where \ (𝑣) is a binary placement variable that indicates that an instance of block

𝑝src runs on node 𝑣. In other words, 𝑆 ⊆ 𝑉 ∋ \ (𝑣) = 1, ∀𝑣 ∈ 𝑆 . As the microphone

selection pertains only to the blocks 𝑝src, block 𝑝𝑠𝑖𝑛𝑘 always runs on the gateway.

Equation (8.4) ensures that 𝑆 ≠ ∅ and Equation (8.5) ensures that the wireless

transmissions are (semi-) collision free.

Finally, I define the network cost function Jn(𝑆) as

Jn(𝑆) = 1 −
(

1

𝜏 (𝑆)

)[
(8.6)

where [ ≥ 0 is a user-specified parameter capturing the sensitivity of an acoustic

application to the network delay; small values of [ indicate low sensitivity and vice

versa.
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8.1.2 Joint Optimization

Now let us assume there is another cost function Ja(𝑆) that mimics the QoI, in this

case the acoustic quality. In [Gun+21], there are detailed steps on how to calculate

such an acoustic cost function. There is a fundamental trade-off between acoustic

and network cost. By emphasizing one of the two aspects, the obtained solutions

offer different optimal trade-offs and form a Pareto front [MGS09]. Therefore, I

select the joint cost function as

J (𝑆, 𝛼) = min

(
{𝛼Ja(𝑆), (1 − 𝛼)Jn(𝑆)}

)
(8.7)

with 0 ≤ 𝛼 ≤ 1 controlling the relative weight of the individual cost functions. I

consider 𝛼 to be time-invariant as long as the application does not change. For

online processing, 𝛼 is controlled by the subsequent signal processing algorithm,

e.g., a speech enhancement algorithm could emphasize acoustic cost to increase

the speech quality. The optimal solution

𝑆opt(𝛼) = arg min

𝑆

J (𝑆, 𝛼) (8.8)

is found offline by an exhaustive search over all 2
∥𝑉 ∥ − 1 admissible 𝑆 . Although

I have chosen Equations (8.7) and (8.8) to emphasize the trade-off between the

acoustic and network domains, Ja(𝑆) and Jn(𝑆) will be also later incorporated

into Equation (8.8) as constraints to ensure a minimum signal quality or maximum

network utilization (Section 8.2).

8.1.3 Experimental Evaluation

In this section, I show the efficacy of the proposed selection scheme while consider-

ing practical acoustic conditions using recorded speech signals. I show empirically

that the proposed microphone-set selection 𝑆opt outperforms the majority of pos-

sible choices with respect to the latency performance for an exemplary practical

signal processing algorithm. Note that the acoustic cost is generic and was not

specifically optimized for the acoustic application (in this case, Signal-to-Distortion

Ratio (SDR) obtained from BSS [FGV05]). I demonstrate how the parameter 𝛼

impacts the trade-off between acoustic and network cost and how this translates to

the ground-truth (i.e., SDR and delay) performance measures.
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Figure 8.1: SDR for admissible 𝑆 , grouped by cardinality |𝑆 |. Utility-based 𝑆u( |𝑆 |) outper-
forms majority of 𝑆 .

Environment Setup

The experimental setup is illustrated in Figure 8.4. ∥𝑉 ∥ = 10 microphones, clustered

in five pairs with inter-microphone distance 4𝑐𝑚, are placed in a quarter circle

of 2𝑚 radius surrounding the loudspeaker/speaker inside a room of dimensions

6.26𝑚 × 4.86𝑚 × 3𝑚. All microphones face the loudspeaker and with sampling

frequency 𝑓s = 16𝑘𝐻𝑧 via a common clock, which allows computing the ground-

truth performancemeasures. To replicate a realistic scenario with physical obstacles,

the first two arrays, representing microphones 1–4, have their line-of-sight to the

loudspeaker blocked by a solid object 1𝑚 wide and 2𝑚 high, hence suppressing the

line-of-sight contribution in the corresponding microphone signal. The loudspeaker

signal consists of 22𝑠 of adult male speech.

The delay sensitivity of the signal processing application is set to [ = 0.4 while

the radio noise floor is
𝑁0

transmission power
= 10

−4
. I restrict the calculations to 20MHz

wireless bandwidth, i.e., 𝐿SC = 48 sub-carriers, with symbol time interval 𝑇SI = 4`𝑠

and one omni-directional antenna (𝐿M = 1)
4
. For sample encoding, I set 𝐿b = 8.

Figure 8.1 shows the efficacy of the acoustic utilitymeasure proposed in [Gun+21],

without considering the network aspects. Therein, the SDR for all admissible 𝑆

are shown, grouped by the number of selected microphones. For each |𝑆 |, the
corresponding utility-based selection 𝑆u( |𝑆 |) is highlighted by black circles, while

the numbers above each point cloud indicate the fraction of combinations with

the same number of microphones, while not having a higher SDR than 𝑆u( |𝑆 |).
Again, recall that the acoustic utility is a generic utility and was not specifically

designed for SDR. Nevertheless, as shown, calculating the acoustic cost can still

4 These values are needed to look up the modulation and coding scheme in [21]
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Figure 8.2: Acoustic Ja(𝑆) vs. network Jn(𝑆) cost for all admissible 𝑆 . Pareto front shows

trade-off between acoustic and network cost.
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Figure 8.3: SDR vs. network delay 𝜏 for all admissible 𝑆 . Points of Pareto front in Figure 8.2

outperform the majority of admissible 𝑆 .

rely on this utility metric. According to [Gun+21], selecting microphones with the

lowest acoustic cost consistently achieves SDR values in the top 15%.

Results

Here I show the results of joint optimization using acoustic and network cost

functions. Figure 8.2 shows a scatter plot of acoustic cost Ja(𝑆) vs. network

cost Jn(𝑆), where each data point again represents a set selection 𝑆 . Obviously,

there is a trade-off between acoustic and network cost. The black-circled data

points form the Pareto frontier, i.e., combinations where neither cost can be any

further reduced without increasing the other one. These points offer an optimum

trade-off between acoustic and network cost, and are found for the minima of

Equation (8.7) by varying the value of 0 ≤ 𝛼 ≤ 1. Thus, minimizing the cost

function in Equation (8.7) captures the intention of emphasizing either acoustic or

network cost.

Furthermore, Figure 8.3 shows the SDR ground truth vs. network delay. The
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Figure 8.4: Illustration of the experimental setup. Line-of-sight between the loudspeaker

and microphones 1–4 is blocked.

circled data points correspond to the Pareto front in Figure 8.2. Similar to Figure 8.1,

the optimality of the acoustic cost function does not exactly reflect the optimality

with respect to the SDR; the subset of nodes with the highest acoustic utility has a

high SDR, but not necessarily the highest.

Accordingly, the four Pareto points framed by the gray box are the most desirable,

since they offer high SDR values at low delay. They can be obtained by choosing

𝛼 ∈ [0.42, 0.67], but this does not necessarily generalize to other applications. The

number next to the chosen points represents the fraction of admissible 𝑆 which are

strictly worse, i.e., achieve lower SDR and incur higher network delay. Obviously,

the selected combinations still outperform the majority of other possible ones.

Up to this point, I showed how microphone subset selection relies on both QoI

and QoS. By sweeping over different subsets and different 𝛼 , I have shown the

Pareto frontier of the cost functions and found a range of 𝛼 that yields high acoustic

and network gains (or in other words, low costs). The results from the cost functions

were good to be in the top 15% of the SDR (ground truth). Meanwhile, sweeping

over the parameters is valid for stationary microphones and a stationary speaker.

Once the speaker starts moving, it becomes impracticable and in some cases even

sub-optimal. Hence, I show in the next subsections other approaches (with slight

changes in the formulation) for a moving speaker.
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8.2 Microphone Selection for Moving Speakers
Modeling the QoI is, as seen in [Gun+21], complex and computationally challenging,

yet modeling QoS is not easier. In fact, the authors in [Liu+10] claimed that QoS is

not easy to model because there is no clear interrelation between physical, medium

access control, and network layers. Hence, they used a “black box" to generate

QoS samples. Next, a value function is derived by interpolating these samples.

A major drawback of this approach is the memory required to keep a record of

these samples, which may be infeasible for large scale problems, making them less

desirable with such constraints.

Similarly, neural network-based models are used to estimate the optimal config-

uration. In [Akb+19], the authors assumed that the black box is a mixed integer

programming model, which requires a long termination time. The objective of

the black box is to find the optimal configuration and the corresponding quality.

Next, they used samples from the black box to train the neural network and used

the trained model to estimate the output without the need for a memory to save

the samples (as in interpolating-based models). Neural networks are, however, by

nature regression or classification models and the samples are generated at random.

Therefore, they may need a large number of samples to achieve good performance,

especially for a constraint guarantee.

Alternatively, RL solutions are experience-based models that learn to take best

actions based on previous state-actions and their corresponding rewards (e.g., Q-

learning). let us consider Deep Q-Learning, it uses neural networks for value

function approximation, hence, they require less memory and are very useful when

collecting samples is expensive. Unlike neural network-based models, Deep Q-

Learning kind of chooses which samples to collect; they rely on epsilon greedy (or

epsilon decaying) method to select the samples during the exploration phase.

Based on the above givens, RL is the best candidate to usewhen collecting samples

is expensive. This fits well to the problem at hand, when calculating the acoustic

quality is expensive, especially for a moving speaker. In this section, I consider

replay-based RL models [HHA19] to update the RL function approximation for

high data efficiency. The results in this section are based on the work in [ARK21a].

Although I use here a mock function for calculating the acoustic quality as a proof

of concept, later on (in Section 8.3) I use pre-computed acoustic quality metrics.

8.2.1 Problem Definition
The problem at hand is related to hybrid e-learning and hybrid conferences. There

is a camera and a set of wireless microphone nodes ∥𝑉 ∥ distributed inside a room
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to stream the audio data via an access point as the gateway. The main difference

compared to Section 8.1 is that the speaker is no longer stationary but moving.

In fact, there could be more than one speaker but only on is active at a time. An

acoustic application simultaneously analyzes the classroom (speaker localization

and speech enhancement), therefore, again the QoI (𝐺QoI) and QoS (𝐺QoS) gains
are separated.

The acoustic quality per each microphone is a distance-based function given by

𝑞𝑣 (𝑡) = 1

𝛥𝑣 (𝑡) , where 𝛥𝑣 (𝑡) is the distance between the speaker and the microphone

𝑣 at instant 𝑡 . The distance can be easily estimated via the installed camera. Then, I

select a subset of nodes 𝑆 (𝑡) ⊆ 𝑉 for recording, so that 𝜏 (𝑡) is the corresponding
total transmission delay. Note that in this scenario, there are no obstacles as in

Section 8.1.

Now I define two objectives, which I compare them between later. First, as an
application developer, I set a maximum number of recording nodes 𝛿𝑛 and an upper

bound on the network delay 𝛿𝑑 . Then, the objective is to select a subset of recording

nodes 𝑆 (𝑡) to maximize the 𝑄𝑜𝐼 under 𝑄𝑜𝑆 constraints

max

𝑎
𝐺QoI(𝑡) =

∑
𝑛∈𝑆 (𝑡)

1

𝛥𝑛 (𝑡)
∀𝑡 ∈ 𝑇 (8.9)

s.t. |𝑆 (𝑡) | ≤ 𝛿𝑛 ∀𝑡 ∈ 𝑇
𝜏 (𝑡) ≤ 𝛿𝑑 ∀𝑡 ∈ 𝑇

The second objective it to select a subset 𝑆 (𝑡) to maximize the 𝑄𝑜𝐼 while dis-

couraging having the delay higher than 𝛿𝑑 (i.e., soft constraint):

max

𝑎

∑
𝑛∈𝑆 (𝑡)

1

𝛥𝑛 (𝑡)
−𝑤 ·max(0, 𝜏 (𝑡) − 𝛿𝑑) ∀𝑡 ∈ 𝑇 (8.10)

s.t. |𝑆 (𝑡) | ≤ 𝛿𝑛 ∀𝑡 ∈ 𝑇

Note that the goal from comparing both objectives is not to find out which

objective is better, but to understand the impact of moving from hard constraints

to soft constraints.

8.2.2 Reinforcement Learning Solution

In the implementation of the RL environment, the continuous state (observation)
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space 𝑠 (𝑡) represents the position of the speaker. The action space is a discrete

space that selects a subset of nodes 𝑆 (𝑡) ∈ 2
∥𝑉 ∥

to stream the data.

Next, I rewrite the objective in (Equation (8.9)) as follows:

max

𝑎
𝐺QoI(𝑡) =

∑
𝑛∈𝑆 (𝑡)

1

𝛥𝑛 (𝑡)

−𝑐1 ·max(0, |𝑆 (𝑡) | − 𝛿𝑛)
−𝑐2 ·max(0, 𝜏 (𝑡) − 𝛿𝑑) ∀𝑡 ∈ 𝑇 (8.11)

where 𝑐1 and 𝑐2 are positive penalty numbers. However, this requires calculating

the acoustic quality (QoI) and the resulting delay (QoS) at each time step for every

chosen action. Recall that calculating these metrics is not easy, computational

expensive and may require collecting empirical data first. To avoid unnecessary

computation when getting learning samples, I define the reward function 𝑟 (𝑡) as
follows

𝑟 (𝑡) =
{
−𝑐1( |𝑆 (𝑡) | − 𝛿𝑛)2 if |𝑆 (𝑡) | > 𝛿𝑛
𝐺QoI − 𝑐2 max(0, 𝜏 (𝑡) − 𝛿𝑑)2, otherwise

(8.12)

where 𝐺QoI(𝑡) =
∑
𝑛∈𝑆 (𝑡)

1

𝛥𝑛
. Consequently, I do not need to sample (i.e., calculate)

any of the delay or quality costs, if and only if the maximum-number-of-recording-

nodes is exceeded.

For high values of both 𝑐1 and 𝑐2, the solution has hard constraints, which

penalizes any violation of delay or number-of-nodes constraints. Meanwhile, when

𝑐1 ≫ 𝑐2 and 𝑐2 is relatively a small number, the solution converges to a weighted

approach for multi-objective optimization. In other words, 𝑐2 denotes a sensitivity

parameter (similar to 𝑤 in Equation (8.10)) that allows compromising the delay

constraint when the gain in the acoustic quality is high enough (i.e., soft constraint

Section 2.3.6).

In order to understand the use of risk sensitivity, I use an arbitrary QoI func-

tion for the sake of illustration (Figure 8.5). QoI increases with network delay

(i.e.,decreasing QoS). Yet there is an upper bound delay 𝛿𝑑 = 𝑃0, at the vertical

dashed line, which is not recommended to be exceeded (QoS soft constraint). Never-

theless, the QoI value will almost double if the dashed line moves slightly to the left,

i.e., compromising the delay constraints to achieve a higher QoI. In many acoustic

applications, such compromise may be valid if the QoI gain is high enough. The
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Figure 8.5: Example of risk sensitivity

parameter 𝑤 is used to control the sensitivity of compromising 𝑃0; the lower the

value of 𝑤, the less the sensitivity. Note that when 𝑤 = 0, the constraint is ignored.

The reason for having a quadratic max function in Equation (8.12), when calcu-

lating the reward is to make our problem differentiable, which eases the process of

learning (see Equation (2.7)). For example, if we consider the resulted delay from

IEEE PHY MAC [21] (Figure 9.2), the derivative of 𝜏 (𝑡) is a sum of Dirac functions.

The max function can be written as

max(0, 𝜏 (𝑡) − 𝛿𝑑) =
{

0, for 𝜏 (𝑡) ≥ 𝛿𝑑
𝜏 (𝑡) − 𝛿𝑑 , for 𝜏 (𝑡) ≤ 𝛿𝑑

(8.13)

so when differentiating at 𝜏 (𝑡) = 𝛿𝑑 , we will get 0 from left side and 𝜏′(𝑡), which is

a constant Dirac, on the right side, thus it is not differentiable. Meanwhile, when

considering max(0, 𝜏 (𝑡) −𝛿𝑑)2 instead, the function is still differentiable at 𝜏 (𝑡) = 𝛿𝑑
to be 0.

The RL agent is a DQN agent with experience replay with discount factor set

close to 0, since the speaker’s position can change arbitrarily. This is in particular

useful for our formulation since actions have no impact on next states (speaker’s

position); therefore, I discourage that the constraint is violated at any state (i.e.,
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highly penalized), while ignoring the long-term cumulative reward. More discussion

on the impact of discount factor will follow in Section 9.6.1.

8.2.3 Experimental Evaluation
Two similar scenarios were used for evaluating the RL solution. In Scenario 1

(Figure 8.6 (a)), 3 wireless microphone nodes (𝐴, 𝐵 and 𝐶) are equidistant to the

sink node (i.e., access point). Accordingly, all nodes have the same delay to the

access point. I assume that each node 𝑣 introduces delay 𝜏𝑣 , which is directly

proportional to the total delay 𝜏 (𝑡), i.e., 𝜏 (𝑡) = ∑
𝑣∈𝑆 (𝑡) 𝑘𝑣 + 𝜏𝑣 where 𝑘𝑣 is overhead

delay introduced by the wireless MAC protocol (as seen in CSMA/CA) per each

node 𝑣.

Since all nodes are equidistant to the sink, I simplify the problem and assume

that all nodes have the same delay to the access point 𝜏 . The maximum number of

selected microphone nodes is 𝛿𝑛 = 2. Note that in this case, the upper limit delay

should be at least 𝛿𝑑 ≥ 𝛿𝑛𝜏 ; otherwise, there is no feasible solution. I set 𝛿𝑑 = 𝛿𝑛𝜏
for this scenario. Note that here, there is no trade-off between the delay and signal

quality (as in Equation (8.10)) due to the dependency between the 𝛿𝑑 and 𝛿𝑛 , and

only the objective in Equation (8.9) can be used. Therefore, I set high values for 𝑐1

and 𝑐2

In Scenario 2 (Figure 8.6 (b)), again, there are 3 wireless microphones and 𝛿𝑛 = 2.

But the sink is closer to one of the nodes, thus, the delay 𝜏 (𝑡) is no longer equal

for all nodes; nodes have different wireless signal qualities and hence different

transmission delays. Consequently, I apply the trade-off objective in Equation (8.10)

to this scenario, by setting a high value to 𝑐1 and a low one to 𝑐2.

As a baseline solution, I use the optimization model in Equation (8.9) to both

scenarios (Figure 8.7) and compare them to their corresponding objectives. The

optimization model is solved using the Gurobi solver [Gur18] with the Pyomo

interface [HWW11]. Since Equation (8.9) is already the objective of Scenario 1, I do

not expect the RL solution to have better results in terms of QoI. Nevertheless, it is

possible that the RL solution results in better results in Scenario 2 since the reward

function optimizes Equation (8.10).

Before evaluating the two scenarios, I also evaluate the RL solution when the

speaker is not moving.

Static Speaker

A sanity check of the RL implementation makes sure that the RL agent learns to

take the best action in the simplest case, i.e., when the speaker is not moving. At
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Figure 8.7: Visualization of the rewards
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maximum 3 samples from the real environment (i.e., baseline) are needed and I

compare the best solution to the agent’s action. In Figure 8.8, the agent’s average

reward is close the baseline after ≈ 3000 learning steps, which confirms the agent’s

ability of finding good actions.
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Figure 8.8: Average reward for a static speaker in Scenario 1

Moving Speaker – Scenario 1

I repeat the previous experiment again, but this time the speaker is moving. 200

samples are available from the state space for training RL agents. Two similar

agents are used for comparison; they only differ in the number of training steps:

10
4
and 10

6
steps. Thanks to the simplification in (Equation (8.12)), the maximum

number of combinations for which an agent needs to calculate the quality per state

is
∥𝑉 ∥𝐶𝛿𝑛 = 3. Remember that calculating the quality is expected to be an expensive

process.

Supporting speaker mobility requires more training steps, compared to the

previous setup. Figure 8.9 shows that the agent with 10
4
training steps obviously

behaves worse (lower reward) than the agent with 10
6
steps. Additionally, the RL

agent with 10
6
steps has rewards very close to the optimal solution.

I take a deeper look into the results and compare the agent with 10
6
training steps

to 1500 samples from the optimization model, where the samples are distributed all

over the room. In other words, I compare the agent’s solution to the optimal one,

in states that it has not seen before. I show the difference between the optimal and
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RL solutions in Figure 8.10 (a). It is clear that the RL and optimal solution are very

close; the maximum difference, which is 0.048 or ≈ 1% of the maximum reward (see

Figure 8.7 (a)) and the average difference is almost 0.

Three spots show differences in reward (Figure 8.10 (a)). At these spots, the

agent’s solutions have similar rewards to the optimization model, hence, it is

expected that after more training steps and more samples, the agent will converge

exactly to the optimal solution.
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Figure 8.9: Reward for a moving source in Scenario 1

Moving Speaker – Scenario 2

Again, the speaker is moving but this time in Scenario 2 and the agent’s solution

is compared to the optimization model in Equation (8.9) for 1500 samples. In this

case, the RL targets a QoI/QoS trade-off while the optimization model maximizes

QoI under QoS constraints. Based on the results from the previous experiment, I

train the RL agent with 10
6
steps and compare the differences in rewards (8.10 (b)).

The RL solution learns to compromise between QoI and QoS by achieving higher

rewards than the optimization model. Such behavior is noticed when the speaker

is between microphones 𝐴 and 𝐵 (Figure 8.6 (b) and Figure 8.7 (b)); the acoustic

quality is high enough so that the delay constraint is compromised.

Comparing the achieved rewards of both RL and the optimization model in

Fig 8.7 (b), the agent achieves a higher reward up to 23% and lower reward till 12%.

Nevertheless, the mean average reward is almost the same: -0.04. The performance
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Figure 8.10: Visualization of the rewards difference

of the RL agent can be calibrated by optimizing 𝑐2. Also, increasing the number of

training steps and samples may slightly improve the agent’s performance, as seen

in the previous experiment.

8.3 Minimizing Rate of Changing the Selection
In Section 8.1, I demonstrated the relation between QoI and QoS, then in Section 8.2,

I used RL in a small-scale environment to select the best set of microphones for

recording or streaming. Here, I update the QoS metric to include the frequency of

changing the set of microphones; I assume that these changes (i.e., reconfiguring

the microphone set) cause interruptions while adding/removing a new connection.

Additionally, I reformulate the problem to be applied to a large-scale environment.

The results in this section are based on the output of [Afi+21].

8.3.1 Problem Formulation
In general, selecting the microphone set depends on three metrics:

1. the achieved QoI from the selected microphone set

2. the required delay to collect the audio data from the microphones within the

set

3. the frequency of reconfiguring the microphone set while a speaker is active

Audio samples are divided into time frames. Calculating QoI per a time frame 𝑘

is application-dependent. Hence, I assume that there is a black box that calculates

the QoI for a given microphone set. Next, there are different sources of network

delay such as queuing, processing and transmission delays. Here, again, I focus
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only on the transmission delay 𝜏 [𝑘], i.e., the time needed to transfer data from the

microphones to the access point. It is calculated in the same way as mentioned

in Section 8.1.1.

I use two weighting parameters, [𝛺 and [𝜏 , for QoI and network delay, respec-

tively. Accordingly, the objective is choosing the microphone set that maximizes the

weighted sum of these two metrics, while minimizing the frequency of changing

the set when the speaker is active.

8.3.2 Reinforcement Learning Formulation
When everything is static and not changing, it is easy to estimate the best solution

for the set of microphones by solving a linear system of equations. But in this

problem, the parameters change over time 𝑘 and the solution at 𝑘 may not be the

best for 𝑘 + 1. Moreover, changing the solution (i.e., reconfiguring the microphone

set) also impacts quality over time. Hence, I here use RL to find the best decisions

to take for each 𝑘 .

The RL environment is defined by three main components: observation space,

action set (i.e., a discrete space) and a reward function. The observation space is

continuous, where a vector 𝑠 [𝑘] =
[
uT [𝑘], 𝑆T [𝑘], Z [𝑘]

]
T

describes the continuous

acoustic utility per microphone u[𝑘] and has a binary (multi-discrete) indicator

vector for the selected set of microphones 𝑆 [𝑘] at time frame 𝑘 . For ∥𝑉 ∥ micro-

phones, there are 2
∥𝑉 ∥ − 1 different possible combinations for microphone selection,

so that I discard empty set selection. Moreover, there is a binary activity detection

variable Z [𝑘] to indicate speech pauses. Hence, the length of the observation vector

is 2∥𝑉 ∥ + 1.

The action corresponds to selecting at most one microphone to switch its state

per time frame 𝑘 , i.e., changing the selected microphone set by adding or removing

a microphone, or not changing the microphone set. Hence, the size of the action set

is ∥𝑉 ∥ + 1. This is better than other solutions, such as picking a set of microphones,

because here the action space is smaller and other solutions will take loner time for

learning.

Based on the chosen actions, the RL agent receives corresponding rewards. The

reward function combines three different aspects: QoI, network delay and number

of changes applied to the set selection within a predefined number of time frames

^. I explain in the following the reward modelling.

In order to evaluate the QoI of a certain set of selected microphones relative

to all other microphone subsets, I define a goodness metric 𝛺 . All subsets are

sorted at each time instant 𝑘 in ascending order w.r.t. the QoI metric given by the

black box . Then, the goodness 𝛺 [𝑘] ∈ [0, 1] of the selected subset in 𝑠 [𝑘] is the
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normalized rank (rank of selected subset divided by the number of all possible

subsets 2
∥𝑉 ∥ − 1) in ascending order; 0 is the worst and 1 is the best. The network

delay is calculated in the same way as Section 8.1.1, hence, the higher the delay the

lower the quality of the corresponding subset. Moreover, every time the selected

set of microphones changes from 𝑘 − 1 to 𝑘 such that 𝑆 [𝑘 − 1] ≠ 𝑆 [𝑘] (i.e., a new
microphone is selected/discarded), I reduce the reward by a penalty term

𝛥 [𝑘] =
{
𝑘 mod ^ + 1, if 𝑆 [𝑘 − 1] ≠ 𝑆 [𝑘]
0, otherwise.

(8.14)

This ensures network stability and decreases jitters or delays due to reconfiguration

within ^ duration. Consequently, the reward 𝑟 [𝑘] is given by

𝑟 [𝑘] =
{
[𝛺𝛺 [𝑘] + [𝜏𝜏 [𝑘] − 𝛥 [𝑘], if speaker active

0, otherwise

(8.15)

where the constants [𝛺 and [𝜏 are used to normalize the goodness 𝛺 [𝑘] and delay

𝜏 [𝑘], respectively. Note that the observation space has acoustic utilities which

are calculated per microphones (similar to Section 8.1.2), while here the goodness

depends on the quality of a set of microphones. As shown in [Gun+21], there is

a direct correlation between the acoustic utilities per microphones and the set of

selected microphones.

I use the deep-Q-network (DQN) as the RL agent with experience replay and

epsilon greedy for training [HS19]. Although other training models would also be

plausible, DQN is recommended because the action space is discrete (Section 2.3.2).

Consequently, I use neural networks to model the relation between microphone

set selection and microphones utilities on the one hand, and the achieved reward

of adding or removing a microphone from the selected set on the other hand.

8.3.3 Evaluation

Here I define the setup for data generation and two baselines for benchmarking–

quality and frequency of changes of– the RL solution.

A total of ∥𝑉 ∥ = 10 microphones are placed in a room with random, but fixed,

positions, depicted in Figure 8.11. The room has dimensions of 5m×5.2m×3m. The

microphones’ sampling rate is 𝑓s = 16kHz, the size of data sent per each microphone

is 𝐿 = 64ms long, which is later used for estimating the microphones’ utility. The

details of calculating a generic microphone’s utility is described in [Gun+21]. In
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Figure 8.11: Top-down view on an exemplary acoustic scenario.

this setup, the BSS application is considered so that the QoI metric is the Signal-to-

Distortion Ratio (SDR) [FGV05].

All microphones and the active speaker are at a height of 1m. An active speaker

moves randomly within the region of interest (RoI) of size 3m × 3.2m. To simulate

a human movement, the speaker remains almost stationary for 8s, then moves

to a new random position, by random uniformly selecting x and y positions, in

the RoI within 2s (i.e., low speed). Each experiment trial is 28s long, such that it

contains 3 stationary intervals, and 2 movement intervals. An example is shown in

Figure 8.12.

Two different speaker signals (male and female speech) and 30 random trajecto-

ries are used for simulation, resulting in a total of 60 unique combinations of signal

and trajectory. To facilitate computation of the acoustic reward in Section 8.3.2, the

SDR values for each possible microphone selection are computed for each trajectory

in advance. All microphones are assumed to be synchronized.

The wireless bandwidth is 20 MHz and the wireless attenuation depends only
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Figure 8.12: Exemplary speaker trajectory. Shaded intervals indicate source movement.

on the distance 𝑑𝑣 between the microphone 𝑣 and the access point. Next, I use

802.11 PHY standards [21] to calculate the transmission delay based on the SNR

determined by the distance-based attenuation model
1

𝑑2.5
𝑣
. Since the positions of the

microphones are fixed, the delay for each microphone is time-invariant and can

be calculated once at the beginning of the simulation (which I do here), but other

alternatives are also plausible such as empirically measuring the delays.

Half of the simulated trajectories are used for training while the other half is

used for evaluation. All recordings are equally long, resulting in time frames

𝑘 ∈ {0, 1, . . . , 842}. I choose the normalization factors so that

max

𝑘
([𝛺𝛺 [𝑘])

max

𝑘
([𝜏𝜏 [𝑘]) = 9. This

prioritizes the optimization of the acoustic quality over the minimization of the

network delay. Nevertheless, they can be tuned for any application with other

values.

During the training phase, both the initial microphone set selection, the trajectory

of the speaker and the starting time frame of the trajectory 𝑘 are randomly selected.

The random process of selecting the initial 𝑆 [−1] is repeated 2 × 10
5
times during

training, where I set ^ = 5 to avoid many changes in microphone selection within

few number of time frames.

Baselines

Furthermore, I simulate two baseline methods for benchmarking the proposed RL

solution. First, Fixed, where the initial selection of microphones is random (in terms

of how many and which ones) and does not change as the speaker moves. Second,

Greedy, where the activity of at most one microphone is changed per 𝑘 to maximize

the instant reward based on oracle knowledge. An oracle is a black box that can

pre-compute the SDR values for any microphone set selection. In a real-world

scenario, such an oracle does not exist as it requires a reference (original) signal,
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Figure 8.13: Comparing RL to Fixed and Greedy baselines where 𝛥 [𝑘] = 0
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which is provided as an input to the oracle during simulation, but it is not needed

by the RL solution during inference.

The greedy approach is short sighted, hence, it maximizes the instant reward

and ignores the penalty due to changes, i.e., 𝛥 [𝑘] = 0, ∀𝑘 .

Results

During evaluation, each trajectory starts from the beginning (𝑘 = 0) with 50 random

initializations for trajectory generation and initial microphone set selection. The

focus in Figure 8.13 is on the rewards in terms of QoI and transmission delay, while

ignoring the penalty due to reconfiguring the selected microphone set. For a better

visualisation in the figures, I ignore the results with speech pauses.

In Figure 8.13 (a), I plot the relative rewards 𝑟RL [𝑘]/𝑟Greedy [𝑘] and 𝑟 Fixed [𝑘]/𝑟Greedy [𝑘]
for the RL and Fixed approaches, respectively. As can be seen, the RL approach

shows higher rewards than the Fixed baseline. The fact that the curves correspond-

ing to the relative rewards of the RL and Fixed approach are below one shows that

the Greedy approach obtains the highest rewards. However, recall that the Greedy

reward values do not include the penalty 𝛥 [𝑘] due to changing the microphone

selection and are based on oracle knowledge, which is not always available or can-

not be obtained in real-time operation. Yet, it is still plausible here for simulation

purposes.

I also look at the goodness for both RL and Fixed approaches relative to the

145



Chapter 8 Sensor Selection in Acoustic Sensor Networks

0 2 4 6 8 10

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

SDRGreedy − SDR𝑖 [dB]

t
i
m
e
f
r
a
m
e
s
d
e
n
s
i
t
y

𝑖 = RL

𝑖 = Fixed

mean RL degradation

mean Fixed degradation

Figure 8.15: Histogram of SDR degradation

Greedy baseline, see Figure 8.13 (b). Similarly to Figure 8.13 (a), the RL approach

shows, again, better performance than the Fixed baseline but here with a smaller

gap, because I ignore the delay’s impact and the weight parameter [𝛺 is dropped.

Meanwhile, Figure 8.13 (c) shows that both the Fixed baseline and the proposed RL

approach show a similar distribution of the resulting network delays. Nevertheless,

the Greedy approach has a higher upper bound on the network delays, but this is

compensated for by higher goodness (Eq. Equation (8.15)) resulting in the optimum

reward per instant time frame.

The RL approach achieves on average 60% of the Greedy rewards (Figure 8.13 (a)).

Remember that the Greedy baseline is the best what we can achieve, when ignoring

penalties due to network reconfiguration. Hence, I look at the cumulative rela-

tive number of changes of the RL approach with respect to the Greedy baseline

(Figure 8.14), which lets us focus on network stability. First, I observe that the RL

approach seems to apply many changes at the beginning to minimize the number

of changes for the remaining part of the trajectories. Second, the Greedy approach

changes the set of selected microphones hundred times more than the RL one.

Accordingly, the proposed RL approach sacrifices 40% in goodness performance (

Figure 8.13 (b)) to achieve more stability for the microphone set selection.
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This results in the following question: what is the equivalent of 40% performance

difference in goodness to that of SDR? Remember that goodness is only a rankmetric

and not an absolute number. In other words, I need to quantify the stability in terms

of SDR. To answer this question, I show in Figure 8.15 the normalized histogram

of SDR degradation for both RL (blue) and Fixed (orange) approaches, w.r.t. the

Greedy one. In other words, small values correspond to a performance similar to

the Greedy approach, while large values correspond to a worse performance. The

vertical lines represent the mean difference of 1.7dB for the RL approach (green)

and 3dB for the Fixed one (red). Additionally, the distribution of RL degradation

has a skewed distribution, i.e., low differences are more probable than large ones.

Also there is a tendency of being heavy tailed (Kurtosis for RL is 13.7 while for

Fixed is 8.3).

To sum up, the results show that the RL actions are better than simply keeping the

initial microphone set selection (Fixed), while the changes applied by the RL agent

achieves on average 60% of the (oracle) Greedy approach’s rewards. Nevertheless,

this 40% sacrifice is equivalent to 1.7dB in SDR. This compromise is acceptable

when considering that the number of changes done by the RL approach is hundred

times less than that of the Greedy one, resulting in a more stable solution compared

to the greedy approach.

8.4 Conclusion
In this chapter, I studied the relation between QoI and QoS when selecting a subset

of microphones. First, I assumed that both microphones and speakers are static

and showed that not only QoS benefit from subset selection but also QoI. Then,

I used RL to microphone set selection, using a simple QoI/QoS model. Finally, I

used RL again yet for a more complex QoI model adopted from acoustic signal

processing and considered the frequency of changing the selected subset as a

metric that influence both QoI and QoS. The RL solutions showed in general better

performance compared to greedy approaches and in particular to a naive approach

where the subset selection does not change over time.
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9 Movement Selection in
Dynamic Environment

Now I take dynamics to the next level, where not only the speakers are moving, but

the microphones move as well. In contrast to the dynamic properties in Sections 8.2

and 8.3, here the dynamics from moving microphones can be controlled, a.k.a.

autonomous vehicles. Autonomous vehicles – like unmanned ground vehicles (e.g.,

social robots [AL21]) or unmanned aerial vehicles (UAV, e.g., drones [JMA15]) –

have a broad range of applications, such as entertainment, industrial scenarios and

ambient-assisted living, all working in dynamic environments.

Such control presents both an opportunity and a challenge. Controlling such

vehicles via rule-based systems can be feasible, but is often labor-intensive, rigid

and static. The user’s needs and preferences or the environment may, also, change

over time, while adapting hard-coded rules to changes in application setup or

environment is difficult. As an alternative, RL-based approaches allow vehicles to

continuously learn from interactions with each other and with their environment

to adapt their behaviour.

To illustrate the idea, I consider the scenario of a room (e.g., meeting room or large

conference hall) with several human speakers and a couple of such autonomous

vehicles, equipped with microphones (Figure 9.1). The objective is to move the

microphones to appropriate positions in the room to obtain high-quality recordings

of the speakers (e.g., for question-and-answer sessions in conference setups). Hence,

there is a need for an algorithm to move these vehicles so that they can best acquire

audio signals when speakers take turns (e.g., multiple people asking questions from

different locations), under the constraint that only a few vehicles are available. Note

that the ideas can be transposed to similar problems in other modalities like video

streaming, but for the sake of concreteness and clarity in presentation, I limit the

description to audio streams.

Depending on the problem at hand, there are multiple objectives that yield a

multitude of solution behaviours. Such a scenario can support different concrete use

cases, with different desired vehicle behaviours. For instance, localizing a speaker

as best as possible or to record the audio in stereo [BK18; Sch+17a] will require

moving multiple vehicles towards the “active speaker” to act as a microphone array.

Audio filtering, on the other hand, requires at least one vehicle close to the “active

speaker”, and data from other vehicles is used for noise cancelling [Xu+18].

Here, there are two different problems that can (and will) be solved using the
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QoI

QoS
Access Point

Speaker

Figure 9.1: Example of the motivating scenario

same approach. This approach must be flexible enough to support such different

behaviours; ideally, it should learn how to best behave in these different use cases,

even ones that were not foreseen during system design. This flexibility is difficult

to achieve with conventional, non-learning-based approaches.

I assume that the vehicles are wirelessly connected to an access point that

forwards the collected data for monitoring and/or further processing. Therefore, it

is important to maintain good connectivity between the vehicles and the access

point to avoid packet losses and unnecessary delays.

Simultaneously, it is important to choose the right locations for best audio quality

(e.g., to be close to the active speaker). These two aspects can be in conflict with

each other, creating a trade-off between audio and network quality. To express this

trade-off, again I use QoI and QoS to evaluate the solution’s performance

This trade-off has not yet been fully explored in the literature, especially not for

groups of autonomous vehicles and dynamic scenarios (e.g., alternating speakers).

A possible approach to explore this trade-off would be to formulate an optimization

problem and try to solve it in (near) real time Section 8.1. But this is fraught

with many obstacles; to name but a few: the high solution times for conventional

optimization problems, the non-obvious way in which QoI/QoS interact towards

overall application quality, and the difficulty to adapt to changing application

objectives.

Next, the question is, how to build such autonomous vehicle systems. In general,

there are two main building blocks: scene understanding and decision making [LI04].
Understanding the scene is via sensors (such as cameras and microphones) to

perceive the environment and localize the vehicles. This is achieved by using various
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techniques such as motion detection [Sia+18], semantic segmentation [Sia+17],

and mapping [Mil+18]. Here, I assume that these techniques are at hand and are

error-free.

Decision making is divided into two blocks [Kir+20]: planning and control. The
planning block is necessary for motion and trajectory estimation. There are many

possible assumptions regarding trajectory estimation. For instance, trajectories

could be static when the route to the destination is predefined and the traffic density

is already known [LI04]. Other planning approaches [LaV06] consider dynamics in

the environment such as in indoor environments [LK99]. The control block decides

aspects like speed, steering angle, or braking. Here, I assume that the speed is
constant and I control only the steering angle and braking.

Similar to the work in [Sah+21], I rely on neural networks to implicitly model the

motion patterns of active speakers and act upon. Nevertheless, this is not the only

role of neural networks; they also approximate the QoI or QoS values for a given

system state. As mentioned in Section 8.1, calculating QoI is based on the data

collected from the sensors. One of the reasons why one uses neural networks for

approximation instead of directly calculating QoI or QoS is that the algorithms used

for calculating QoI are usually time-consuming and normally cannot be expressed

explicitly (Section 8.3). Consequently, I use neural networks to implicitly extract

features from these data (e.g., location of vehicles and speaker) and express the

combination of current data and taken actions via some values [HGS15]. Hence,

the neural networks handles the functions of both planning and control blocks.

There exists some work concerned with data acquisition quality (i.e., QoI) and

network connectivity (i.e., QoS), when controlling vehicles. The work in [FGD16;

JMA15] optimized the movement of one UAV to maximize QoI. On one hand, they

assumed that all nodes are fixed except for one node that acts as a relay node for

data collection and routing. On the other hand, I assume that the nodes are installed

with sensors and move around for data collection, while only one node is fixed as

a gateway. This adds an additional challenge with respect to the position of the

mobile nodes. Furthermore, I assume that all mobile nodes have a direct connection

to the access point, hence, they do not need relay nodes. Meanwhile, considering the

challenge of a mobile sink node (with fixed sensors), instead of mobile microphones,

is a simplified version of my problem and should be straightforward, since I then

control only one node.

Social robotics environments [AL21] are very close to the scenario at hand. These

robots are often equipped with one or more sensors and move to improve data

acquisition. Nevertheless, such work mainly focuses on data acquisition quality

and ignores network aspects. Similarly, planning the trajectory for the vehicles has
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been studied in [Cha+19; CSB19], but the focus was only to achieve low latency

and low wireless interference.

Combining both QoS and QoI was modeled in [Kat+20], but under the assumption

that sensor nodes do not move and only a subset of these nodes is selected for

maximizing QoI with a certain QoS level. In summary, previous work aims at either

optimizing data acquisition with best effort network performance or maximizing

QoI for a given QoS. Unlike previous work, I explore the trade-off between QoI and

QoS.

To address these challenges, I develop a dynamic programming-based centralized

(Section 9.2) and multi-agent (Section 9.3) solutions. I show empirically how a cen-

tralized solution has superior performance compared to standard, ad hoc solutions

(Section 9.5.2). Additionally, I develop two variants ofmulti-agent deepRL solutions

that are more scalable and practical. I compare these solutions to the solution

with fixed microphone positions and when each speaker carries a microphone

(Section 9.5.5). In addition to empirical evaluations, I attempt a theoretical analysis

to explain how the changes in the scenario (e.g., speed of the speaker) impacts the

deepRL training and performance (Section 9.6).

9.1 Problem Formulation
The results in this section are based on the work in [ARK21b], where I discussed

with Arunselvan Ramaswamy possible formulations and RL tuning. The problem

comprises assumptions about speakers (Section 9.1.1), vehicles carrying micro-

phones along for acoustic data collection
5
(Section 9.1.2), and wireless transmission

to the access point (Section 9.1.3). Acoustic andwireless properties together describe

the utility of a microphone (Section 9.1.4).

9.1.1 Speaker
𝑁 speakers are in a room, with at most one speaker active at any time; the active
speaker trajectory has a stochastic distribution. The speaker’s speed is a𝑈 (0, 𝑣src)
random variable, i.e., it is sampled uniformly from the interval [0, 𝑣src] every time

a speaker talks. The initial direction is randomly selected and can slightly change

while moving. The speaker is reflected when it bounces a wall. Speakers are

anomalously treated, meaning that no information about a speaker is retained once

5 Note that vehicle and microphone represent the same thing; I interchangeably use then for

logical-meaning sentences. For example, a vehicle moves at slow speed and a microphone records

acoustic data)

152



Problem Formulation Section 9.1

it stopped speaking; a new talk spurt is treated the same irrespective from which

speaker it originates

Without loss of generality, I assume that the talk time of each active speaker

is uniformly distributed in𝑈 (𝜏min, 𝜏max); talk times of consecutive talk spurts are

stochastically independent. Hence, the average talk time 𝜏 is the same for all

speakers. Once a speaker finishes talking, there is no acoustic pause, I uniformly

and independently choose the next speaker at random.

9.1.2 Microphones and acoustic quality
𝑀 moving microphones record audio data from a speaker and transmit them to a

fixed access point via some wireless transport (Section 9.1.3). Unlike the speaker’s

movement, I control the movement of microphones: the control system decides, for

each microphone, whether it moves at all and its direction. The Microphones move

at a constant speed 𝑣𝑚 , or 0. I assume that all microphones are active all the time,

so there is no microphone selection here, just to make the problem easier to learn.

At every time-step 𝑡 , I calculate the acoustic gain 𝑔𝑚 (𝑡) provided by microphone

𝑚 from its distance to active speaker at that time:

𝑔𝑚 (𝑡) =

−1

3
log

(
𝑑𝑚 (𝑡)
𝑑

th

) ,
if 𝑑𝑚 ≤ 𝑑th

−3 log

(
𝑑𝑚 (𝑡)
𝑑

th

)
, otherwise

(9.1)

where 𝑑th is a threshold distance at which the relation between 𝑑𝑚 and acoustic

gain (𝑔𝑚) changes [SK18]. Again, I highlight that in practice calculating the acoustic

gain relies on more complex and time-consuming algorithms. They are not easy to

compute in real time [GBK21]; they are more suitable as a ground truth. Instead,

I use simpler acoustic features (namely, distance between microphones and the

speaker) and let the acoustic gain be part of the utility.

9.1.3 Wireless data transport
Each microphone𝑚 sends to the access point audio data of constant size in regular

intervals. At time step 𝑡 , microphone𝑚 takes 𝛿𝑚 (𝑡) time units to do so. This time

𝛿𝑚 (𝑡) depends on the available data rate, which in turn depends on the wireless

signal-to-noise ratio at the access point from microphone𝑚, which in turn depends

on distance as well as the number of microphones. I use IEEE 802.11 PHY standard

parameters [21] to map SNR to data rate and required time to transmit a packet.

Using the location of the vehicles and the access point, I estimate the attenuation

of the wireless signal via the log-normal shadowing modelN(0, 1.6) [Uni21]. Based
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Figure 9.2: IEEE 802.11 data rate vs distance; step function resulting from finite set of

802.11 transmission parameters [21]

on that, I calculate the wireless SNR and thence the transmission time from each

vehicle. Figure 9.2 shows the data rate for the step-wise characteristic resulting

from IEEE 802.11 finite number of PHY modes.

For simplicity, I ignore propagation delay, medium access delays, as well as

retransmission overhead (caused by, e.g., interference from other access points).

This is justified as propagation delay inside a cell is marginal in any case, and

medium access as well as interference-induced retransmissions can be kept under

control by a properly working MAC protocol (I do not assume an 802.11 MAC, just

802.11 PHY parameters).

9.1.4 Utility

Finally, I define the utility of microphone𝑚 as

𝑢𝑚 (𝑡) = 𝑔𝑚 (𝑡) −𝑤𝛿𝛿𝑚 (𝑡). (9.2)

To compute utility, I need to normalize 𝛿𝑚 as it is measured in seconds but 𝑔𝑚 is

unit-less; this is done by factor 𝑤𝛿 , with unit 1/s. Moreover, I use 𝑤𝛿 to weight

acoustic QoI and network QoS performance against each other. In practice, this

weight can be chosen by the application developer. In the following evaluation, I

ensure that 0 < 𝑔𝑚 (𝑡) ≤ 1 and 0 < 𝑤𝛿𝛿𝑚 (𝑡) ≤ 1.

I consider two popular models for the utility of a set of microphones. First, the
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joint model [BK18] calculates the sum of the microphone utilities

𝑟J(𝑡) =
∑
𝑚∈𝑀

𝑢𝑚 (𝑡), (9.3)

which is useful for stereo streaming applications.

Second, the contented model [Xu+18] selects the maximum utility of all micro-

phones

𝑟C(𝑡) = max

𝑚∈𝑀
𝑢𝑚 (𝑡) (9.4)

which is relevant to noise-cancelling applications.

9.2 Centralized Deep Reinforcement Learning
Solution

In this solution, there is a single, central agent running at a central unit (e.g., access

point). I assume that this agent knows the locations of the vehicles – installed with

microphones – and location of the active speaker (e.g., via one of the localization

techniques mentioned earlier in this chapter). Hereafter, I define a continuous

observation space so that the state vector 𝑠 (𝑡), at time slot 𝑡 , contains the position

of each vehicle as well as the position of the active speaker.

At time slot 𝑡 , action vector 𝑎(𝑡) determines the direction of movement of all

vehicles. Specifically, each vehicle may move in one of 8 directions: horizontal,

vertical and diagonal direction. Additionally, 𝑎(𝑡) may specify that a vehicle does

not move. Hence, there are 9 possible actions per vehicle, and 𝑎(𝑡) is one among

9
𝑀
possibilities.

At time slot 𝑡 , the agent picks an action 𝑎(𝑡) and receives feedback for it (perfor-

mance measure at time slot 𝑡 ), in the from of rewards 𝑟 calculated using either the

joint or contended model from Section 9.1.4, denoted as 𝑟 𝐽 or 𝑟𝐶 , respectively.

Using dynamic programming, the problem of optimally controlling the vehi-

cles reduces to finding a sequence of actions, {𝑎(𝑡)}𝑡≥0, such that the cumulative

discounted rewards – for 𝑟J or 𝑟C – are maximized over time. In other words,

maximize:
∞∑
𝑡≥0

𝛾 𝑡𝑟 (𝑡), (9.5)

where 𝑟 could be 𝑟J or 𝑟C. This boils down to calculating the optimal 𝑄-function

𝑄∗. I train a deepRL (intelligent agent) in order to best approximate 𝑄∗, i.e., to
minimize the squared Bellman loss function Equation (2.5). Note that I train the
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deepRL in order to learn from past experiences, which is emulated through the use

of an experience replay [SB18, Ch. 14].

9.3 Multi-agent DeepRL Solution
The centralized solution presented in Section 9.2 exhibits excellent empirical char-

acteristics, but it is neither practical nor scalable. To overcome this, I develop a

multi-agent solution wherein each vehicle is controlled by an autonomous agent

(𝑀 agents in total). Hence, agent𝑚 only determines the direction of movement of

a microphone𝑚.

Furthermore, it decides based on partial knowledge of the environment. I assume

that agent 𝑚 only knows the positions of vehicle 𝑚 and the active speaker; it

does not know the position of other microphones. Moreover, it is also blind of

their existence. The agents are, however, linked through the reward function. All

agents obtain the same reward at time 𝑡 . Using this common reward structure, the

empirical results show that the agents learn to cooperate with each other.

To summarize, I define the environment as follows: there are𝑚 = 1, . . . , 𝑀 agents

whose observation 𝑠𝑚 (𝑡) represents the position of microphone𝑚 and the active

speaker position. The action per each agent 𝑎𝑚 (𝑡) decides one out of 9 possible
actions. Accordingly, I reduce the size of both observation space to be for the

location of the agent (per mic) and the speaker (size = 4) and action space (size = 9),

compared to the centralized solution (observation size = 2(𝑀 + 1) and action size =

9
𝑀
).

I develop the solutions based on two multi-agent DeepRL paradigms, (a) shared
policy paradigm [Zha+19], and (b) separate policy paradigm [Lan+17]. In the former,

I train a single deepRL to take actions in lieu of each of the 𝑀 intelligent agents.

To facilitate effective training, the experiences of all the agents, at every time step,

are collected in the experience replay buffer. Training using this buffer amounts to

learning from the past experiences of all the agents. This solution is then a scalable

version of the centralized solution presented in Section 9.2. Note that this design

also facilitates cooperation between agents through the shared experience replay

buffer [Nai04; OH19].

When using the separate policy paradigm, I train a separate deepRL for each

of the𝑀 agents. In particular, each agent maintains a separate experience replay

buffer in order to train the associated deepRL. At time 𝑡 , the actions taken by all of

the𝑀 agents (guided by different deepRLs) result in the same feedback, i.e., all the

agents obtain the same reward at time 𝑡 . Cooperation between agents is achieved

only through the use of the common reward structure.
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On the one hand, the centralized solution requires centralized training and cen-

tralized execution. On the other hand, both multi-agent solutions have distributed

execution. Nevertheless, the shared policy relies on centralized training (i.e., par-

tially distributed implementation), while the separate policy’s training is distributed

(i.e., fully distributed implementation).

Recall from Section 9.1.4, there are two reward models in order to account for

different applications, (a) joint model and (b) contended model. In case of the

joint reward model, it can be shown [Gre84] that solving the problem of finding

the optimal policy (sequence of actions) for each agent separately amounts to

finding the optimal policy for all the𝑀 agents combined. In particular, maximizing∑
𝑡≥0

𝛾 𝑡𝑢𝑚 (𝑡) separately, for each 1 ≤ 𝑚 ≤ 𝑀 , amounts to maximizing

∑
𝑡≥0

𝛾 𝑡𝑟 𝐽 (𝑡) over

time (recall that 𝑟 𝐽 (𝑡) =
𝑀∑
𝑚=1

𝑢𝑚 (𝑡)), which is easy to learn.

But with contended rewards 𝑟𝐶 , one cannot make such claims. This is because,

unlike the joint model, the utilities are mixed in a non-linear manner (using the

max function) in order to obtain the reward at time 𝑡 . Hence, that non-linearity in

the contended model is more interesting to test the performance of a multi-agent

solution.

9.4 Practical Baseline Solutions

I adopt two practical implementations to act as baselines to evaluate the deepRL

solutions. First, a carry-on solution such that all users carry a microphone with

themselves (implying𝑀 = 𝑁 and perfect motion control). Second, a fixed set-up,

where the microphones are preinstalled and cannot be moved. The assumption

that only one user is speaking at a time still holds.

Additionally, I compare the deepRL solutions to a greedy heuristic that controls
the positioning of the microphone nodes. The heuristic checks all possible com-

binations of moving the vehicles and selects the one that maximizes the instant
reward at the current state. Note that the run time complexity of the heuristic is not

a part of the evaluation. The performance is evaluated just like the RL solution’s

performance (Section 9.1), so it is either the utilities from all microphones (joint)

or the best utility (contended). This algorithm is considered greedy as it ignores

the long-term utility maximization in favor of maximizing a per-time-step one.
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9.5 Experimental Results

The initial simulation setup consists of two moving vehicles𝑀 = 2, each installed

with a microphone. The centralized RL agent is trained for a speaker that moves in

random trajectories (Section 9.1.1) while talking, where the average talking time is

uniformly distributed between 𝜏min = 8 and 𝜏max = 12 time steps. Then, the next

speaker starts speaking from a new random position; a previous speaker might

have moved while being silent.

For the upcoming results and unless stated otherwise, I assume that 𝑣𝑚 ≥ 𝑣src

and 𝑤𝛿 = 0.1. In case of the fixed set-up baseline, the microphones are placed

on a uniform equidistant grid, distributed evenly inside the room (20×20 m
2
).

The average speed of the speakers is 1m per time step. I show in [Haia; Haib]

some videos to visualize the environment as well as the trained agents in different

scenarios.

9.5.1 Convergence of training: Temporal Difference

I use the temporal difference loss L (Equation (2.6)) of a single run (yet tuned

over 50 runs) to visualize the convergence of the single agent while learning; the

results are in Figure 9.3. Clearly, L decreases with more training steps for both

joint (Figure 9.3 (a)) and contented (Figure 9.3 (b)) models.

Additionally, changing the relative speed of the vehicles
𝑣𝑚
𝑣src

(i.e., the vehicles

move longer distances than the speaker per time step) changes the value to which

L converges, for the contended reward model. In general, convergence will also

change when varying the hyperparameters.

9.5.2 Performance of centralized RL vs. baselines

I compare the performance of the trained centralized single RL agent to that of the

carry-on and static baseline solutions (Section 9.4). I assume that there are two

speakers 𝑁 = 2 and they take turns in speaking; both carry a microphone and move

according to their predefined paths inside the room. These paths are selected to

represent extreme cases moving near the edges of the room, while maximizing the

distance between the speakers. Meanwhile, averaging over multiple paths is shown

in Section 9.5.4.

For the joint model (Figure 9.4 (a)), the RL agent has on average better re-

wards/performance compared to both the static and carry-on solutions. This is due

to additional degrees of freedom for the RL agent that can control the position of
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Figure 9.3: Temporal difference error
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Figure 9.4: Comparison between centralized single-agent and the baseline models. Paths

of the speakers are predefined to be as far as possible from each other, while
𝑣𝑚
𝑣src

= 0.2.

159



Chapter 9 Movement Selection in Dynamic Environment

0 100 200 300 400 500

−16

−14

−12

−10

−8

Time

a
c
o
u
s
t
i
c
g
a
i
n

RL

Static

Carry

(a) joint model

0 100 200 300 400 500

−6

−4

−2

0

Time

a
c
o
u
s
t
i
c
g
a
i
n

RL

Static

Carry

(b) contented model

Figure 9.5: Comparison between centralized single-agent and the baseline models with

respect to acoustic gain

the microphones to be closer to the speaker, which results in a better performance

than having only one microphone close to the speaker as in the carry baseline.

In the case of the contended model (Figure 9.4 (b)), carrying the microphone has

the best acoustic performance (Figure 9.5 (b)), but not necessarily the best network

one (Figure 9.6 (b)). Because microphones are wirelessly connected to the access

point, the network performance degrades if the users carrying the microphones

are far away from the access point. Accordingly, it is useful to sacrifice some

acoustic performance in return for better network performance. Moreover, the

RL agent adapts itself to the movement of the speakers to improve performance

(acoustic and network) at some time steps, yet carrying the microphones seems

to have on average the best performance here: remember that the acoustic gain is

weighted more than the network one 10:1 and the speakers can cross paths close

to the access point. It is worth recalling that, unlike the carry-on solution, the RL

single-agent can scale for any number of 𝑁 speakers, while still working with only

2 microphones.

The reason why carrying the microphone can have a high acoustic gain in the

joint model (Figure 9.5 (a)) is due to the fact that two speakers may be near each

other while carrying the microphone. Yet, still they do not account for how far they

are from the access point; decreasing the network performance (Figure 9.6 (a)).
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Figure 9.6: Comparison between centralized single-agent and the baseline models with

respect to network cost
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Figure 9.7: Comparison of single-agent RL with the heuristic model
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9.5.3 Performance of centralized RL vs. heuristics

I compare the trained single agent from Section 9.5.2 against the greedy heuristic

(Figure 9.7). Here I show the average reward over 50 different path, while the light

shades depict the 90% confidence interval.

In the joint reward model (Figure 9.7 (a)), the heuristic solution has a high

variance (as well as large confidence interval) since all vehicles follow the speaker.

So the acoustic quality drops once the speaker changes and the microphones are

far away from the last speaker. Meanwhile, the RL solution has smaller variance

because it chooses actions that maximize the average reward and not just instant

rewards.

When looking at the contented reward model (Figure 9.7 (b)), the RL agent, again,

has on average higher rewards than the heuristic algorithm, because it learns how

to move the vehicles. When a new speaker pops up, one of the vehicles will be able

to reach the new speaker faster than in the heuristic case.

In both cases of Figure 9.7, the relative speed
𝑣𝑚
𝑣src

= 0.2. Although the RL solution

has a higher reward than the heuristic one, the latter still has better results than

the baselines at high speeds (𝑣𝑚 ≥ 2𝑣src). At low speeds (𝑣𝑚 < 𝑣src), this highly

depends on the reward model. For the joint model, the heuristic still performs better

than the baselines, while for the contended model the baselines (more specifically,

carrying the microphone) perform better than the heuristic one. These differences

are due to the fact that high speeds compensate for the greediness of the heuristic;

the vehicles can reach the speaker quickly once it is active.

I show in Figures 9.8 and 9.9 the acoustic and network qualities of the heuristic

and RL solutions separately. The RL solution performs better than the heuristic in

terms of acoustic gain but the network cost is higher. Note that the acoustic gain

has a higher weight than the network cost, si that RL still achieves in total a better

performance than the heuristic one.

9.5.4 Performance for Varying Vehicle Speeds for
Centralized RL

Now, I look into how speed will impact the learning process of the RL agent

as well as its impact on performance. I start with the impact on convergence

point (Figure 9.10) by varying 𝑣𝑚 ∈ {0.2, 0.4, 1, 2}𝑣src. For slow moving vehicles

–relative to the speaker– the achieved reward is lower than with vehicles moving

at high speed; when 𝑣𝑚 ≥ 2𝑣src the RL agent has the highest rewards for both joint

(Figure 9.10 (a)) and contended (Figure 9.10 (b)) reward models. Additionally, while
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Figure 9.8: Comparison of joint model with respect to network
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Figure 9.9: Comparison of joint model with respect to acoustic gain
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Figure 9.10: Convergence rate while learning with respect to the speed

training, RL agents with high-speed vehicles reach higher rewards in fewer number

of training steps.

Next, I look into the impact of speed on the reward by repeating the experiment

in Section 9.5.2 for different environments with different vehicle speeds. But this

time, the speakers move within 50 different regions of interest and I show the results

of averaging over 50 runs. Note that now the speakers may cross over between their

regions and they are not necessarily far away from each other as in Section 9.5.2.

Next, I compare the average reward (as well as the confidence interval) of a trained

single-agent RL model to that of carry-on and static baselines (Figure 9.11).

When using the joint model (Figure 9.11 (a)), the RL solution has a better perfor-

mance than the baselines. Again, this is due to the degree of freedom of moving

the vehicles. But this is not enough for the contended model (Figure 9.11 (b)). At

low speeds, a vehicle cannot catch up with a moving speaker, thus carrying the

microphones is better. Nevertheless, as the speed of the vehicles increases (e.g.,

𝑣𝑚 = 𝑣src) the performance of a single-agent RL becomes better than carrying the

microphone.

9.5.5 Changing the Microphone Speeds for Multi-agent RL

Extending the analysis the previous speed analysis, I investigate the impact of

changing the vehicle’s speed on the multi-agent solution. Recall from Section 9.3

that a multi-agent environment only supports the contended reward model and

two different policies: shared and separate.

First, I look at the value to which the mean reward converges for both policies

(Figure 9.12). On one hand, the shared policy is sensitive to the microphone’s speed;

the mean reward increases with the microphone’s speed. On the other hand, the
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Figure 9.11: Comparing single-agent RL to baselines with respect to the speed. Rewards

are evaluated over 50 different paths per each speaker, while the shaded parts show the

90% confidence interval.

separate policy’s reward is less sensitive to the microphone’s speed, yet, the mean

reward and microphone’s speed are also directly proportional.

Additionally, at high speeds (
𝑣𝑚
𝑣src

= 2), the shared and separate policies have

almost the same value of converged mean reward. But at low speeds (
𝑣𝑚
𝑣src

= 0.2), the

separate policy converges to a higher reward than the shared policy. In conclusion,

a task-specific policy (as in separate policy) may be better than having a global

policy (as in shared policy) depending on the parameters in the environment.

The reason why a separate policy performs better than a shared one is indeed an

inherited property from modular hierarchical learning [SPS99]. The formulation

with partial observations and unknown variables (e.g., the position of the other

microphones) is a complex environment, which is hard to solve with a single

monolithic policy [AKL16]. Hence, hierarchical learning can be used to divide

the main objective into sub-goals or sub-policies using fined-grained [Soc+12] or

structured supervision [AKL16]. In this formulation, the shared policy is equivalent

to a global monolithic policy and the separate policy is equivalent to learning sub-

policies. In contrast to previous work, all agents have the same reward functions

while they decide their own policies.
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Figure 9.12: Average reward with respect to the speed

9.5.6 Single- vs. Multi-agent RL

Moving forward, I compare the convergence of multi-agent solutions to that of the

centralized with contended utility (Figure 9.13). For the sake of a clear visibility

of the plots, I show the convergence at low (
𝑣𝑚
𝑣src

= 0.2) and high (
𝑣𝑚
𝑣src

= 2) speeds.

The vertical lines represent the point of convergence for each solution; I define the

convergence point as the point after which the reward changes with a variance less

than 2.

Similar to the results in Section 9.5.5, for low speed, the separate policy has

slightly higher rewards than the shared one, while the centralized solution is

very similar to the separate one (Figure 9.13 (a)). For high speed (Figure 9.13 (b)),

the separate and shared policies have similar reward but the centralized solution

performs better (i.e., higher rewards) than either other policy.

Likewise, I compare the converged mean reward of the multi-agent policies to

that of the heuristic (Figure 9.14). For both slow and high speeds (Figure 9.14 (a)

and Figure 9.14 (b) respectively), the averaged reward for multi-agent’s policies is

higher than the heuristic’s one. Hence, not only the centralized single agent but

also the multi-agent RL solutions learn how to move the vehicles better than the

heuristic solution.
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Figure 9.13: Average reward with respect to the policy
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Figure 9.14: Multi-agent vs Heuristic over 50 different runs. The shaded curves depicts

90% confidence interval

167



Chapter 9 Movement Selection in Dynamic Environment

0.0 0.2 0.4 0.6 0.8 1.0

Steps(/106)

−0.3

−0.2

−0.1

0.0

0.1

T
D

er
ro

r M =2

M =3

M =4

M =8

(a) shared

0.0 0.2 0.4 0.6 0.8 1.0

Steps(/106)

−0.4

−0.2

0.0

0.2

T
D

er
ro

r M =2

M =3

M =4

M =8

(b) separate

0.00 0.25 0.50 0.75 1.00 1.25 1.50 1.75 2.00

Steps(/106)

0

5

10

15

20

T
D

er
ro

r

M =2

M =3

M =4

(c) centralized

Figure 9.15: Temporal difference error for up-scaling

9.5.7 Up-scaling with multi-agent RL
The centralized single-agent RL solution has indeed better results compared to

multiple agents, yet it is not scalable; the more microphones it has, the longer

the training will be (recall that action space = 9
𝑀
). Meanwhile, a multi-agent

approach can better scale up while sacrificing a bit of performance compared to

the single-agent RL.

Figure 9.15 shows how the multi-agent solutions scale up with the number

of microphones and converge for both policies. Given that an agent does not

know about the existence of other cooperating agents, convergence is achieved

by averaging the losses over multiple steps per a single state 𝑠 . In contrast to the

multi-agent RL solution, the centralized one shows multiple spikes as the number

of microphones increases, which clearly indicates that the agent has not converged.

Due to the exponential increase in the action space with respect to the number

of microphones, I drop the convergence results for 8 microphones, since it is not

feasible on the available training resources: memory (64 GB RAM) and CPU (16

cores Intel Xeon with 2.3 GHz clock frequency).

Next, I look at the gain in reward when increasing the number of microphones.
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Figure 9.16: Average reward with respect to the number of microphones𝑀

The shared policy (Figure 9.16 (a)) converges to higher rewards as the number

of microphones increases. However, the reward gain shows diminishing returns:

increasing from 2 to 3 microphones yields a gain of 14, while doubling the number

of nodes from 4 to 8 yields only a gain of 8.6.

A similar behaviour is observed for the separate policy (Figure 9.16 (b)); the gain

increases with more and more microphones, yet the gain in reward decreases as

the number of microphone increases; moving from 2 to 4 microphones gains 11.6

reward, while doubling the number of nodes from 4 to 8 gives only 6.1 gain. The

decrease in gain can also be depicted in Figure 9.16 (c).

9.6 Theoretical Discussion
I show how a dynamic environment impacts the behavior of both deepRL and

heuristic models, where a generic theory of this impact is discussed in [Ram20].

Here, I show the relation between changing some of the attributes of the envi-

ronment and the changes in deepRL behavior. For simplicity in notation, I drop

the time index from 𝑠 (𝑡), 𝑎(𝑡) and 𝑟 (𝑡), and merely use 𝑠 , 𝑎 and 𝑟 , respectively.

Wherever necessary, I explicitly revert back to the notation involving the time

index 𝑡 .

9.6.1 Impact of Environment Setup on the deepRL Training
As briefly stated earlier (Section 2.3.4), the main objective of deepRL is to find the

optimal state-action function 𝑄∗(𝑠, 𝑎) (optimal Q-function). To do this, it in turn

finds an optimal set of weights of a neural network, \ ∗.
Now the question is, can any of the environment attributes (configuration of

the environment) impact the convergence of RL? If yes, how? To answer these
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questions, I first consider the expected value of squared Bellman loss as a reference

Equation (2.5):

B2

𝑡 =

(
𝑟𝑡 + 𝛾

∫
𝑄 (𝑠𝑡+1, 𝑎𝑡+1;\𝑡 )𝑝 (𝑠𝑡+1 |𝑠𝑡 , 𝑎𝑡 ) −𝑄 (𝑠𝑡 , 𝑎𝑡 )

)
2

(9.6)

where the integral is taken with respect to the distribution of the next state 𝑠′.
Ideally speaking, if ∇\B = 0 for every state action pair (𝑠, 𝑎), then the model has

converged. This seems to depend on learning the kernel transition 𝑝\ (𝑠′|𝑠, 𝑎) such
that:

𝑝 (𝑠
′|𝑠, 𝑎) ≈ 𝑝 (𝑠′|𝑠, 𝑎;\ )

= 𝑝

(
𝑠′|𝑠, arg max

𝑎

𝑄 (𝑠, 𝑎;\ )
)

(9.7)

In other words, updating \ will alter the estimate of the transition kernel. How-

ever, this is not the only parameter that influences the estimation. Next, I show

how the environment variables can influence the kernel transition estimation.

Let us consider the centralized solution. A state 𝑠 is defined by the position of

the speaker 𝑥src and the position of the microphones 𝑥𝑀 . The speaker position 𝑥src

does not depend on the microphone positions 𝑥𝑀 , but vice versa, they do. Hence,

Equation (9.7) becomes:

𝑝 (𝑠′|𝑠, 𝑎) = 𝑝 (𝑥′
src
, 𝑥′𝑀 |𝑥src, 𝑥𝑀 , 𝑎)

= 𝑝 (𝑥′
src
|𝑥src)𝑝 (𝑥′𝑀 |𝑥src, 𝑥𝑀 , 𝑎) (9.8)

I assume that the speakers are inside a square room, with dimension 𝑧 × 𝑧 (Fig-
ure 9.17). The initial position of the speaker is assumed to be a random variable that

is uniformly distributed across the room. Then, its position changes in accordance

to the following transition probability (within an area of 4𝑣2

src
):

𝑝 (𝑥′
src
|𝑥src) =

{
∥𝑥′

src
∥2

(
[

4𝑡2𝑣2

src

+ 1−[
𝑧2

)
, ∥𝑥′

src
− 𝑥src∥2 <

√
2𝑡𝑣src

∥𝑥 ′
src
∥2

𝑧2
, otherwise

(9.9)

where [ is the probability that the same speaker is talking. In simple words, if the

distance between the new position of the speaker 𝑥′
src

and the old one 𝑥src is less than

the distance that a speaker moves within 1 time step, i.e., 𝑣src, then two cases are

possible. First, the same speaker is talking and has moved with average speed 𝑣src
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2

2

Figure 9.17: Depicting the attributes for the environment. In this example, 𝑥src and 𝑥
′
src

are the positions of two different speakers, because the distance between them is bigger

than 𝑣src

in either horizontal, vertical or diagonal directions, i.e., 𝑝 (𝑥′
src
|same src) =

∥𝑥 ′
src
∥2

4𝑡2𝑣2

src

.

Second, this is the position of a new speaker, which is uniformly distributed inside

the room, i.e., 𝑝 (𝑥′
src
|new src) =

∥𝑥 ′
src
∥2

𝑧2
. If there is a counter 𝜔 (𝑡) that resets each

time a new speaker starts talking, then [ is

[ (𝑡) = 𝑝 (𝜏 > 𝜔 (𝑡)) (9.10)

Hence, I have shown theoretically how the room dimensions, speaker’s speed

and talking time (Equation (9.9) and Equation (9.10)) impact the behavior of the

trained model; the bigger the room is, the slower the training convergence is and

probably the performance of RL will decrease, while the faster the vehicle is, the

faster is the convergence and the better the performance is. Consequently, and

without loss of generality, the system dynamics characterize the behavior of the

training process. A takeaway message is, for short talk duration Equation (9.10)

and slow speed Equation (9.9), learning the best policy becomes very hard for the

RL agent. As an example, I have shown empirically how the relative speed of the

autonomous vehicle, with respect to the speaker’s speed, impacts the training phase

(Section 9.5.4).

Furthermore, from Equation (2.5), the discount factor 𝛾 is another parameter that

influences the converged RL policy. Indeed, 𝛾 is tightly related to the talking time

𝜏 and defines the scope over which the agent maximizes the rewards. To explain
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more in detail, I define the discounted reward 𝐺 (𝑡) as

𝑅(𝑡) =
∞∑
𝑘=0

𝛾𝑘𝑟 (𝑡 + 𝑘), (9.11)

then relate it to the time horizon 𝜏 , so that

𝑅(𝑡) =
∞∑
𝑘=0

𝑒
−𝑘
𝜏 𝑟 (𝑡 + 𝑘) (9.12)

where 𝛾 = 𝑒
−1

𝜏 . When 𝑘 ≥ 𝜏 , the contributions of future rewards decreases expo-
nentially. By picking 𝜏 = ∞ =⇒ 𝛾 = 1, I model a system with only one speaker

speaking all the time. When 𝜏 ≈ 0 =⇒ 𝛾 ≈ 0, I model a system where there are

multiple speakers, each speaking for a very short duration, so that the objective is

to maximize the reward for this short duration. Consequently, the discount factor

should be carefully selected with respect to the talking time, e.g., close to 𝑒
−1

𝜏 ;

otherwise, the RL solution will converge to a sub-optimal one.

9.6.2 Heuristic Sub-optimality

When considering the joint reward model, the proposed heuristic is indeed equiva-

lent to solving a Markov decision problem associated with the discounted reward

problem with a discount factor of 𝛾 = 1. This explains the similarity in the perfor-

mances of the heuristic and the RL model in Figure 9.7. To elaborate more, let us

substitute in Equation (9.11) 𝛾 = 0, then the discounted return 𝑄∗(𝑠𝑡 , 𝑎𝑡 ) = 𝑟 (𝑠𝑡 , 𝑎𝑡 ).
Hence, in Q-learning, I end up picking actions that maximize the rewards, i.e.,

argmax

𝑎

𝑟 (𝑠, 𝑎). This is also, roughly speaking, the strategy of the heuristic baseline,

which moves all microphones towards the speaker, regardless how long the speaker

has been talking.

Another takeaway to consider if the heauritic will be used, as the values of 𝜏

and 𝑣src decrease, the speakers’ positions will start bouncing inside the room (e.g.,

seminar rooms where alternating speakers normally do not change their places).

This would obviously result in a poor performance using the heuristic solution.

Meanwhile, the RL solution is generic and can be retrained and adapted to the

changes in the environment.
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9.7 Summary

I showed in this chapter how autonomous vehicles improve data acquisition in

wireless sensor networks, where the results are supported by simulations and

theoretical discussions. I compared the performance of RL-controlled autonomous

vehicles to current solutions (called baselines) as well as a heuristic one to show

that the proposed solution achieves very good performance and more flexibility.I

showed via theoretical analysis how the parameters in a dynamic environment

(such as 𝑣src, 𝜏 and room dimensions impact the RL behavior.

The centralized RL solution is not scalable. Hence, I propose two multi-agent RL

solutions with two different policies. One common property for these formulations

is that each agent takes an action independent of the actions taken by other agents.

This will avoid the need for frequent exchange of information between the agents,

resulting in a quick decision making for moving the vehicles. The multi-agent

solutions rely on partial information of current states while the action space per

agent is the same for any number of nodes. Therefore, their performances are

slightly lower than the centralized solution, which is the price they pay to easily

upscale for different number of vehicles.

Both multi-agent policies scale with respect to the number of vehicles, but

each has its own advantages with respect to the specific application and available

resources. On the one hand, the shared policy provides a generic model that can be

used by any node in the network. Hence, newly joining nodes can use the same

trained model and improve their performance over time. This requires, however,

sharing experience from all other nodes, which yields two problems. First, it raises

privacy concerns since experiences will be visible to other agents. Second, it will

not allow online learning since all experiences need to be shared on one central

server, processed and then update the trained model. The fact that there is a round

trip between the agent and the central server (sending training data and receiving

a new model) will slow down training process due to the communication delay.

Note that the communication delay for sending the trained data is different from

the transmission time for streaming the data.

On the other hand, the separate policy learns using its own experience with

no need of sharing experience with other nodes. Hence, it is easier to use for

online learning without privacy concerns. A challenge here is that the learned

models could be asymmetric, meaning that each agent learns to be task-specific.

The problem then appears when a new agent (i.e., a new vehicle) joins the network,

what is the new agent’s model? Training the model from scratch is impractical

because it may take long time for each agent to find its new task. Accordingly, this
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might introduce instabilities in the performance of the multi-agent solution during

the training phase, when switching from the old tasks to the new ones.
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The previous parts were solely based on simulations. Hereafter, a test-bed (hard-

ware+software) [Afi+18] is proposed that inherits some of the properties of Part II.

I focus here on the software framework and its architecture. The framework allo-

cate jobs to raspberry pi nodes, where the jobs could be python modules or any

executables. An additional feature is supporting fail-over mechanism when nodes

are no more reachable due to hardware or network problems.

The framework is used then with different acoustic applications such microphone

synchronization, scene analysis and privacy applications. The main objective is to

show that it is possible to run these applications locally using in-network processing

without relying on third parties or a cloud server. Evaluating these applications’

algorithms is out of scope of this work. The framework can be used for any other

application and not solely acoustic applications.
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10 Framework for In-
network Processing

The current progress in hardware development of embedded devices offers more

performance at reduced costs. Example are neural network-empowering chips, like

the Tensor Processing Units (TPUs) from Google or the Bionic SoCs from Apple,

which enable the local processing of large neural networks on embedded devices.

Recall from Part II that there are multiple advantages of processing the data

on local devices rather than transferring them to a cloud. But since these devices

may not be powerful enough to run the whole processing on a single device,

the processing is divided into multiple jobs and a device processes one or more

jobs. Previous chapters have dealt with algorithmic questions how to decide such

divisions. But doing that practically is still a challenge.

In this chapter, I provide the prototype of a framework – called “MARVELO”

– that deals with such practical concerns. In particular, it allocates and executes

jobs to and on nodes (i.e., the embedded devices). I assume that an application is

implemented in a block-oriented fashion (e.g., [Sch+17a]), as is common practice for

many online acoustic signal processing algorithms. These blocks, which from now

on will be called jobs, represent parts of the application with standard operations,

e.g., a Fast Fourier Transform (FFT), or even bigger algorithm parts like a gradient

descent filter update. Hence, I look now at placing the jobs across the networking

nodes.

The “MARVELO” framework does not split an application into jobs, so that the

degree of freedom is defined by the given jobs. Therefore, all jobs are recommended

to be kept as small as possible. “MARVELO” combines the concepts of two systems:

distributed computing [Ng+20] and routing. When focusing on wireless distributed

computing [AM06; Dat+12], such systems consider distributing jobs and servers

and collecting their outputs. Hence, there is no interaction between the servers.

Recent examples of such systems are DreamLab [Vod] and Folding@home [Gre],

where they use the idle processing of embedded devices (e.g., smart devices) to help

analyse and process complex data.

The routing concept is adopted from Software Defined Network (SDN); it relies

on a controller (a.k.a client), which receives all networking updates (e.g., bandwidth

utilization) from the networking nodes, then, it client builds a forwarding table

and sends it to the nodes. The nodes use the routing table for data forwarding.

SDN has been introduced to WSN in Sensor OpenFlow [LTQ12], Software Defined
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Wireless Networks (SDWN) [Cos+12] and TinySDN [OMG14]. However, they were

all limited to the routing functionalities and, unlike my framework, they do not

support job placement.

More closely related to MARVELO, there have also been some ideas on using

job distribution in WSN. PixieOS [Lor+08] collects information about the available

resources at each node and allocates jobs accordingly. Apple has also proposed a

patent [VL16] where some jobs (e.g., recording) can be activated or deactivated

at nodes (mainly smart devices) in an infrared network. Nevertheless, they are

concerned only with job distribution of independent jobs and do not consider the

jobs to be interconnected or cooperating.

SDN-WISE [Gal+15] is an operating system framework that combines the SDN

and job distribution concepts. It focuses, however, on networking applications (e.g.,

firewalls or proxies) and considers routing only for auto-configuration purposes.

10.1 Framework Overview
MARVELO framework combines the concepts of SDN and job distribution, so

that it jointly considers job placement and routing. Moreover, it supports various

types of applications and is not limited to networking ones. I focus here on WASN

applications as a case study.

But first, I describe here the framework architecture and briefly show in Sec-

tion 10.2 how to use it.

Client

Nodes

Jobs

Pipes

Figure 10.1: Framework Architecture

The framework follows a client-server architecture (Figure 10.1). A client requests

the execution of application jobs from one or multiple servers. The client role is
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hosted either on one of the wireless nodes or other external devices that are still

connected to the network (e.g., a gateway or a cloud host). Meanwhile, the server
role runs on the wireless nodes inside the network. Note that the implementation

allows the server to run on nodes outside the network, but this property was not

used in my work. The aim is to run an application (from the client) on one or more

servers.

10.1.1 Client

The client role is responsible for placing the jobs and sending their dependencies

(e.g., files and packages) to the servers. In principle, it has the application graph

and an overview of the network status. The decision on which node to run which

job can be taken by the client or manually given. Additionally, it collects log files

for debugging purposes and controls the life-cycle (e.g., start, stop and restart) of

the jobs. Furthermore, it builds the routing table (via BATMAN [Fre]), but the routes

can also be manually given on the application level, if desired.

10.1.2 Server

The server role is given to the nodes that run one or more jobs, depending on

the computation capacity and the client’s decision. A server also keeps the client

up-to-date with the status of running jobs (e.g., running or dead) as well as the

status of the node itself (e.g., available CPU percentage, memory and disk space).

Idle servers (i.e., not running any jobs) keep sending keep-alive messages to inform

the client about their availability. This is useful in particular in case of fail-over.

10.1.3 Jobs

A job is a part of the application as defined in Part II. It can be any executable and

is not restricted to a specific programming language. The job profile, such as CPU

and memory usage, should be given to the client. Otherwise, default values are

used for deciding job placement. Alternatively, a job can be given a default server

to run on.

10.1.4 Pipes

For two jobs to exchange the output between each other, they need some form

of interprocess communication. MARVELO uses Linux named pipes to do so.
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Compared to other inter-processing communication alternatives [Din20], named

pipes are faster and allow data exchange between different devices.

Here, pipes are data communication channels between jobs, where is the com-

munication is assumed to be simple enough to use raw binary bytes. Additionally,

“MARVELO” supports custom Pipes, so that not only can the data types be bytes,

but data can be objects such as JavaScript Object Notation (JSON) and Pickle. Note

that Pickles are only supported for Python-based jobs.

10.2 Implementation
The MARVELO framework is implemented with “dispy", a framework for executing

multiple jobs in parallel across one or many machines. The main objective of dispy
is to execute a job with different datasets independently with no communication
among jobs. In MARVELO, we additional need communication between jobs and

have to add it. Furthermore, extending dispy further, the framework mixes both

parallel and sequential computations, i.e., allowing pipeline computations, and

not only parallel ones. In the following, I highlight the most commonly used

components and their features [Afi].

10.2.1 Attributes and Features
The implementation is based on three main classes: Job, Node and Pipe. A Job has

three main attributes: GROUPS, DEFAULT_NODE and MAX_QUEUE. GROUPS,

which is also used by Node, is a string (or a list of strings) that acts as a tag to

group jobs with common requirements. For example, jobs that needs microphones

can have a tag GROUPS = “microphone”. Similarly, nodes that are equipped with

a microphone, have GROUPS = “microphone”. A job can have multiple tags and

hence belong to multiple groups, e.g., GROUPS = [“microphone”, “camera”]. By
default, all jobs and nodes have GROUPS = “ALL”, i.e., any Job can run on any

Node.

Note that a job normally runs on a server node, but if there is a need to explicitly

run a job on a client, there is a LocalJob class, which inherits all properties of Job,

except that it can only run on the client. Such jobs may be useful for analysing data

from other jobs or sending feedbacks.

DEFAULT_NODE is a string attribute that defines the IP address or the hostname

of the node (i.e., server) that should be running the job. If this server is not reachable

or does not have enough resources, the client will look for other nodes within the

job’s GROUPS.
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MAX_QUEUE is an integer that keeps the most recent MAX_QUEUE input data

(depending on the input data size) and delete old ones if the queue is full. It is

optional and does not have to be used.

There are other optional Job attributes such as DEPENDENCIES and HEAD. The

former is a string (or a list of strings) to point to the path (or paths) of files and

packages that a job needs to run. For example, it could be an audio file that a

job will load and process, or a neural network model that a job will load to infer

some data. HEAD is a Boolean attribute; if it is True, it adds 8 bits (acting as

flags) to the data to describe its status. It contains the following flags in this order:

[Corrupted, Reset, Finished, Free, Free, Free, Free, Free]

• Corrupted marks a Dummy packet or a packet that resulted from a corrupted

packet. A job can use such information to handle the packet in a special way

or just drop it.

• Reset marks the sequence number is restarting at 0. It only can be set on a

source node. It is helpful when a new source of data (e.g., a microphone) is

selected; the sequence number is reset.

• Finished marks the packet to be the last one being processed, then the job

will be shut down.

• Free flags can be set individually, e.g. for a job, if it need some extra flags.

Pipe has an important attribute, BLOCK_COUNT. It is an integer that defines the

number of outputs that need to be buffered from the sending job before forwarding

them to the receiving job. The default value is BLOCK_COUNT = 1. For example,

if a job’s output is 8 bytes and BLOCK_COUNT = 2, then 16 bytes will be buffered

before sending the data. Note that in case of custom pipes (e.g., JSON and Pickle), 2

objects will be buffered before sending the data.

10.2.2 Job Placement and Redistribution

There are two options for job placement. If the job profiles (e.g., CPU and memory

usage) as well as the data rate requirement between the jobs are given, methods

discussed in Part II are used for generating a configuration file with job placement

(i.e., GROUPS and DEFAULT_NODE). Otherwise, and this is the default option,

default resource requirements are used (hard-coded in the framework) and the jobs

are placed accordingly.

183



Chapter 10 Framework for In-network Processing

In case of node failures, jobs running on the failed nodes will fail-over to other

available nodes within the same GROUPS. Selecting these nodes depends on avail-

able resources and the wireless link status between the possible new nodes and the

old one running the other jobs. In case of wireless link failures (e.g., obstacles be-

tween nodes), the BATMAN routing protocols is used to find alternative routes [Fre].

Note that initial placement, when all network information is given, does not use

BATMAN for routing decisions; these decisions are made by MARVELO, i.e., the

optimization problems in Chapter 3.

10.2.3 Job Synchronization

For in-network processing, we need to share the pipe’s state among all jobs, so that

they can react accordingly. For example, if a packet is lost, not only does the next

job, but all other next jobs need to know this information. This can be checked

via a sequence number. Nevertheless, if the source job (e.g., microphone) has been

restarted (or newly selected), the sequence number will be reset, so other jobs need

to know this information as well.

In this context, a synchronization wrapper is built around each job on a node.

This wrapper consists of two parts, SQN-Check dealing with the input data of a job

and Head-Check dealing with the output data of the job (Figure 10.2). This wrapper

can be deactivated (default).

The SQN-Checker checks the sequence numbers (SQN) and headers of the job’s

incoming data. In the case of a missing Block (i.e., SQN is higher than expected),
a Dummy Block is created, either by creating a packet filled with zeros or reusing

the data from the last packet. Selecting between both options is defined by setting

the attribute mode. The actual packet is buffered until the SQN matches again, i.e.,

until the receiving and sending jobs have the same SQN. Here I chose to generate

dummy packets instead of resending the packets, since the latter imposes longer

delays (via acknowledgements and timeouts), which are not desirable for real-time

applications.

If the SQN is smaller than expected and the reset flag is not set in HEAD, the

packet is dropped. If the reset = True, the SQN will reset.

Head-Check has one main role, increment the SQN of outgoing packets. An

additional role, which is exclusive to source jobs (i.e., the first jobs in the application

graph), is to set the reset flag to True. This is useful in case of failover of source

jobs. Then, the SQN needs to be reset since the source job will start from 1 while

all other jobs already have high SQN. Otherwise, all packets from the source job

will be dropped until SQN of the source job matches that of the others.
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Figure 10.2: Visualization of the synchronization wrapper.

10.3 Show Cases

The framework has been seen in action in a show-and-tell special session at the

Information Technology Society Conference for Speech Communication in Old-

enburg, Germany (2018) and at the International Workshop on Acoustic Signal

Enhancement (IWAENC 2022) conference in Bamberg, Germany. Here, I describe

briefly the applications as well as the features that were used from the framework.

10.3.1 Job Distribution

The following applications have been used as a proof of concept of the framework

functionality and usability. Themain focus here is the capability of using in-network

processing, while my main role in all of the following was setting up the network

and assisting my colleagues with troubleshooting.

Scene Classification

The details behind the scene classification implementation [JA22] have been dis-

cussed in [Ebb+18]. There are mainly two objectives of this application. First, sound

recognition (e.g., speech or music) for the input audio signal. Second, it provides

starting and ending times for each recognized sound. Moreover, it supports poly-
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phonic sound, e.g., it detects multiple events (e.g., clapping and whistling) at the

same time.

AudioRecordingJob 1 MelFeatureJob 2101 SEDJob 3102 MonitoringJob 4103

Figure 10.3: Sound event detection graph [Ebb+18] generated by the framework

In Figure 10.3, I show the application graph developed by Janek Ebbers [JA22], yet

visualized by the my framework. The application consists of 4 jobs: AudioRecord-
ingJob is used for streaming audio data from the microphones. MelFeatureJob
extracts audio features and forward them to SEDJob for sound event detection. The
output is then visualized via the MonitoringJob.

Privacy Preserving Audio Classification

The audio features used for scene classification may also carry a significant amount

of speaker-dependent data, which compromises the speaker’s privacy andmakes the

system vulnerable to speaker recognition attacks. Hence, the work in [Ale22; NM21]

introduces a variational information feature extraction scheme that allows sound

classification while minimizing the feature representation’s level of information

that is needed for speaker recognition.

Figure 10.4 shows the privacy application graph developed by Alexander Nelus.

MicGenerator is a job that can either collect audio data from the microphone or

forwarded previously recorded audio data. The FeautureExtractionJob is respon-
sible for the variational feature extraction and forward the output to the scene

classification job (TrustJob) and the speaker recognition attacker (ThreatJob).

Coherence Drift Based Sampling Rate Synchronization

When collection audio data from multiple microphones, there is the challenge

of having different sampling clocks between the microphones. This yields many

problem such as the illusion of have a moving audio source. To overcome this

problem, this demo uses an algorithm [GSH21] as well as a hardware [Afi+18] that

were developed by my colleagues, which can control the sampling frequency of the

microphones.

The application graph of the algorithm is shown in Figure 10.5. AudioSourceJob is
running on two nodes: one with a normal microphone and the other can control the
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MicGenerator 1 FeatureExtractionJob 21

TrustJob 3

2

ThreatJob 4

3

Figure 10.4: Privacy preserving graph [NM21] generated by the framework

sampling rate via HWFreqChangeJob. The audio data is processed by CoarseSyncJob
and its output is forwarded to SROJob and DelayJob to estimate the SRO and delay

between audio data, respectively. MonitoringJob is used to visualize the SRO and

delay in real time.

[GSH21]

10.3.2 Failover in Wireless Distributed Computing

Failover in wIreleSS dIstributed cOmputiNg (Fission), which means division or

splitting into two or more parts, is an ad-on property to the framework that allows

failover of a job from one node to another Section 10.2.2. This is useful in particular
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AudioSourceJob 1

CoarseSyncJob 3

101
201

HWFreqChangeJob 7

203

AudioSourceJob 2
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SROJob 4
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MonitoringJob 6
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Figure 10.5: SRO estimation graph [GSH21] generated by the framework

when a node leaves the network (e.g., a node failure or a smart phone leaves the

room).

Fission has been successfully shown in a live demo with Section 10.3.1 and

Section 10.3.1 demos, where a node fails (i.e., restarting a node running one or

more jobs) and other node(s) takes/take over. Demo [TA22] presents a unique

fail-over feature; when a microphone is dead, another microphone is selected and

the application is still able to synchronize the sampling frequency with the new

microphone. As a take away message, Fission is a generic framework that can

work with different applications having different properties (e.g., interacting with

hardware). My main contribution here was developing the framework but not the

acoustic applications themselves.
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Use cases were used as examples of application with different functions that can use

my framework smoothly. Here, I use case studies to select a couple of applications

to study delay of in-network processing. Although I claim that executing jobs

distributed on multiple nodes can be faster than just forwarding the raw data and

processing it on a single node, these jobs need to be carefully distributed without

over-utilizing any node or the wireless network. Otherwise, the (processing and/or

communication) delays could be higher or the throughput might be inadequate

than what would be the case by just forwarding the data and processing it re-

motely [Afi+18]. Here, I use the framework to evaluate the end-to-end delay of

acoustic applications in different distribution scenarios.

One of the major contributors of the total delay is the wireless network topology.

The most common topology nowadays is the star topology; nodes are connected to

an Access Point (AP) and the communication between any two nodes goes via the

AP. In contrast to the star topology, a mesh topology allows direct communication

between the nodes without relying on an AP.

In any of these topologies, there are multiple sources of delay, especially when

it comes to in-network processing. From the literature, key aspects are the chan-

nel access delay [AYY02; RLH15], the processing delay [Afi+18; Gon20] and the

transmission delay [WSM08].

Without loss of generality, I explain in Figure 11.1 the sources of delay and how

they relate to end-to-end delay in in-network processing. I assume that there are

3 wireless nodes: Node X, Node Y and a Gateway, where Node X and Node Y

are running Job A and Job B, respectively. Furthermore, I assume that the output

from Job A needs to be processed by Job B, whose output is forwarded to the

gateway. The processing delay of a job (black region) is the time needed by a node

to finish processing this job. It depends on the job’s complexity and the processing

capabilities per node. After processing the first packet at Node X, the output is

forwarded to Node Y.

Transmission delay between nodes X and Y is the time needed to transmit the

packet from Job A (gray region) to Job B. There are two main factors that affect the

transmission delay: wireless channel condition [Che+09] (influencing data rate and

the required number of retransmissions for a packet) and routing (influencing inter-

ference from neighboring transmissions and not the multi-hop itself). The authors
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Figure 11.1: A snapshot of delays in wireless in-network processing.

in [WSM08] considered a single-hop network for data transmission, assuming that

all nodes are in mutual communication range. Meanwhile, the work on multi-hop

delay estimation has been theoretically and analytically studied in [CS15; Kan+20],

but there are no experimental studies, especially that encompass transmission and

processing delays for acoustic applications in the context of in-network processing.

After processing the second packet at Node X, the node cannot directly send to

Node Y, since the channel is not yet free. This is an example of channel access delay,

where a node has to wait because the wireless channel is busy (Node Y utilizes the

channel to send to the Gateway) and the receiver cannot be sending and receiving at

the same time (duplex constraints). Another type of delay is the packet inter-arrival

delay, where the first Job needs to wait for receiving the next Packet for processing.

In acoustic applications, this can be controlled using the microphone’s sampling

rate, which control the time needed creating samples that are then encapsulated in

a packet. Last but not least, end-to-end delay is the aggregation of all previously

mentioned delays, i.e., the delay starting from processing a packet at the first job

till receiving its processed output from the last job at the gateway.

Here, I strive to close the gap between theory and practice: I empirically eval-

uate the end-to-end delay of different acoustic applications using the framework

and compare it to centralized processing. Consequently, there are in total three

different scenarios (Figure 11.2). First, centralized processing, where the raw data
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(a) Centralized processing with AP topology. (b) Distributed processing with mesh topology.

(c) Distributed processing with AP topology.

Figure 11.2: Examples of application processing

is forwarded to a centralized server for processing. Second, a mesh-distributed

scenario, where jobs are distributed among nodes for processing and the nodes can

directly communicate with each other. Finally, an AP-distributed setup where jobs

are again distributed among nodes but they communicate with each other via an

AP (Figure 11.2).

11.1 System Model
I describe here examples for typical acoustic applications suitable for in-network

processing deployment. I choose two exemplary acoustic applications for experi-

mentation, where each application has a different application graph with different

computation requirements: Cocktail Party for speaker separation (Section 11.1.1)

and Double-cross-Correlation Processor (DXCP) for microphone synchronization

(Section 11.1.2).

11.1.1 Cocktail Party Application
In a room with multiple speakers 𝑠 ∈ 𝑆 who may talk at the same time, there

are several microphones 𝑝 ∈ 𝑃 collecting the combined audio signals from these
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speakers, known as 𝑋 . The aim is to separate these mixed signals into the original

source signals, represented by 𝑠𝑝 ∈ 𝑆, ∀𝑝 ∈ 𝑃 . In other words, we need to

reconstruct the individual source signals from the observed mixed signals. To

achieve this, the process of separating the signals employs the ICA [Car89] method.

Here we have three assumptions: 1) the mixed signals are a combination of the

original signals, 2) the original signals are independent, and 3) the original signals

are not Gaussian.

The process involves estimating the |𝑃 | × |𝑃 | matrix 𝑨, a mixing matrix that

represents the acoustic properties of the environment, and the source signals 𝑆

from the mixed signals 𝑋 , where 𝑋 = 𝑨𝑆 . A set of four jobs (Cov1, Whitening, norm
and Cov2 as shown in Figure 11.3 (a)) are carried out to achieve this, starting with

defining job Cov1 as cov(𝑋 ) = 𝑥𝑥𝑇 = 𝑈𝜎2𝑈𝑇 . This can be rewritten as 𝑥𝑥𝑇 = 𝐸𝐷𝐸𝑇

where 𝐸 is the eigenvector and 𝐷 is a diagonal matrix of the eigenvalues. Then, job

whitening whitens the data so that 𝑋𝑤 = (𝐷 −1

2 𝐸𝑇 )𝑋
This result is then fed into the norm job, where vector normalization is applied,

resulting in 𝑋𝑛 .

Next in job cov2, we calculate the cov(𝑋𝑛𝑋𝑤) and calculate its eigenvector 𝐵.

Finally, the source signals are estimated as 𝑆′ = 𝐵𝑋𝑤 . These four jobs will be

executed in a wireless distributed computing environment.

11.1.2 Synchronization
In WASN, the microphones have their own sampling clock, however, when the

clocks are not synchronize, it will degrade the performance of acoustic applications.

I consider DXCP[CTE19] for estimating the sampling rate offset between different

microphones, which can then be used to adjust the sampling clock [Afi+18] or to

compensate for their synchronization error in further acoustic processing. DXCP

applies only under the assumption that sampling rate offset is time-invariant.

The DXCP application can be divided into two main jobs (Figure 11.3 (b)): cross-

correlation and parabolic interpolation. The former is used to estimate the accumu-

lated time delay between two (time-framed) signals. The output is then forwarded

to the latter that uses a second-order polynomial interpolation to find the maximum

lag and estimate the sampling rate offset.

11.2 Experiment Setup
The wireless network consists of 4 Raspberry Pi nodes (each supported with 4

CPU’s) and one access point, whose MAC follows IEEE 802.11 MAC standard. I run
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(a) ICA processing jobs.

X-Correlation Interpolation

(b) DXCP processing jobs.

Figure 11.3: Examples of acoustic applications.
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Figure 11.4: Cocktail party distribution.
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Figure 11.5: Synchronization distribution.

6 experiments: two applications (cocktail-party and synchronization applications)

running in three different topologies:

• centralized: all jobs run at a central server while the network operates in

an ad hoc mode. I define a two-hop route where data need to be forwarded

by an intermediate node before reaching the central server (Figure 11.5 (a)

and Figure 11.4 (a)).

• mesh-distributed: jobs are distributed among nodes while the network

operates in an adhoc mode. In this case, the intermediate node can process

the data instead of just forwarding it (Figure 11.5 (b) and Figure 11.4 (b)).

• AP-distributed: jobs are distributed the same way as inmesh-distributed sce-
nario , but the nodes communicate via AP (Figure 11.5 (c) and Figure 11.4 (c)).

I run the centralized scenario in an ad hoc mode because it allows to set a static

multi-hop routing over the nodes (e.g., Node 3 here) and not via the access point.

The reason of using multi-hop routing is to emulate the behavior when a node

cannot communicate directly with the access point. Therefore, Node 3 is only

forwarding the data from the microphones (Node 1 and Node 2) to Node 4 (acting
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as a central server). Although the nodes operate in the same collision domain,

the two-hop route is used to highlight the drawbacks of the centralized topology

compared to mesh-distributed.

The reason for selecting this distribution among nodes is to have fair distribution

of the computation power (i.e., not over-utilizing the nodes) and minimize the

transmission delay. Each experiment runs using a recorded audio of 170 seconds,

then data are collected for further analysis. The reason of using a recorded audio is

to have sanity checks; I make sure that the algorithmic output from each scenario

is the same per application. I do not change the position of the nodes between

scenarios to exclude the dependency on wireless channel conditions.

11.3 Results
I measure the network delay – defined as the aggregation of both transmission

and channel access delays (Figure 11.1) – between two jobs running on different

nodes for each experiment. In other words, network delay for a job 𝑇 is the time

from starting to send a packet from job 𝑇 ’s predecessor (or the microphone, if 𝑇

has no predecessor) to the time until that data has been completely received by 𝑇 .

Additionally, I measure the end-to-end delay for each experiment and observe the

relation between the transmission delay and end-to-end delay.

11.3.1 Wireless Network Delay
I show in Figure 11.6 two types of delay: network delay (as in centralized, mesh-
distributed and AP-distributed) and processing delay (represented by CPU-time).

For example, I show the network delay in the cocktail party application for Cov1
job as the average delay for receiving the data from the microphones (here the

recorded data) to Cov1, while the network delay for task norm is the average delay

for receiving the data from Whitening. In case of centralized processing, I look

only at the network delay of the first job, since the rest of the jobs are running

on the same node, i.e., they have no network delay (yet I will talk later about the

processing delay).

In the cocktail party application (Figure 11.7 (a)), I observe that the network delay

for Cov1 job with centralized processing is the highest compared to other delays.

This is expected since centralized processing requires forwarding the raw data from

the microphone over two hops. Although the data also go through two hops in the

AP-distributed scenario (since they need to go through the access point anyway),

the network delay is slightly lower than the centralized processing, which is due to
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Figure 11.6: Network delay for different Setups.
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Figure 11.8: Box plots for end-to-end delay.

the higher interference in mesh networks — interference management is distributed

over multiple nodes and not handled by one node as in AP. This also explains why

the norm job has similar network delay for mesh-distributed and AP-distributed

scenarios (same applies to Cov2). I highlight that the network delay for Cov2 is not
only due to transmission channel access delay from Whitening job, but also the

processing delay of norm job. This is seen in Figures 11.4 (b) and 11.4 (c), where

Cov2 has to wait for both the network delay whenWhitening finishes processing

till Node 4 received the packet and the processing delay from norm job running on

the same node.

I observe a similar behaviour in the synchronization application (Figure 11.7 (b));

the mesh-distributed topology has the lowest network delay when forwarding

recorded data to the first job, X-correlation) while having similar network delay to

AP-distributed for the interpolate job. In contrast to the cocktail party application,

I observe that the network delay for mesh-distributed topology is lower than the

processing delay for the X-correlation task. This may result in unwanted delays

from queuing (from previous jobs or high inter-arrival packet rate) or even packet

losses, but this discussion is left for future work.

11.3.2 End-to-End Delay
The sum of the delay per each scenario in Figure 11.6 shows that distributed pro-

cessing scenarios have more network delay than centralized scenarios. Meanwhile,

we do not sum up all network delays to calculate the end-to-end delay, thanks to

the pipeline execution; when a packet is being transmitted another packet/s is/are

being processed.

I show in Figure 11.8 the end-to-end delay for both the cocktail party (Fig-

ure 11.8 (a)) and synchronization (Figure 11.8 (b)) applications. I observe that the

median end-to-end delay of the cocktail party application is almost similar for all
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scenarios. This is probably due to the fact that the Cov1 job processes 𝑁 chunks of

audio signals to send a single output chunk (i.e., BLOCK_COUNT = N). Thus, the

waiting time of a job can be a bottleneck for the end-to-end delay (N:1 processing).

Nevertheless, the third quartile of the mesh-distributed scenario still has the lowest

delay.

In case of the synchronization application, the relation between the output and the

input data is 1:1. Hence, both the median and upper bound of the mesh-distributed

scenario are the lowest for all scenarios.

11.4 Conclusion
I showed that wireless in-network processing with mesh topology can achieve

lower network delay than the centralized and AP topologies. Meanwhile, the

lowest network delay setup does not necessarily have the lowest end-to-end delay,

since that also depends on the job processing delay. Yet, it is at least as low as

other setups. Additionally, mesh topologies need to be carefully designed since

interference avoidance is harder than the that of AP, whichwill increase the network

delay.
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In this chapter, I conclude the thesis by summarizing the key research outcomes in

relation to the research aims and questions, as well as the value and contribution

herein.

One of the aims in this thesis was to highlight the missing properties in regard

to managing distributed wireless network processing and whether their impact is

substantial. I considered these properties from three different aspects: wireless,

application-specific and application-generic.

The wireless aspects appear when nearby nodes share the bandwidth and op-

erate in the same collision domain, making them subject to collisions. Moreover,

being wireless adds other features such as power control and multi-casting. In

this context, I formulated optimization problems for distributed wireless network

processing while managing collisions. Compared to the related work, my solution

improves network reliability by decreasing the symbol error rate. I investigated

other features for distributed wireless processing, such as power control and multi-

casting, showing slight improvements in throughput but not as notable as collision

management.

The application-specific aspect comes from the acoustic application. Here, I did

exploit the synchronization feature of WASN to synchronize wireless transmissions;

it showed higher throughput compared to state of art, CSMA/CA.

Mobility is the application-generic aspect, which also fits well in wireless net-

works. Hence, I put it to use in autonomous vehicles, carrying microphones, for

streaming audio data. I compared such a scenario with stationary microphones and

carrying the microphones. Not only did it provide scalability, but it also showed

good (and in some cases better) quality compared to the other scenarios.

I evaluated these aspects, while considering the trade-off between the quality

of the collected information and the network performance, expressed as QoI and

QoS. To find the relation between both metrics, I studied the impact of selecting a

subset of microphones, which did not only show an improvement in the network

performance, but also in the acoustic one. Similarly, when distributing the acoustic

processing, some processing jobs can be dropped to improve, again, both acoustic

and network qualities. Although, it may be thought that both QoI and QoS are

inversely proportional, I showed that in some scenarios they may be actually

directly proportional.
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To put ideas into practice, I developed a test-bed for managing wireless in-

network processing, while showing use cases for WASN. The framework adopts

some of the developed resource allocation approaches and was used with a couple

of case studies to show empirically that in-network processing is effective in terms

of latency.

I provided different problem formulations for networkmanagement, with varying

number of variables and constraints. Choosing the most suitable formulation

depends on the used solver; some solvers can find a solution faster with a few

number of variables or a few number of constraints. But in general, getting optimal

solutions for complex problems is time-consuming, hence, I proposed a heuristic

solution and derived its upper bound theoretically and showed empirically that it

achieves good results compared to the optimal solutions.

Furthermore, two meta-heuristic solutions were proposed. First, a GA that

improves its solution over time and second, an RL-based solution that finds a

feasible solution as fast as possible and then terminates. Typical use cases for these

approaches would be finding a solution within a due date using GA. If the due date

is extended, GA may be able to find a better solution. The RL solution can be used

in case of failover; given an invalid solution, RL finds a new solution with minimum

number of migrations (i.e., replacement).

I used the outcome of the study on QoI/QoS to design an RL solution for con-

trolling the movements of the autonomous vehicles. Comparing its performance

to a heuristic solution, the former showed a better quality. Moreover, I developed

a multi-agent solution that can learn faster and be more scalable, in case of con-

trolling many vehicles. Additionally, I showed theoretically and empirically how

environment properties impact the learning process.

Meanwhile, when there are multiple applications competing for the network

resources, it is important to decide which application to admit. Hence, I developed

an RL solution to control the admission based on revenue, priority or both. The

proposed solution then showed better results compared to a first-come-first-serve

protocol.

My contribution shows how to do in-network processing in wireless networks

from theory to practice, yet there is still room for improvement and further investi-

gations. For example, I studied job distribution while considering multiple wireless

features simultaneously, such as power control and multi-cast transmission. But

other features (e.g., mobility) were investigated separately. The reason I did that was

to simplify the problem without having high dimension of variables. Accordingly,

my work here is a first step that gives some insight into the gain of exploiting

all wireless features simultaneously. How much gain we can achieve is yet to be

studied.
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One of the advantages behind disturbing the jobs is energy-efficiency, yet I have

not study that in my thesis. I claim that processing the data before sending it, may

decrease the amount of the data need to be sent. Another claimed advantage is the

cost; exploiting the idle resources of smart devices lying around will decrease the

required resources to be rent. However, the energy cost of operating these devices

compared to renting the resources is yet to be investigated.

On one hand, I assumed that a subset of microphones is given when distributing

the acoustic processing inside the network. On the other hand, I look separately at

selecting the best subset of microphones to serve both QoI and QoS. Combining

both approaches is an interesting, yet more complex problem that I have not looked

into. Similarly, selecting a subset of microphones to move in autonomous vehicles

may have simplified the problem of vehicle control (but not the subset selection),

so that instead of controlling all microphones, a subset of microphones would be

selected that best serve QoI and QoS. In this case, hierarchical learning would have

been a good candidate [SPS99].

As seen in this thesis, calculating QoI is a complex process even just for acoustic

processing. For other multimedia applications, QoI may follow different, even more

complex calculations. An alternative approach, to hand craft the reward based on

QoI, is curiosity learning [Pat+17]; it is agnostic to the external reward, which is

QoI here. This is a natural follow up to my work since I use RL to solve many

problems in this thesis.

Last but not least, distributed processing in WASN is immature and needs to be

more motivated within the signal processing community. Here, I jointly worked

with my colleagues from four different fields of signal processing (privacy, synchro-

nization, feature extraction and scene analysis) to develop the required features

of the framework. Nevertheless, additional features may be required to further

simplify the deployment or the debugging of acoustic or any other application.

Hence, the framework can be further developed while spreading awareness of

in-networking processing.
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A CSMA/CA: Channel
vs. Node Throughput

Proof. When ignoring the propagation and inter-frame spacing delays in CSMA/CA,

the sending time 𝜏𝑠 and the collision time 𝜏𝑐 are the same. In other words, the time

needed to detect that there is collision is equal to the time needed to transmit a

packet; the acknowledgment time is neglected. Following from equation (6.2)

𝑆 =
𝑝tr𝑝𝑠𝐿

𝑝tr` + 𝜎
. (A.1)

=
𝑝𝑠𝐿

` + 𝐸 [𝐵]/𝑁 , (A.2)

where the average time of the channel being idle with 𝑁 nodes not transmitting

is due to the average back-off window given than the node wants to transmit

𝜎 = 𝑝tr𝐸 [𝐵]/𝑁 .

Now, let us consider the throughput 𝑥 per node [[LK13] – eq. 4] instead of that

per channel.

𝑥 =
𝐿

`

\

1 + 𝑁\ 𝑝𝑠 (A.3)

=
𝐿

𝑁` + 𝐸 [𝐵]𝑝𝑠, (A.4)

where \ =
`

𝐸 [𝐵] is the ratio between the Markov states of a node is sending and the

channel being idle. Alternatively, the node throughput is given by

𝑥 = 𝑆/𝑁 (A.5)

=
𝑝𝑠𝐿/𝑁

` + 𝑁𝐸 [𝐵]/𝑝tr

(A.6)

=
𝐿/𝑁

𝐸 [𝐵] + 𝑁`𝑝𝑠 (A.7)

= (A.2) (A.8)

■
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